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Rethinking Triplet Loss for Domain Adaptation
Weijian Deng, Liang Zheng, Yifan Sun, and Jianbin Jiao

Abstract—The gap in data distribution motivates domain
adaptation research. In this area, image classification intrinsically
requires the source and target features to be co-located if they
are of the same class. However, many works only take a global
view of the domain gap. That is, to make the data distributions
globally overlap; and this does not necessarily lead to feature
co-location at the class level.

To resolve this problem, we study metric learning in the context
of domain adaptation. Specifically, we introduce a similarity
guided constraint (SGC). In the implementation, SGC takes the
form of a triplet loss. The triplet loss is integrated into the
network as an additional objective term. Here, an image triplet
consists of two images of the same class and another image
of a different class. Albeit simple, the working mechanism of
our method is interesting and insightful. Importantly, images in
the triplets are sampled from the source and target domains.
From a micro perspective, by enforcing this constraint on every
possible triplet, images from different domains but of the same
class are mapped nearby, and those of different classes are
far apart. From a macro perspective, our method ensures that
cross-domain similarities are preserved, leading to intra-class
compactness and inter-class separability. Extensive experiment on
four datasets shows our method yields significant improvement
over the baselines and has a competitive accuracy with the state-
of-the-art results.

Index Terms—Domain adaptation, triplet loss, semantic align-
ment

I. INTRODUCTION

In many real-world computer vision applications, the train-
ing and testing data distributions are often different because
of dataset bias [1]. The distribution discrepancy decreases the
generalization capability of the learned visual representations.
An example is that a model trained on synthetic images may
fail to perform well on real-world images. To reduce dataset
bias, a commonly mentioned strategy is unsupervised domain
adaptation (UDA). In UDA, we are usually provided with a
labeled source dataset and an unlabeled target dataset. The
goal is to learn a model from these data to minimize the test
error on the target dataset.

UDA methods [2]–[7] usually learn a shared feature space
where embeddings are domain-invariant. These methods usu-
ally minimize some measurement of global domain variance
[3], [6], [7], such as the correlation distance [8]) and ad-
versarial loss functions [2], [4], [5]. However, under global
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Fig. 1. Illustration of SGC effect. The overall objective is to make source and
target features surround their corresponding weight vectors in the classifier,
so as to ensure accurate classification. To this end, SGC aims to pull target
features to source features with the same class labels. Meanwhile, labeled
source images are directly pulled to the expected weight vectors by cross-
entropy loss. Thus, SGC leads to more desirable embeddings, and improves
the accuracy on the target dataset. In this figure, different colors denote
different classes. Weight vectors W1 and W2 are corresponding to class C1

and class C2, respectively.

distribution alignment, images with different labels from the
two domains may still be located nearby in the embedding
space. This semantic misalignment problem is detrimental
to classifier accuracy on the target domain. In literature,
some methods [9]–[11] are proposed to address this problem.
These methods propose to consider the class information
while reducing the distribution discrepancy. In our attempt,
we focus on the class-level alignment, and further study the
semantic similarity and the semantic dissimilarity between
source domain and target domain.

Under classification mode, the cross-entropy loss encour-
ages embeddings to be close to their corresponding weight
vectors of the classifier; and this ensures the embeddings can
be classified correctly. Thus, if target and source features of
the same class are close in the embedding space, the classifier
learned on source images would have a high accuracy on
the target dataset. Motivated by this, we propose a similarity
guided constraint (SGC). SGC is enforced on the feature
embeddings, the input of classifier, to ensure source and target
embeddings have maximal intra-class distance than minimal
inter-class distance. Here, we note that enforcing SGC requires
labels of the target images, but naturally the target domain
is unlabeled. As such, we assign high-confidence pseudo
labels to some target images. As shown in Fig. 1, SGC
pulls the target images to the source images with the same
class labels. This indirectly enforces target images to surround
their corresponding weight vectors, and thus leads to accuracy
improvement on the target images. Importantly, SGC is robust
to incorrect pseudo-labels. If we directly pull wrongly pseudo-
labeled images toward their corresponding weight vectors (as
cross-entropy does), the weight vectors would be biased by
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them and dramatic accuracy drop would be caused. Instead,
SGC imposes on feature embeddings rather than classifier, thus
wrongly labeled target images have no direct impact on the
weight vectors of classifier, as to be detailed in Section III-C.

In practice, SGC is implemented by using a triplet loss
function. By minimizing the triplet loss, SGC reduces the
distance between semantically similar images and increases
that of semantically dissimilar images. This constraint aids to
achieve class-level distribution alignment, and thus alleviates
the semantic misalignment problem.

To summarize, this paper proposes a similarity guided
constraint for unsupervised domain adaptation. With the joint
supervision of the triplet loss and some existing constraints,
our model can reduce the data distribution gap at both the class
level and domain level. Our method is simple and effectively
improves over several baselines. We also report competitive
accuracy on four benchmarks.

II. RELATED WORK

Unsupervised domain adaptation. Unsupervised domain
adaptation methods attempt to minimize the shift between
source and target data distributions. There are some methods
focusing on learning a mapping function between source and
target distributions [12]–[15]. In [15], Correlation Alignment
is proposed to match the two distributions. In [14], the source
and target domains are aligned in a subspace described by
Eigenvectors. It is also effective seek to find a shared space
for source and target features [3], [4], [6], [7]. Long et al. [7]
and Tzeng et al. [6] utilize the maximum mean discrepancy
(MMD) metric [16] to learn a share feature representation.
Several recent methods [2], [4], [5], [10], [17], [18] adopt
adversarial learning [19] to learn representations that are not
distinguishable between domains. In these methods, a discrim-
inator is trained to tell whether the image feature is from
source domain or target domain, while the feature extractor
is trained to fool the discriminator. Another strategy is to
use adversarial learning to learn transformations in the pixel
space from one domain to another [20]–[23]. For example,
CYCADA [20] maps samples across domains at both pixel
level and feature level.

In this paper, we also attempt to reduce the distribution
discrepancy, and we are more concerned with preserving
the similarities among the source and target images. In the
community, some methods [9]–[11], [24] consider the class
information for domain alignment. Pinheiro [11] proposes to
classify an image by computing its similarity to prototype
representations of each category. The authors of [10] consider
the class information and propose the adversarial network for
every class. Xie et al. [9] align the centers of source and
target features of the same class to alleviate the semantic
misalignment problem. The authors of [24] propose metric-
based domain adaptation method by using triplet loss to
train source images. Different from these method, this paper
directly enforces metric-based constraint on both source and
target images to achieve intra-class compactness and inter-
class separability.

Closely to our work, Motiian et al.also pairs labeled source
and target images to align distributions at class level. Our

work is different from [25] in two aspects, 1) the setting of
[25] is supervised domain adaptation, where the labeled target
images are available; 2) they do not consider the domain-level
alignment, while our work benefits from both domain-level
alignment and class-level alignment

Self-training. Our method is related to self-training, a
strategy in which the predictions of a classifier on unlabeled
data are used to retrain the classifier [17], [26]–[34]. The
assumption of self-training is that an image with the high
predicted score is more likely to be classified correctly. In
unsupervised domain adaptation, some methods [17], [35],
[36] use pseudo-labeled images to improve classifier accuracy
on the target dataset. Zhang et al. [17] propose a method
named iCAN to progressively select pseudo-labeled images
for training the classifier. Chen et al. [35] use two classifiers
to assign labels for target images. Saito [36] adopt three
asymmetric classifiers to improve the quality of pseudo la-
bels. Unlike these methods, we leverage the selected images
with their pseudo-labels for class-level alignment instead of
retraining the classifier. This practice provides a new way to
utilize unlabeled data for learning feature embeddings.

Deep Metric learning. Deep metric learning [37]–[42]
aims to learn discriminative embeddings such that similar
samples are nearer and different samples are further apart.
Discriminative embeddings are also required in other tasks
[43]–[48]. For example, Ben et al. [48] propose a coupled
patch alignment (CPA) algorithm for cross-view gait recog-
nition, which requires the intra-class compactness and inter-
class separability across different views. In the community,
the most widely used loss functions for deep metric learning
are contrastive loss [37] and triplet loss [41]. The problem
settings of these works are different from ours. We aim to
reduce the distribution discrepancy and utilize the triplet loss
[41] to preserve cross-domain similarities.

III. METHODOLOGY

A. Overview
In UDA, we are provided with a set of labeled images

from the source dataset and a set of unlabeled images from
the target dataset, where the data distributions of the two
datasets are different. For the source dataset, we denote it
as Ds = {(xsi ,ysi )}

ns
i=1, where xsi is the i-th source image,

ysi ∈ {0, 1, ...,K − 1} is its label, and ns is the total
number of images. Similarly, we denote the target dataset as
Dt = {xtj}

nt
j=1, where xti is the i-th target image and nt is

the total number of images. The goal is to use labeled source
images and unlabeled target images to learn a classifier that
generalizes well on the target dataset.

This paper utilizes the deep convolution neural network
to learn the classifier. As shown in Fig. 2, our network is
an end-to-end trained classification net. It mainly consists
of two parts, feature extractor and classifier (the last fully-
connected layer). SGC is imposed on the embeddings, the
output of feature extractor, to learn an aligned embedding
space. Meanwhile, the classifier takes the embeddings as input.
Since the learned embeddings are intra-class compactness and
inter-class separability, the classifier can work effectively on
the target images.
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Fig. 2. Framework of the similarity guided constraint (SGC) method. With the supervision of SGC, our network has the ability to align the distributions at
class level. Thus, images from different domains but have the same class label are expected to be aligned nearby, and vice versa. Since the target dataset is
unlabeled, we assign pseudo labels to the target images. In this figure, different colors denote different domain distributions and different shapes represent
different classes. Best viewed in color.

Moreover, SGC can be further combined with the existing
deep domain-level alignment constraints. With the help of two
types of constraints, our model has the ability to align data
distributions at domain level and class level.

In the rest of this section, we introduce the similarity-
constrained scheme in Section III-B1. In Section III-B2, we
describe the similarity constrained alignment network with the
joint supervision of triplet loss and domain-level alignment
loss. In Section III-C, we have a discussion about our method.

B. Similarity Guided Constraint

1) Similarity-constrained Scheme: SGC takes a closer look
at the class level to address the distribution discrepancy.
Specifically, SGC requires the images regardless of their
domains to follow two types of semantic relations:
• Semantic similarity. Images from the same class are

semantically similar, thereby should be mapped nearby
in the embedding space.

• Semantic dissimilarity. Images from different classes are
semantically dissimilar, thereby should be mapped far
apart in the embedding space.

Similarity-Guided loss function. SGC explicitly defines
the inter-class and intra-class relations among source and target
images. To preserve the two semantic relations, we naturally
implement the constraint by the triplet loss [41].

Let Di,j = ‖gθ(xi)− gθ(xj)‖22 measures the distance
between two images in the feature space, where gθ(·) is the
feature extractor. If xi and xj are with the same label, we want
Di,j to be small, corresponding to the semantic similarity. If
xi and xj are with different labels, we want Di,j to be large,
corresponding to the semantic dissimilarity.

For an image triplet consisting of two semantically similar
images xa and xp, and a semantically dissimilar image xn,
the triplet loss minimizes:

Ls(θ) =
∑
a,p,n

ya=yp 6=yn

[m+Da,p −Da,n]+ , (1)

where xa and xp is a positive pair (their labels ya and yp are
same), xa and xn is a negative pair (their labels ya and yn are

different). m is the margin that is enforced between positive
and negative pairs.

This loss encourages the distance between xa and positive
image xp to be smaller than the distance between xa and
negative xn by the margin m. By enforcing the loss on every
image triplets, we can meet the requirement of SGC, i.e., intra-
class compactness and inter-class separability.

Label estimation for target images. When optimizing the
network with the triplet loss, we are faced with one challenging
issue: constructing images triplets requires labels of target
images, but the target dataset is totally unlabeled. To address
this issue, we propose to assign the pseudo labels to the target
images: given the current network, we use the classifier to
predict labels of target images.

To ensure the accuracy of the pseudo label, we adopt three
tactics. (a) Threshold T . Intuitively, the image with the high
predicted score is more likely to be classified correctly. Thus,
the threshold T directly controls the quality of pseudo label.
In practice, we only select target images with predicted scores
above a high threshold T for building the semantic relations.
Note that we set the threshold T a constant during training.
(b) Progressive selection. During training, the classifier will
gradually improve its accuracy on the target dataset, so we
re-assign pseudo labels every several iterations. In this way,
more and more target images will be progressively selected
for training. (c) domain-level alignment. By reducing the
distribution discrepancy, domain-level alignment can improve
the accuracy of classifier on the target dataset. Thus, it can
naturally improve the quality of the pseudo label.

During experimentation, we observe that triplet loss has the
tolerance to incorrect labels, such that we only use the above
three tactics. Many other sample prediction methods might
also be helpful, such as consistency-based semi-supervised
learning [26], co-training [33], and model fusion [49]. More-
over, adaptive threshold method proposed in iCAN [17] could
also be useful. The effect of the aforementioned methods on
our system can be validated in the future.

2) Collaborative Distribution Alignment: The similarity
guided constraint can be integrated into existing domain-
level alignment network. With the collaborative supervision of
triplet loss and domain-level alignment loss, our full system
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can align data distributions at both domain level and class
level. Here, we name our full system as similarity-constrained
alignment (SCA) network.

Domain-level alignment. Following the practice in [3],
we adopt the JMMD metric for the domain-level alignment.
The JMMD formally reduces the discrepancy in the joint
distributions of the activations in domain-specific layers L,
i.e. P (Zs1, . . . ,Zs|L|) and Q(Zt1, . . . ,Zt|L|). Thus, the loss
function of domain-level alignment is written as,

Ld =
2

n

n/2∑
i=1

(∏
`∈L

k`(zs`2i−1, z
s`
2i) +

∏
`∈L

k`(zt`2i−1, z
t`
2i)

)

− 2

n

n/2∑
i=1

(∏
`∈L

k`(zs`2i−1, z
t`
2i) +

∏
`∈L

k`(zt`2i−1, z
s`
2i)

)
,

(2)

where n = ns, zt` denotes the activations of the target image
in the layer `, and zs` denotes the activations of the source
image in the layer `. k` is the kernel function in a reproducing
kernel Hilbert space (RKHS).

Similarity constrained alignment objective. In our net-
work, we adopts the cross-entropy loss as K-way classification
loss function, this is corresponding to,

Lc =
1

ns

ns∑
i=1

L (f (gθ(x
s
i )) ,y

s
i ), (3)

where L(·, ·) is the cross-entropy loss, gθ(·) is the feature
extractor, and f(·) is the classifier followed by a softmax over
the K classes.

Finally, the final objective of the collaborative distribution
alignment is written as,

Lsca = Lc + αLd + βLs, (4)

where Lc is the classification loss, Ld is the the domain
confusion loss, and Ls is the triplet loss. The α and the β
control the relative importance of domain-level alignment and
similarity guided constraint, respectively.

C. Discussion

Why prefer the triplet loss function? As described in
Section I, both the cross-entropy loss and the triplet loss have
potential to enforce cross-domain similarity constraint. Since
the triplet loss has higher resistance against incorrect pseudo-
labels, we adopt it for implementing the proposed SGC. We
illustrate this point in Fig. 3, with focus on a wrongly pseudo-
labeled target image x in the embedding space.

In the case of Fig. 3 (a), the target image x is with
wrong pseudo-label C2 (its ground-truth is C1). Under the
classification mode, the cross-entropy loss makes the weight
vector W2 (corresponding to C2) of classifier towards the
wrongly pseudo-labeled x. This reduces the margin between
W1 and W2, and thus diminishes the discriminative ability
of classifier (especially when distinguishing between C1 and
C2 images). In contrast, the triplet loss constructs an image
triplet consisting of wrongly pseudo-labeled x and two source
images (a C1 image and a C2 image). For the image triplet,
the triplet loss aims to pull x1 closer to the C2 image and to
push x far away from the C1 image. This is already satisfied

SCR with triplet lossclassification mode
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Fig. 3. SGC with triplet loss gains higher robustness against incorrect pseudo-
labels. (a) A target image of class C1 is wrongly assigned with a pseudo label
C2. Under classification mode, the wrongly pseudo-labeled image pulls the
weight vector W2 closer toward itself. This reduces the margin between W1

and W2, and leads to dramatic accuracy drop. In contrast, the triplet loss
function requires the wrongly pseudo-labeled image to be closer to a C2

source image than a C1 source image. This requirement is roughly satisfied,
which corresponds to zero or slight triplet loss. (b) More generally, wrongly
pseudo-labeled image belongs to a third class in the triplet. Similarly, the
requirement of triplet loss is also satisfied in this case. Thus, the wrongly
pseudo-labeled image has little negative impact on the classifier.

in the case of Fig. 3 (a), so the wrongly pseudo-labeled x has
almost no negative impact on the model.

Similarly, in Fig. 3 (b), the target image x is with wrong
pseudo-label C2 (its ground-truth is C3). It is a new class
image w.r.t. weight vectors W1 and W2. Under classifica-
tion mode, x also deteriorates the discriminative ability of
classifier, especially when classifying C2 and C3 images. In
contrast, when the triplet loss function is imposed on an image
triplet consists of x and two source images (a C1 image and a
C2 image), its requirement is also satisfied. Thus, the resulting
triplet loss turns to be negligible.

In short, the cross-entropy loss function extensively exposes
the model to incorrect pseudo-labels, while the triplet loss
function enables the model to have relatively high resistance
against them. Thus, the triplet loss is more suitable for
implementing the proposed SGC.

Collaborative alignment. Both domain-level alignment and
SGC are significant during the distribution alignment. First,
domain-level alignment makes source and target distributions
globally overlapped, and thus reduces the difficulty of class-
level alignment. Moreover, by reducing the global distribution
discrepancy, domain-level alignment improves the accuracy of
classifier on the target dataset. This ensures the quality of
pseudo-labeled target images, and thus benefits SGC. Second,
SGC locally aligns distributions, and leads to more suitable
domain-level alignment.

During training, the two supervisions work collaboratively
to align distributions at both domain level and class level.
Moreover, the learned domain-invariant feature is character-
ized by intra-class compactness and inter-class separability.
Based on this, the classifier learned on source images works
effectively on the target dataset.
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Progressive label estimation. To ensure the quality of
pseudo labels, we only select target images with their scores
above a high threshold T . At the early stage of training, the
classifier is relatively poor on the target dataset, so only a
few target images have predicted scores above the threshold
T . With the help of the SGC, the classifier will gradually
improve itself during training. Thus, we re-assign labels for
the target images every several iterations (K). This strategy
can be regarded as easy-to-hard sample selection. By doing
so, more target images will meet the condition of threshold T ,
and be progressively selected for constructing image triplets.
Thus, we keep the threshold T fixed during training.

IV. EXPERIMENTAL EVALUATION

A. Datasets

We evaluate the proposed unsupervised domain adaptation
method on four datasets: Office-31 [52], ImageCLEF-DA,
Office-Home [53], and MNIST-USPS-SVHN.

Office-31 contains 4,652 images and 31 categories collected
from three distinct domains: Amazon (A), Webcam (W) and
DSLR (D). The images in DSLR are captured with a digital
SLR camera and have high resolution. Amazon consists of im-
ages downloaded from online merchants (www.amazon.com).
These images are of products at medium resolution. The
images in Webcam are collected by a web camera, which are
of low resolution. We evaluate the proposed method across six
transfer tasks A → W, D → W, W → D, A → D, D → A
and W → A.

ImageCLEF-DA is a benchmark dataset for ImageCLEF
2014 domain adaptation challenge. It contains three subsets,
including Caltech-256 (C), ImageNet ILSVRC 2012 (I), and
Pascal VOC 2012 (P), and each subset is considered as a
domain. There are 12 categories and each categories contains
50 images. We use all domain combinations and build 6
transfer tasks: I → P, P → I, I → C, C → I, C → P, and P
→ C. We report the results following the protocol in [3].

Office-Home is a large-scale benchmark for testing domain
adaptation methods. There are 15,500 images in Office-Home.
It contains four distinct domains, each corresponding to 65
different categories. The domains are: Artistic images(Ar),
Clip Art (Cl), Product images (Pr) and Real-World images
(Rw). We report the results following the protocol in [53].

MNIST-USPS-SVHN is a challenging domain adaptation
task of three digits datasets: MNIST [54], USPS and SVNH
[55]. MNIST-USPS-SVHN makes a good complement to
previous datasets for diverse domain adaptation scenarios.
We conduct experiments on three tasks: SVHN → MNIST,
MNIST→ USPS, and USPS→ MNIST. We report the results
following the protocol in [56].

B. Implementation Details

We implement our method on pytorch framework. For
Office-31, ImageCLEF-DA, and Office-Home, we fine-tune
from ResNet-50 model [50]. During training, all the images
are resized to 256× 256; for digits datasets, we adopt LeNet
[54] as network structure. During training, all the images are
resized to 32× 32.

We adopt random flipping and random cropping as data
augmentation methods. We use SGD for optimization, and
adopt the same INV learning rate strategy as in RevGrad [4].
The learning rate decreases gradually after each iteration from
0.001, the momentum is set to 0.9, and the weight decay is
set to 0.0004. We set the parameters α = 1 and β = 1 in
Eq. 4. For triplet loss, we follow the sampling batch-hard
strategy in [57]. Specifically, we randomly select C classes and
randomly select K images of each class from source images.
Similarly, we select C ·K pseudo-labeled target images. Thus,
we get a mini-batch of 2C · K training images. For each
image, we sample the hard negative and hard positive within
a mini–batch, yielding 2C ·K triplets. In the experiment, we
set K=7 and C=4. In addition, we randomly select 32 source
images and 32 target images for domain-level alignment loss
and cross-entropy loss.

We adopt a two-stage training procedure: we first train the
classifier and the feature extractor by minimizing Eq. 2 and Eq.
3, and then train the entire system (SCA) by minimizing Eq.
4. For the first stage, we train the network for 6000 iterations.
For stage two, we train for anther 30000 iterations. We set
threshold T = 0.9, and assign pseudo labels for target images
every 2000 iterations.

C. Comparison with State-of-the-art Methods

Compared methods. For Office-31, ImageCLEF-DA, and
Office-Home, we compare the proposed method with several
state-of-the-art methods, including DAN [7], RTN [51], JAN
[3], RevGrad [4], MADA [10], SimNet [11], and iCAN [17].
These methods are all based on the deep neural network
(ResNet-50 [50]) to learn domain-invariant embeddings. For
MNIST-USPS-SVHN, we compare the proposed method with
RevGrad [4], ADDA [56], MSTN [9], Cycada [20], PixelDA
[21], and M-ADDA [24].

For the fair comparison, the results of these methods are
directly reported from their original papers.

Comparison on the Office-31 dataset. We compare the
proposed method with the recent state-of-the-art methods in
Table I. The baseline is the network that we modify from
ResNet-50, and it does not adopt any domain adaptation
technique. In this paper, we adopt JMMD [3] for the domain-
level alignment, and the result of “Basel. + D” is on par with
the experiment in [3].

Compared with “Basel.”, “Basel. + D” achieves higher
performance, which indicates that it has ability to reduce the
distribution discrepancy. Moreover, only adopting the SGC
can also improve the baseline performance: it gains +4.5%
improvement over the baseline in average accuracy. This
indicates that the proposed constraint has ability to alleviate
the distribution discrepancy problem. The working mechanism
of SGC is that it ensures the cross-domain similarities are
preserved, and thus aligns source and target distributions at
class level.

Moreover, our full system (SCA) achieves 87.7% in average
accuracy. This is the best performance on the Office-31 dataset.
SCA achieves the highest performance on three tasks (W→ A,
W→ D, and W→ A). SCA is higher than MADA [10] (87.7%
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TABLE I
COMPARISON OF VARIOUS METHODS FOR UNSUPERVISED DOMAIN ADAPTATION ON THE OFFICE-31 DATASET IN TERMS OF TEST ACCURACY (%). THE

BEST RESULTS ARE IN BOLD. “BASEL.” DENOTES THE BASELINE TRAINED ONLY THE SOURCE DATASET, “ S” REPRESENTS THE SIMILARITY GUIDED
CONSTRAINT, AND “D” DENOTES THE DOMAIN-LEVEL ALIGNMENT. SCA IS THE FULL SYSTEM (“BASEL. + D + S”).

Method A → W A → D W → A W → D D → A D → W Avg.
ResNet-50 [50] 68.2 ± 0.2 68.9 ± 0.2 60.7 ± 0.3 99.3 ± 0.1 62.5 ± 0.3 96.7 ± 0.1 76.7
DAN [7] 80.5 ± 0.4 78.6 ± 0.2 62.8 ± 0.2 99.6 ± 0.1 63.6 ± 0.3 97.1 ± 0.2 80.4
RTN [51] 84.5 ± 0.2 77.5 ± 0.3 64.8 ± 0.3 99.4 ± 0.1 66.2 ± 0.2 96.8 ± 0.1 81.6
JAN [3] 85.4 ± 0.3 84.7 ± 0.3 70.0 ± 0.4 99.8 ± 0.2 68.6 ± 0.3 97.4 ± 0.2 84.3
RevGrad [4] 82.0 ± 0.4 79.7 ± 0.4 67.4 ± 0.5 99.1 ± 0.1 68.2 ± 0.4 96.9 ± 0.2 82.2
MADA [10] 90.0 ± 0.2 87.8 ± 0.2 66.4 ± 0.3 99.6 ± 0.1 70.3 ± 0.3 97.4 ± 0.1 85.2
SimNet [11] 88.6 ± 0.5 85.3 ± 0.3 71.8 ± 0.6 99.7 ± 0.2 73.4 ± 0.8 98.2 ± 0.2 86.2
iCAN [17] 92.5 90.1 69.9 100.0 72.1 98.8 87.2
Basel. 76.5 ± 0.3 78.0 ± 0.2 64.0 ± 0.3 99.0 ± 0.1 65.0 ± 0.2 94.8 ± 0.1 79.6
Basel. + D 87.2 ± 0.3 84.9 ± 0.2 69.8 ± 0.3 99.2 ± 0.1 67.8 ± 0.3 96.5 ± 0.1 84.2
Basel. + S 85.0 ± 0.2 87.0 ± 0.2 67.2 ± 0.3 99.4 ± 0.1 67.5 ± 0.4 98.2 ± 0.1 84.1
SCA 93.6 ± 0.1 89.5 ± 0.1 72.4 ± 0.3 100.0 ± .0 72.6 ± 0.3 98.0± 0.2 87.7

TABLE II
COMPARISON OF VARIOUS METHODS FOR UNSUPERVISED DOMAIN ADAPTATION ON THE IMAGECLEF-DA DATASET IN TERMS OF TEST ACCURACY (%).
THE BEST RESULTS ARE IN BOLD.“BASEL.” DENOTES THE BASELINE TRAINED ONLY THE SOURCE DATASET, “ S” REPRESENTS THE SIMILARITY GUIDED

CONSTRAINT, AND “D” DENOTES THE DOMAIN-LEVEL ALIGNMENT. SCA IS THE FULL SYSTEM (“BASEL. + D + S”).

Method I → P P → I I → C C → I C → P P → C Avg.
ResNet-50 [50] 74.8 ± 0.3 83.9 ± 0.1 91.5 ± 0.3 78.0 ± 0.2 65.5 ± 0.3 91.2 ± 0.3 80.7
DAN [7] 74.5 ± 0.4 82.2 ± 0.2 92.8 ± 0.2 86.3 ± 0.4 69.2 ± 0.4 89.8 ± 0.4 82.5
RTN [51] 75.6 ± 0.3 86.8 ± 0.1 95.3 ± 0.1 86.9 ± 0.3 72.7 ± 0.3 92.2 ± 0.4 84.9
JAN [3] 76.8 ± 0.4 88.0 ± 0.2 94.7 ± 0.2 89.5 ± 0.3 74.2 ± 0.3 91.7 ± 0.3 85.8
MADA [10] 75.0 ± 0.3 87.9 ± 0.2 96.0 ± 0.3 88.8 ±0.3 75.2 ± 0.2 92.2 ± 0.3 85.8
iCAN [17] 79.5 89.7 94.7 89.9 78.5 92.0 87.4
Basel. 74.3 ± 0.3 83.6 ± 0.2 91.8 ± 0.2 76.0 ± 0.3 64.0 ± 0.2 87.8 ± 0.2 79.6
Basel. + D 75.6 ± 0.2 86.8 ± 0.3 95.8 ± 0.2 86.2 ± 0.2 74.6 ± 0.2 91.6 ± 0.3 85.1
Basel. + S 75.3 ± 0.3 86.2 ± 0.2 94.0 ± 0.2 82.2 ± 0.3 67.8 ± 0.3 91.3 ± 0.2 82.8
SCA 78.1 ± 0.3 89.2 ± 0.1 96.8± 0.2 91.3 ± 0.2 78.2 ± 0.2 94.0 ± 0.3 87.9

TABLE III
COMPARISON OF VARIOUS METHODS FOR UNSUPERVISED DOMAIN ADAPTATION ON THE OFFICE-HOME DATASET IN TERMS OF TEST ACCURACY (%).

THE BEST RESULTS ARE IN BOLD.

Method
Source
Target

Ar
Cl

Ar
Pr

Ar
Rw

Cl
Ar

Cl
Pr

Cl
Rw

Pr
Ar

Pr
Cl

Pr
Rw

Rw
Ar

Rw
Cl

Rw
Pr Avg.

ResNet-50 [50] 34.9 50.0 58.0 37.4 41.9 46.2 38.5 31.2 60.4 53.9 41.2 59.9 46.1
DAN [7] 43.6 57.0 67.9 45.8 56.5 60.4 44.0 43.6 67.7 63.1 51.5 74.3 56.3
RevGrad [4] 45.6 59.3 70.1 47.0 58.5 60.9 46.1 43.7 68.5 63.2 51.8 76.8 57.6
JAN [3] 45.9 61.2 68.9 50.4 59.7 61.0 45.8 43.4 70.3 63.9 52.4 76.8 58.3
Basel. 35.5 57.3 65.0 41.8 50.4 52.4 41.8 30.6 64.3 59.1 38.2 64.2 50.1
Basel. + D 44.5 61.4 70.0 50.1 62.3 64.5 50.8 45.5 72.0 63.0 54.0 77.7 59.7
Basel. + S 43.5 62.0 71.2 52.3 60.0 59.7 47.0 37.2 71.4 65.5 46.2 77.0 57.8
SCA 46.7 64.6 71.3 53.1 65.3 65.2 54.6 47.2 72.7 68.2 56.0 80.2 62.1

vs. 85.2%). Moreover, our method outperforms SimNet and
JAN by 1.5% and 3.4%, respectively.

Comparison on the ImageCLEF-DA dataset. The ex-
perimental results in Table IV show that our SGC improves
the baseline accuracy (82.8% vs. 79.6 %). This indicates
that SGC is effective for reducing distribution discrepancy.
Moreover, our full system (SCA) also achieves competitive
average accuracy in ImageCLEF-DA. The accuracy of SCA
is 0.5% higher than the second best method iCAN [17]. This
indicates that using pseudo-labeled images to align features
instead of retraining classifier is beneficial domain adaptation.
Moreover, SCA respectively outperforms the MADA [10] and

JAN [3] by 2.1% and 2.1%. Specifically, our methods achieve
the highest performance on three tasks (I→ C, C→ I and P→
C). The results further validate the benefit of enforcing SGC
on the domain-level alignment method.

Comparison on the Office-Home dataset. In Table III,
we also compare the proposed method with state-of-the-art
methods, including DAN [7], RevGrad [4], and JAN [3]. As
shown in Table III, SGC gains +7.7% improvements over the
baseline in average accuracy. It indicates that SGC has ability
to reduce the distribution gap. Moreover, with the collaborative
supervision of SGC and the domain-level alignment, our full
system (SCA) achieves competitive average accuracy (62.1%)
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TABLE IV
COMPARISON OF VARIOUS METHODS FOR UNSUPERVISED DOMAIN

ADAPTATION ON THE DIGITS DATASETS IN TERMS OF TEST ACCURACY
(%). THE BEST RESULTS ARE IN BOLD. WE EVALUATE OUR METHOD

USING THE SETUP IN [56].

Method SVHN→MNIST MNIST→USPS USPS→MNIST
Source Only 60.1 ± 1.1 75.2 ± 1.6 57.1 ± 1.7
RevGrad [4] 73.9 77.1 ± 1.8 73.0 ± 2.0
ADDA [56] 76.0 ± 1.8 89.4 ± 0.2 90.1 ± 0.8
MSTN [9] 91.7 ± 1.5 92.9 ± 1.1 -
M-ADDA [24] - 95.2 94.0
Cycada [20] 90.4 ± 0.4 95.6 ± 0.2 96.5 ± 0.1
PixelDA [21] - 95.9 -
SCA 92.0 ± 1.6 96.1 ± 1.4 95.5 ± 1.17
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Fig. 4. The impact of the parameters of SGC on the accuracy. (a): sensitivity
to parameter β (weight of the similarity guided constraint) in Eq. 4. A larger
β means that the constraint has a greater impact on the distribution alignment.
(b): sensitivity to parameter T (threshold for selecting target images). A larger
T denotes that target images should have larger confidence score, and their
pseudo labels are more likely to be correct. Thus, the T shows the sensitivity
of triplet loss to label estimation error.

on Office-Home.
Comparison on the SVHN-MNIST-USPS. In Table IV,

we also report the results of SCA and compare with other
state-of-the-art methods. On three digits datasets, we adopt
RevGrad [4] as domain-level alignment method. SCA achieves
96.1% in MNIST → USPS, which outperforms M-ADDA by
0.9%. This indicates that enforcing metric-based constraint
on both source and target images is beneficial for domain
alignment. Moreover, SCA also surpasses MSTN by 3.2% and
0.3% in MNIST→ USPS and SVHN→ MNIST, respectively.
SCA achieves best results on tasks (SVHN→MNIST and
MNIST→USPS). The improvement show that our SGC can
effectively achieve semantic alignment.

D. Component Analysis

In this section, we present step-by-step evaluation to analyze
the effectiveness of the similarity guided constraint. The
experiment is based on our full system (SCA).

Weight of similarity guided constraint. In Fig. 4 (a), we
demonstrate the transfer accuracy of SCA by varying the β ∈
{0, 0.1, 0.5, 1, 2, 5} on three tasks, A → W, W → A, and D
→ A, where β in Eq. 4 controls the relative importance of
the SGC. As shown in Fig. 4 (a), when β increases from 0 to
1, the performance on three tasks grow and reach the best at
β = 1. However, when β is too large (β=5), the accuracy will
drop by a large margin. Empirically, the best parameter β is
between 0.5 to 2 in SCA.
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Fig. 5. The impact of the parameters of SGC on the accuracy. (a): sensitivity
to parameter α (weight of the domain-level alignment) in Eq. 4. (b): sensitivity
to parameter m in Eq. 1 (margin that is enforced between positive and negative
pairs).
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Fig. 6. Performance of various methods on three tasks (A → W, W →
A, and D → A) of Office-31. Reverse Gradient (RevGrad) [4] is a domain-
level alignment method based on adversarial learning. SCA-Rev denotes the
similarity guided constraint is enforced on RevGrad.

Impact of threshold T . Threshold T intuitively shows the
sensitivity of triplet loss to label estimation error. Specifically,
T controls the quality of the pseudo label: If T is small,
some selected target images are with low predicted score;
and these images are more likely to be classified incorrectly.
When T becomes larger, the number of incorrect pseudo
labels is smaller. To validate the impact of T , we conduct
the experiment on the full system (SCA). We vary the T ∈
{0.3, 0.5, 0.7, 0.8, 0.85, 0.9, 0.95} on tasks A → W, W → A,
D→ A, and report results in Fig. 4 (b). When T grows from
0.3 to 0.8, SCA accuracy gradually increases. When T is larger
(T ∈ [0.85, 0.95]), accuracy is stable. This indicates that the
triplet loss has ability to tolerate incorrect pseudo labels.

Weight of domain-level alignment. We also show the
impact of α in Eq. 4 in Fig. 5 (a). α controls the relative
importance of domain-level alignment. We observe that accu-
racy is stable when α ∈ [0, 5], thus we empirically set α = 1.

Impact of margin m. We demonstrate the accuracy of SCA
by varying the m ∈ 0.1, 0.3, 0.4, 0.6 in Fig. 5 (b), where m
is the margin of triplet loss (Eq. 1). When m increases from
0.1 to 0.3, the accuracy on three tasks grow and reach the
best at m = 0.3. However, when m is too large (m=0.6), the
accuracy will drop by a large margin. This is due to larger
margins increase the difficulty of the feature learning.

Domain-level alignment method. In this paper, we adopt
JMMD [3] for the domain-level alignment. We note that the
proposed SGC can work collaboratively with other domain-
level alignment methods. To validate this, we conduct the
experiment on three tasks of Office-31: A → W, W → A,
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(a) Basel. (b) Basel.+D (c) Basel.+S (d) SCA

Fig. 7. Visualization of cross-domain embeddings for task A → W on Office-
31 [52]. From left to right: (a) baseline (source images only), (b) domain-level
alignment based on JMMD [3], (c) class-level alignment with SGC, and (d)
the full system (SCA). In the first row, different colors denote different object
categories. In the second row, red points represent the samples in W, and blue
represents samples in A. We clearly observe that SGC allows the two domains
to be well aligned on the class level, and eventually leads to more suitable
domain-level alignment.

and D → A, and report the results in Fig. 6. We adopt
an adversarial adaptation method named Reverse Gradient
(RevGrad) [4] as domain-level alignment method. Based on
the RevGrad, we construct the similarity constrained alignment
network (SCA-Rev).

As shown in Fig. 6, SCA-Rev gains +5.7%, +4.0% and
5.1% improvements over RevGrad on A → W, W → A,
and D → A, respectively. The results indicate that our SGC
can work collaboratively with other domain-level alignment
methods. In addition, the results also demonstrate that aligning
distributions at domain level and class level is significant.

Feature visualization. We provide visualization over task
A → W by T-SNE [58]. Compared with baseline (Fig. 7(a)),
domain-level alignment method JMMD (Fig. 7(b)) globally
aligns the distributions. However, there is semantic misalign-
ment problem, i.e., embeddings of different classes are mixed
up. Moreover, we observe that SGC can align the distributions
at class-level (Fig. 7(c)), but it fails to map some embeddings
well. We think that this is caused by some wrongly pseudo-
labeled images. Benefiting from both SGC and domain-
level alignment, our full system (SCA) produces more dis-
criminative embeddings (shown in Fig. 7(d)). It preserves
cross-domain similarities while aligning the distributions, thus
source and target embeddings of the same class are co-located.

V. CONCLUSION

This paper focuses on class-level distribution alignment
from the metric learning perspective. In our attempt, we
present a similarity guided constraint (SGC) method. SGC
enforces intra-class compactness and inter-class separability
among source and target features. This is consistent with the
intrinsic requirement of classification, and thus improves the
accuracy on the target dataset. Moreover, SGC is able to work
collaboratively with the existing domain-level alignment con-
straint. With the joint supervision of two constraints, our model
can align distributions at both domain and class level, resulting
in more discriminative embeddings. The experimental results

on four benchmarks validate the effectiveness of SGC for
class-level distribution alignment.
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