CNN-based small object detection and visualization
with feature activation mapping

Medhani Menikdiwela**, Chuong Nguyen*'*, Hongdong Li** and Marnie Shaw?
*Australian Centre of Excellence for Robotic Vision
fResearch School of Engineering, College of Engineering and Computer Science

Australian National University
Canberra ACT 2601, Australia

Email: firstname.lastname @anu.edu.au

fQuantitative Imaging, CSIRO Data61
Canberra ACT 2601, Australia
Email: chuong.nguyen@csiro.au

Abstract—Object detection is a well-studied topic, however
detection of small objects still lacks attention. Detecting small
objects has been difficult due to small sizes, occlusion and
complex backgrounds. Small objects detection is important in
a number of applications including detection of small insects.
One application is spider detection and removal. Spiders are
frequently found on grapes and broccolis sold at supermarkets
and this poses a significant safety issue and generates negative
publicity for the industry. In this paper, we present a fine-tuned
VGG16 network for detection of small objects such as spiders.
Furthermore, we introduce a simple technique called ‘feature
activation mapping” for object visualization from VGG16 feature
maps. The testing accuracy of our network on tiny spiders with
various backgrounds is 84%, as compared to 72% using fined-
tuned Faster R-CNN and 95.32% using CAM. Even though our
feature activation mapping technique has a mid-range of test
accuracy, it provides more detailed shape and size of spiders
than using CAM which is important for the application area. A
data set for spider detection is made available online.

Keywords—object detection, heat map, CNN, R-CNN, feature
activation map

I. INTRODUCTION

Although object detection has long been studied in com-
puter vision[7], [15]], detecting small-sized objects in an image
remains a challenging task [4], [11]. The difficulties involved
in small-object detection are multi-fold, but the main challenge
comes from the relatively-small size of an object in an image,
compared with its background, e.g. only 1-5% of pixels in
an image are occupied by the small object of interest. In
this paper we propose to adapt a simple network such as the
VGG16 for small object detection. We also introduce a new
visualization technique called “feature activation mapping” for
object localization once the object is detected.

Small object detection is important in various scenarios
including autonomous vehicles, mobile robots, agriculture and
tele-operation. In the agriculture scenario, we are particularly
interested in detecting redback spider on grapes or broccoli.
In the grape industry around Australia, screening of redback
spiders, one of the most venomous spiders to humans, remains
a major challenge. Grape inspection is mostly done while

978-1-5386-4276-4/17/$31.00 (© 2017 IEEE

grapes are being picked on farms. Although grape pickers are
trained to identify and remove grape bunches having spiders
or spider webs, there is still a significant chance of missing
them due to their small size and occlusion. Therefore, it would
be highly desirable to find an effective solution for removing
redback spiders from grapes and broccoli, without causing
damage to crops. A tentative method is to identify and separate
spider and non-spider grape bunches at the inspection or the
packaging stage by using deep networks [[10]]. Here we use the
well-known VGG16 network [20]. The network faces the same
challenges as humans when detecting spiders. As the insects
can be very small, i.e. a few pixels wide, their features are
likely to get lost after several convolution and pooling layers.
Their appearance changes depending on viewing angle and
distance and spiders can be occluded partially or completely
when deep inside grape bunches.

II. RELATED WORKS

Object detection has been significantly improved thanks to
recent advances in deep-learning. These include the Fast and
Faster R-CNN [[7]], [15]. A recent extension of R-CNN [5]]
focused on detecting small objects. The algorithm reached a
mean average precision accuracy of 23.5%. Although these
networks perform well, the training is very expensive and re-
quires a large set of image data. Contextual action recognition
also describes how to use R-CNN for more than one region
for classify objects [8]]. Furthermore, Jianan et al [11]] recently
introduced method called “perceptual GAN” for detecting
small objects including pedestrians and traffic signs. VGG16
network [20] was designed for object classification and has
been extended to perform various additional tasks [6], [12]. In
this paper, we aim to see how far this network can be adjusted
for this small object detection task.

One additional task is to locate the classified object by
visualizing what a network perceives. There are a number of
works on visualizing deep neural networks [[13[], [23], [24].
Zeiler et al [23]] used a deconvolutional network to visualize
layer outputs. Zhou et al [24]] used a network that can perform
both scene recognition and object localization in a single
forward-pass. Neither includes any fully connected layers to



the network structure. Therefore, conventional networks like
VGG [20]], AlexNET [9], GoogLeNet [21] need to replace
fully connected layers with a GAP (Global Average Pooling)
layer for the visualization. However, removing those layers
can reduce the classification accuracy. A recent visualization
method called “gradient-weight class activation mapping” does
not require any changes in the network [18].

Heat map is a visualization method that highlights features
learned by a deep neural network. There are several methods
to compute heat maps including “sensitivity analysis” based
on neural network partial derivatives [2], [19], deconvolutional
method [[16] and “layer-wise relevance propagation” algorithm
[1], [[17]. Maxime et al [14]] treated the last fully connected
layers as convolutions and introduced a global max pooling
layer. Alessandro et al [3] introduced an object localization
method which has negative examples generated from the
positive examples by covering the object with a bounding box.
The sensitivity analysis method by Wojciech et al [[16] does not
consider the direction of the gradient flow. The deconvolution
method network [[16] predicts neighboring pixels at deconvolu-
tional layers. Finally, the global average pooling layer by Zhou
et al [25] has also performed well on object visualization.

III. METHODOLOGY
A. Network architecture

Our network architecture is based on VGGI16, type of a
convolutional neural network(CNN) [20] as shown in Figure
[I] This network has 13 convolution layers with rectified linear
units, 5 pooling layers and 3 fully connected layers. VGG16’s
last fully connected layer of 1000 outputs is replaced by a
new layer with only 2 binary outputs for spider and non-spider
classes. An existing VGG16 model trained on the ImageNet
data set [[9] was fine-tuned on our new spider data set.
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Figure 1: Modified VGG16 network with additional up-
sampling layers to create a “feature activation map”.

B. Feature activation mapping

Our technique “feature activation mapping” is slightly
different from other visualization methods. The technique
generates a feature activation map by using both the high-level
and low-level feature maps. The standard VGG16 network
has five pooling layers so we up-sampled each pooling layer
output to the same resolution as the input image and summed
them to reconstruct a heat map. The neural network learns
different types of features at each layer. Low-level features
like edges are learned by top layers of the network and high-
level features like objects are learned by the bottom layers
of the network. Figure [2] displays the first nine feature
maps of every final convolutional and pooling layer [13],
[22]. The features of the spider are clearly displayed in the
first convolutional layers until the pool3 layer. Thereafter it
shows a yellow colored bright spot which represents the center
point of the spider. In addition, some of the spider feature
maps are almost blank at higher convolutional layers, which
may indicate the disappearing of the features of tiny objects.
Therefore combining feature maps from all pooling layers is
necessary to reconstruct a high resolution heat map. Figure [I]
shows the VGG16 network with modifications to generate the
heat map.

Feature maps H ,lc from a single layer [ are summed to create
a layer heat map H'. The layer heat maps of all layers are
upsampled with corresponding factor R' to the same resolution
of input images and then summed together to produce the
overall heat map as expressed in Equation 1. L is 5 in our
network since we have selected all five pooling layers.
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When an image is classified as a spider image, the heat
map is then used to visualize the spider location.

IV. NEW SPIDER DETECTION DATASET

Our dataset consists of spider images collected from
Google and Flicker. Given that one of the objectives was the
detection of tiny spiders, we used images where the scale of the
spider was 1-10% of the image size. We did not use any spider
images from the ImageNet dataset because in those images,
the scale of the spider is quite large compared with the back-
ground. Before data augmentation, the total number of images
was 400, of which 200 are spider images and 200 are non-
spider images. Non-spider images contain grapes, broccoli,
green vegetables and other backgrounds where spiders often
inhabit. Due to the relatively small number of spider images,
data augmentation was applied to generate more images. The
data augmentation was done by flipping and rotating the
images. For the task of small object detection, we used only
27 spider images out of 200 which had a scale of 1-5% of the
image size, as well as a similar amount of non-spider images
with various backgrounds. Sample images from the small-scale
spiders dataset are shown in the left column of figure [3]

We make spider detection dataset available at https://
tinyurl.com/ybzaycsf,
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Figure 2: First nine feature maps of some VGG16 layers.

V. EXPERIMENTS

Our initial training was only with spider and non-spider
images, irrespective of the scale of spiders. Therefore the
network was initially fine-tuned and tested on differently scaled
spider images, including 1-5% of the image size. At the testing
stage, some spider images were not detected as spiders for
two reasons: first, the scale of the spider was very small
compared to the image size, and second, the images had
complex backgrounds. After cropping the images, the network
was able to correctly detect spiders in those images. Figure [3]
shows such an image before and after cropping. The size of
the spider in the original image is quite small compared to the
background (about 2%) and the background is complex. But
in the image on the right, the size of the spider is increased
relative to the background (about 7%) and the background is
also not as complex as that on the left. Therefore we concluded
that scale and background complexity are major factors for
CNN based small object detection.

As a result, network fine-tuning was then performed with
different strategies to identify the most suitable strategy to

Figure 3: The spider is unsuccessfully detected on original
image is on the left, but successfully detected from the cropped
image on the right.

obtain improved results. We tried fine-tuning various layers, in
particular the final fully connected layer, all fully connected
layers and all layers including the convolutional layers. After
comparing training losses we found that the network performs
best when all the layers are fine-tuned because the training
loss approaches zero.

We also identified an issue that the network had reduced
capability to identify spiders with a scale of less than 5%
compared to the image size. Therefore we moved on to fine
tune our network on spider images with a scale 1-5%, on top
of the original weights which were trained on ImageNet.

After fine-tuning all the layers, we used the network to
classify small spiders and generated heat maps as a post-
processing stage.

For comparison, different networks with different methods
of localization and visualization were also fine tuned and
tested on the same dataset. Faster R-CNN [7]], [[15] classifies
spiders and locates them with a bounding box. Class activation
mapping (CAM) [25] classifies spiders and also generates heat
maps to localize them.

VGG16 was trained with spider and non spider images
with a scale of 1-5%. Input image size is 224 x 224 pixels.
After data augmentation, the number of spider images was 108
which were taken as positive examples and a similar number of
negative examples were used for the training. The training was
performed with 10000 iterations, or nearly 470 epochs. The
faster R-CNN network and CAM based network were also fine
tuned for two classes with above dataset. Those networks were
also fine tuned with a similar number of iterations as VGG16.
Since faster R-CNN performed well on object detection, we
decided to choose faster R-CNN for our comparison.

A. Classification results

The training and testing accuracy percentage comparison
with faster R-CNN and CAM is shown in Table 1. Testing
was based on 120 spider and non-spider images. The network
was validated with 20 spider and non-spider images. The
classification accuracy of our VGG16 network lies between
Faster R-CNN and CAM. Inferring a single image takes 0.25-
0.27 sec to get a binary output using VGG16 and 10-15 sec to



Table I: Training and testing accuracy comparison with Faster
R-CNN and CAM

Network [ Training Accuracy [ Testing Accuracy
VGG16 fine tuned on spiders 95.37% 84%
Faster R-CNN fine tuned on spiders 92% 2%
CAM with global pooling 98% 95.32%

visualize a feature activation map. Faster R-CNN takes 0.04-
0.6 sec to get a bounding box, while CAM takes 5-7 sec to
generate a heat map. At the testing stage, even though average
time to get a classification output is faster than faster R-CNN,
visualization is slower compared to CAM.

B. Visualization results

Visualization is useful to find the location of the spiders
when images are classified as spider images. Figures [M] and
[5] shows our feature activation maps of spider and non-spider
images respectively. The feature maps of our method in Figure
[] clearly show not only the center point of the spider but
also the features and the boundary lines of the spiders. While
CAM'’s heat maps show a single broad peak near the actual
location of the spiders, they do not indicate what size and shape
of the spider is being detected. According to the Figure [3
most of the time faster R-CNN has detected spiders accurately
but sometimes other objects with similar features were also
detected as a spiders.

Non spider feature activation maps in Figure [5] show
boundary lines of objects in the image (grapes, green leaves,
grass etc). Note that CAM’s non-spider images are not clear
compared to ours for two reasons: first, those images do not
show any boundary lines or features and, second, non spider
images also have several peaks which could be misunderstood
as spiders.

VI. CONCLUSION

We have shown that a simple network like VGG16 can be
fined-tuned to detect small objects, and that feature activation
mapping is a useful simple technique to visualize objects
detected in an image. This method has the ability to depict
the shapes of the objects. We used the object scale of 1-
5% of image size and trained our network with relatively
few training examples. We compared our network performance
with CAM and Faster R-CNN qualitatively and quantitatively.
Although the accuracy of our method is inferior to CAM, the
feature activation maps for our method show more detail of
shape and size of the spiders. The comparison provides useful
information for practitioners to select a suitable method for
their detection problem. We also make available our spider
detection dataset to facilitate future research work.
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Figure 4: Our positive (spider) feature activation maps in
comparison with CAM and Faster R-CNN. Compared with
CAM our feature activation maps have more details including
shapes and the boundary lines of the spiders.
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