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Abstract

Sound source localization has been an important research topic in the acoustic

signal processing community because of its wide use in many acoustic applications,

including speech separation, speech enhancement, sound event detection, automatic

speech recognition, automated camera steering, and virtual reality. In the recent

decade, there is a growing interest in the research of sound source localization using

higher-order microphone arrays, which are capable of recording and analyzing the

soundfield over a target spatial area. This thesis studies a novel source feature

called the relative harmonic coefficient, that easily estimated from the higher-order

microphone measurements. This source feature has direct applications for sound

source localization due to its sole dependence on the source position.

This thesis proposes two novel sound source localization algorithms using the

relative harmonic coefficients: (i) a low-complexity single source localization ap-

proach that localizes the source’ elevation and azimuth separately. This approach

is also appliable to acoustic enhancement for the higher-order microphone array

recordings; (ii) a semi-supervised multi-source localization algorithm in a noisy

and reverberant environment. Although this approach uses a learning schema, it

still has a strong potential to be implemented in practice because only a limited

number of labeled measurements are required. However, this algorithm has an in-

herent limitation as it requires the availability of single-source components. Thus,

it is unusable in scenarios where the original recordings have limited single-source

components (e.g., multiple sources simultaneously active). To address this issue, we

develop a novel MUSIC framework based approach that directly uses simultaneous

multi-source recordings. This developed MUSIC approach uses robust measure-

ments of relative sound pressure from the higher-order microphone and is shown

to be more suitable in noisy environments than the traditional MUSIC method.

ix



x

While the proposed approaches address the source localization problems, in

practice, the broader problem of source localization has some more common chal-

lenges, which have received less attention. One such challenge is the common as-

sumption of the sound sources being omnidirectional, which is hardly the case with

a typical commercial loudspeaker. Therefore, in this thesis, we analyze the broader

problem of analyzing directional characteristics of the commercial loudspeakers by

deriving equivalent theoretical acoustic models. Several acoustic models are in-

vestigated, including plane waves decomposition, point source decomposition, and

mixed source decomposition. We finally conduct extensive experimental examina-

tions to see which acoustic model has more similar characteristics with commercial

loudspeakers.
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Chapter 1

Introduction

1.1 Motivation and Scope

Source 1 Source 2

Reverberation 

Microphones 

Figure 1.1: Sound source localization using a set of microphones.

Sound source localization is the task to use several sensors/microphones to accu-

rately estimate the unknown spatial positions, e.g., the direction of arrival (DOA),

of all the sound sources presented in the environment (e.g., see the acoustic event

in Fig. 1.1). For a couple of decades, it has been an important research topic

1



2 Introduction

in the acoustic signal processing community, due to its wide usage in many spa-

tial acoustic techniques and applications [3], such as speech separation [4], speech

enhancement [5], sound event detection [6], acoustic beamforming [7], automatic

speech recognition [8], and automated camera steering [9]. Recent applications

of sound source localization include teleconferencing systems, mobile devices, and

virtual reality systems [10]. A recent challenge on acoustic source localization and

tracking (LOCATA) [11] endorsed by the IEEE Audio and Acoustic Signal Pro-

cessing technical committee, is proof of the academic interest on this topic across

the world.

(a) (b)

Figure 1.2: (a): a commercial spherical microphone array called EigenMike and

(b) a planar microphone array [2].

In the recent decade, there is a growing interest in the research community to

use higher-order microphone arrays (e.g., a spherical and planar microphone array

in Fig. 1.2) to address the sound source localization challenges [12, 13, 14]. The

higher-order microphone arrays have the advantage that they are capable of fully

capturing the soundfield over a whole three-dimensional area. The multi-channel

measurements of the higher-order microphone arrays can be decomposed into the

spherical harmonics domain (i.e., the modal domain in [15]) using a set of or-

thogonal spatial basis functions [16]. A spherical harmonic decomposition of the

measured soundfield has several advantages, such as the decoupling of frequency-

dependent and angular-dependent components [17]. Lots of early sound source

localization methods, such as the MUltiple SIgnal Classification (MUSIC) [18] and
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estimation of signal parameters via rotational invariance techniques (ESPRIT) [19],

have been decomposed into the spherical harmonics domain for improved perfor-

mance [17,20,21]. From the recent literature, we have witnessed significant progress

of the spherical harmonics domain source localization. However, we see that there

remain some challenging problems with sufficient space for further improvement,

and in this thesis, we address the following remaining issues:

• Spherical harmonics domain source features : typical source localization ap-

proaches generally comprise of three steps below (i.e., see Fig. 1.3): (i) record-

ing the soundfield of interest using the microphone array; (ii) estimating a

source feature from the measurements of the microphone array; and (iii) feed-

ing the estimated source feature to the localization algorithm and searching

over the directional space to recover the unknown source location(s). Intu-

itively, the source features, taken as the inputs of the algorithms, are vital to

the localization accuracy as they contain relevant characteristics of the sound

source(s) to be localized. Although some features in the spherical harmon-

ics domain are available, such as spatial correlation matrix of the measured

spherical harmonic coefficients [17], first-order ambisonics [22] and modal co-

herence patterns [23], there is still of great interest to develop the source

feature with remarkable properties for sound source localization, such as a

direct/close relation to the source position and easy estimations in complex

acoustic environments.

2. Source 

Feature 

Estimator 

3. Sound 

Source 

Localization  

1. Microphone 

Array 

Measurements 

Figure 1.3: General steps of sound source localization algorithms.

• single source localization: localization of a single sound source is a funda-

mental but vital task due to the reasons: (i) it is widely used under common

scenarios where there is only a single source active in the environment; and
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(ii) many multiple source localization algorithms are accomplished by simpli-

fying them into repetitive single source localization problems [24,25]. Current

single source localization methods generally achieve satisfying localization ac-

curacy in typical environments, but at the cost of significant computational

complexity. It is because they require a two-dimensional grid searching over

all possible directions over the space. This inherent drawback limits the

practical use where a fast response time is required (e.g., sound source track-

ing). It is of great interest to develop two-dimensional DOA estimators in the

spherical harmonics domain, which has a reduced complexity while achieving

competitive localization accuracy.

• Multiple source localization in complex environments : it is still of great chal-

lenge to achieve accurate localization of multiple sources in complex acoustic

environments: (i) acoustic scenes characterized by strong noise: the environ-

mental, thermal, and other forms of interfering noise; (ii) strong reverberant

environments: the original recordings are contaminated by the multi-path

reverberation resulting from strong reflections from objects in the enclo-

sure/room. Both issues are common environmental factors that hinder an

accurate acquisition of the original recordings, which in return cause inaccu-

rate estimations of the desired source feature. As a consequence, the accuracy

of multiple source localization becomes severally degraded due to the inter-

fering noise and reverberation. Another difficulty, suffered by most of the

multi-source localization approaches, is the overlapping component due to

the simultaneous sources. It is still of significant value to provide a promis-

ing solution to this problem in complex environments, which can simplify

the challenging multi-source localization problems into easier single source

localization problems.

• Practical factors that degrade the localization performance: most of the ex-

isting source localization algorithms often make some assumptions that are

hardly true when implemented with commercial hardware. One typical ex-

ample is the assumption of an omnidirectional behavior for commercial loud-

speakers. This assumption holds for theoretical acoustic models but hardly

conforms to reality because a real-life loudspeaker has a unique directivity
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pattern. To the author’s best knowledge, very few published research consid-

ers such issues when proposing source localization methods. This thesis takes

such problems into an investigation by examining the real characteristics of

real-life sources/loudspeakers to calibrate the theoretical acoustic models for

improved localization performance.

To address the above issues, the key question which drives this thesis is as

follows:

How can we achieve improved sound source localization perfor-

mance in diverse acoustic environments by using a novel and appro-

priate source feature that is estimated from higher-order microphone

array recordings?

1.2 Problems and Solutions

We elaborate the formulated problem raised by the thesis into three further ques-

tions and provide some intended solutions to each of the questions:

Problem (i): Is the spherical harmonics domain sound source fea-

ture, studied by this thesis, suitable for sound source localization in

diverse environments?

Solutions : The newly spherical harmonics domain source feature investigated

by this thesis is called relative harmonic coefficients, which has several remark-

able properties desired for sound source localization: (1) its independence from the

time-varying source signal and sole dependence on the source position even in a re-

verberant environment; (2) easy estimations in noisy environments from the higher-

order microphone array recordings; and (3) a significant spatial resolution due to

its unique directivity pattern over space, making it efficient to distinguish/localize

the sound source(s) propagating from different directions. The unique properties

of relative harmonic coefficients are also exploitable by an overlapped frame detec-

tor that preserves the single-source frames so that the challenging localization of

multiple sources is simplified into single source localization issues.

Problem (ii): How to achieve improved sound source localization
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performance in diverse acoustic environments using spherical harmon-

ics domain approaches?

Solutions: This thesis intends to develop several novel spherical harmonics

domain approaches to address sound source localization challenges under different

acoustic scenarios, respectively: (1) a single source localization and tracking algo-

rithm in a typical noisy environment using a decoupled localization method, which

is highlighted by a dramatically reduced computational complexity while achieving

sufficient localization accuracy; (2) a semi-supervised algorithm to localize multi-

ple overlapped sources in a severely noisy and reverberant environment, which only

requires a limited number of labeled training samples and performs with improved

localization accuracy compared with the state-of-art methods; and (3) an unsu-

pervised subspace method to localize multiple simultaneous sources, which is more

suitable in noisy environments than the traditional subspace methods. The per-

formance of the localization algorithms developed by this thesis will be validated

using extensive experiments in both simulated and real-life environments.

Problem (iii): How to evaluate/examine the characteristics of real-

life sound sources, such as the directivity pattern of the commercial

loudspeakers?

Solutions: This thesis addresses this issue by presenting a compact frame-

work to evaluate/examine the real directivity pattern of commercial loudspeakers.

We intend to use several equivalent theoretical acoustic models (i.e., plane waves,

point sources, and mixed sources) to see which one performs with the most similar

characteristics compared to the commercial loudspeakers. We exploit the spatial

sparsity of the loudspeaker to propose several solutions addressing this formated

problem. Besides, we provide two different metrics to evaluate the performance of

the developed algorithms.

1.3 Thesis Outline

Motivated by the above problems, this thesis aims at sound source localization and

source modeling using spherical harmonics domain approaches. Figure 1.4 presents

the thesis outline.

Chapter 2: Literature Review and Background Theory:
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Title: 

Decoupled DOA estimation 

using relative harmonic  

coefficients 

 

 

Advantages: 

1, Fast speed 

2, Sound source tracking 

3, Applied for acoustic 

enhancement 

 

Disadvantages: 

1, Only suitable for single 

source scenario 

2, Accuracy degrades in 

severally noisy and 

reverberant environment 

Chapter 3 
 

 

Title: 

Semi-supervised multiple 

source localization using 

relative harmonic coefficients 

under noisy and reverberant 

environments 

 

Advantages: 

1, Suitable in complex 

acoustic environments  
2, Only a limited number of 

labeled measurements is 

required 
 

Disadvantages: 

1, It requires to use a single 

source detection to find the 

single-source components 

Chapter 4 
 

 

 

 

Title: 

Multiple source localization in 

noisy environments using 

relative sound pressure based 

MUSIC 

 

Advantages: 

1, It directly uses the 

simultaneous multi-source 

recordings 
2, It enables to count the 

number of sound sources 
3, More suitable in noisy 

environments than the 

traditional MUSIC method 
 

Disadvantages: 

1, Degrades in severally 

reverberant environment 
 

Chapter 5 

 

1, One issue limiting the localization accuracy of above algorithms is the assumption of omnidirectional behavior in the 

loudspeakers, which is hardly true with commercial loudspeakers. 

 

2, This chapter analyzes such characteristics of loudspeakers by deriving several equivalent theoretical acoustic models, 

including plane waves, point source and mixed sound source. 

Chapter 6 

Sound Source Localization and Modeling: Spherical Harmonics Domain Approaches 

Figure 1.4: Thesis outline.

This chapter first presents an extensive literature review of past and present

sound source localization methods. After that, we introduce the background knowl-

edge about the decomposition of a soundfield measured using a higher-order mi-

crophone array into the spherical harmonics domain. Finally, we review a feature

called relative transfer function (ReTF), which motivates a novel spherical har-

monics domain source feature to be studied by this thesis. Overall, the preliminary

theory and literature review in this chapter lay the foundation for the novel source

localization algorithms developed in the following chapters.

Chapter 3: Decoupled Direction-of-Arrival Estimation Using Rela-
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tive Harmonic Coefficients:

This chapter first presents a novel feature called relative harmonic coefficients

by decomposing the higher-order microphone array measurements into the spher-

ical harmonics domain. We then introduce the means to estimate this source

feature in noisy environments. The properties of this feature enable us to develop

two decoupled single source DOA estimators. They are capable of recovering the

source’s elevation and azimuth information separately. Compared to traditional

single source localization methods, the proposed algorithms in this chapter signifi-

cantly reduces the computational complexity. Hence, they are more applicable for

computationally complex applications like sound source tracking. Additionally, we

show that this developed source feature has a secondary usage in enhancing raw

higher-order microphone recordings corrupted by noise.

Chapter 4: Semi-Supervised Multiple Source Localization Using Rel-

ative Harmonic Coefficients Under Noisy and Reverberant Environ-

ments:

The developed approach in the above chapter addresses single source localiza-

tion, which is not suitable under multi-source scenarios. This chapter uses the

relative harmonic coefficients to propose a semi-supervised algorithm to address

the challenging multi-source localization problem in reverberant environments. A

full investigation of this source feature in reverberant environments is presented,

including (i) an illustration confirming its sole dependence on the source position

in reverberant environments; (ii) a feature selector exploiting its inherent directiv-

ity over space. Source features at varied spherical harmonic modes, representing

unique characterization of the spatial soundfield, are merged/fused by a unify-

ing model. Based on the model, we then formulate a mapping function revealing

the underlying relationship between the source feature(s) and position(s) using a

Bayesian inference approach. The mixed measurements due to the multiple sources

inevitably comprise overlapped components, which hinder accurate localization of

the sound sources. To address this issue, we propose a pre-processing technique to

detect the overlapped frames, reducing this challenging multi-source localization

problem to a single source localization issue. Unlike most data-driven localization

methods, this proposed method is highlighted with a strong potential to be imple-

mented in practice as it only requires a limited number of labeled measurements.
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Chapter 5: Multiple Source Localization in Noisy Environments Us-

ing Relative Sound Pressure Based MUSIC:

Although the approach developed in the above chapter addresses the multi-

source localization, it requires a pre-processing tool to detect the single-source

components. Hence, the method above does not suit the cases where the original

recordings have a limited number of single-source frames/bins. By contrast, this

chapter provides another solution to address the multi-source localization problem

by directly using the overlapped multi-source recordings. The proposed method

implements a MUSIC algorithm framework while being more suitable in noisy en-

vironments than the traditional MUSIC approach. After that, we decompose the

proposed MUSIC approach into the spherical harmonics domain, where a frequency

smoothing technique is allowed to de-correlate the coherent source signals for im-

proved localization accuracy. The proposed algorithm enables us to estimate the

number of active sound sources, which is pre-requisite knowledge for the traditional

MUSIC approach.

Chapter 6: Modeling Characteristics of Real Loudspeakers Using

Various Acoustic Models:

The performance of the localization algorithms above is affected by some practi-

cal factors, such as the inherent directivity pattern of the commercial loudspeakers.

This chapter analyzes such characteristics of loudspeakers by deriving equivalent

theoretical models, including plane waves decomposition, point source decomposi-

tion, and mixed source decomposition. Each proposed model employs three sparse

decomposition algorithms for optimized solutions, including iteratively reweighted

least squares (IRLS), matching pursuit (MP), and least absolute shrinkage and

selection operator (LASSO). A successful model shall enable the prediction of the

soundfield outside the original recording region. Therefore, we validate the ef-

fectiveness of the models by comparing the simulated soundfield with secondary

measurements obtained beyond the recording area. Experimental results have con-

firmed that both the plane wave and mixed source models achieve promising per-

formance.

Chapter 7: Summary:

Chapter 7 presents concluding remarks and contributions of the work in this

thesis and some promising research directions for future work.





Chapter 2

Literature Review and

Background Theory

Overview: The primary goal of this thesis is to address sound source localization

challenges using a novel source feature in the spherical harmonics domain. This

chapter first presents a comprehensive literature review of sound source localization,

where both the single and multiple source localization techniques are covered. After

that, we give a detailed introduction of the background knowledge on decomposing

a soundfield measured using a higher-order microphone array into the spherical

harmonics domain. By the end, we introduce an existing feature called relative

transfer function (ReTF), which has been widely used by current sound source lo-

calization algorithms. The wide applications of ReTF motivate us to develop the

novel spherical harmonics domain source feature in the next chapter.

11
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2.1 Literature Review: Sound Source Localiza-

tion

Sound source localization algorithms in the literature can be broadly divided into

single and multiple source localization, depending on the number of sound sources

present in the environment. Single source localization refers to the scenario where

only a single sound source is active in the environment. By contrast, multi-source

localization addresses the scenarios where multiple sources are active.

2.1.1 Single Source Localization

Early single source localization approaches exploit the time difference of arrival

(TDOA) between microphone pairs [26]. The time delay estimation effectively

maximizes the ‘synchrony’ between time-shifted microphone outputs to identify the

source position. These methods are dual-step approaches [27] because they require

two stages to accomplish the source position estimation. The first stage mainly

estimates the TDOA using the measurements of the pair(s) of microphones. For

example, the TDOA was estimated by identifying the peaks in the cross-correlation

between the microphones, such as the generalized cross-correlation phase transform

(GCC-PHAT) [28]. However, the GCC-PHAT method is inaccurate in reverberant

conditions because it assumes free-field wave propagation [28]. Researchers in [29]

overcame this issue by proposing an alternative TDOA estimator by reformulating

the original problem as a linear regression problem. After that, the work in [26]

developed another TDOA extraction method, considering not only room reverber-

ations but also spatially correlated noise. The estimated TDOA from the first

stage is then applied to sound source localization in the second stage. Early ap-

plication in [30] localized the sound source using the spatial-temporal information

via three localization schemes, i.e., a recursive form of the Gauss method, the ex-

tended Kalman filter, and the unscented Kalman filter. A recent application in [31]

combined the traditional TDOA based tracking schemes with a learning-based ap-

proach to estimate the trajectory of a single speaker in noisy and reverberant

environments.

The other popular type of approaches to address single source localization prob-
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lem is beamforming based methods. A typical example is the steered response

power (SRP) based method [32], which explores all possible directions over the

two-dimensional directional space to search for areas with higher response power.

The corresponding improved method called steered response power phase transform

(SRP-PHAT) enhanced the SRP method’s localization robustness to the noisy and

reverberant environments [33]. However, the SRP-PHAT method depends on a

costly spatial grid-search to find a global maximum, making the computational

cost a heavy burden. Some papers intended to reduce the computational cost to

make it more practical. For example, the method in [34] used a stochastic region

contraction to reduce the computational complexity; and the other approach in [35]

performed a full exploration of the sampled space rather than the continuous space.

Another type of source localization, mainly used under single-source scenar-

ios, is binaural source localization. This technique estimates the source location

concerning the human ears. Most binaural source localization approaches use the

Head-Related Transfer Function (HRTF), which can be viewed as a set of acoustic

filters from the sound source to a listener’s eardrums [36]. The HRTFs contain

all the listening cues and spatial information of the sound source to be localized,

such as interaural level differences (ILDs), interaural phase differences (IPDs), and

interaural time differences (ITDs) [37, 38, 39]. However, those source features are

only valid at lower frequencies and are insufficient to localize the source elevation

over the three dimensions due to the ‘cone-of-confusion’ [40]. One recent research

in [41] overcame this limitation by introducing a new feature vector combining

the interaural phase and magnitude features present in the HRTF. After that, the

work in [42] adopted the combined feature vector to a learning-based approach for

robust binaural source localization in complex environments. However, the HRTF

based localization methods suffer a major drawback, i.e., they can be hardly gen-

eralized to different speakers because the HRTFs strongly depend on the listener’s

anatomy (every listener’s anatomy is unique). Currently, there are two solutions to

this problem: (i) measuring the HRTFs of different people in an anechoic chamber

to study the transformation characteristics of the external ear and to synthesize

virtual reality over headphones [43]; and (ii) modeling the HRTF using a small

number of parameters estimated from a limited set of practical measurements [44].

Most of the aforementioned single source localization methods implement in
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Table 2.1: Summary of single source localization approaches using different types

of source features.
Approach Input feature Sources Unsupervised

[26] Time difference of arrival Single Yes

[28] Generalized cross-correlation Single Yes

[32] Steered response power Single Yes

[38] Interaural time differences Single Yes

[42] Interaural phase and magnitude Single No

[45] Relative transfer function Single No

[46] Model-based features Single No

[47] Power-ratios Single No

an unsupervised schema where no prior information and recordings are required.

However, their localization performance degrades severely in a complex acoustic en-

vironment with the interference of the multi-path acoustic reverberations and the

noise with low signal-to-noise ratios. In the recent decade, many machine learning-

based (also called ‘data-driven’) approaches performed with improved localization

performance in those unfavorable environments. These techniques typically learn

the patterns between a pre-defined feature and the source position from a training

dataset measured in advance, and then utilize these learned patterns to predict

the source location for the unknown testing sources [48]. Next, we review some

recently proposed learning-based methods addressing the single source localization

problems. Single-source DOA estimations in [49,50,51] were realized using a multi-

layer neural network, which used different variations of generalized cross-correlation

(GCC) as the algorithm inputs. In a special issue on “Acoustic Source Localization

and Tracking in Dynamic Real-Life Scenes” in the IEEE Journal on Selected Topics

in Signal Processing, some variants of neural networks for data-driven source local-

ization were introduced [10]. Up to the present, deep learning-based localization

approaches have adopted several different architectures of neural networks, such as

convolutional neural networks (CNNs) [52,53], deep residual networks (DNN) [54],

and convolutional and recurrent networks (CRNNs) [55]. And, different source

features have been used as the inputs of those learning-based methods, such as
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binaural features [42], the eigenvectors of the spatial covariance matrix [56], and

raw short-time Fourier transform (STFT) of signals [52, 53]. For clarity, we sum-

marize some source features frequently used by current single source localization

techniques (i.e., see Table 2.1). The above deep learning-based methods address

the source localization problem by transferring them into a classification problem.

As a result, they suit more to localize the discrete source positions (e.g., source

DOAs). By contrast, the regression schemes are more favorable when localizing

continuous variables of the source positions. For example, [45] adopted and fused

a Bayesian inference approach of Gaussian Process Regression (GPR) over mul-

tiple nodes to estimate the Cartesian coordinates of the sound source. Overall,

data-driven source localization is often criticized as a cumbersome task because

it requires a large training set of labeled measurements. To overcome this draw-

back, the work in [45,57,58] adopted the semi-supervised paradigm, which required

only a small number of labeled samples with known positions. Besides, they also

need a large set of unlabeled samples, whose corresponding source locations were

unknown. More recent research in [59] presented a weakly-labeled learning-based

localization paradigm, using a significantly reduced number of labeled samples.

2.1.2 Multiple Source Localization

Localization of multiple sources in the environment is inherently more challenging

than single source localization. Next, we review some multiple source localization

methods under different acoustic environments as well as some approaches in the

spherical harmonics domain.

Environments with low noise and low reverberation

We first review the approaches which are suitable in environments that have light

reverberations and low signal-to-noise ratios.

(i) Single single-source component assumption/detection based methods : These

types of multi-source localization techniques [22,25,60] rely on the hypothesis that,

given the simultaneous multi-source recordings, the speech components have a

sparse distribution over the STFT domain. Hence, only a single source is active or

dominant over the others at an arbitrary time-frequency bin. This property is also
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referred to as the W-disjoint orthogonality (WDO) assumption [61]. The assump-

tion of WDO simplifies the challenging multiple source localization problems into

repetitive single source localization problems. However, such an assumption hardly

conforms to all STFT bins as some bins contain overlapped multiple sources. By

contrast, some recently proposed algorithms, such as [24, 62], do not require the

sound sources to strictly follow the WDO, as they use a pre-processing technique

to detect the areas whose contributions are only from one significant sound source.

For example, Nadiri et al. adopted the coherence test, initially developed in [63],

to identify the single-source components in the first stage. After that, the algo-

rithm in [24] accomplished the multi-source localization by implementing repetitive

single source localization using the detected single-source components. Since each

single-source component has a corresponding source position, all estimated single

source positions are then collected and clustered using clustering algorithms, such

as the K-means algorithm [64]. They assign each estimated source position to the

closest subset and update each cluster center as the average of all estimates in each

cluster.

(ii) Blind source separation based methods : Instead of detecting the single-

source components, the other type of multi-source localization algorithms uses the

separated source signal by blind source separation (BSS) algorithms. They divide

the mixed multiple source recordings into individual single source recordings, using

no prior information about the sources. When multi-source signals are accurately

separated, the identified de-mixing system contains the relative transfer functions

from each source to each microphone, which transfers the challenging multi-source

localization problem into repeated single source localization problems. Hence, the

BSS based methods also belong to dual-step approaches, i.e., separating the mixed

measurements in the first stage and then implementing single source localization

using the separated signals in the second stage. Researchers in [65] first used inde-

pendent component analysis (ICA) to separate the mixed signal in the frequency

domain, addressing both near-field and far-field DOA estimations in the second

stage. However, there exists a limitation that the number of multiple sources can-

not exceed the number of microphones on the array. To relax this limitation, the

work in [66] exploited the sparsity and statistical models of speech signals in the

STFT domain to develop an improved blind source separation method, allowing for
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more sound sources than microphones in the array. However, similar to the WDO

property, the sparsity assumption hardly conforms to the scenarios where there are

many sources, especially in reverberant rooms [67]. In the recent decade, many

source separation algorithms have been developed in the literature for improved

performance in a more reverberant environment [5,68]. A promising solution, used

by lots of recent algorithms, is to use the binary masking for associating sources in

the STFT domain to achieve accurate source separation [69,70].

(iii) Subspace methods : The above-mentioned multi-source localization tech-

niques require the availability of single-source components. By contrast, subspace

methods use simultaneous recordings directly [18, 21, 71]. The most popular sub-

space method shall be the multiple signal classification (MUSIC) [18] and its im-

proved versions, attracting great attention due to their easy implementation with

satisfying localization performance [72, 73, 74, 75, 76, 77, 78]. The fundamental the-

ory is to decompose the recording’s spatial covariance matrix to compute the noise

subspace, which is orthogonal to the steering plane wave vectors towards the source

DOA. In practice, they utilize a singular value decomposition (SVD) of the spatial

covariance matrix and then search the significant peaks over the pseudo-spectrum

in the two-dimensional directional space. Another well-known subspace technique

is the high-resolution estimation of signal parameters via rotational invariance

technique (ESPRIT) that uses parametric methods such as least-squares estima-

tion [19]. One key advantage of the ESPRIT method, in comparison with the MU-

SIC method, is that it computes the source DOAs using a closed-form expression,

not requiring a costly search over the two-dimensional directional space. Most of

the existing subspace methods mainly assume far-field sound sources. By contrast,

a recent publication in [79] adjusted the subspace method to localize and track

multiple near-field sources, where both the source DOAs and ranges are localized.

Finally, we point out that the subspace methods are vulnerable to interference from

room reverberations and noise, which severely degrade their localization accuracy.

Environments with strong noise and high reverberation

Localization of multiple sources in noisy and reverberant environments is a much

more challenging task. Researchers in the community have proposed a vast number
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of algorithms to address this challenging task. For clarity, this thesis reviews the

following three types of approaches in the literature:

(i) Learning-based approaches : Data-driven algorithms have become a promis-

ing solution to address multiple source localization in noisy and reverberant en-

vironments. Overall, most learning-based multi-source localization methods also

belong to dual-step approaches. The first stage mainly addresses the estimations of

the source features from the single-source areas. In the second stage, the estimated

features are fed into the learning algorithms to recover the source positions based on

the learning relation/model. Based on the WDO assumption, the approach in [22]

adopted a CRNN to estimate the DOAs of multiple sound sources using a first-

order Ambisonics source feature. Chakrabarty et al. used the phase component of

the STFT coefficients of the received microphone signals as the input feature to

a CNN for supervised multi-speaker DOA estimations [80]. Those deep learning-

based algorithms accomplish the goal by classifying the desired source DOAs into

some of the candidates’ directions over the 2-D space. Although localization ac-

curacy is improved, most learning-based solutions require many labeled training

samples in advance. The other limitation is the tedious requirement to re-measure

the training samples and re-learn the models in different reverberant enclosures.

(ii) Reverberations modeling based approaches : Unlike traditional conventions

to neglect the reverberations by relying on some assumptions such as the WDO

property, the other intuitive solution is to exploit the reverberations for source lo-

calization in reverberant environments [81]. For example, Ribeiro et al. used an

approximate model of the reverberate enclosure to extract related information from

early acoustic reflections [82]. However, this method has not yet made full use of

the room reverberations. By contrast, research in [83,84] adopted a full acoustic re-

verberation model using the reverberant room impulse response [85]. However, the

methods failed to address multiple source localization because it cannot provide

related clues to localize the sound sources propagating from different locations.

More recently, Birnie et al. in [86, 87] used a complete model of environmental

reverberation characteristics to develop an improved version of SHD-MUSIC. This

approach was more suitable for reverberant environments compared to the tradi-

tional SHD-MUSIC method. However, this method requires measured or simulated

room coupling coefficients between the recording and source regions in the rever-
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berant room [88, 89]. Similar to the learning-based approaches, the reverberation

based localization approaches also suffer a weak generalization into a different re-

verberant enclosure. It is because the characteristics of room reverberations can be

changed significantly in a new environment so that the original reverberant model

becomes invalid.

(iii) Direct-path recordings based approaches : Different from the room-dependent

methods above, there are some localization methods in the literature that are more

independent from the reverberant rooms. They detect the direct-path record-

ings within the mixed reverberant measurements, which are only dominant by

the components due to a direct speaker/source. Recently, Li et al. used micro-

phone pairs to detect the direct-path ReTF to address multi-source localization in

noisy reverberant environments [90, 91]. To the authors’ best knowledge, several

other direct-path detectors were available. For example, a coherence test identi-

fies the direct-path components by checking whether the correlation matrix has a

unit rank or not [24, 62, 92]. Additional research in [93, 94] measured the cross-

correlation coefficients between the reverberant observations. The key advantages

of the direct-path based localization methods are: (i) they are more independent

of the reverberant rooms, thus can be applied to different reverberant enclosures;

and (ii) they implement in an unsupervised scheme where no prior information is

required. Both advantages enhance the practicality of the algorithms under real-

life scenarios. One potential limitation is that their performance severely relies

on the accuracy of the direct-path recording detection, where some user-defined

thresholds may be required for the detection.

Spherical harmonics domain approaches

In the recent decade, higher-order microphone arrays are now widely applied to

sound source localization [12,13,14]. The multi-channel measurements using higher-

order microphone array recordings can be decomposed into the spherical harmonics

domain (SHD) using a set of orthogonal spatial basis functions [16]. One of the

main advantages of SHD techniques is the decoupling of frequency-dependent and

angular-dependent components. Beamforming approaches, such as the SRP based

localization method, can be implemented in the spherical harmonics domain (i.e.,
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Table 2.2: Summary of multiple source localization approaches using different types

of source features. Note the column named as SHD shows whether the method

performs in the spherical harmonics domain or not.

Approach Input feature Sources SHD Unsupervised

[18] Spatial correlation matrix Multiple No Yes

[22] First-order Ambisonics Multiple Yes No

[23] Modal coherence patterns Multiple Yes No

[55] Magnitudes and phases Multiple No No

[80] STFT coefficients Multiple No No

[95] Time difference of arrival Multiple No Yes

[96] Steered response power Multiple Yes No

[97] Phase difference Multiple No No

[25,98] Intensity/pseudointensity vectors Multiple Yes Yes

SHD-SRP) [99]. Another example of the beamformer based localization approach

is the spherical harmonics domain minimum variance distortionless response (SHD-

MVDR) to localize near-field sources [100].

Subspace methods mentioned above have mostly been re-defined in the SHD

framework. For example, early research in [101] first proposed the spherical har-

monics domain MUSIC (SHD-MUSIC). After that, the work in [17] improved the

localization accuracy of SHD-MUSIC using frequency smoothing to de-correlate the

coherent source signal. The MUSIC method mentioned above, which is more suit-

able to reverberate environments, was also implemented in the spherical harmonics

domain [86,87]. The ESPRIT method in the spherical harmonics domain is called

EB-ESPRIT, which provides an elegant closed-form solution for three-dimensional

source localization [20, 21]. The acoustic intensity, pseudointensity, and subspace

pseudointensity based localization approaches were also implemented in the spher-

ical harmonics domain [25, 98, 102]. Recently, data-driven localization techniques

in the spherical harmonics domain were also available. For example, Fahim et

al. achieved multi-source DOA using a CNN by learning the modal coherence

patterns of an incident soundfield through the measured spherical harmonic coeffi-

cients [23]. Another approach in [22] used CRNN to estimate the DOAs of multiple

sound sources using a first-order Ambisonics source feature.
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The multi-source localization approaches above use several different types of

source features, such as generalized cross-correlation, first-order Ambisonics, STFT

coefficients, and modal coherence patterns. Table 2.2 summarizes several different

types of source features used by current multi-source localization techniques. As

analyzed in Chapter 1.1, the source features are vital to the localization accuracy as

they contain relevant characteristics of the sound source to be localized. A promis-

ing source feature suitable for source localization shall better convey/represent the

source position, and be less dependent on the time-varying source signal. As intro-

duced in subsection 2.3, the source feature of relative transfer function (ReTF) is

proved to have such properties. Before introducing the ReTF, the next subsection

presents a background introduction about the spherical harmonics representation

of a measured soundfield using higher-order microphone arrays.

2.2 Background: Spherical Harmonics Represen-

tation of a Soundfield

Higher-order microphone arrays (e.g., spherical microphone array) have become

popular in the field of array signal processing as they are capable of recording

and analyzing the desired soundfield over a sizable spatial region. The spherical

harmonics representation, based on a spherical Fourier transform, is a now com-

monly used tool by the higher-order microphone arrays. A set of orthonormal basis

functions, called the spherical harmonics functions, are adopted to decompose the

multi-channel recordings on the microphone array into the spherical harmonics do-

main, where the soundfield is represented by the spherical harmonic coefficients.

Overall, the spherical harmonics decomposition naturally provides a more insight-

ful/compact representation of the spatial sound field than that using a distributed

set of target points on the microphone array. Up to present, spherical harmonics

domain techniques have been widely applied to many spatial signal processing ap-

plications and techniques, including spatial sound field reproduction [103,104,105,

106, 107, 108, 109], active noise control [110, 111, 112, 113, 114, 115], sound source

localization [20, 102, 116, 117, 118, 119], room acoustic modeling [120, 121, 88, 122],

spatial filtering and beamforming [123, 124, 125, 126], echo cancellation [127, 128],
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soundfield separation [129,130], power spectral densities estimation [4,131] and the

design of higher-order loudspeakers [132,133].

The algorithms to be developed by this thesis are implemented in the spherical

harmonics domain using higher-order microphone array recordings. Hence, this

subsection introduces detailed background knowledge about the spherical harmon-

ics representation of a soundfield using the higher-order microphone arrays. In

the following, we first review the classical wave equation, characterizing the sound

waves propagating over space, and discuss the wave equation solution using a finite

and compact expansion of spherical harmonics functions. Then, we introduce the

spherical harmonics representation of acoustic models, including both the plane

waves and point sources propagating over free space. Finally, we show the method

to measure the incoming soundfield using a spherical microphone array.

2.2.1 Coordinate System

X

Y

Z

O

Observation poin

        Source          

xs

    ϕ

 x

 φ

 θ                          ϑ

  

Figure 2.1: A typical soundfield.

Figure 2.1 presents a typical soundfield where a single sound source is active in
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the three-dimensional space. The sound source, generating the waves over space,

is located at xs = (rs, θs, φs) in the spherical polar coordinates. The coordinates of

the observation point is x = (r, θ, φ) where r = ‖x‖ denotes the distance from the

origin O with ‖ · ‖ implying the Euclidean distance, θ denotes the polar coordinate

from the vertical axis with 0 ≤ θ ≤ π, and φ denotes the azimuthal coordinate

in the horizontal plane containing the origin with 0 ≤ φ ≤ 2π. The microphone

position in the right-handed Cartesian coordinates (x, y, z) is transformed using

the spherical polar coordinates through,

x = r sin θ cosφ (2.1a)

y = r sin θ sinφ (2.1b)

z = r cos θ. (2.1c)

Note that, Figure 2.1 only shows a single microphone for notational convenience.

Actually, spatial acoustic processing techniques generally use a set of microphones,

distributed over the microphone array, to measure the soundfield.

In the next subsection, we discuss the representation of the theoretical sound

pressure at the arbitrary observation point x.

2.2.2 Helmholtz Equation

This subsection introduces the wave equation derived based on a combination of

the Euler equation, the continuity equation, and the state equation. The equation

describes the sound pressure at any arbitrary point within a homogenous medium,

i.e., the sound pressure P (x, t) at an arbitrary position x and time t is represented

by,

∇2P (x, t) =
1

c2

∂2P (x, t)

∂t2
(2.2)

where c denotes the speed of sound and ∇2 denotes the Laplacian operator. Note

that ∇2 has varied representations in different coordinate systems. For example,

∇2 in Cartesian coordinates follows as,

∇2 =
∂2

∂x2
+

∂2

∂y2
+

∂2

∂z2
. (2.3)
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By contrast, ∇2 in spherical coordinates is,

∇2(·) =
1

r2

∂

∂r
[r2 ∂

∂r
(·)] +

1

r2 sin θ

∂

∂θ
[sin θ

∂

∂θ
(·)] +

1

r2 sin2 θ

∂2

∂φ2
(·). (2.4)

The time-domain wave equation in (2.2) is transformed into the frequency domain

using a Fourier transform

F{∂P (t)

∂t
} = −iωP (ω) (2.5)

to become

∇2P (x, ω) + k2P (x, ω) = 0 (2.6)

which is called the Helmholtz equation, where ω denotes the angular frequency and

k = ω/c denotes the wavenumber.

2.2.3 General Solution

The solution of equation (2.6) is solvable using separation of variables,

P (x, ω) = X(r, ω)Θ(θ, ω)Φ(φ, ω) (2.7)

which produces three ordinary differential equations [16] as,

d2Φ

dφ2
+m2Φ = 0 (2.8)

1

sin θ

d

dθ
(sin θ

dΘ

dθ
) + [n(n+ 1)− m2

sin2 θ
]Θ = 0 (2.9)

1

r2

d

dr
(r2dX

dr
) + k2X − n(n+ 1)

r2
X = 0 (2.10)

where both n and m are integers.

The solution to the differential equation in (2.8) is

Φ(φ) = Φ1e
imΦ + Φ2e

−imφ (2.11)

where Φ1 and Φ2 denote arbitrary constants, and i =
√
−1 denotes the imaginary
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number.

The solution to the differential equation in (2.9) is

Θ(θ) = Θ1Pnm(cos θ) (2.12)

where Θ1 denotes an arbitrary constant and Pnm(·) denotes the associated Legendre

function of the first kind. Note that the definition of Pnm(·) may differ in different

books. This thesis uses the Ferrers’ definition [134]

Pnm(t) =
(1− t2)m/2

2nn!

dm+n

dtm+n
(t2 − 1)n (2.13)

which is only valid for n = 0, 1, 2, · · · , m = 0, 1, · · · , n, and zero for m > n with

−1 ≤ t ≤ 1.

The solution to the differential equation in (2.10) is

X(r) = X1jn(kr) +X2yn(kr) (2.14)

where X1 and X2 denote two arbitrary constants, and jn(·) and yn(·) denote the

spherical Bessel functions of the first and second kind, respectively. Equation (2.10)

has an alternate solution below,

X(r) = X3hn(kr) +X4h
(2)
n (kr) (2.15)

where hn(·) and h
(2)
n (·) denote the spherical Hankel functions of the first and second

kinds, respectively.

For notational convenience, the angle functions, i.e., (2.11) and (2.12), are con-

veniently combined into a single compact function called spherical harmonics func-

tion [16],

Ynm(θ, φ) = (−1)m

√
(2n+ 1)

4π

(n−m)!

(n+m)!
Pnm(cos θ)eimφ (2.16)

which is orthonormal over the two-dimensional directional space, i.e.,∫
S2
Ynm(φ̂)Y ∗m′n′(φ̂)ds(φ̂) = δmm′δnn′ (2.17)
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where [·]∗ denotes the complex conjugate operator and δnn′ denotes the Kronecker

delta function

δnn′ =

1, n = n′

0, n 6= n′.
(2.18)

Figure 2.2 presents the spherical harmonics function Ynm(·) in (2.16) up to the

second order. Given an arbitrary function, it has a unique directivity pattern over

the three-dimensional space.

Based on (2.14) and (2.16), both jn(kr)Ynm(θ, φ) and yn(kr)Ynm(θ, φ) are the

solutions to (2.6). Therefore, we write a general solution to the Helmholtz equation

as follows,

P (x, k) =
∞∑
n=0

n∑
m=−n

[αnm(k)jn(kr) + α̂nm(k)yn(kr)]Ynm(θ, φ) (2.19)

where αnm(k) and α̂nm(k) denote the spherical harmonic coefficients, which contain

all the information of the measured soundfield in the spherical harmonis domain.

Similarly, both hn(kr)Ynm(θ, φ) and h
(2)
n (kr)Ynm(θ, φ) denote the solutions to (2.6).

Hence, an alternate solution to the Helmholtz equation is

P (x, k) =
∞∑
n=0

n∑
m=−n

[βnm(k)hn(kr) + β̂nm(k)h(2)
n (kr)]Ynm(θ, φ) (2.20)

where βnm and β̂nm are their spherical harmonic coefficients.

Note that the solution to the given soundfield also depends on whether it is an

interior or exterior soundfield. An incoming soundfield due to the sound sources

located outside its outer boundary is called an interior field (e.g., see Fig 2.3).

For an interior soundfield, the sound pressure at the origin O should have a finite

value. Hence, the solution in (2.20) is unusable because the output of the spherical

Hankel function is infinity at the origin O. By contrast, the solution in (2.19) is

applicable because the values of jnm(·) are finite over the whole recording area.

Since the incoming soundfield is more common in practice, this thesis mainly uses

the solution in equation (2.19), so that the case with the solution in (2.20) is not

used. However, the ynm(·) in (2.19) is also infinite at the origin O. To address the
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Figure 2.2: Two-dimensional spherical harmonics functions Ynm(·) up to the second

soundfield order. The (n,m) denotes the index of the functions. Red and cyan

portions denote regions where the values are positive and negative, respectively.

The distance of the surface from the origin indicates the absolute value of the

features over that direction.
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Recording Area 

Source Source 

O 

R 

Figure 2.3: An interior field where all the sources are located outside of the record-

ing area’s outer boundary with radius R.

problem, we set α̂nm(k) = 0 for all n so that the general solution for a homogenous

interior soundfield follows as,

P (x, k) =
∞∑
n=0

n∑
m=−n

αnm(k)jn(kr)Ynm(θ, φ). (2.21)

The spherical harmonic representation in (2.21) is a fundamental tool in many

spatial acoustic signal processing applications and techniques because of its efficient

parameterization of any continuous source-free soundfield. Note that the spherical

harmonic coefficients αnm(·) in (2.21) are independent of the individual observa-

tion points over the recording area. Hence, if the spherical harmonic coefficients

of a soundfield are measured, they can be used to characterize/describe the entire

continuous soundfield over the sizeable microphone array. Theoretically, the spher-

ical harmonic representation in (2.21) requires an infinite number of the soundfield

orders for an error-free decomposition. The Bessel function jn(·) in (2.21) has a

high pass behavior, whose output remains close to zero at higher soundfield orders.

Hence, the soundfield in (2.21) can be truncated using a finite number of soundfield

orders at the cost of insignificant errors. Researchers in [103] provided a practical
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setting of soundfield order by N = dkre, resulting in truncation error around 4%

for a far-field soundfield (e.g., see Fig. 2.4 (a) and (b)). In this case, the soundfield

decomposition in (2.21) can be rewritten as,

P (x, k) =
N∑
n=0

n∑
m=−n

αnm(k)jn(kr)Ynm(θ, φ). (2.22)

2.2.4 Point Source Decomposition

The inhomogeneous Helmholtz equation due to a point source located at the posi-

tion xs is defined by,

∇2g(x|xs, k) + k2g(x|xs, k) = −δ(x− xs) (2.23)

where x denotes the observation position and g(x|xs, k) denotes the Green’s func-

tion. Equation (2.23) implies that the homogeneous Helmholtz equation is satisfied

everywhere except at the position x = xs. Additionally, the solution to (2.23) re-

quires to satisfy the Sommerfeld radiation condition [135]. A solution to (2.23),

satisfying the Sommerfeld radiation condition, is given in [15],

g(x|xs, k) =
eik‖x−xs‖

4π‖x− xs‖
(2.24)

which can be decomposed into the spherical harmonics domain as [136,137]

eik‖x−xs‖

4π‖x− xs‖
= ik

N∑
n=0

n∑
m=−n

hn(krs)Y
∗
nm(θs, φs)jn(kr)Ynm(θ, φ), rs > r (2.25)

which suits for an interior soundfield where the sound source locates beyond the

area boundary. In this case, the corresponding spherical harmonic coefficients

follow as,

αnm(k) = ikhn(krs)Y
∗
nm(θs, φs). (2.26)

On the contrary, when the source locates within the area of interest, i.e, an exterior

soundfield, the sound pressure decomposed into the spherical harmonics domain is
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represented as,

eik‖x−xs‖

4π‖x− xs‖
= ik

N∑
n=0

n∑
m=−n

jn(krs)Y
∗
nm(θs, φs)hn(kr)Ynm(θ, φ), rs < r (2.27)

whose spherical harmonic coefficients are,

βnm(k) = ikjn(krs)Y
∗
nm(θs, φs). (2.28)

Next, we set a point source at infinity distance (rs →∞) [137] (also called plane

wave). Hence, the sound pressure due to a plane wave is computed by substituting

rs =∞ and performing the far-field transition to (2.24),

P (x|xs, k) = eik
T ·x (2.29)

where [·]T denotes the matrix transpose operator. The spherical harmonics decom-

position of the sound pressure in (2.29) follows as,

eik
T ·x =

∞∑
n=0

n∑
m=−n

4πinY ∗nm(θs, φs)jn(kr)Ynm(θ, φ). (2.30)

which satisfies the general solution for an interior soundfield (2.21) with the spher-

ical harmonics coefficients below,

αnm(k) = 4πinY ∗nm(θs, φs). (2.31)

Figure 2.4 exhibits the examples of the soundfield due to a plane wave and point

source, respectively. Subfigure (a) and (c) denote the original soundfield with an

infinite soundfield orderN . By contrast, subfigure (b) and (d) denote the soundfield

with a truncated order at N = dkre. As mentioned in (2.22), the truncated error

is acceptable at around 4% [103].
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(a) Plane Wave
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(b) Plane Wave: Order 9
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(c) Point Source
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(d) Point Source: Order 9
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Figure 2.4: Four spatial soundfield representations at frequency 1500 Hz, including

original plane wave (a), truncated plane wave (b), point source (c), and truncated

point source (d). Note that the truncated soundfield order is 9 as N = dkre. The

sound source is located at xs = (0.95, 0.78, 1.73) in polar coordinates.

2.2.5 Soundfield Recording Using Spherical Microphone Ar-

rays

In the past decade, soundfield recording using different structured higher-order mi-

crophone arrays has been developed, including a spherical microphone array [138],

multiple circular microphone arrays [139], and a planar microphone array [140].

Samarasinghe et al. used a set of higher-order microphones (circular microphone
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arrays in [105], spherical microphone arrays in [141]) to develop the measuring tech-

niques that are more suitable for large spatial regions. These measuring techniques

generally use a spherical Fourier transform [16] to decompose the multi-channel

recordings into the spherical harmonics domain and then achieve a full measure-

ment of the spherical harmonic coefficients. Due to space limitations, this sub-

section mainly reviews sound field recording using a typical spherical microphone

array, which is used by this thesis in the following chapters.

As discussed, an arbitrary point sound pressure, within the recording area, can

be represented in the spherical harmonics domain using the spherical harmonics

expansion [16],

P (x, k) =
N∑
n=0

n∑
m=−n

αnm(k)jn(kr)Ynm(θ, φ). (2.32)

We exploit the property that the Ynm(·) is orthonormal over the space, multiply

Y ∗nm(·) at both the sides of (2.21) and then integrate it over the two-dimensional

space to yield,

αnm(k)jn(kr) =

∫ π

0

∫ 2π

0

P (x, k)Y ∗mn(θ, φ)dθdφ (2.33)

which requires an infinite number of microphones in theory. However, in practice,

only a limited number of microphones are available. In this case, we can ap-

proximate the continuous sampling in (2.33) by uniformly distributing the limited

number of microphones over the surface of the spherical microphone array,

αnm(k) =
1

jn(kr)

M∑
j=1

ajP (xj, k)Y ∗nm(θj, φj) (2.34)

in which M denotes the number of microphones, ∗ signifies the conjugate transpose

operation, and aj works as the weight of each microphone (known in advance) to

ensure the error between the measured and theoretical estimations is as small as

possible. The above analysis mainly uses an open-sphere microphone array. How-

ever, a practical microphone array can be rigid (e.g., the commercial Eigenmike),

whose acoustic reflections caused by the surface are non-negligible. In this case,

the recordings of spherical harmonic coefficients in (3.11) require a slight modifica-
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tion to account for the influence caused by the microphone array’s surface acoustic

reflections [142],

αnm(k) =
1

bn(kr)

M∑
j=1

ajP (xj, k)Y ∗nm(θj, φj) (2.35)

where

bn(kr) = jn(kr)− j
′
n(kro)

h ′
n(kro)

hn(kr) (2.36)

where ro denotes the radius of the spherical microphone array, j
′
n(·) and h

′
n(·) rep-

resent the partial derivative of spherical Bessel function jn(·) and spherical Hankel

function hn(·), respectively.

2.3 Relative Transfer Function (ReTF)

Two microphones 

Source 

(1) (2) 

Figure 2.5: Recording using a microphone pair.

This subsection reviews the relative transfer function (ReTF)1, between a mi-

1Note that the room transfer function is denoted as ‘RTF’. Hence, this thesis abbreviates the
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crophone pair, which has been widely used to address sound source localization in

diverse acoustic environments [143,30,144].

2.3.1 Definition of ReTF

Figure 2.5 presents an acoustic event where a pair of microphones measures the

incoming soundfield due to a single sound source. The recording in the time domain,

measured by the microphone pair in a noiseless environment, is represented as,

p(x1, n) = s(n) ∗ a(x1, n)

p(x2, n) = s(n) ∗ a(x2, n)
(2.37)

where s(n) is the source signal, a(xj, n) is the room impulse response between the

sound source to the j-th microphone (j = 1, 2). This expression can be represented

in the frequency domain using a Fourier transform as follows,

P(x1, k) = S(k)A(x1, k)

P(x2, k) = S(k)A(x2, k)
(2.38)

where k = 2πf/c is the wavenumber, f is the frequency bin, c is the speed of

sound, P(xj, k), S(k) and A(xj, k) denote the Fourier transforms of p(xj, n), s(n)

and a(xj, n), respectively.

The ReTF is formally defined as the ratio between the acoustic transfer func-

tions of the two microphones in (2.38) [143,30],

Q(x1, k) =
P(x1, k)

P(x2, k)
=

A(x1, k)

A(x2, k)
(2.39)

where the second microphone is taken as the reference microphone. Early research

in [145,45] revealed several unique properties of ReTF as follows: (i) it is indepen-

dent of the time-varying source signal; (ii) in a static environment, its only varying

degree of freedom is the sound source position; and (iii) it can be easily estimated

in a noisy environment (e.g., see an estimator of ReTF in the next subsection).

relative transfer function into ‘ReTF’ to avoid confusion.
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2.3.2 Estimation of ReTF

In practice, the microphone recordings inevitably contain some additive noise,

P(x1, k) = S(k)A(x1, k) + V (x1, k)

P(x2, k) = S(k)A(x2, k) + V (x2, k)
(2.40)

in which V (x1, k) and V (x2, k) denote the additive noise at the two microphones,

respectively. To relieve the negative effects caused by noise when calculating the

ReTF, it is of the common approach [45,57] to exploit a biased estimator of ReTF

using the power spectral density (PSD) and cross PSD (CPSD) of the measured

signals,

Q(x1, k) =
Sp1p2(k)

Sp2p2(k)− Sv2v2(k)

=
Sss(k)A(x1, k)A∗(x2, k)

Sss(k)|A(x2, k)|2
=

A(x1, k)

A(x2, k)

(2.41)

where

Sp1p2(k) = E
{

P(x1, k)P∗(x2, k)
}

Sp2p2(k) = E
{

P(x2, k)P∗(x2, k)
}

Sv2v2(k) = E
{

V (x2, k)V ∗(x2, k)
}

Sss(k) = E
{

S (k)S ∗(k)
}

(2.42)

where E[·] denotes statistical expectation and ∗ denotes the conjugate transpose,

Sp1p2(k) denotes the CPSD between the received signal at the two microphones,

Sss(k) denotes the PSD of the sound source signal, Sp2p2(k) and Sv2v2(k) denote

the PSD of the received signal and noise signal at the second channel, respectively.

Note that the estimator in (2.41) exploits the assumption that the sound pressure

of sound source and additive noise are not correlated. However, the noise PSD of

Sv2v2(k) is unknown in practice. One potential solution is to use some state-of-art

power spectral density techniques, such as [146, 147], to estimate the noise PSD.

After that, the estimated noise PSD is substituted into the denominator in (2.41)
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to compute the ReTF. For simplicity, the methods in [45, 57] estimated the ReTF

by neglecting the noise PSD Sv2v2(k) in the denominator of (2.41), i.e.,

Q(x1, k) ≈ Sp1p2(k)

Sp2p2(k)
(2.43)

which is named as a biased ReTF estimator.

2.3.3 Application into Sound Source Localization

Early use of ReTF for source localization in [26] was to extract the TDOA of source

signal in the first stage, which was applied to address single source localization in

the second stage. An investigation in [145] reveals that the ReTF intrinsically

embeds in a low-dimensional manifold, which is solely governed by its source po-

sition. Even in a static reverberant environment, the sound source position is the

only varying degree-of-freedom of the ReTFs in the enclosure. Hence, the ReTF

is capable of recovering the unknown source position in reverberant environments.

An online scheme using ReTFs to track multiple moving speakers in a reverberant

environment was presented in [148]. More recently, Brendel et al. exploited the

ReTF to propose an expectation-maximization (EM) based algorithm, achieving a

joint speaker number counting and localization in adverse acoustic conditions [149].

With several pairs of microphones, Laufer-Goldshtein et al. have exploited the

ReTF for both semi-supervised single source localization [45,57,81,58] and source

tracking [31], respectively. With a binaural setup of microphones, Li et al. achieved

a supervised multiple source localization using the direct-path ReTF where only

a single source is active [90]. Opochinsky et al. then fed the ReTF into a deep-

learning network for weakly-supervised ranking-based source localization [59].

Motivated by the extensive applications of ReTF, this thesis will investigate

the other type of sound source feature called the relative harmonic coefficients in

the spherical harmonics domain. As mentioned in Chapter 1.2, this new source

feature has several significant properties suitable to address sound source localiza-

tion problems, including (i) its independence from the time-varying source signal

and sole dependence on the source position even in a reverberant environment; (ii)

easy estimations in noisy environments from the higher-order microphone array
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recordings; (iii) a significant spatial resolution due to its unique directivity pattern

over space; and (iv) exploitable by an overlapped frame detector to simplify the

challenging localization of multiple sources into single source localization issues.

This thesis intends to apply this source feature to develop some novel localization

algorithms under different acoustic scenarios. In the next chapter, we will formally

define the relative harmonic coefficients in the spherical harmonics domain and use

it to develop a decoupled DOA estimator in diverse environments.

2.4 Summary

Since sound source localization has been a hot topic over decades, this chapter

first presents an extensive update of the localization algorithms and up-to-date

research progress in the literature review. After that, we introduce the spherical

harmonics representation of a measured soundfield, which acts as a fundamental

tool for any spherical harmonic domain-based signal processing technique and ap-

plication. Finally, we give a detailed introduction of a widely used feature called

relative transfer function (ReTF), including its definition, estimator, and unique

properties. The ReTF introduced in this chapter motivates us to develop a newly

spherical harmonics domain source feature called relative harmonic coefficients,

which are exploited by several novel source localization algorithms in the following

chapters.





Chapter 3

Decoupled Direction-of-arrival

Estimation Using Relative

Harmonic Coefficient

Overview: This chapter presents a source feature called the relative harmonic

coefficients based on the spherical harmonics representation of a measured sound-

field. This source feature is shown to be easily estimated from the noisy higher-order

microphone array recordings. We derive a closed-form expression of this feature,

where the elevation and azimuth components are decoupled. Hence, the relative har-

monic coefficients relate to the source elevation and azimuth independently, which

enables them to act as features capable of recovering unknown source elevation and

azimuth separately. Based on this property, we develop two decoupled source direc-

tion of arrival estimation algorithms. The proposed algorithms are highlighted by a

large reduction of computational complexity, thus enabling a direct application for

sound source tracking. Simulation results, using both a static and moving sound

source, confirm the proposed methods are computationally efficient while achieving

competitive localization accuracy. Additionally, this chapter also shows that this de-

veloped approach has another advantage to be applied as an acoustic enhancement

tool for the noisy higher-order microphone array recordings.

39
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3.1 Introduction

As reviewed in Chapter 2, sound source localization methods can be divided into

different types depending on the source features used as the inputs of the algo-

rithms, such as the generalized cross-correlation [28], first-order Ambisonics [22],

phase difference [97], STFT coefficients [80], modal coherence patterns [23] and

intensity/pseudointensity vectors [25, 98] (see more about the features in the Ta-

ble 2.2). Intuitively, the source features have a great influence on the algorithm’s

performance as they contain relevant clues of the sound source(s) to be localized.

For example, if a given source feature depends on the time-varying source signal,

such as the STFT coefficients, it is of greater difficulty to use this source feature for

accurate source localization. Hence, source localization algorithms require features

that have less dependency on the time-varying source signal but only depend on

the source position. The ReTF, introduced in Chapter 2.3, is one of the promis-

ing features. An investigation in [145] reveals that the ReTF is solely governed

by its source position, even in a static reverberant environment. As a result, the

source feature of ReTF has been widely used by recently proposed sound source

localization/tracking techniques [31,45,57,81,90,59].

Motivated by the wide applications of ReTF, this chapter presents a spherical

harmonics domain source feature called the relative harmonic coefficients, as well

as its estimators from the noisy higher-order microphone array recordings. The

derived expression of the relative harmonic coefficients confirms that it is solely de-

pendent on the source DOA. Note that traditional DOA estimation methods, such

as the popular generalized cross-correlation phase transform (GCC-PHAT) [28],

steered response power (SRP) [32] and SRP-phase transforms (SRP-PHAT) [33]

based techniques, achieve satisfying localization accuracy while associating with a

significant computational complexity since they require a 2-D grid searching over

all possible directions. Generally, a higher grid resolution to sample the direc-

tional space increases the accuracy of the algorithms at the cost of an additional

higher computational expense. However, the source’s elevation and azimuth angles

are decoupled in the relative harmonic coefficients, thus it enables us to estimate

the source’s elevation and azimuth in two separate stages. Based on the above

properties, this chapter presents two decoupled solutions to achieve accurate two-
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dimensional DOA estimates which are attributed by a dramatically reduced com-

putational complexity. The proposed methods are finally validated using static

source localization as well as a direct application for tracking a moving sound

source. Additionally, we also show that the developed method by this chapter has

a direct application for acoustic enhancement in the spherical harmonics domain.

Extensive simulations, using the spherical microphone array measurements from

a far-field speaker, confirm the effective denoising performance of this method in

noisy environments.

The remainder of the chapter is structured as follows. Firstly, we introduce

the definition of the relative harmonic coefficients, the feature’s estimator, and

closed-form expression. Then, we propose two decoupled DOA estimators using

the estimated relative harmonic coefficients. Thereafter, we show how to apply the

estimated source feature into an acoustic enhancement schema. Finally, extensive

simulation results are presented to validate the proposed methods.

3.2 Problem Formulation

Assume an active sound source propagating from an arbitrary DOA over the 2-

D space, e.g., (ϑs, ϕs) where 0 < ϑs < π, 0 < ϕs < 2π. The sound wave is

impinging on a higher-order microphone array (see Fig. 3.1). The array comprises

of M microphones whose polar coordinates are xj = (r, θj, φj) (j = 1, . . . ,M),

with respect to its local origin O. The sound pressure, recorded by the array is

represented in the frequency domain by

P(xj, k) =P(xj, k) + V (xj, k)

=S(k)A(xj, k) + V (xj, k), j = 1, · · · ,M
(3.1)

where k = 2πf/c is the wavenumber, with f the frequency bin and c the speed of

sound, S(k) is the source signal, A(xj, k) is the acoustic transfer function from the

source to the j-th microphone, P(xj, k) and P(xj, k) denote the noisy and clean

sound pressure, V (xj, k) denotes the additive noise signal.

This chapter aims to use a spherical harmonics domain source feature of rela-

tive harmonic coefficients, estimated from the original noisy recordings, to develop
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low-complexity DOA estimations with competitive localization accuracy. In the

meanwhile, an acoustic enhancement is also proposed for denoising the noisy mea-

surements in the spherical harmonics domain. In the next section, we introduce

the source feature called the relative harmonic coefficients which are to be used by

the developed approaches.

3.3 Relative Harmonic Coefficients (RHC)

This section presents a detailed introduction of the spherical harmonics domain

source feature called the relative harmonic coefficients, whose properties motivate

the decoupled localization approaches developed in the next section.

X

Y

Z

O

Microphone Array

Active source

ŷ

Figure 3.1: Soundfield recording using a spherical microphone array.

3.3.1 Definition of RHC

Based on the spherical harmonics decomposition of a soundfield, the sound pressure

at an arbitrary point microphone xj = (r, θj, φj), j = 1, · · · ,M within a recording
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area (see Figure 3.1) can be expressed as [16],

P(xj, k) =
N∑
n=0

n∑
m=−n

αnm(k) jn(kr)Ynm(θj, φj) (3.2)

where n(> 0) and m are integers, N = dkre is the truncated order of the soundfield

[103], αnm(k) is the spherical harmonic coefficient, jn(·) is the spherical Bessel

function of the first kind, Ynm(θj, φj) is the spherical harmonics function.

Assuming the soundfield decomposed by (3.2) is generated by a single sound

source, the relative harmonic coefficients (RHC) of order n and mode m is formally

defined as the ratio between αnm(k) and α00(k) [1, 150,151],

βnm(k) =
αnm(k)

α00(k)
. (3.3)

Let the frequency band of interest be [kmin, kmax]. Then, we propose a k×1 feature

vector for each (n,m) mode,

βnm =
[
βnm(k1), βnm(k2), · · · , βnm(kF )

]T
(3.4)

where kmin 6 k1, · · · , kF 6 kmax. We combine feature vectors of all the spherical

harmonic modes to obtain F × (N + 1)2 matrix of relative harmonic coefficients as,

B =
[
β00,β1,−1, ··,βnm, ··,βNN

]
. (3.5)

3.3.2 Estimation of RHC

This subsection proposes two methods to estimate the relative harmonic coefficients

in the presence of noise, one using the point-to-point relative transfer function

concept, and another using the spherical harmonic decomposition. We focus on

the estimation at a single frequency bin as that of a wide frequency band follows a

similar process.
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Estimation of RHC using the Point-to-Point Relative Transfer Function

Let us define a spatial function at xj = (r, θj, φj) using the vector of [β00(k), · · · , βNN(k)]T ,

Q(xj, k) =
N∑
n=0

n∑
m=−n

βnm(k) jn(kr)Ynm(θj, φj)

=

∑N
n=0

∑n
m=−n αnm(k) jn(kr)Ynm(θj, φj)

α00(k)

=
P(xj, k)

α00(k)

(3.6)

which is derived using representation of the sound pressure of P(xj, k) implied by

(3.2). The coefficient α00(k) at the denominator represents the sound pressure for

the point microphone located at xo = (0, 0, 0),

P(xo, k) =
N∑
n=0

n∑
m=−n

αnm(k) jn(0)Ynm(0, 0)

= ρα00(k)

(3.7)

where ρ = 1/
√

4π is a fixed constant so that we omit it in the following for no-

tational convenience. Substitute (3.7) to (3.6), the defined Q(xj, k) is rewritten

as,

Q(xj, k) =
P(xj, k)

P(xo, k)
. (3.8)

Since the relative harmonic coefficients are defined at the case of a single sound

source, (3.6) is further simplified into,

Q(xj, k) =
S(k)A(xj, k)

S(k)A(xo, k)
=

A(xj, k)

A(xo, k)
(3.9)

where A(xo, k) represents the acoustic transfer function from the source to the

microphone located at xo. Above inference by (3.9) implies Q(xj, k) coincides

with the ReTF between the pair of microphones located at xj and xo respectively.

Therefore, the relative harmonic coefficients can be calculated using a spherical
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harmonics decomposition of the measured ReTF.

Using a higher-order microphone array, we first approximate sound pressure at

the origin of the array by the addition of all the recordings on the array. Then, we

use the estimator of (2.43) [45,57], given in the Section 2.3, to calculate the ReTFs

of all the microphones on the array. Finally, the relative harmonic coefficients can

be estimated by decomposing the M estimations of the ReTFs as,

βnm(k) =
1

jn(kr)

M∑
j=1

ajQ(xj, k)Y ∗nm(θj, φj) (3.10)

in which ai works as the weight of each microphone to ensure the right side in

(3.10) equals to the left side. Note that the decomposition in (3.10) is suffered

by the “Bessel zero problem” at low frequencies, causing erroneous estimations of

the desired spherical harmonics coefficients because the noise signal can be easily

amplified [141].

Estimating RHC using Spherical Harmonic Coefficients

Let us directly decompose the measured noisy soundfield into the spherical har-

monics domain [103],

αnm(k) =
1

jn(kr)

M∑
j=1

ajP (xj, k)Y ∗nm(θj, φj) (3.11)

where P (xj, k) denotes the noisy sound pressure at the j-th microphone. Since

there is only a single sound source presented in the recordings, we can rewrite

αnm(k) in (3.11) as,

αnm(k) = αnm(k) + γnm(k)

= βnm(k)α00(k) + γnm(k)
(3.12)

where αnm(k) and γnm(k) represents the spherical harmonic coefficients due to the

source and noise signal, respectively. The βnm(k) in (3.12) are the already defined

relative harmonic coefficients that relate to the α00(k). However, in practice, only
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the noisy relative harmonic coefficients are available,

α00(k) = α00(k) + γ00(k). (3.13)

Note that βnm(k) is independent of the source signal, thus it is constant over the

time-varying signal. In order to alleviate the negative effects caused by the noise

when calculating the βnm(k), we exploit the power spectral density (PSD) and

CPSD (cross PSD) of the measured signals,

Sαnmα00(k)

Sα00α00(k)− Sγ00γ00(k)
=
βnm(k)Sα00α00(k)

Sα00α00(k)
= βnm(k) (3.14)

where

Sαnmα00(k) = E
{
αnm(k)α∗00(k)

}
Sα00α00(k) = E

{
α00(k)α∗00(k)

}
Sγ00γ00(k) = E

{
γ00(k)γ∗00(k)

}
Sα00α00(k) = E

{
α00(k)α∗00(k)

}
(3.15)

with E[·] denoting the statistical expectation over the time-varying signal. Note

that (3.14) exploits the fact that the spherical harmonic coefficients of source signal

and noise signal are uncorrelated because their corresponding sound pressure are

assumed to be uncorrelated. However, the noise PSD of Sγ00γ00(k) at the denomina-

tor of (3.14) is still unknown. Some state-of-art power spectral density techniques

are available to update the Sγ00γ00(k) [146, 147]. For simplicity in practice, we

adopt a biased feature estimator by neglecting it, so that the source feature can be

represented using,

βnm(k) ≈ Sαnmα00(k)

Sα00α00(k)
. (3.16)

3.3.3 A Theoretical Expression for RHC

With the intention to analyze the properties of RHCs and their suitability as a

feature for DOA applications, here, we derive a theoretical expression for RHCs

assuming free field propagation. Let us follow the common assumption to represent
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observations over the recording area using plane wave modeling [120,121], because

the aperture of the recording area is much smaller when compared to its distance

to the sound source. Following the spherical harmonics decomposition of the plane

waves [103], sound pressure at the j-th microphone, due to direct-path recording

from the sound source, can be represented as,

P(xj , k) =
N∑
n=0

n∑
m=−n

S(k)4πinY ∗nm(ϑs, ϕs) jn(kr)Ynm(θj , φj) (3.17)

whose spherical harmonic coefficient due to the sound source is,

αnm(k) = S(k)4πinY ∗nm(ϑs, ϕs). (3.18)

Using (3.3) and (3.18), we derive the expression of the feature with order n and

mode m in a free-field environment as:

βnm(k) = 2
√
πinY ∗nm(ϑs, ϕs). (3.19)

For the N -th order microphone array, our feature vector for the source from direc-

tion of (ϑs, ϕs) is,

β(ϑs, ϕs) =
[
1, 2
√
πiY ∗1,−1(ϑs, ϕs), · · · , 2

√
πiNY ∗NN(ϑs, ϕs)

]T
(3.20)

whose properties are briefly summarized as follows:

• Source signal independent: its only degree-of-freedom coincides with the source

DOA.

• Frequency independent: in practice, even when recording the same sound source

impinging the array from (ϑs, ϕs), the features may slightly differ from the ex-

pected frequency-independence. In this case, a frequency smoothing is then

suggested:

β(ϑs, ϕs) =
1

K

K∑
k=1

β(k, ϑs, ϕs) (3.21)

where β(ϑs, ϕs) denotes the smoothed feature vector over the K frequency bins

of interest. This frequency smoothed version also reduces the computational
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complexity as it avoids repetitive processing at each frequency bin respectively.

• Uniqueness over space: the feature vector of (3.20) is unique over the space.

• Calculated feature set: assume our defined sound source area for source localiza-

tion is Φ =
{

(ϑs, ϕs) : 0 < ϑs ≤ π, 0 < ϕs ≤ 2π
}

, we can calculate a feature set

using (3.20):

H = {β(ϑ1, ϕ1),β(ϑ2, ϕ2), · · · ,β(ϑS, ϕS)} (3.22)

which comprises all possible candidate feature vectors over the defined source

area (S denotes the total number of discrete DOA samples of Φ). Note that the

feature set of H is calculated in advance without any prior recordings.

Assuming the relative harmonic coefficients due to the desired sound source are

practically estimated (e.g., βnm), we can compare it to the calculated set of H to

recover its original DOA,

arg min
(ϑs,ϕs)

N∑
n=0

n∑
m=−n

| βnm − 2
√
πinY ∗nm(ϑs, ϕs) |2 (3.23)

which uses a distance-based metric. However, this approach requires an exhaustive

search over the 2-D directional set of H. As explained in the next section, we show

the relative harmonic coefficients are capable for decoupled DOA estimations, while

achieving a large reduction of the computational complexity.

3.4 Decoupled DOA Estimation

This section exploits the relative harmonic coefficients to develop two decoupled

source DOA estimations, which avoid the exhaustive search over the 2-D space.

We review the expression of the spherical harmonics function,

Ynm(θ, φ) = (−1)m

√
(2n+ 1)

4π

(n−m)!

(n+m)!
Pnm(cos θ)eimφ. (3.24)

Substituting (3.24) into (3.19), we have the detailed expression of the relative
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harmonic coefficients,

βnm(ϑs, ϕs) =

√
(2n+ 1)(n−m)!

(n+m)!
Pnm(cosϑs)i

ne−imϕs (3.25)

where the associated Legendre function, i.e., Pnm(·), is a real-valued function. Note

that the dependence on frequency in (3.25) is omitted for convenience. Table 3.1

lists exact expressions of (3.25) for the spherical harmonic modes up to n = 2

and m = 1. The specifications of the relative harmonic coefficients in Table 3.1

imply that the components of source elevation ϑs and azimuth ϕs are decoupled.

Hence, assuming the relative harmonic coefficients are accurately estimated, we can

recover the source’s elevation and azimuth in two separate stages. In the following

two subsections, we detail two methods that exploit this property to perform DOA

estimations.

Table 3.1: Relative harmonic coefficients up to the 2nd order.

(n, m) βnm(k) (n, m) βnm(k)

(0, 0) 1 (2,-2)
√

15
8

sin2(ϑs)e2iϕs

(1,-1) i
√

3
2
sin(ϑs)e iϕs (2,-1)

√
15
8

sin(2ϑs)e iϕs

(1, 0) i
√

3cos(ϑs) (2, 0)
√

5
4

(3cos2(ϑs)− 1)

(1, 1) −i
√

3
2
sin(ϑs)e−iϕs (2, 1) −

√
15
8

sin(2ϑs)e−iϕs

3.4.1 The First Method

This method estimates the source elevation in the first stage, which is then used

to recover the azimuth in the second stage.

The First Stage: Elevation Estimation

The magnitude of the relative harmonic coefficients in (3.25) is,

|βnm(ϑs)| =

√
(2n+ 1)(n−m)!

(n+m)!
|Pnm(cosϑs)| (3.26)
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which only depends on the elevation ϑs. Figure 3.2 demonstrates an example of

the |β1,−1(ϑs)| where the 0 < ϑs < π. Combining (3.26) up to the N -th order, we

have a vector of the magnitude,

|β(ϑs)| = [1, |β1,−1(ϑs)| , · · · , |βNN(ϑs)|] (3.27)

whose properties are summarized as follows:

• Unique mapping: the vector of (3.27) has a unique mapping to the elevation

when 0 < ϑs ≤ π/2 (see Fig. 3.2).

• Calculated set: given the range of 0 < ϑs ≤ π/2, we have a unique set of (3.27)

(see Fig. 3.2 for |β1,−1(ϑs)|):

Hmag = {|β(ϑ1)| , |β(ϑ2)| , · · · , |β(ϑS1)|} (3.28)

where S1 is the number of discrete samples of elevation. Also, the set of Hmag is

calculated in advance without any prior recordings.

• Symmetric: the vector of (3.27) is symmetric to π/2 because |Pnm(cosϑs)| =

|Pnm(cos(π − ϑs))| (see Fig. 3.2). Hence, we also have a unique mapping and

set when π/2 < ϑs < π.

Assuming the source’s magnitude of relative harmonic coefficients are calcu-

lated, we show how to recover its elevation using the following two steps,

Step 1: Since the magnitude of the feature is symmetric to π/2, it cannot distin-

guish whether ϑs lies between (0, π/2) or (π/2, π). However, this can be known

from the imaginary part of β10(k),

Im{β10(k)} =
√

3cos(ϑs) (3.29)

whose positive or negative characteristic only depends on the ϑs. Hence, we claim

the estimated ϑs, {
0 < ϑs < π/2, if Im{β10} > 0

π/2 ≤ ϑs < π, if Im{β10} ≤ 0.
(3.30)
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Figure 3.2: |β1,−1(ϑs)| for the elevation ranging from 0 to π.

Step 2: Exploiting the unique mapping between (0, π/2) or (π/2, π), we then use

a distance-based metric to compare it to the calculated set of Hmag to recover the

source’s elevation.

The Second Stage: Azimuth Estimation

Since the source elevation has already been estimated, we can recover the source’s

ϕs by searching over all possible azimuths as follows,

arg min
(ϕs)

N∑
n=0

n∑
m=−n

| βnm − 2
√
πinY ∗nm(ϑs, ϕs) |2 (3.31)

where βnm is the recorded relative harmonic coefficients.

3.4.2 The Second Method

Different from the above method, the second approach first estimates the azimuth

and then recovers the source elevation.
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The First Stage: Azimuth Estimation

Let us define the ratio between the imaginary and real parts of the relative harmonic

coefficients in (3.25),

γnm(ϕs) =
Im{βnm(ϑs, ϕs)}
Re{βnm(ϑs, ϕs)}

=

{
−tan(mϕs), if n = 0, 2, 4, · · ·

−cot(mϕs), if n = 1, 3, 5, · · ·

(3.32)

which only depends on the source’s ϕs (Re{βnm(ϑs, ϕs)} 6= 0). Combining the cases

of (3.32) up to order N , we have a vector,

γ(ϕs) = [γ00(ϕs), γ1,−1(ϕs), · · · , γNN(ϕs)] (3.33)

whose properties are as follows:

• Unique mapping: the (3.33) has a unique mapping to the ϕs when 0 < ϕs < π.

• Calculated set: given the range when 0 < ϕs < π, we have a unique set of (3.33):

Htan = {γ(ϕ1),γ(ϕ2), · · · ,γ(ϕS2)} (3.34)

where S2 denotes the number of discrete samples.

• Periodic: the vector in (3.33) is periodic by π because of the tan/cot functions

in (3.32). Therefore, we also have a unique mapping and set of (3.34) when

π < ϑs < 2π.

In the next, we explain how to estimate the source’s azimuth given the source’s

γ(ϕs) from an unknown direction.

Step 1: The source’s γ(ϕs) cannot distinguish whether the sound source lies in

(0, π) or (π, 2π) because of the periodic property. However, the real part of β1,−1(k)

enables to address this issue,

Re{β1,−1(k)} = −
√

3

2
sin(ϑs)sin(ϕs) (3.35)
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whose positive or negative property only depends on the ϕs because sin(ϑs) > 0.

Hence, we claim the estimated ϕs,{
0 < ϕs ≤ π, if Re{β1,−1} ≤ 0

π < ϕs < 2π, if Re{β1,−1} > 0.
(3.36)

Step 2: Exploiting the unique mapping between (0, π) or (π, 2π), we also adopt a

distance-based metric using the set of Htan to recover its ϕs.

The Second Stage: Elevation Estimation

With the source azimuth given by the first stage, we can recover the source ϑs by

searching over all possible source elevations,

arg min
(ϑs)

N∑
n=0

n∑
m=−n

| βnm − 2
√
πinY ∗nm(ϑs, ϕs) |2 . (3.37)

3.5 Application to Acoustic Enhancement

The above section addressed the estimation of relative harmonic coefficients as

well as the source DOA in noisy environments. Here, we show that the proposed

method is applicable for a spherical harmonics domain enhancement approach in

noisy environments. According to the definition of relative harmonic coefficients,

the spherical harmonic coefficients can be represented as a multiplication of rela-

tive harmonic coefficients and the received signal at the origin of the array (call as

received signal). Hence, we can achieve the spherical harmonics coefficients esti-

mations using the following three steps. Firstly, we estimate the relative harmonic

coefficients using the above estimators. Secondly, we use a beamformer to estimate

the received signal. Finally, we recover the original spherical harmonic coefficients

by multiplying the estimated relative harmonic coefficients and received signal.

In this subsection, we apply the estimated source feature and source DOA for

acoustic signal enhancement in spherical harmonics domain. Let us review the
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noisy spherical harmonic coefficients in (3.12),

αnm(k) = βnm(k)α00(k) + γnm(k) (3.38)

where

βnm(k) =
αnm(k)

α00(k)
(3.39)

denotes the relative harmonic coefficients defined in [1, 150]. This developed en-

hancement approach aims to recover the clean spherical harmonic coefficients of

αnm(k) from the noisy spherical harmonic coefficients of αnm(k). The acoustic

model in (3.38) implies the accurate estimation of αnm(k) can be divided into

estimations of βnm(k) and α00(k) in noisy environments, respectively. Since esti-

mations of the relative harmonic coefficients of βnm(k) have already been addressed,

we focus on the issue to estimate the clean α00(k) using the steps explained in the

following subsection.

3.5.1 Estimation of the Received Signal at the Origin

This subsection estimates the received signal of α00(k) in (3.38) by steering a beam-

former. Since the aperture of the recording area is much smaller when compared to

its distance to the sound source, we use a method called as the maximum directivity

beamformer toward to the far-field sound source [131,152,153],

S(k) =
N∑
n=0

n∑
m=−n

i−n

(N + 1)2
Ynm(ϑest, ϕest)αnm(k) (3.40)

where (ϑest, ϕest) denotes the estimated source’s DOA using the localization ap-

proaches developed by this chapter. The spherical harmonic coefficient of α00(k) is

equivalent to the received signal estimated in (3.40) [25],

α00(k) = S(k). (3.41)
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3.5.2 Spherical Harmonic Coefficients Estimation

Multiplying the estimated relative harmonic coefficients βnm(k) and α00(k) in (3.41),

we recover the enhanced spherical harmonic coefficients as,

αnm(k) = βnm(k)α00(k). (3.42)

Note that, at the k-th frequency bin, the βnm(k) is fixed, while the αnm(k) is

updated by the dynamic α00(k) over the time-varying source signal. When the

[α00(k), · · · , αNN(k)] over the entire STFT bins are estimated, we can then recon-

struct spectrogram of any individual microphone on the array, using the spherical

harmonics representation in (3.2).

3.6 Simulations

This section uses extensive simulations to validate the proposed approaches. We

conduct the evaluations in a reverberant room, whose size is 6 × 4 × 3 m for the

length, width and height, respectively. We record the incoming soundfield using an

open-sphere spherical microphone array (with 32 channels and a radius of 4.2 cm).

We use an available toolbox,1 that implements the image source method [154], to

generate the room impulse response (RIR) from the sound source to the microphone

array. Speech signal randomly selected from the TIMIT database at the sampling

frequency of 8 KHz is used as the input source signal. The original DOA estimation

in (3.23) is taken as the baseline for comparisons. The source feature set of H,

Hmag, and Htan are computed by sampling both the elevation and azimuth with a

resolution of 2 degrees. The algorithms use the frequency bins ranging from 1600

Hz to 2400 Hz, recording the soundfield up to the 2nd order (N = dkre) for the

DOA estimations, so that the vector’s dimension is 9. Lower frequency bins reduce

the uniqueness of the feature set as the vector’s dimension is reduced to 4, and

higher frequency bins contain fewer speech components. The estimators given in

(3.16) or (3.10) are used to estimate the source features in the noisy environments,

which generally achieve equivalent accuracy of the estimations.

1https://www.audiolabs-erlangen.de/fau/professor/habets/software/rir-generator
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3.6.1 DOA Estimations For a Static Sound Source

Performance of our system is measured using the mean absolute estimated error

(MAEE/◦) between the estimated and original DOA,

MAEE =
1

2
(|ϑori − ϑest|+ |ϕori − ϕest|) . (3.43)

We first examine the performance of the methods using a static sound source some-

where in the room. Table 3.2 presents the localization errors using the proposed

algorithms in diverse reverberation levels. The increased reverberation level implies

more negative impacts caused by the coherent reverberations so that the localiza-

tion accuracy degrades. Table 3.3 exhibits the localization errors under various

noisy conditions, where the SNR level ranges from 5 dB to 25 dB. Since the feature

estimator has already taken the noise into account, we recognize little degraded per-

formance when the SNR level decreases. Examinations of the proposed methods

in both Table 3.2 and 3.3 confirm that, although our proposed methods only use

a 1-D searching, they still achieve competitive localization accuracy in comparison

with the baseline which uses a 2-D searching.

This chapter emphasizes the speed of the proposed methods. The compu-

tational complexity of the decoupled DOA estimator is O ((Nθ +Nφ)(N + 1)2),

where Nθ and Nφ denote the sampled directions over the elevation and azimuth,

respectively. By contrast, the baseline DOA estimator has much larger computa-

tional cost, because it requires a two-dimensional search, i.e., O (NθNφ(N + 1)2).

For validations, we measure the computational complexity of the algorithms by

directly recording the time cost, using a Matlab implementation on a standard

desktop (CPU Intel Core i7-4790 Quad 3.6 GHz, RAM 16 GB). Table 3.4 presents

the speed of all the algorithms. We observe that the proposed methods only take

less than 0.4 ms to search the source DOA over the 2-D direction space, achieving

dramatically improved speed compared to the baseline approach.

3.6.2 DOA Tracking For a Moving Sound Source

Motivated by the reduced complexity, the remained content applies the proposed

approaches into sound source tracking. The moving source’s time-domain record-
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Table 3.2: Source DOA estimation under various reverberation levels where the

SNR is 25 dB.

MAEE/◦ T60 (s)

Methods 0.2 0.3 0.4 0.5 0.6

Baseline 1.01 1.33 1.74 1.93 2.31

Proposed1 1.00 1.38 1.76 1.91 2.34

Proposed2 1.05 1.90 2.48 3.28 4.05

Table 3.3: Source DOA estimation under various SNR levels where T60 = 0.4 s.

MAEE/◦ SNR level (dB)

Methods 5 10 15 20 25

Baseline 1.87 1.64 1.82 1.64 1.74

Proposed1 1.96 1.71 1.82 1.69 1.76

Proposed2 2.84 2.66 2.32 2.40 2.48

Table 3.4: Time cost by 20 executions, when searching the DOA.

Methods Baseline Proposed1 Proposed2

Time cost (ms) 309.5 7.9 8.1

ings are generated using an available toolbox in [95]. We use the same simulated

room, whose six wall surface acoustic absorption coefficients are set at 0.9. The

SNR level is 15 dB. We split the measured recordings into the frames lasting 0.5 s,

and use the algorithms to estimate the source DOA over the instantaneous frames.

For a smoother path, we synthesize the source trajectory using two successive es-

timations,

Φ(t) = wΦ(t) + (1− w)Φ(t− 1) (3.44)

where t is the index of estimations, Φ(t) is the current estimated DOA of (ϑts, ϕ
t
s),

and w denotes its weight (set at 0.7 in the simulation). Figure 3.3 and 3.4 exhibit

the estimated source trajectory using the two proposed methods, respectively. Both

the randomly generated trajectories by the moving source have been recovered

accurately within a fast response time, which only takes about 0.1 s to process
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Figure 3.3: Original and estimated source trajectory using the first method.

each instantaneous frame.

3.6.3 Application in Acoustic Enhancement

Accuracy of the signal estimations is measured by the normalized mean squared

error (NMSE/dB) of the original and estimated signal in noisy environments. We

first define the metric for the relative harmonic coefficients,

NMSEβ = 10log10

(
1

K

K∑
k=1

||β(k)− β(k)||22
||β(k)||22

)
(3.45)

where || · ||2 denotes the `2 norm, β(k) and β(k) denote the clean and estimated

relative harmonic coefficients. Next, the metric for the received signal in the STFT

domain is,

NMSEα00 = 10log10

(
1

K

K∑
k=1

||α00(k)−α00(k)||22
||α00(k)||22

)
(3.46)

where | · | denotes the absolute operator, α00(k) and α00(k) denote the vector of

clean and estimated received signal over the time-varying bins, respectively. Finally,
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Figure 3.4: Original and estimated source trajectory using the second method.

the metric for spherical harmonics coefficients is,

NMSEα = 10log10

(
1

K

K∑
k=1

||α(k)−α(k)||22
||α(k)||22

)
(3.47)

where α(k) and α(k) denote the clean and estimated spherical harmonics coeffi-

cients, respectively.

Table 3.5: Accuracy of estimations at various SNR levels, including relative har-

monic coefficients, DOA and received signal.

SNR level (/dB) 25 20 15 10 5

NMSEβ (dB) -20.3 -15.0 -9.5 -5.5 -2.65

NMSEα00 (/dB) -15.1 -11.6 -7.9 -4.7 -2.2

To achieve consistent results, we use ten groups of sound sources, each prop-

agating from a randomly unknown DOA. Thus, the values of both NMSE and

MAEE, presented in the following, denote the mean value over all the cases. We

evaluate the proposed method under various SNR conditions ranging from 5 dB

to 25 dB. Table 3.5 depicts the accuracy of the estimations for relative harmonic
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coefficients and received signal, respectively. We then multiply the estimated rel-

ative harmonic coefficients and received signal to obtain the spherical harmonic

coefficients. Table 3.6 depicts the NMSE where the original values are taken as

the baseline. As expected, we observe that a stronger noisy environment exerts

a direct negative influence on the received signal. However, the proposed method

improves the NMSE by around 3 dB.

Figure 3.5 exhibits the clean, noisy and enhanced soundfield over the micro-

(a) clean soundfield (b) noisy soundfield

(c) enhanced soundfield
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Figure 3.5: (a) clean, (b) noisy and (c) enhanced soundfield over the microphone

array when z = 0 (3 KHz, 5dB noise).
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Table 3.6: Accuracy of the spherical harmonic coefficients estimations under various

SNR levels.

NMSEy(/dB) SNR levels (/dB)

Method 25 20 15 10 5

Original -11.9 -7.8 -4.8 -2.6 -1.2

Enhanced -16.4 -11.8 -7.7 -4.4 -2.2

phone array whose coordinates are z = 0, due to the sound source propagating

from (ϑs, ϕs) = (0.96, 5.17). We recognize that the enhanced soundfield generally

gets rid of the distortions caused by the noise signal. Note that Fig. 3.5 shows

the soundfield at a single STFT bin. By contrast, Figure 3.6 presents the noisy

speech spectrogram in the entire STFT domain and time domain recordings using

an ISTFT. Figure 3.7 presents the enhanced signal. Most of the noise is alleviated

and the enhanced speech has satisfying intelligibility. While the above results are

promising, a limitation of this approach lies in the beamformer in (3.40), which is

designed for far-field propagation. Therefore, in near-field soundfield, the estima-

tion performance of the signal in (3.41) will degrade unless an appropriate radial

focused near-field beamformer is used.

3.7 Summary

This chapter presented a novel source feature called relative harmonic coefficients

in the spherical harmonics domain. Its closed-form expression implies that the

elevation and azimuth components in the relative harmonic coefficients are decou-

pled. Hence, two decoupled 2-D source DOA estimators, highlighted by a large

reduction of computational complexity, were developed. Evaluations in both single

source localization and tracking have confirmed the dramatic reduction in compu-

tational complexity while achieving competitive accuracy. This proposed approach

is also applicable to an acoustic enhancement approach for cleaning noisy higher-

order microphone recordings. It enables us to estimate the spherical harmonic

coefficients up to the whole soundfield order. Extensive results using noisy speech

measurements of a spherical microphone array confirmed the effective denoising

performance.
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Figure 3.6: Noisy speech signal of the 1st microphone on the spherical microphone

array (5dB noise).
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Figure 3.7: Enhanced speech signal of the 1st microphone on the spherical micro-

phone array (5dB noise).
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The proposed method is designed for far-field propagation. Hence, the perfor-

mance of this method degrades severely in the environments where the far-field

assumption hardly holds. Another major issue that remained to be solved is the

degraded performance in strongly reverberant environments because the acoustic

model has not yet taken acoustic reflections into account. To address the above is-

sues, the next chapter of this thesis develops a learning-based localization approach

that is suitable in a more complex/dynamic acoustic environment.
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Chapter 4

Semi-Supervised Multiple Source

Localization Using Relative

Harmonic Coefficients Under

Noisy and Reverberant

Environments

Overview: this chapter uses the relative harmonic coefficients to develop a semi-

supervised algorithm that addresses the challenging multi-source localization prob-

lem in a noisy and reverberant environment. We investigate this source feature

in reverberant environments by presenting (i) an illustration confirming its sole

dependence on the source position in reverberant environments, (ii) a feature se-

lector exploiting its inherent directivity over space. Source features at varied spher-

ical harmonic modes, representing unique characterization of the soundfield, are

merged/fused by the Multi-Mode Gaussian Process modeling. Based on the unifying

model, we then formulate the mapping function revealing the underlying relationship

between the source feature(s) and position(s) using a Bayesian inference approach.

Another issue of the overlapped components is addressed by a pre-processing tech-

nique performing overlapped frame detection, which in turn reduces this challenging

problem to a single source localization issue. It is highlighted that this data-driven

65
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Coefficients Under Noisy and Reverberant Environments

method has a strong potential to be implemented in practice as only a limited num-

ber of labeled measurements is required. The proposed algorithm is evaluated using

simulated recordings between multiple speakers in diverse environments, and the

results confirm improved performance in comparison with the state-of-art methods.

Additional assessments using real-life recordings further prove the effectiveness of

the method, even in unfavorable circumstances with severe source overlapping.

4.1 Introduction

In Chapter 3, we developed two decoupled source localization approaches which

were highlighted by low computational complexity. However, they are only limited

to the single-source scenarios and their localization accuracy degrades severely in

a complex acoustic environment, where the recordings are contaminated by the

strong multi-path room reverberations as well as the noise with low signal-to-

noise ratios. As we have discussed in Section 2.1, data-driven source localization

algorithms have been widely used to address the degraded accuracy in the complex

environments [22,23,45,57,81,58,80,97]. This chapter aims to address the multiple

source localization in a noisy and reverberant environment by proposing a data-

driven approach that uses the relative harmonic coefficients as its inputs.

The aforementioned deep learning-based algorithms, such as [23,59,80,97], ac-

complish source localization by classifying the desired source DOA into one of the

candidate directions over the two-dimensional space. By contrast, this chapter in-

tends to adopt a regression scheme, i.e., a Bayesian inference approach of Gaussian

Process Regression (GPR) [155], because it suits more to localize the continuous

variable of the source’s Cartesian coordinates (i.e., x, y, z coordinates). Traditional

GPR requires a single Gaussian Process modeling, while this chapter adopts the

Multi Gaussian Process modeling [45] to the spherical harmonics domain (called

as Multi-Mode Gaussian Process (MMGP)), to merge/fuse the relative harmonic

coefficients over the varied spherical harmonic modes. Data-driven source localiza-

tion is often criticized as a cumbersome task because it requires a large training

set. To overcome the drawback, we are adopting the semi-supervised paradigm,

previously used in [45, 57, 58], where only a small number of labeled samples is

required. However, [45, 57, 58] only addressed the single-source scenario. Multiple
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source localization becomes much more challenging because the overlapped compo-

nents, especially significantly overlapped recordings, hinder an accurate localization

of the sources. Recent studies [149, 90] addressed this issue using a pre-processing

tool to detect and isolate the overlapped components. Motivated by this strategy,

this chapter simplifies the challenging multi-source localization into a single source

localization problem by developing a newly overlapped frame detector using the

relative harmonic coefficients.

In comparison with Chapter 3, novel contributions by this chapter are briefly

summarized as follows: (i) we study a semi-supervised multi-source localization ap-

proach, which only uses a small number of labeled training samples; (ii) we present

a theoretical proof confirming that the relative harmonic coefficients only depend on

its source position in reverberant environments; (iii) we develop a metric selecting

the spherical harmonic modes that suit for source localization within a given area;

and (iv) we provide a data-driven overlapped frame detection. The remaining part

of the chapter is structured as follows. We first formulate the problem addressed in

this chapter. Section 4.3 presents the source feature selector exploiting its inherent

directivity. Section 4.4 derives the mapping function that merges/fuses the selected

source features. Section 4.5 summarizes the block-diagram of the algorithm and

explains the data-driven overlapped frame detection. Thereafter, extensive exper-

imental results are reported in Section 4.6. Finally, conclusions are drawn and

discussions are given in Section 4.7.

1p

2p

3p

Microphone Array

O

rO
jx

Figure 4.1: Multiple source localization using a higher-order microphone array in

a noisy and reverberant environment (top view).
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4.2 System Model

This section first briefly describes the challenging localization problem to be ad-

dressed. Then, we prove that the source feature of relative harmonic coefficients

only depends on the source position in reverberant environments.

4.2.1 Problem Formulation

Let there be Q active sound sources inside the reverberant room (e.g., see Fig-

ure 4.1), whose Cartesian coordinates are pq = [xq, yq, zq]
T (q = 1, · · · , Q) with

respect to the room origin of O = [0, 0, 0]T . Consider a higher-order microphone

array with M microphones that are located at xj (j = 1, · · · ,M) with respect to

the array origin Or. The sound pressure, measured by the j-th microphone of the

array at the k-th frequency bin, is represented by:

P (xj, k) = P(xj, k) + V (xj, k), j = 1, · · · ,M

=

Q∑
q=1

Sq(k)Aq(xj, k) + V (xj, k)
(4.1)

where k = 2πf/c is the wavenumber, f is the frequency bin, c is the speed of sound,

Sq(k) is the q-th source signal, Aq(xj, k) denotes the acoustic transfer function

(ATF) from the q-th sound source to the j-th microphone, P (xj, k) and P (xj, k)

denote the clean and noisy sound pressure and V (xj, k) represents the additive

noise signal at the j-th microphone. Given the multi-source recordings of P (xj, k),

we aim to accurately recover the positions of the sound sources, i.e., pq where

q = 1, · · · , Q. In addition, we have ND = NL + NU measurements in advance

within a predefined source area of interest, consisting of NL labeled samples whose

known positions are p = {p1, · · · ,pNL
}, and NU unlabeled samples randomly

located at unknown positions. Note that the additive noise in (4.1) is assumed to

be non-directional; otherwise, the directional noise could be treated as additional

sources to be localized.

We intend to achieve our goal by solving two nontrivial issues: (i) developing an

overlapped frame detector to discover the single-source components from the mixed
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measurements so that the localization of multi-source is simplified into repetitive

single source localizations; (ii) exploiting the source feature of relative harmonic

coefficients to realize a data-driven single source localization in complex environ-

ments. Before showing the localization algorithm, we first show that the relative

harmonic coefficients only depend on its source position in reverberant environ-

ments so that it can be used as the source feature to localize the sound source(s)

in this environment.

4.2.2 Illustration of the Source Feature in Reverberant En-

vironments

This subsection illustrates the composition of relative harmonic coefficients by de-

riving its theoretical expression in reverberant environments (both the arbitrary

and rectangle reverberant rooms are used), which confirm to be only dependent on

its source position.

Arbitrary reverberant soundfield

Assume a reverberant soundfield produced by the q-th sound source in the sound-

field in Fig. 4.1. The spherical harmonic coefficient over the recording area is

represented as,

αrev
nm(k) = αdir

nm(k) +
N∑
v=0

v∑
u=−v

α̂vunm(k)Sq(k)ikjv(krq)Y
∗
vu(θq, φq)︸ ︷︷ ︸

Reverberant-path

(4.2)

where α̂vunm(k) is the coupling coefficient that is independent of the time-varying

source signal [88]. Note that (4.2) considers an arbitrary acoustic environment so

that the coupling coefficients have no explicit expression. Following the feature

definition in (3.3), we have the corresponding relative harmonic coefficients,

βrev
nm(k) =

hn(krq)Y
∗
nm(θq, φq) +

N∑
v=0

v∑
u=−v

α̂vunm(k)jv(krq)Y
∗
vu(θq, φq)

h0(krq)Y ∗00(θq, φq) +
N∑
v=0

v∑
u=−v

α̂vu00 (k)jv(krq)Y ∗vu(θq, φq)

(4.3)
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which only depends on the source position in a static acoustic environment where

the settings of the environment and microphone array are assumed to remain fixed.

Rectangle reverberant soundfield

Above expression of (4.3) describes the relative harmonic coefficient given an ar-

bitrary reverberant soundfield where the coupling coefficients have no explicit ex-

pression. Let us investigate it in a specific rectangle room characterized by the

generalized image source method in the spherical harmonics domain [89].

Assuming a single sound source located at pq = (xq, yq, zq) in a reverberant

room whose dimensions are (Lx, Ly, Lz) for length, width and height respectively,

we claim that the corresponding relative harmonic coefficient over the recording

area is represented as,

βrev
nm(k) = ρo

1∑
p=0

∞∑
r=−∞

λ
|r1−q|
x1 λ

|r1|
x2 λ

|r2−j|
y1 λ

|r2|
y2 λ

|r3−`|
z1 λ

|r3|
z2

× (−1)(j+`m)+`nSmn (Rp +Rr)

(4.4)

where p = (q, j, `) and r = (r1, r2, r3) are triplet parameters controlling the index-

ing of the image sources in all dimensions, Rp = (xr−xq +2qxq, yr−yq +2jyq, zr−
zq + 2`zq), Rr = (2r1Lx, 2r2Ly, 2r3Lz), (xr, yr, zr) denotes the position of the ori-

gin of receiver area, and λx,i, λy,i, λz,i with i = 1, 2, represent the wall reflection

coefficients. In (4.4), the symbol of ρo denotes a fixed scalar that is determined

by the setup of the room, and Smn (·) only depends on the positions of the sound

source and microphone array. Detailed procedures to derive (4.4) are given in the

Appendix A. In a static acoustic environment, (4.4) implies that the feature in a

reverberant rectangle room also only depends on the source position.

4.3 Source Feature Selector

This section first shows that the proposed spherical harmonic domain feature has a

unique directivity pattern over space. Thus, we then develop a quantitative metric

to select a subset of the spherical harmonic modes that are suitable for source

localization within a limited-size source area of interest.
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Figure 4.2: Real part of the source features at the spherical harmonic modes of

(1,−1), (2, 0) respectively. The sub-figures (a)-(b) denote the source features using

direct-path recordings where there exists almost no room reverberation. By con-

trast, sub-figures (c)-(d) denote the reverberant features whose T60 = 500 ms with

a room reflection order of ten.

4.3.1 Directivity Pattern Analysis

The defined source feature of relative harmonic coefficients has a unique directivity

pattern over the space due to its direct relation with the spherical harmonic function
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(e.g., see both (4.3) and (4.4)). Figure 4.2 exhibits an example of the source features

at the spherical harmonic modes of (1,−1) and (2, 0) respectively, each representing

a distinct characterization/description of the soundfield. The red and cyan portions

represent regions where the real parts of the features are positive and negative,

respectively. The distance of the surface from the origin indicates the absolute value

of the features in angular direction over space. We estimate the source features

using the simulated recordings in a 6 × 4 × 3 m room. We use a set of sound

sources located on a spherical shell with respect to a spherical microphone array

at the origin of the shell, i.e., Φ2 = {(r, ϑs, ϕs) : r = 1, 0 < ϑs ≤ π, 0 < ϕs ≤ 2π}.
Twenty frequency bins approximately ranging from 1500 Hz to 2500 Hz are used,

which records the soundfield up to the 2nd order. Note that the presented figures

denote the mean values over this wide frequency band. It is observed that the

source features in a reverberant environment are less smoothly distributed over

space, due to the random interfering signal of the room reverberations.

Generally, a unique directivity pattern assists in distinguishing the sound sources

located at the area where the source features have a large difference between each

other (i.e., active area). By contrast, the source features at any given harmonic

mode also have an inactive area where they have little differences (i.e., the di-

rectivity pattern is not significant within some areas). The followings are some

examples: (i) (n,m) = (0, 0): the source features equal to 1 wherever the source

locates; (ii) (n,m) = (1,−1): the source features are close to zero for the sources

located around the plate where y = 0; (iii) (n,m) = (2, 0): when the sources are

located on the horizontal plate where z = 0, their features are similar.

In practice, a data-driven source localization method generally implements

within a limited region predefined in advance. Given the estimated source fea-

tures up to the N -th order, we expect to select a subset of the spherical harmonic

modes whose active area covers the source area for localization. As explained in the

next subsection, we achieve the spherical harmonic modes selection by proposing

a statistical metric based on the training set of source features.
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4.3.2 Spherical Harmonic Modes Selector using the Train-

ing Set

Assume the coordinates of the predefined sound source area for localization are,

e.g.,

Φ =
{

(r, ϑs, ϕs) : r > ro, ϑa < ϑs ≤ ϑb, ϕc < ϕs ≤ ϕd

}
(4.5)

in which ro, ϑa, ϑb, ϕc, ϕd are some constants. Consider ND training samples dis-

tributed within this source area have been recorded and the corresponding training

source features are estimated. We then construct a vector by collecting the relative

harmonics coefficients at the mode of (n,m),[
β1
nm(k), β2

nm(k), · · · , βND
nm (k)

]T
. (4.6)

As analyzed, the sound sources within the active area appear with varied values,

i.e., the source features distribute more decentralized over the source area. For

a quantitative measurement, we exploit the index of dispersion (i.e., Variance to

Mean Ratio) [156] with respect to the vector of (4.6),

dnm(k) =

∣∣∣∣σ2
nm(k)

µnm(k)

∣∣∣∣ (4.7)

where

µnm(k) =
1

ND

ND∑
`=1

β`nm(k)

σ2
nm(k) =

1

ND − 1

ND∑
`=1

|β`nm(k)− µnm(k)|2
(4.8)

denote the mean and variance of the elements in (4.6), respectively, and ` ≤ ND
denotes the index number. Note that above calculation only uses the source feature

at the k-th frequency bin. At the case of a wide frequency band (e.g., F frequency
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bins), we then compute the mean number as,

dnm =
1

F

F∑
i=1

dnm(ki). (4.9)

The measure of dispersion is successively applied for all the (N + 1)2 spherical

harmonic modes to produce a vector as,[
d00, d1,−1, · · · , dNN

]T
. (4.10)

Intuitively, we select the spherical harmonic modes exhibiting with a larger index

of dispersion, i.e., the source features have more differences when the sources are

located differently,

dnm > ζ (4.11)

where ζ is a positive threshold empirically specified as long as it performs with

sufficient localization accuracy. For example, d00 = 0, the source features at the

spherical harmonic mode of (0, 0) are discarded.

Up to now, we have estimated the training source features and selected a subset

of the spherical harmonic modes with an improved validity to localize the sources

within the defined area. In the next section, we show how to use the training

samples to formulate a mapping function that recovers the unknown position of a

given testing source.

4.4 Mapping Function Formulation for Data-driven

Single Source Localization

This section develops a data-driven single source localization approach by formu-

lating the mapping function that reveals the underlying relation between the source

feature(s) and source position(s). We first use the Multi-Mode Gaussian Process

(MMGP) to model the variable of source position, fusing/merging the features at

the selected spherical harmonic modes. Then, we use the MMGP based Gaussian

Process Regression (GPR) to recover the unknown source position. Note that
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the proposed GPR based source localization approach localizes the source x, y, z-

coordinate separately because the Gaussian Process modeling mainly applies into

scalar variable [155]. Hence, the source position variable p used in this section

denotes a scalar of px, py or pz. Finally, we claim in advance that the underlying

theory discussed in this section is a direct inspiration and adaptation of a recently

proposed method in [45]. The original method exploits the ReTFs for the map-

ping function formulation while this section uses the RHCs defined in the spherical

harmonic domain.

4.4.1 Multi-Mode Gaussian Process (MMGP)

Assume an arbitrary sound source whose feature matrix is B ∈ CF×V where V ≤
(N + 1)2 denotes the number of the selected spherical harmonic modes. Using a

single feature vector at the v-th mode, we model the variable of its source position

by a zero-mean Gaussian Process,

p(v)(β) ∼ GP(0,K) (4.12)

where pv denotes the source position variable at the v-th mode, β ∈ CF×1 denotes

the feature vector containing all the F frequency bins at this mode, K denotes

the kernel or covariance function that specifies the Gaussian Process. We adopt

the manifold-based covariance function [45], where the relationship between two

sources is not only a function of the current two samples but also exploits the

information of the entire training set,

cov(p(v)
ni
, p(v)

nj
) ≡

ND∑
n`=1

K(βni
,βn`

)K(βnj
,βn`

) (4.13)

where subscript of ni and nj denotes the index of two arbitrary sources, n` is

the index of the training sources, and K(·) is the kernel function between any

pair of features. Theoretically, a series of kernel functions is applicable as long as

its covariance matrix is positive semi-definite, and symmetric [155]. We use the
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squared exponential (SE) covariance function as,

K(βni
,βn`

) = exp

(
−
‖βni

− βn`
‖2

2σ2
y

)
, 1 6 ni, n` 6 ND (4.14)

where ‖ · ‖ represents the Euclidean `2 norm, and σy denotes the characteristic

length-scale hyperparameter that is initialized with a random value and then opti-

mized using the marginal likelihood [155].

Note that the Gaussian Process modeling above only uses a single feature vector

at the v-th spherical harmonic mode. By contrast, the MMGP fuses all the source

features by modeling source position p as the mean of the Gaussian Processes

between all the V spherical harmonic modes, i.e., the ni-th source final position

pni
equals to the average value of all the estimations,

pni
=

1

V

(
p(1)
ni

+ p(2)
ni

+ · · ·+ p(V )
ni

)
. (4.15)

We emphasize the difference between the Multi-Node Gaussian Process in [45] that

fused recordings from the distributed microphone pairs and our proposed method

in which we fuse the features of different spherical harmonic modes given by a

higher-order microphone array1. Due to the assumption that the processes are

jointly Gaussian, p also follows a zero-mean Gaussian Process, whose covariance

between two arbitrary source positions is computed as,

cov(pni
, pnj

) = K(Bni
,Bnj

)

=
1

V 2
cov

(
V∑
z=1

p(z)
ni
,
V∑
w=1

p(w)
nj

)

=
1

V 2

V∑
z,w=1

cov(p(z)
ni
, p(w)

nj
) (4.16)

in which K(·) denotes the kernel function of the MMGP, Bni
and Bnj

are the

feature matrix containing all the V modes, and z and w are the index of spher-

ical harmonic mode. This paper defines the covariance of variables between two

1Please note that the Multi-Mode Gaussian Process refers to the proposed method by this
paper while the Multi-Node Gaussian Process refers to the method in [45].
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different modes as,

cov(p(z)
ni
, p(w)

nj
) ≡ cov(p(z)

ni
, p(z)

nj
)cov(p(w)

ni
, p(w)

nj
) (4.17)

where cov(p
(v)
ni , p

(v)
nj ) denotes the covariance function in (4.13) using all the training

samples at the v-th mode where v = z, w. Substituting (4.17) into (4.16), the final

calculations of the covariance between the variables pni
and pnj

are,

cov(pni
, pnj

) = K(Bni
,Bnj

)

=
1

V 2

V∑
z,w=1

cov(p(z)
ni
, p(z)

nj
)cov(p(w)

ni
, p(w)

nj
) (4.18)

Note that the above calculations of the covariance between the positional variables

only use the source features (i.e., source positional information is not required).

Hence, both labeled and unlabeled training samples are exploited. In the next

subsection, we show how to estimate the unknown testing source position using a

GPR tool.

4.4.2 Estimate the Unknown Source Position Using GPR

Based on the MMGP, localization of a single sound source, located at an unknown

source position, can be reviewed as a regression problem,

pn`
= pn`

+ εn`

= f(Bn`
) + εn`

, n` = 1, · · · ,NL
(4.19)

where n` is the index of labeled training sources, pn`
and pn`

denote the measured

and desired source position, respectively, f(Bn`
) is the mapping function between

the n`-th source feature Bn`
and source position pn`

and εl ∼ N (0, σ2) denotes

a zero-mean Gaussian noise (i.e., the calibration inaccuracies originating from in-

evitable errors such as imprecise positional measurements).

Given the feature matrix B? of a testing source, feature set of the labeled

training samples, i.e. B = [B1, · · · ,BNL
], and their positional information p,

this chapter recovers the unknown position of the testing source using a standard
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Bayesian approach,

Pr(f ?|B?,B) =

∫
Pr(f ?, f |B?,B)df

=

∫
Pr(f ?|f,B?,B)Pr(f |B?,B)df (4.20)

in which symbols of f and f ? represent source position of f(B) and f(B?) respec-

tively. From (4.20), we see probability formula for the testing source are determined

by two conditional probability expressions, i.e., Pr(f ?|f,B?,B) and Pr(f |B?,B).

For the sake of clarity, we ignore the intermediate procedures and directly present

the closed-form probability distribution of Pr(f ?|f,B?,B) and Pr(f |B?,B), both

of which follow a Gaussian distribution as,

Pr(f ?|f,B?,B) ∼ N
(
K?T K−1f,K?? −K?T K−1K?

)
(4.21)

Pr(f |B?,B) ∼ N
(
K(K + σ2I)−1p, σ2(K + σ2I)−1

)
(4.22)

where notation of I is an Identity matrix, K∗ ∈ RNT×NL is the covariance matrix

containing the covariance of two arbitrary positional variables between the training

and testing sources, K ∈ RNL×NL and K∗∗ ∈ RNT×NT represent the covariance

matrix for the training and testing sources, respectively. Note that NT above

denotes the total number of testings based on the recordings from a single source.

Multiplying Gaussian distributions of (4.21) and (4.22), probability distribution

of the testing source position conditioned on the training set, i.e. Pr(f ?|B?,B),

follows a Gaussian distribution as well,

N
(
K∗(K + σ2I)−1p,K∗∗ −K∗(K + σ2I)−1K∗

T
)
. (4.23)

Hence, the unknown positions of the testing source p∗ = [p∗1, · · · , p∗NT
]T is given by

the mean value of the Gaussian distribution in (4.23) as the probability reaches its

global maximum,

p∗ = K∗(K + σ2I)−1p (4.24)

which can be interpreted as linear combination of the source positions in the labeled

training set, i.e., p∗ = wTp where wT = K∗(K + σ2I)−1 are the linear weights.



4.5 Proposed Multiple Source Localization 79

Alternatively, the estimator of (4.24) can also be regarded as a linear combination

p∗ = K∗u, whose weights are u = (K + σ2I)−1p.

Some necessary comments are given with respect to the mapping function above:

• The mapping function is semi-supervised as it requires no positional information

of the unlabeled samples. Although the unlabeled samples do not appear ex-

plicitly in (4.24), they play a part in the calculations of the covariance between

positional variables. Usage of the unlabeled samples enables more precise mea-

surement of the covariance for the MMGP modeling. Additionally, they exert a

negligible influence on the practicality of the algorithm as we can easily obtain

the unlabeled samples by randomly sampling the source area.

• There remain some unknown parameters in the estimated position of (4.24),

i.e., parameters of the covariance function and noise covariance. This chapter

uses the marginal likelihood [155] to specify the parameters. However, its non-

convexity easily leads to local optimality with non-negligible errors from the

global optimal results. To tackle this issue, we adopt the empirical method of

cross-validation [155] to split the training set into two disjoint sets, one of which

is used for training, and the other set, i.e., the validation or reference set, is used

to monitor the performance.

• The number of parameters in our mapping function depends on the total number

of spherical harmonic modes. It is more difficult to optimize a larger number of

parameters simultaneously, as well as associate with increased algorithm com-

plexity. From this point of view, the spherical harmonic modes selector not

only increases the validity of the source features but also reduces the algorithm

complexity.

4.5 Proposed Multiple Source Localization

4.5.1 Framework of the Algorithm

Multi-source localization in this chapter mainly considers the overlapped record-

ings as they are very common in practice, such as conversational recordings between
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several speakers [149]. Figure 4.3 exhibits the overlapped recordings with a 40%

overlapped ratio (i.e., the percentage of the overlapped periods among the record-

ing). Figure 4.4 presents a compact block diagram of the proposed multi-source

localization algorithm, which mainly consists of two disjoint stages, i.e., a training

stage and a testing stage.

Source 1

Source 2

Source 3

Source 1

Source 2

Source 3

Figure 4.3: An example of overlapped multi-source recordings by 3 sound sources.

The cyan color denotes the periods where a sound source is active.

Training stage: (i) Select NL labeled and NU unlabeled training samples within

the defined reverberant sound source area of interest (e.g., Φ). (ii) Measure the

recordings due to each training source separately using a higher-order microphone

array and then collect the training feature set by estimating the features using

the estimator given in (3.16). Note that, since the feature is independent of the

source signal, we can use any given source signal (e.g., speech sentences or random

signal) to drive the loudspeakers placed at different positions within the source

area. (iii) Implement the defined metric of (4.11) to select a proper subset of

spherical harmonic modes. (iv) Formulate the mapping function using the MMGP,

optimize, and specify the parameters required by the test stage.

Testing stage:

(i) Record the overlapped recordings from multiple sources (e.g., Q > 1 sources)

within the source area of Φ, divide them into source frames in the time domain

(e.g., T frames in total and each lasting 0.5 s), and then obtain their source features

using the feature estimator of (3.16). (ii) Use the overlapped frame detection, as

explained in the next subsection, to detect and isolate the components overlapped

by multiple sources. (iii) Only preserve the source features at the single source

frames (e.g., NT single source frames where 1 6 NT 6 T ), and estimate their

positions using the mapping function of (4.24) obtained during the training stage.
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(iv) collect all the estimated positions of the single-source frames and use a cluster-

ing tool (e.g., K-means [64]) for the final estimates. The final estimated positions

correspond to the central location of each cluster.

Figure 4.4: Block diagrams of the proposed multiple source localization approach,

which mainly comprises of training and test stage respectively.

4.5.2 Overlapped Frame Detection Using the Training Set

This subsection explains the last step of the algorithm in Fig. 4.4, i.e., the over-

lapped frame detection that simplifies the multi-source localization into a single

source localization.

Let us assume that the t-th frame originates from a single source located at pq.

Due to the direct relation between source feature(s) and position(s), its feature B?
t

has a strong similarity to features of the training samples located close to pq. By

contrast, if the given source frame is overlapped by multiple sources, the similarity

is much weaker since the feature now depends on the time-varying source signal.

From this discussion, the single-source frames have a stronger similarity between

a subset of the training features, while the overlapped frames, on the contrary,



82
Semi-Supervised Multiple Source Localization Using Relative Harmonic

Coefficients Under Noisy and Reverberant Environments

have a weaker similarity. Hence, we can separate the overlapped and single source

frames by introducing a proper metric measuring the similarity. For that, we use

a distance function k̃(·) to measure the similarity between the source features,

d(t, n`) = T (B?
t ,Bn`

) (4.25)

where 1 ≤ t ≤ T denotes the index of the segmented source frames in the time

domain, Bn`
denotes the n`-th training feature matrix. Note that above-mentioned

SE kernel function in (4.14), with unknown parameters, cannot be used as the

distance function in (4.25). Several theoretical distance metrics can be used, such

as the normalized Euclidean distance in (4.31) used in the experimental study.

Intuitively, a smaller distance denotes the inputs have a stronger similarity. Then,

we use a repetitive calculation over all the training samples to generate a vector,

d(t) =
[
d(t, 1), d(t, 2), · · · , d(t,ND)

]T
(4.26)

where both the labeled and unlabeled training samples are used because positional

informational is not required. A small subset of elements in d(t) is used to compute

the distance,

d(t) =
1

I

I∑
i=1

ds
i(t) (4.27)

where ds(t) denotes the ascending sorted vector of d(t). This measure is succes-

sively applied for all T frames to produce,

d =
[
d(1), d(2), · · · , d(T )

]T
. (4.28)

Intuitively, given the vector of d, we assume that the overlapped source frames, to

be isolated from source localization, that satisfy the following inequality,

d(t) > η, t = 1, · · · , T (4.29)

where η denotes a user defined threshold that is empirically specified. Note that the

detection here directly uses the source features, not requiring the source position

information, so that both the labeled and unlabeled training samples are exploited.
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4.6 Experiments

4.6.1 Experimental Methodology

This section presents experimental results for multi-source localization in noisy and

reverberant environments using both the simulated and real-life source recordings.

The experiments are implemented following the procedures presented in Fig. 4.4.

Note that the source localization approaches localize the source x, y, z-coordinate

separately. For simplicity, the following localization scheme focuses on x-coordinate

of the sources as localization of other coordinates follows a similar procedure. Per-

formance of our localization system is evaluated using the mean absolute estimated

error (MAEE/m),

MAEE =
1

Q

Q∑
q=1

|xori(q)− xest(q)| (4.30)

where Q denotes the number of the sound sources presented in the environment,

xori(q) and xest(q) represents the original and estimated x-coordinate of the q-th

sound source concerning the origin of the room (not the microphone array). Note

that the distance function of k̃(·) in (4.25), required by the overlapped frame detec-

tion, has not been specified yet. Here, we choose to use the normalized Euclidean

distance function,

T (B?
t ,Bi) =

||B?
t −Bı||2

||B?
t ||2||Bi||2

(4.31)

in which || · ||2 represents a `2 norm of the input feature matrix. Note that other

distance metrics can be equally used for (4.31).

The experiment adopts two additional source localization approaches for com-

parisons. (i) The distance function of (4.31), measuring the similarity between

the source features of the testing and labeled training sources, is used. For this

method, the estimated position equals the labeled training source which locates

closest to the testing source. (ii) The other is the state-of-art Multi-Nodes Gaus-

sian Process-based source localization approach using the source feature of ReTF.

The original algorithm recently proposed in [45] aims at single source localization

and uses ReTF between all pairs of microphones. For a fair comparison, we adjust
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and estimate the ReTFs between all the microphones on the surface of the array

and the one at the origin of the array, and then apply it to the multi-source lo-

calization assisted by the overlapped frame detector. Note that some structured

spherical arrays, such as the rigid spherical arrays, only have microphones on the

array surface. For such a case, we approximate the pressure at the array origin as

the addition of the ones on the surface for the ReTF based localization method.

4.6.2 Simulation Setup

The size of the simulated reverberant room is 6 × 4 × 3 m for the length, width

and height, respectively. We set the left-front-bottom corner of the room as the

reference origin for the source coordinates, i.e., (0, 0, 0). We simulate an open-

sphere spherical microphone array (32 channels and radius 4.2 cm) and place it

at an unknown position in the room. The time-domain room impulse response

from the sound sources to the microphone array is generated using an available

toolbox (i.e., the same one used in Chapter 3) that implements the image source

method [154]. Speech signal randomly selected from the TIMIT database at the

sampling frequency of 8 KHz is used as the input source signal. We use a convolu-

tion operation between the simulated room impulse response and speech signals to

generate the measured recordings. After that, Gaussian white noise is added into

the time domain recordings. Then, the measured noisy recordings are segmented

into 0.5s frames with a 50% overlapping. The segmented time-domain recordings

are first transferred into the STFT domain and then decomposed into the spherical

harmonics domain. Finally, the proposed estimator in (3.16) is used to compute the

RHCs for all the segmented frames. Thirty frequency bins approximately ranging

from 1500 Hz to 2500 Hz are exploited, which record the soundfield up to the 2nd

order as N = dkre (i.e., 9 spherical harmonic modes). By contrast, lower frequency

bins reduce the uniqueness of the RHC vector whose dimension is reduced to 4 (i.e.,

4 spherical harmonic modes). The other drawback at low frequencies is the “Bessel

zero problem”, causing erroneous estimations of the desired spherical harmonics

coefficients because the noise signal can be easily amplified [141]. Higher frequency

bins contain less valid speech components.



4.6 Experiments 85

0.5 1 1.5 2 2.5 3 3.5 4

X/m

0

0.5

1

1.5

2

2.5

3

Y
/m

Source distributions

Labelled training source

Unlabelled training source

Microphone array

Figure 4.5: Top view of the simulated source distribution. The labeled and unla-

beled samples are represented by the red and blue points respectively.

Table 4.1: MAEE of single source localization using different numbers of labeled

training samples.

Number 20 33 49 66 86

MAEE/m 0.380 0.314 0.248 0.238 0.223

Sound Source Area for Localization

In the experiments, we apply the proposed method to the scenes of group con-

versations between multiple speakers. Consider a specific scenario to localize the

speakers in a conference room. Hence, the sitting area around the conference table

is taken as the source area for localization. Our first task is to select some labeled

and unlabeled training samples over the defined source area. We address the prob-

lem using two separate steps as follows: (i) Labeled samples selection: Intuitively,

the number of labeled training samples involves a trade-off: increasing the number

generally leads to higher localization accuracy, while in return it increases the com-
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plexity of the system. This algorithm’s practicality is highlighted in this chapter.

Hence, we select a relatively small number of labeled samples, while still achieving

acceptable localization accuracy. Table 4.1 reports the accuracy of single source lo-

calization using an increasing number of labeled samples. From the results, we set

the labeled training number to 49 because the accuracy starts to degrade severely

when using a smaller number. (ii) Unlabeled samples selection: As explained, the

unlabeled training samples are much easier to acquire, for simplicity, we directly

select 250 unlabeled samples randomly distributed within the defined sound source

area.

Table 4.2: Accuracy of overlapped frame detector under various reverberation lev-

els, where the SNR level is 25 dB.

T60/ms 300 400 500 600 700

Accuracy/% 75.0 73.3 71.7 68.3 65.0

Table 4.3: Accuracy of overlapped frame detector under various SNR levels, where

the reverberation level is 700 ms.
SNR/dB 5 10 15 20 25

Accuracy/% 46.7 55.0 58.3 61.7 66.7

Figure 4.5 exhibits the sound source area filled by the selected training samples,

which encircles the conference table whose radius is 0.75 m. The microphone array,

placed at the center of the table, records the incoming soundfield in the reverber-

ant room. In the training stage, we record the soundfield due to each training

source separately and estimate the respective feature using the source feature es-

timator. After that, we implement the spherical harmonic modes selection using

the metric in (4.11), and for this particular example, we preserve four spherical

harmonic modes in total, whose indexes of (n,m) are (1,−1), (1, 1), (2,−2), (2, 2),

respectively.

4.6.3 Accuracy of Overlapped Frame Detection

The localization scheme proposed in this paper exploits a pre-processing step of the

overlapped frame detector. Hence, the accuracy of the detection has a direct influ-
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ence on the eventual localization performance. Before the source localization, let

us evaluate the effectiveness of the detector. We measure conversational recordings

due to three speakers within the defined source area. The recordings, lasting 30

seconds in total, are measured in a reverberant room where T60 = 700 ms, and are

then contaminated by Gaussian white noise with an SNR of 25 dB. The overlapped

ratio by the mixed recordings in the time domain is approximately 30%. Note that

the overlapped frame detector in (4.27) has a parameter I. The exact number I

depends on the total training samples used by the detector. Throughout the sim-

ulations, we set at I by around 2% of all the training samples. Hence, I = 6 when

we use around 300 training samples in simulations. Figure 4.6 exhibits the conver-

sational recordings with a 30% overlapped ratio. The 4-th sub-figure presents the

calculated distance of the source frames to the training set. The 5-th sub-figure at

the bottom displays the detected overlapped periods. This evaluation is performed

in a reverberant room where T60 = 700 ms, and the recordings are contaminated

by 25 dB noise. The results confirm the detector has successfully discovered most

of the overlapped components. In the meanwhile, we notice that the detector occa-

sionally detects the frames where the speech is weak or silent, i.e., absent or inactive

speech. This is because the source feature is not accurately estimated there, thus

has a larger distance to the training set. The capability to detect and remove the

weak/inactive speech frames is beneficial for source localization because it ensures

the selected frames contain valid speech signals.

We then examine the proposed detector using conversational recordings in di-

verse environments. We generate the multisource recordings in different acoustic

environments, involving simultaneously three speaker positions, with a 30% overlap

ratio. Table 4.2 and Table 4.3 report the performance of the detector at different

reverberation and SNR levels, respectively. Note that, for each tested room re-

verberation time, we re-simulated all the training samples and re-calculate all the

training feature set. For consistent results, we implement the evaluations up to five

times. For each case, the three speakers originate from randomly selected source

positions and use randomly selected speech sentences. Hence, each number in both

Table 4.2 and Table 4.3 denote the mean detection accuracy of the five groups of

evaluations. The results demonstrate that the accuracy gradually degrades in a

more complex environment. Under most scenarios, it is capable to recognize more
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than 50% of all the overlapped frames.

Finally, we confirm the direct influence of the overlapped frame detection on the

localization accuracy. Five repetitive examinations are conducted in the T60 = 700

ms reverberant room where the SNR level is set at 25 dB. We still adopt three

speakers whose overlapped ratio is 30%. We then segment the mixed recordings

into 0.5 s frames and then apply the overlapped frame detection to recognize and

isolate the overlapped frames. Finally, we apply the proposed semi-supervised

localization method to estimate the unknown speakers’ positions. The average

MAEE over the five groups of evaluations using the overlapped frame detection

is 0.205 m. by contrast, the MAEE without the overlapped frame detection is

degraded to 0.255 m.

Figure 4.6: Conversation between three speakers (30s long), and the performance

of the overlapped frame detector. The distance, calculated by (4.31), denotes the

similarity between the features of the testing frame and training set. A larger

distance implies this frame is more likely to be an overlapped one.
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Table 4.4: MAEE of multiple source localization under various reverberation levels,

where the SNR level is 15 dB.
MAEE/m Reverberation levels (/ms)

Methods 300 400 500 600 700

ReTF 0.183 0.214 0.253 0.240 0.265

Euclidean 0.301 0.288 0.259 0.296 0.298

All modes 0.207 0.237 0.229 0.259 0.285

Proposed 0.179 0.166 0.186 0.194 0.228

Table 4.5: MAEE of multiple source localization under various SNR levels, where

the reverberation time is 700 ms.
MAEE/m SNR levels (/dB)

Methods 5 10 15 20 25

ReTF 0.333 0.301 0.279 0.273 0.244

Euclidean 0.250 0.289 0.315 0.327 0.311

All modes 0.336 0.282 0.289 0.267 0.260

Proposed 0.246 0.221 0.232 0.192 0.204

4.6.4 Performance of Multi-source Localization

Let us now evaluate the proposed localization method in comparison with the base-

line methods. As introduced at the beginning of this section, one baseline is the

ReTF based method using Multi-Node Gaussian Process modeling in [45]. The

other baseline directly uses a distance metric in (4.31). Besides, we also examine

the proposed method without the spherical harmonic modes selection to analyze

the proposed feature selector’s influence on the localization accuracy. Therefore,

four localization approaches are implemented, whose abbreviations used below for

convenience are denoted by ‘ReTF’, ‘Euclidean’, ‘All modes’, and ‘Proposed’, re-

spectively. To increase the reliability of the results, under each acoustic environ-

ment (i.e., SNR and room reverberation time), ten successive examinations are

implemented. And, each case uses three speakers with randomly selected source

positions within the source area and randomly selected speech sentences. Hence,

the values presented below denote the mean number over the ten successive evalu-
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ations.

Diverse acoustic environments are simulated. We first analyze the impacts of

reverberation on the localization algorithms. Table 4.4 displays the performance

in different reverberation levels ranging from 300 ms to 700 ms. In each varied

reverberation level, we re-recorded the training samples, optimized the parame-

ters, and then applied the settings to the test stage. As expected, we observe that

a higher reverberation level has negative impact on the localization accuracy. A

stronger reverberation level implies an increased complexity of the acoustic path

from the sound sources to the recording area, increasing the difficulty to accurately

model the relation between the source features and source positions. We then eval-

uate the algorithms under various noisy conditions (SNR level ranging from 5 dB

to 25 dB). Table 4.5 depicts the results. We recognize slightly degraded localiza-

tion accuracy when the SNR level decreases. The strong robustness to noise is a

result of the proposed biased feature estimator in Chapter 3, which has already

alleviated some noise components. Since the estimator has not fully canceled the

noise, the algorithms have non-negligible errors when the SNR level becomes very

low. These results confirm the superiority of the proposed algorithm over the base-

line methods. The improved localization accuracy when using selected harmonic

modes, compared with that using all the spherical harmonic modes, validates the

effectiveness of the spherical harmonic modes selection.

Table 4.6: Time cost by ten repetitive executions at the test stage.

Methods Number of views Time

ReTF 32 239.5s

All modes 9 69.3s

Proposed 4 30.4s

4.6.5 Algorithm Complexity Analysis

In addition to the localization accuracy, it is a necessity to evaluate the data-

driven localization algorithm computational complexity. Several factors determine

the proposed algorithm complexity, such as the number of labeled and unlabeled

training samples, microphone channels in the array, and the soundfield order. Note
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that both our proposed methods and the baseline using ReTF adopt multi Gaus-

sian Process modeling so that they generally follow similar procedures. However,

their numbers of views differ a lot, causing major consequences on the algorithm

complexity. For validations, we evaluate the computational complexity of the algo-

rithms by directly measuring their average time cost, using a Matlab implementa-

tion on a standard desktop (CPU Intel Core i7-4790 Quad 3.6 GHz, RAM 16 GB).

Table 4.6 presents the speed of the algorithms as well as their numbers of view.

The proposed method is much faster than the baseline as it only has 4 views in

total. Intuitively, a smaller number of views implies that fewer parameters should

be adjusted. A comparison between the method using either the selected num-

ber of modes or all the modes confirms the advantage of selecting modes on the

computational complexity.
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Figure 4.7: MAEE of multiple source localization when room reverberation level is

changed during the test stage (SNR is 25 dB). The different room reflection orders

are with T60 = 700 ms.
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4.6.6 Robustness of the Algorithm

As assumed, the source feature solely depends on the source position in a static

room environment. Hence, the aforementioned assessments assumed that the

acoustic environment did not change between the train and test stages. However,

this assumption hardly holds in practice. It occasionally happens that the setup of

the room changes during the test stage. For example, the doors and windows may

be opened or closed, or someone may walk around in the room. To meet practical

requirements, our localization method should be robust to changes in the room

characteristics. Hence, let us examine our method’s robustness. Figure 4.7 reports

the localization errors for room environments that are different between test and

training stages. We simulate the changes in the test environment by using different

room reverberation time as well as varied room reflection orders when T60 = 700

ms. In the training stage, we generate the training samples at the reverberation

T60 = 700 ms, using a full reflection order. The examination results, presented in

Figure 4.7, demonstrate slightly degraded accuracy when the test environment is

not significantly different from that in the training stage. Hence, the localization

method, learning the cues for localization in the training stage, is still applicable

in the different/changed test environments. Additional evaluations at different re-

flection orders confirmed the improved localization accuracy at a higher reflection

order. The reason is the testing source feature at a higher reflection order matches

more to the training features that captured a full reflection pattern. However,

Figure 4.7 implies the performance degrades more if the testing environment has

more different characteristics in comparison with the training environment. And,

it is recognized with dramatically reduced localization accuracy when the testing

room environments change a lot (e.g., more than 0.35 m error when T60 = 300 ms

or with room reflection order 5).

Table 4.7: Localization performance using different sound speeds in the test stage.

Speed (m/s) 336 339 343 346 350

Temperature (/◦C) 8 14 20 25 30

MAEE/m 0.207 0.184 0.157 0.174 0.192
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Additionally, the testing environment’s temperature or air humidity also occa-

sionally changes, which could be simulated by changing the speed of sound value

by a few percent. Hence, we now change the speed of sound in the testing stage and

examine the performance of the algorithm for both the training and testing stages

the room reverberation time is T60 = 700 ms and the SNR level is 25 dB. Table 4.7

presents the proposed method’s MAEE with various sound speeds ranging from

336 m/s to 350 m/s. Note that the reference temperature, in the training stage,

is 20 ◦C and the corresponding speed is 343 m/s. We observe that with varying

values of speed (caused by changes in room temperature), the localization accuracy

sometimes degrades. However, with common indoor temperatures, the degradation

is minimal.

4.6.7 Real Recordings

This subsection validates the availability of the proposed algorithm under real-life

scenarios, using practical recordings measured in the acoustic lab of Australian

National University.

Experimental Setup

Figure 4.8 presents the setup for the practical measurements, a spherical micro-

phone array called EigenMike and a circular source area, respectively. The Eigen-

Mike is a rigid 32-microphone array with a similar size as the above simulated

open-sphere array. An advantage of using a rigid array is avoiding the division

by very small values in (3.11) at low frequencies, alleviating the aforementioned

“Bessel zero problem”. The defined source area only comprises of 10 labeled train-

ing samples along with 80 unlabeled training samples. The EigenMike, placed at

the center of the source area, measures the incoming soundfield. The experiment

room dimensions are [3.54, 4.06, 2.70] for the length, width and height, respectively,

with the reverberation time around T60 = 330 ms. The same frequency band used

by the simulated recordings, ranging from 1500 Hz to 2500Hz, is exploited for the

real recordings.

Note that we obtain the real recordings using a convolution operation between

the measured room impulse response (RIR) and the source signal. Hence, it is
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Figure 4.8: (a): The setup for practical acoustic measurements used by our source

localization approach in a reverberant room. (b): The commercial EigenMike and

the mini-loudspeaker. (c): Top view of the defined source area in experiments, i.e.,

a 1m circle.

of great necessity to ensure high-quality RIR measurements. During practical

recordings, the system time delay, caused by the hardware, for example, is un-

avoidable. It degrades the spatial measurement accuracy if the unknown delay is

large. Here, we provide a calibration technique to measure the delay by attaching a

mini-loudspeaker (Manufacturer: VISATON, External Diameter: 16mm) close to
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the EigenMike (see Fig. 4.8 (b)). Specifically, when driving the desired loudspeaker,

we simultaneously drive the mini-loudspeaker using a known labeled signal. Since

the two speakers are driven synchronously, the delay can be detected by the lo-

cation of the labeled signal within the measured recordings. Note that we just

measure the system delay once as it generally keeps constant. When the delay

is known, we then extract the source recordings right after the delay time where

contains the valid source signal.

Validation of the Illustration in Section II C

Before presenting the localization accuracy, we first use real-life recordings to vali-

date the illustration that the RHCs are independent of the particular source signal.

We first compare the source features generated by the same sound source while us-

ing different source signals. For generality, ten pieces of random signal lasting

around 0.5 seconds are used. For each signal, we calculate the mean values of

the RHCs over a wide frequency band ranging from 1500 Hz to 2500 Hz. Figure

4.9 (a) depicts the real part of source features, using a sound source whose polar

1 2 3 4 5 6 7 8 9
(a):  Index of harmonic mode

-0.5

0

0.5

1

 R
ea

l p
ar

ts
 o

f 
R

H
C

Source located at positions  x
Signal 1
Signal 2
Signal 3
Signal 4
Signal 5
Signal 6
Signal 7
Signal 8

1 2 3 4 5 6 7 8 9
(b):  Index of harmonic mode

-0.5

0

0.5

1

 R
ea

l p
ar

ts
 o

f 
R

H
C

Source located at positions  y
Signal 1
Signal 2
Signal 3
Signal 4
Signal 5
Signal 6
Signal 7
Signal 8

Figure 4.9: Real parts of the features for sources located at different positions.

Note that, for convenience, the presented values denote the average over the wide

frequency band.
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coordinates are (r1, θ1, φ1) = (1, 1.57, 3.63) with respect to the EigenMike’s origin.

For this sound source, its source feature is repetitively estimated using ten random

signals. The observed consistency of the features using different random signal

confirms its independence from the specific signal. Note that the curves presented

in Figure 4.9 (a) also contain a slight inconsistency. One possible reason is the fea-

ture estimator in (3.16) uses a short frame windowing, which cannot cover the full

reverberated test signal and therefore causes slight inconsistency on the estimated

RHC.

Then, we expect to see whether the source feature significantly changes if plac-

ing the sound source at a different source position. Figure 4.9 (b) depicts the real

part of source features, due to the sound source located at a new position, i.e.,

(r2, θ2, φ2) = (1, 1.57, 0.56) with respect to the array origin. We use the same set-

ting to estimate the source features as the case in Figure 4.9 (a). We observe much

greater differences between the source features in sub-figure (a) and (b), represent-

ing the sources located at different positions have different source features. Above

analysis confirms, in a real-life reverberant room, the defined feature is mostly

source-independent and changes significantly when the source position changes.

Finally, we present a quantitative study on how the RHC changes when the

source moves to different positions. We first pick one reference position located

at (1, 1.57, 3.21) within the source area in Figure 4.8. Then, we move the source

to different positions with respect to the reference position and examine how the

feature changes. For simplicity, the movement is carried along the azimuth axis

only while elevation and distance are fixed. Note that we drive the source using

a randomly generated signal and then use the proposed estimator to calculate the

corresponding RHC. For quantitative evaluations, we use the normalized Euclidean

distance function in (4.31) to measure the features’ change. A larger distance value

denotes the feature changes more significantly. Figure 4.10 denotes the changes of

RHC against the increasing value of the source azimuth change. It is observed

that the RHC changes proportionally to the deviation of source azimuth. Afore-

mentioned analysis using real recordings verifies the arguments that the defining

feature is source-independent and mainly depends on the source position. Thus,

we conclude that the RHC contains relevant cues to localize the source position.
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Figure 4.10: The changes of the source feature with an increasing change of the

source azimuths.

Localization Using Conversational Recordings

We exactly follow the steps summarized in Fig. 4.4 to complete both the training

and testing stage. We use ten measurement groups, each containing three sound

sources at randomly selected positions within the circular area. Each source uses a

unique speech sentence lasting around 20 s, and the mixed multi-source recordings

measured by the array have an overlapped ratio of about 30%. Table 4.8 presents

the performance using all the algorithms. Each number denotes the mean MAEE

over the ten measurements. Improved localization accuracy over the baselines

confirms the availability of the proposed multi-source localization approach under

real-life scenarios.

Table 4.8: Average MAEE of multi-source localization using 10 groups.

Distance/m ReTF Euclidean All modes Proposed

MAEE/m 0.159 0.205 0.181 0.120

Localization Using Significantly Overlapped Recordings

The aforementioned examinations of the algorithms are limited to conversational

recordings, whose overlapped ratios are generally mild (e.g., the overlapped ratio is

30% or less). In the remained content, we implement the proposed method in un-

favorable circumstances where the recordings have a severe overlapped ratio (e.g.,

higher than 50%). Figure 4.11 demonstrates significantly overlapping recordings.

Then, we use the proposed detector to recognize the overlapped frames. The 4-
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Table 4.9: MAEE of multiple source localization using strong overlapped record-

ings.

MAEE/m Overlapped ratio (%)

Methods 50 60 70 80 90

ReTF 0.192 0.187 0.193 0.206 0.214

Euclidean 0.217 0.223 0.244 0.214 0.209

All modes 0.191 0.195 0.202 0.211 0.205

Proposed 0.141 0.143 0.146 0.161 0.175

th and 5-th sub-figure present the calculated distance to the training set and the

detected overlapped periods, respectively. The results confirm that it successfully

detects most of the overlapped components. We further evaluate the algorithm’s

localization accuracy using such severely overlapped recordings. We use ten mea-

surement groups where each consists of three sound sources. The measured multi-

source recordings have varied overlapped ratios ranging from 50% to 90%. Table 4.9

reports the localization accuracy using all the algorithms. The results show slightly

degraded localization accuracy when the overlapped ratio gradually increases. The

reason is the overlapped frame detection accurately isolates most invalid frames

(even when the overlapped ratio is up to 90%), thus all the approaches are then

capable of localizing the sources successfully. Being consistent with the above eval-

uations, the proposed algorithm outperforms the baselines by achieving improved

localization accuracy.

4.7 Summary

This chapter used the relative harmonic coefficients to achieve a semi-supervised

multi-source localization algorithm in a noisy and reverberant environment. Exten-

sive simulations showed that the proposed algorithm achieved improved localiza-

tion accuracy in comparison with the state-of-art approaches. Real-life evaluations

confirmed the capability of this method even in unfavorable cases of severe source

overlapping recordings. Several aspects of the proposed method are highlighted: (i)

A further investigation of the relative harmonic coefficients: including a directiv-
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Figure 4.11: Overlapped frame detector for significantly overlapped recordings.

Around 70% of the recordings, in the middle, are overlapped by the three sources

sending out random source signal.

ity pattern analysis, a data-driven feature selector as well as an overlapped frame

detector. (ii) The Multi-Mode Gaussian Process modeling (MMGP) efficiently

fuses/merges the source features at the selected spherical harmonic modes, each

representing a distinct/unique description of the soundfield. (iii) The unlabeled

training samples not only enable a more precise measurement of the covariance for

the MMGP modeling but also play an active role in the source feature selection and

overlapped frame detection while exerting a negligible influence on the algorithm

practicality.

While the proposed method performs better than the baseline methods, some

inherent limitations of it include: (i) current biased feature estimator with relatively

short window frames may not fully cover a strong reverberation, which causes

some inconsistency between the testing and training features in strong reverberant

environments; (ii) this paper mainly considers the overlapped recordings so that
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is unusable for the simultaneous multi-source recordings, i.e., with an overlapped

ratio of 100%. In the near future, we intend to propose a new feature estimator

that better suits for strong noisy and reverberant environments and then achieve

sufficient localization accuracy for simultaneous multiple source recordings in the

complex environments.

4.8 Appendix A

Samarasinghe et al. [89] generalized the image source method into the spherical

harmonics domain. Assume an outgoing sound source, soundfield over the recording

area is,

P(x, k) =

N∑
n=0

n∑
m=−n

V∑
v=0

v∑
u=−v

α̂vunm(k)γvu(k) jn(kr)Ynm(θ, φ) (4.32)

in which γvu(k) represents the spherical harmonic coefficients of the outgoing sound

source, and α̂vunm(k) is referred as the coupling coefficients relating the source and

receiver region. In a rectangle room simulated by the image source method, the

coupling coefficients are,

α̂vunm(k) =
1∑
p=0

∞∑
r=−∞

λ
|r1−q|
x1 λ

|r1|
x2 λ

|r2−j|
y1 λ

|r2|
y2 λ

|r3−`|
z1 λ

|r3|
z2

× (−1)(j+`u)+`vS((−1)q+ju)m
vn (Rp +Rr).

(4.33)

In the (4.32), the spherical harmonic coefficient follows as,

αnm(k) =
V∑
v=0

v∑
u=−v

α̂vunm(k)γvu(k). (4.34)

Its βnm(k), the ratio between αnm(k) and α00(k), is,

βrev
nm(k) =

∑V
v=0

∑v
u=−v α̂

vu
nm(k)γvu(k)∑V

v=0

∑v
u=−v α̂

vu
00 (k)γvu(k)

. (4.35)
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Since the order of the omni-directional point source with respect to its location is

zero, (4.35) can be simplified into,

βrev
nm(k) =

∑0
v=0

∑v
u=−v α̂

vu
nm(k)γvu(k)∑0

v=0

∑v
u=−v α̂

vu
00 (k)γvu(k)

=
α̂00
nm(k)

α̂00
00(k)

= α̂00
nm(k)ρo

(4.36)

in which ρo = 1/α̂00
00(k) is a constant. Substituting v = 0 and u = 0 into the

coupling coefficient of (4.33), its relative harmonic coefficients are:

βrev
nm(k) = ρo

1∑
p=0

∞∑
r=−∞

λ
|r1−q|
x1 λ

|r1|
x2 λ

|r2−j|
y1 λ

|r2|
y2 λ

|r3−`|
z1 λ

|r3|
z2

× (−1)(j+`m)+`nSmn (Rp +Rr)

(4.37)

where the Smn (·), whose inputs are a combined coordinate of the sound source and

microphone array, is written as,

Smn (xo) = 4πin
∑n

l=0
il(−1)−mjl(k|xo|)Y ∗l(m)(θxo , φxo)

√
(2n+ 1)(2l + 1)/4πW1W2,

(4.38)

where W1 and W2 denote the Wigner 3− j symbols. with

W1 =

(
0 n l

0 0 0

)
, and W2 =

(
0 n l

0 −m m

)
(4.39)

denote the Wigner 3− j symbols.
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Chapter 5

Multiple Source Localization in

Noisy Environments Using

Relative Sound Pressure Based

MUSIC

Overview: This chapter addresses the multiple source localization for simultane-

ous multi-source recordings by developing a novel MUSIC algorithm. This developed

MUSIC approach uses the estimations of the relative sound pressure for a higher-

order microphone array, which is more suitable in noisy environments than the tra-

ditional MUSIC method. The proposed MUSIC approach is also decomposed into

the spherical harmonics domain where a frequency smoothing technique is allowed

to de-correlate the coherent source signals for improved localization accuracy. This

algorithm is also capable of estimating the number of active sound sources, which

is pre-requisite knowledge for the traditional MUSIC approach. Extensive experi-

mental results using both simulated and real-life recordings confirm the advantages

of the proposed algorithm over the traditional MUSIC method.

103



104
Multiple Source Localization in Noisy Environments Using Relative Sound

Pressure Based MUSIC

5.1 Introduction

The multi-source localization method developed in Chapter 4 requires the avail-

ability of single-source components in the time domain, thus it is unusable for

simultaneous multi-source recordings as they have no time-domain single-source

components. By contrast, subspace methods use the simultaneous recordings di-

rectly [18, 21, 71]. The most popular subspace method shall be the multiple signal

classification (MUSIC) method [18], attracting great attention due to its easy im-

plementation with reasonable performance [72, 73, 74, 75, 76, 77, 78]. In the recent

decade, the MUSIC based approaches using a higher-order microphone array are

decomposed into the spherical harmonics domain (SHD) [16]. One of the main

advantages of spatial decomposition is the decoupling of frequency-dependent and

angular-dependent components. The spherical harmonics domain MUSIC (SHD-

MUSIC) was first proposed in [101] by Abhayapala. Rafaely et al. in [17] improved

the localization accuracy of SHD-MUSIC using frequency smoothing to de-correlate

coherent source signals. Then, [157] studied the spherical harmonics domain root-

MUSIC. The MUSIC approaches above only consider free-field propagation, thus

the localization accuracy degrades in reverberate environments. To overcome this

drawback, Birnie et al. recently proposed an improved SHD-MUSIC in [86] which

uses a complete model of environmental reverberation so that it is more suitable

for reverberate environments. However, this method requires the region-to-region

coupling coefficients [89] to be known or measured in advance (refer to Chapter

4.2.2 for more details about the coupling coefficients). Nevertheless, the coupling

coefficients depend on a set of parameters in the reverberate room (e.g., room sizes,

wall reflection coefficients), which are hard to know in practice.

Another major limitation of MUSIC based methods is their vulnerability to

noise [158]. This results in the commonly referred phenomena called the subspace

swap, which is when the measured signal better approximates/represents the noise

subspace rather than the signal subspace [73]. The noise signal exerts a more

negative influence on the SHD-MUSIC approaches [17]. Apart from the drawbacks

of subspace swap, they additionally suffer from the “Bessel zero problem”, causing

erroneous estimation of the desired spherical harmonic coefficients because the noise

signal can be easily amplified in the spherical harmonics domain [141]. To alleviate
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the problem, some specially structured microphone arrays have been designed,

such as the dual spherical microphone array [159] and rigid spherical microphone

array [160], while at the cost of more complicated microphone array requirements.

Up to the author’s best knowledge, the degraded localization accuracy of SHD-

MUSIC methods in noisy environments remains to be improved.

The source feature relative transfer function (ReTF) relating a microphone pair

has been widely used in recent source localization in noisy environments (discussed

in Chapter 2.3). Inspired by the wide applications of ReTF, this paper defines the

relative sound pressure as the ratio between the sound pressure on the surface of

a higher-order microphone array and the pressure at the array origin. A robust

method to estimate the quantity of relative sound pressure is provided. Then, the

traditional MUSIC framework under far-field scenarios is re-defined using relative

pressure estimations as the input. This new algorithm (abbreviated as RMUSIC)

is shown to be capable of estimating multi-source DOAs with improved robustness

to noise.

Since the relative sound pressure with respect to the origin can be interpreted

as normalized pressure, the above framework is also capable of being represented

in the spherical harmonics domain. Thus, a relative sound pressure based spherical

harmonic domain MUSIC algorithm (SHD-RMUSIC) is also developed. This algo-

rithm includes a frequency smoothing step for improved accuracy. We note that

the “Bessel zero problem” encountered by open spherical arrays is naturally eased

with the proposed SHD-RMUSIC due to its inherent robustness to noise. Lastly,

both algorithms proposed (RMUSIC and SHD-RMUSIC) have the additional ca-

pability of estimating the active number of sound sources at least when realistic

SNR levels are present. The remainder of the chapter is structured as follows.

Firstly, we formulate the problem to be addressed and introduce the relative sound

pressure. Then, we propose the novel RMUSIC exploiting relative sound pressure

estimations. Thereafter, Section 5.4 investigates the spherical harmonics domain

variation of RMUSIC, which is abbreviated by SHD-RMUSIC. Section 5.5 presents

extensive experimental results. Finally, conclusions are drawn.
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5.2 System Model

X

Y

Z

O

Microphone Array

Source 1 

ŷ

Source 2

Figure 5.1: Multiple-source DOA estimation using a spherical microphone array.

5.2.1 Problem Formulation

Consider a higher-order microphone array, e.g., spherical microphone array, with

M microphones, whose polar coordinates are xj = (r, θj, φj), j = 1, · · · ,M , with

respect to its local origin O (see Fig. 5.1). Assume there are L simultaneously active

sound sources located at far-field of the array at angles Ψq = (θq, φq), q = 1, . . . , Q,

with elevation θq and azimuth φq. Hence, the sound pressure, measured by the j-th

microphone, in the frequency domain is written as,

P (xj, k) = P (xj, k) + n(xj, k)

=

Q∑
q=1

Sq(k)eik
T
q xj + n(xj, k)

(5.1)

where k = 2πf/c is the wave number, f is the frequency and c is the speed of

sound, P (xj, k) and P (xj, k) correspond to the noiseless and noisy sound pressure,
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respectively, Sq(k) denotes the q-th source signal as observed at the origin, n(xj, k)

denotes the additive noise signal at the j-th microphone, and the wavenumber

vector is represented by kq = (k cosφq sin θq, k sinφq sin θq, k cos θq)
T . Note that

the model in (5.1) assumes free field propagation. We then rewrite (5.1) in a vector

form,

P(k) = V(k)s(k) + n(k) (5.2)

where P(k) denotes the M × 1 vector of the measured sound pressure at the mi-

crophones, n(k) denotes the M × 1 noise vector, s(k) denotes the L × 1 vector of

the source signal,

s(k) = [S1(k), S2(k), · · · , Sq(k)]T , (5.3)

V(k) denotes the M ×Q steering matrix,

V(k) = [v1(k),v2(k), . . . ,vM(k)]T (5.4)

where vj(k) =
[
eik

T
1 xj , eik

T
2 xj , · · · , eikT

Lxj

]T
represents a steering vector of a micro-

phone. Note that the additive noise in (5.1) is assumed to be non-directional (e.g.,

random white noise) otherwise, the directional noise can be treated as additional

sources to be localized. This chapter intends to estimate the unknown DOAs of all

the active sound sources, i.e., (θq, φq), q = 1, · · · , Q, as well as counting the total

sound source number using the noisy source recordings. Currently, the subspace

method of MUSIC is one of the most frequently used approaches addressing this

problem. However, the traditional MUSIC approach has two major drawbacks: (i)

it is vulnerable to noise so that its localization accuracy degrades severely in noisy

environments; (ii) it requires the source number to be known in advance, while

this information is hardly known in practice. To overcome the above limitations,

this chapter proposes an improved MUSIC approach using the normalized received

signal called relative sound pressure, as is introduced in the next subsection.

5.2.2 Relative Sound Pressure (RSP) Definition

This subsection introduces the relative sound pressure of a higher-order micro-

phone array. Let us consider the j-th microphone on the surface of the spherical



108
Multiple Source Localization in Noisy Environments Using Relative Sound

Pressure Based MUSIC

microphone array in Fig. 5.1. Its relative sound pressure with respect to the sound

pressure at the origin of the array xo = (0, 0, 0) is defined by,

Q(xj, k) =
P(xj, k)

P(xo, k)
, j = 1, · · · ,M. (5.5)

The above definition requires the availability of the recordings at the array origin.

However, some array structures, such as the rigid spherical arrays [160], only have

microphones on the array surface. For such a case, we approximate the pressure

at the array origin as the addition of the ones on the surface of the array, i.e.,

P(xo, k) ≈ 1

M

M∑
j=1

P(xj, k). (5.6)

Note that at the case of a single source, i.e., L = 1, the relative sound pressure of

the two microphones is equivalent to its relative transfer function (ReTF) [30],

Q(xj, k) =
P(xj, k)

P(xo, k)
=
S(k)A(xj, k)

S(k)A(xo, k)
=

A(xj, k)

A(xo, k)
(5.7)

in which S(k) is the source signal, A(xj, k) and A(xo, k) represent the acous-

tic transfer function from the sound source to the microphones, respectively, and

A(xj, k)/A(xo, k) denotes the ReTF between the two microphones. However, the

RSP is no longer identified with the ReTF in the events when there are multiple

sound sources.

5.2.3 Estimation of Relative Sound Pressure

Computing the relative sound pressure using a ratio between two microphone pres-

sure contains non-negligible errors in noisy environments, especially when the pres-

sure at the denominator in (5.5) is weak. This subsection overcomes this issue by

presenting an alternative estimation of the relative sound pressure, where both the

noiseless and noisy environments are taken into account.
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Noiseless Environment

The original definition in (5.5) is equivalent to,

Q(xj, k) =
P(xj, k)P∗(xo, k)

|P(xo, k)|2
. (5.8)

Assuming the source signal is stationary or less dynamic over a short time period,

we then represent (5.8) using,

Q(xj, k) =
Spjpo(k)

Spopo(k)
(5.9)

where

Spopo(k) = E
{

P(xo, k)P∗(xo, k)
}

(5.10)

denotes the power spectral density (PSD) of Pxo, k), E{·} denotes the statistical

expectation operator, and

Spjpo(k) = E
{

P(xj, k)P∗(xo, k)
}

(5.11)

denotes cross PSD (CPSD) between P(xj, k) and P(xo, k).

Noisy Environment

Substituting the noisy sound pressure of (5.1) to (5.9), the noisy relative sound

pressure follows,

Q(xj, k) =
Spjpo(k)

Spopo(k)
(5.12)

where Spjpo(k) and Spopo(k) represent the noisy CPSD and PSD, respectively. The

noisy CPSD and PSD can be further simplified by substituting the noise and signal
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components,

Spjpo(k) = Spjpo(k)

Spopo(k) = Spopo(k) + Snono(k)
(5.13)

where

Snono(k) = E
{

n(xo, k)n∗(xo, k)
}

(5.14)

represents the PSD of the noise at the reference microphone. Note that (5.13)

is due to the assumption that the source signal and incoherent noise signal are

uncorrelated so that their CPSD between the microphone pair is zero. Substituting

(5.13) to (5.12), we have the noisy relative sound pressure,

Q(xj, k) =
Spjpo(k)

Spopo(k) + Snono(k)
. (5.15)

Dividing (5.15) by (5.9), we derive the following relation between the noisy and

noiseless relative sound pressure,

Q(xj, k) = Q(xj, k)ρ(k) (5.16)

where

ρ(k) =
T (xo, k)

T (xo, k) + 1
(5.17)

only depends on the signal to noise ratio (SNR) at the origin of the array, i.e.,

T (xo, k) = Spopo(k)/Snono(k), and the dependency of ρ(k) on xo is omitted for

convenience. Similar to the ReTF, the relative sound pressure, represented using

the power spectral density between two microphones, is also robust to the noise.

Section 5.4 presents proof confirming the relative sound pressure is less sensitive to

noise than the sound pressure.
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5.3 RMUSIC: Relative Sound Pressure Based MU-

SIC

This section outlines an approach to estimate multi-source DOAs using relative

sound pressure based on the standard MUSIC algorithm framework.

5.3.1 Far-field Relative Sound Pressure

Substituting the sound pressure using plane waves modeling to (5.5), we have a

linear representation of the relative sound pressure in a noiseless environment,

Q(xj, k) =

∑Q
q=1 Sq(k)eik

T
q xj∑Q

q=1 Sq(k)eik
T
q xo

=

∑Q
q=1 Sq(k)eik

T
q xj∑Q

q=1 Sq(k)

=

Q∑
q=1

sq(k)eik
T
q xj , j = 1, · · · ,M

(5.18)

where

sq(k) =
Sq(k)∑Q
q=1 Sq(k)

(5.19)

denotes its relative component of the q-th source signal among all the sources. We

rewrite (5.18) in the vector form,

Q(xj, k) = vTj (k)s(k) (5.20)

where s(k) is a L× 1 vector as,

s(k) = [s1(k), s2(k), · · · , sq(k)]T (5.21)

and vq (k) is the steering vector. By substituting (5.20) to (5.16), the noisy relative

sound pressure is represented as,

Q(xj, k) = vTj (k)s(k)ρ(k). (5.22)
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In consideration of all the M microphones, we have a matrix form of (5.22),

Q(k) = V(k)s(k)ρ(k) (5.23)

where Q(k) denotes the vector of noisy relative sound pressure for all the micro-

phone channels, V(k) represents the steering matrix of (5.4), and ρ(k) is the scalar

of (5.17).

5.3.2 MUSIC Using Relative Sound Pressure

This subsection shows how to modify the MUSIC approach for multi-source local-

ization, using the relative sound pressure in (5.23). Let us calculate the M ×M
correlation matrix of the noisy relative sound pressure,

SQ(k) = E
{

Q(k)Q
H

(k)
}

= V(k)RS(k)VH(k)
(5.24)

where

RS(k) = E
{
s(k)ρ(k)sH(k)ρ∗(k)

}
(5.25)

is a full rank matrix. In practice, we obtain the eigenvectors using a singular value

decomposition of the covariance matrix,

SQ(k) =
[
Us Un

] [ Σs 0

0 0

][
U
H

s

U
H

n

]
(5.26)

where the frequency dependency is also omitted for convenience. Note that, differ-

ent from the traditional MUSIC method [18], the covariance matrix in (5.24) does

not have an additive item corresponding to the noise’s covariance matrix. Since the

RS(k) is a full rank L×L matrix, the M×M matrix of SQ(k) has L non-zero eigen-

values (i.e., L×L diagonal matrix of eigenvalues Σs (k) = diag(σ1(k), · · · , σL(k)))

and M − L zero eigenvalues. The matrixes of Us (k) and Un (k) in (5.26) de-

note the subspaces corresponding to the Σs (k) and zero eigenvalues, respectively.

Above analysis shows that the proposed RMUSIC has a larger variation between

its eigenvalues corresponding to subspaces of Us (k) and Un (k), respectively. The
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greater difference between the sorted eigenvalues enables us to estimate the number

of sound sources more easily, thus not requiring this prior knowledge anymore.

Above analysis only uses the recordings at the k-th frequency bin. Algorithm 1

presents the steps of the algorithm considering a wide frequency band. We provide

more detailed explanations on key steps of the algorithm below:

Calculate the relative sound pressure

Given the multi-channel measurements, the relative sound pressure of the micro-

phone array is calculated using (5.12) at each individual frequency bin.

Estimate the number of sound sources

We first compute the covariance matrix of the relative sound pressure in (5.24)

and then apply the singular value decomposition in (5.26) to compute the vector

of eigenvalues, i.e., σ(k) = [σ1(k), · · · , σM(k)]T . For a wide frequency band, it is

intuitive to compute the average eigenvalues as follows,

σ =
1

K

K∑
k=1

σ(k) (5.27)

where σ denotes the average vector of eigenvalues over the K frequency bins of

interest. Generally, an average vector reduces the computational complexity as it

avoids repetitive processing at each frequency bin respectively. As analyzed above,

the number of sound sources is counted based on the significant difference between

eigenvalues in σ as the eigenvalues associated with subspace of Un (k) are closer

to zero (see an example in Figure 5.2).

Compute the pseudo-spectrum over space

For each frequency bin, we first calculate the subspace Un (k) and then use (5.28)

to compute the pseudo-spectrum over the two-dimensional directional space. We

search the steering vector a (k, ys) in (5.28) over the sampled two-dimensional space,

i.e., Φ =
{

(ϑ`, ϕ`) : 0 < ϑ` ≤ π, 0 < ϕ` ≤ 2π
}

. A higher space resolution to sample

the space increases the localization accuracy while at the cost of a higher compu-
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tational expense. Finally, we exploit the (5.29) for the average pseudo-spectrum

over the wide frequency band of interest.

Achieve DOA estimations

Given the pseudo-spectrum over space, the multi-source DOA estimations is com-

pleted by searching the L significant peaks within the spectrum.

Algorithm 1: RMUSIC.

Input: Time-domain recordings.

Output: DOA estimations.

1. Transfer the recordings into STFT domain.

2. Calculate the relative sound pressure.

3. Estimate the number of sources via the average eigenvalues in (5.27).

4. For k = 1, 2, · · · , do until finished:

1). Calculate the covariance matrix Sp(k).

2). Calculate the subspace U
H

n (k) via SVD.

3). Calculate the pseudo-spectrum over space,

M (k, ys) =
1

||UH

n (k) a (k, ys)||2
. (5.28)

5. Average the spectrum over a wide band,

M̃ (ys) =
1

K

K∑
k=1

M (k, ys) . (5.29)

6. Search the L peaks of the spectrum by M̃ .

5.4 SHD-RMUSIC: Spherical Harmonics Domain

RMUSIC

This section decomposes the proposed RMUSIC approach into the spherical har-

monics domain, i.e., SHD-RMUSIC, allowing a frequency smoothing to de-correlate
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the coherent source signal for improved localization accuracy.

5.4.1 Decompose Relative Sound Pressure into Spherical

Harmonics Domain

The measured relative sound pressure over the microphone array, i.e., Q(xj, k),

j = 1, · · · ,M , can be decomposed into the spherical harmonics domain using a set

of orthogonal spatial functions [16],

Q(xj, k) =
N∑
n=0

n∑
m=−n

βnm(k) jn(kr)Ynm(θj, φj) (5.30)

where n(> 0) and m are integers, βnm(k) is the spherical harmonic coefficient of

the relative sound pressure, jn(·) is the spherical Bessel function, N = dkre is

the truncated order of the soundfield [103] and Ynm(θ, φ) denotes the spherical

harmonics function. The spherical harmonic coefficients, i.e., βnm(k), character-

izing/describing the soundfield in spherical harmonics domain, can be measured

using this spherical microphone array (M discrete microphones),

βnm(k) =
1

jn(kr)

M∑
j=1

ajQ(xj, k)Y ∗nm(θj, φj). (5.31)

Note that both (5.30) and (5.31) use the measurements of an open-sphere spheri-

cal microphone array. More details about the background knowledge of spherical

harmonics decomposition are referred to Chapter 2.

Traditional spherical harmonics decomposition of the noisy sound pressure, used

by the SHD-MUSIC approach [17], suffers from the “Bessel zero problem”. This

is due to the spherical Bessel function jn(kr), fed with a small input, approaches

zero crossings [141]. As a result, the noise component in the measured spherical

harmonic coefficients is greatly amplified. By contrast, it becomes a less serious

issue by the spherical harmonics decomposition in (5.31) because the relative sound

pressure is less sensitive to noise.
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Algorithm 2: SHD-RMUSIC.

Input: Time-domain recordings.

Output: DOA estimates.

1. Transfer the recordings into STFT domain.

2. Calculate the relative sound pressure.

3. Calculate its spherical harmonics coefficients.

4. For k = 1, 2, · · · , do until finished:

Calculate the covariance matrix Sβ(k).

5. Smoothed covariance matrix,

S̃p =
1

K

K∑
k=1

Sβ(k). (5.32)

6. Estimate the number of sources via eigenvalues.

7. Calculate the subspace Un.

8. Calculate the pseudo-spectrum M̃ (ys).

9. Search the L peaks of the pseudo-spectrum.

5.4.2 SHD-RMUSIC with Frequency Smoothing

The plane waves modeling of the steering vector in (5.22), due to the q-th sound

source, can also be decomposed into the spherical harmonics domain [120,121],

eik
T
q xj =

N∑
n=0

n∑
m=−n

4πinY ∗nm(Ψq) jn(kr)Ynm(θj, φj). (5.33)

Substituting (5.30) and (5.33) to (5.22), we derive the expression of the spherical

harmonics coefficients of the noisy relative sound pressure,

βnm(k) = ynm(k)s(k)ρ(k) (5.34)
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where s(k) is the vector of (5.21), and ynm(k) is the steering vector at order n and

degree m associating with all the sources,

ynm(k) = 4π [inY ∗nm(Ψ1), inY ∗nm(Ψ2), · · · , inY ∗nm(ΨQ)] . (5.35)

Note that (5.34) only includes a single spherical harmonic mode. Combining all

the cases up to the N -th order, we rewrite (5.34) in a matrix form,

β(k) = Y(k)s(k)ρ(k) (5.36)

where Y(k) denotes the (N + 1)2 × L steering matrix in the spherical harmonics

domain,

Y(k) = [y00(k),y1,−1(k), . . . ,yNN(k)]T . (5.37)

The correlation matrix of the noisy spherical harmonic coefficients over the time-

varying source signal is,

Sβ(k) = E
{
β(k)β

H
(k)
}

= Y(k)RS(k)YH(k)
(5.38)

where the covariance matrix RS(k) and steering matrix Y(k) contain the frequency

and angular components, respectively. The MUSIC approach assumes RS(k) to be

a full rank matrix. However, this assumption hardly conforms to reality because

the speech recordings from multiple speakers, especially in a reverberant enclosure,

maybe coherent, i.e.,

rank RS(k) < Q. (5.39)

It is a common advantage that the frequency-dependent and angular-dependent

components are decoupled in the spherical harmonics domain (see (5.38)). Hence,

we de-correlate the coherent source signal by implementing the frequency smooth-

ing that computes the smoothed covariance matrix as the average of covariance

matrices at different frequency sectors [17],

S̃p =
1

K

K∑
k=1

Sβ(k) = Y(k)R̃S(k)YH(k) (5.40)
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where

R̃S(k) =
1

K

K∑
k=1

RS(k) (5.41)

where K frequency bins are exploited. Finally, the smoothed covariance matrix

is decomposed using a singular value decomposition and the pseudo-spectrum is

calculated to complete the multi-source DOA estimations. Algorithm 2 presents

the general steps of SHD-RMUSIC method, which are derived similar to those in

Algorithm 1.

5.5 Experimental Validation

This section evaluates the proposed MUSIC methods in diverse environments, using

simulated recordings as well as real-life recordings measured in an acoustic lab at

the Australian National University. The following experiments are implemented

by using the detailed steps presented in both the Algorithms 1 and 2.

5.5.1 Simulation Setting

We generate the simulated recordings inside a 6 × 4 × 3 m room. Several sound

sources are simultaneously active within the enclosure and use the speech sentences

randomly selected from the TIMIT database (lasting 4 seconds and re-sampled to

8 KHz). Then, we measure the incoming soundfield in the room using a simu-

lated open-sphere spherical microphone array (with 32 microphones and a radius

of 4.2 cm). We use an open spherical array for convenience, yet the developed

theory is directly extendable for rigid arrays when the scattering is incorporated

in the theory. Thereafter, we model the room characteristics from the sources to

the microphone array, using an available room impulse response (RIR) generator

(i.e., the same one used in Chapter 3). The time-domain recordings measured by

the array are contaminated by the randomly generated noise signal at all the 32

microphones. We then use the STFT to transfer the recordings into the frequency

domain. Thirty frequency bins ranging from 2700 Hz to 3600 Hz, which exactly

measure the soundfield up to the 3rd order as N = dkre (i.e., 16 spherical har-

monic modes in total), are used by the localization algorithms. When calculating
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Figure 5.2: Normalized eigenvalues obtained via a singular value decomposition of

the source signal's covariance matrix (room reverberations T60 = 0.3 s).

the relative sound pressure, we assume the speech signal is stationary over about

0.1 s, and utilize the Welch method to estimate the PSD and CPSD, with 0.016 s

windows and 50% overlap.
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5.5.2 Baseline Methods and Evaluation Metrics

We evaluate the proposed methods in comparison with three additional multi-

source localization approaches, (i) the traditional sound pressure based MUSIC,

(ii) SHD-MUSIC developed by Rafaely et al. [17], and (iii) a recently proposed ap-

proach we developed in [1] using the source feature of relative harmonic coefficients.

For notational convenience, we abbreviate the four types of the investigated MUSIC

approaches to ‘RMUSIC’, ‘SHD-RMUSIC’, ‘MUSIC’, ‘SHD-MUSIC’, respectively.

By contrast, the other approach in [1] is significantly different from the MUSIC

based methods as it exploits a pre-processing technique to detect the components

where only a single source is active. All the localization algorithms here require to

sample the two-dimensional space, i.e., Φ =
{

(ϑq, ϕq) : 0 < ϑq ≤ π, 0 < ϕq ≤ 2π
}

.

A higher spatial resolution increases the accuracy of the DOA estimations while at

the cost of a higher computational expense. Here, both the elevation and azimuth

grid are uniformly divided into 90 samples so that there are 8100 samples in total.

The following experiments implement the algorithms up to Mtot > 1 (i.e.,

the total number of tests) times to achieve more reliable results. Each testing

uses the sound sources located at randomly selected DOAs. To fairly evaluate the

algorithms, we use two qualitative metrics to measure the performance: (i) the

success-ratio (SR):

SR =
Msuc

Mtot

× 100% (5.42)

where Msuc denotes the number of cases that successfully detect all the L sound

sources. A larger success-ratio indicates the algorithm has a stronger ability to

localize all the sources in the environment. (ii) the mean absolute estimated error

(MAEE/◦) between their estimated and original source DOAs:

MAEE =
1

2LMsuc

(
Msuc∑
m=1

Q∑
q=1

|θmori(q)− θmest(q)|+ |φmori(q)− φmest(q)|

)
(5.43)

which measures the average numerical accuracy over the Msuc successful testings.
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5.5.3 Robustness Analysis

Before examining the localization accuracy, we show that the relative sound pres-

sure is less sensitive to the noise, in comparison with the sound pressure. We first

present a theoretical proof and then evaluate it using simulated measurements.

Theoretical proof

To evaluate the robustness, we use a distortion ratio between the clean and noisy

signal of the j-th microphone,

ΓQ(xj ,k) =

∣∣∣∣Q(xj, k)−Q(xj, k)

Q(xj, k)

∣∣∣∣ (5.44)

where Q(xj, k) and Q(xj, k) denote the clean and noisy relative sound pressure,

and | · | denotes the absolute operator. Intuitively, a larger value means more

distortions. Substitute (5.9) and (5.15) into (5.44), its distortion ratio is simplified

as,

ΓQ(xj ,k) =

∣∣∣∣ Svovo(k)

Spopo(k) + Svovo(k)

∣∣∣∣ =
1

Txo(k) + 1
(5.45)

where Txo(k) is the SNR at the array origin. The distortion ratio of the sound

pressure at the j-th microphone is,

ΓP (xj ,k) =

∣∣∣∣P (xj, k)− P (xj, k)

P (xj, k)

∣∣∣∣ =

∣∣∣∣ n(xj, k)

P (xj, k)

∣∣∣∣ . (5.46)

We discuss the robustness under the following scenarios,

• Noise signal is not stronger than the source signal, i.e., SNR > 0 dB : the fol-

lowing inequality holds,

ΓP (xj ,k) >

∣∣∣∣ n(xj, k)

P (xj, k)

∣∣∣∣2 > |n(xj, k)|2

|P (xj, k)|2 + |n(xj, k)|2
. (5.47)
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We divide the numerator and denominator by |n(xj, k)|2,

ΓP (xj ,k) >
1

Txj
(k) + 1

(5.48)

in which Txj
(k) denotes the SNR at the j-th microphone. It generally holds that

the SNR within the array stays at similar levels, i.e., Txj
(k) ≈ Txo(k). Thus, we

derive,

ΓP (xj ,k) > ΓQ(xj ,k). (5.49)

• Noise signal is stronger than the source signal, i.e., SNR < 0 dB : the above

inequality in (5.47) does not hold. However, this scenario is beyond the concern

of this chapter as the localization algorithm to be developed is an unsupervised

approach, which is unusable in unfavorable circumstances with such severe noise

components.

Verification using recordings

Table 5.1: Distortions of relative sound pressure and pressure at varying SNR levels

using the metric of (5.50)

Error/dB SNR level (dB)

Types 5 10 15 20 25

ErrorΓQ
-0.61 -1.59 -3.03 -5.34 -7.85

ErrorΓP
10.05 7.58 5.06 2.57 0.11

With the measured recordings at hand, we calculate the above distortions in

(5.49) over the STFT domain as,

ErrorΓP
=10log10

(
1

TFM

T∑
t=1

F∑
k=1

M∑
j=1

ΓPt(xj ,k)

)

ErrorΓQ
=10log10

(
1

TFM

T∑
t=1

F∑
k=1

M∑
j=1

ΓQt(xj ,k)

) (5.50)
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where T , F , and M denote the total number of time, frequency bins, and micro-

phones on the array, respectively, and t, k and j denote the corresponding index

number. Table 5.1 presents the errors of the relative sound pressure and direct

sound pressure, where various SNR levels are considered. Note that each value

displayed in the table denotes the mean number over 5 tests. As expected, the

measurements of both the relative sound pressure and pressure have increased dis-

tortions when the SNR level gradually decreases. However, we see that the distor-

tion of the relative sound pressure is about 8 dB smaller than the sound pressure,

indicating improved robustness to the noise.

5.5.4 Source Number Estimation

The significant difference between the sorted eigenvalues in (5.26) enables to count

the sound source number. Before showing the localization accuracy, let us first

count the unknown source number from the multi-source recordings. Figure 5.2

presents the normalized eigenvalues using all the four types of MUSIC based meth-

ods. Note that each value denotes the mean number over the wide frequency

band. The environment originally contains three sound sources whose elevation

and azimuth are (149◦, 259◦), (30◦, 68◦), (95◦, 101◦), respectively. The dimensions

of eigenvalues for both the RMUSIC and MUSIC are 32, i.e., the total number

of microphones. By contrast, the dimensions for SHD-RMUSIC and SHD-MUSIC

equal to the total number of spherical harmonics modes (i.e., 16). We easily observe

that the eigenvalues of RMUSIC have a relatively large difference between the 3rd

and 4th one, indicating the source number is 3. However, the gap between the

3rd and 4th eigenvalues by the sound pressure is less obvious. This phenomenon

is more significant in the spherical harmonics domain, where the proposed SHD-

RMUSIC has greater variations between the 3rd and 4th eigenvalues. We point out

the proposed methods enable the source number counting in a typical environment.

However, we cannot ensure an accurate counting at lower SNR conditions (e.g., 5

dB), thus the prior knowledge of the sound source number, at extremely low SNR

levels, is still required.
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Figure 5.3: Pseudo-spectrum of three simultaneous sound sources using the pro-

posed methods when T60 = 0.2 s.

5.5.5 DOA Estimations Under Various Scenarios.

This subsection implements the proposed DOA estimations under different scenar-

ios, and then analyzes the performance.

• Scenario 1 - different room reverberation and SNR levels in Fig. 5.3 and Fig. 5.4:

We simulate three sound sources whose elevation and azimuth are (107◦, 303◦)
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Figure 5.4: Pseudo-spectrum of three simultaneous sound sources using the pro-

posed methods when T60 = 0.5 s.

and (60◦, 93◦), (123◦, 173◦). We measure the multi-source recordings consider-

ing different acoustic environments and then exhibit the performance by directly

plotting their pseudo-spectrum. Under all the scenarios, the method using RMU-

SIC performs with three obvious peaks, i.e., the detected source DOAs. By con-

trast, the proposed SHD-RMUSIC has sharper peaks in a typical environment.

However, in a complex environment, i.e., the SNR is 10 dB and T60 = 0.5 s (see
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Fig. 5.4 (d)), the proposed SHD-RMUSIC fails to localize the three sources. The

reason is as follows: the SHD-RMUSIC is more sensitive to the noise than the

RMUSIC, due to the aforementioned “Bessel zero problem”.

• Scenario 2 - adjacent sound sources: In practical conditions, the sound sources

may propagate from adjacent directions. Here, we simulate three adjacent sound

sources whose elevation and azimuth are (60◦, 101◦), (88◦, 145◦) and (91◦, 117◦),

respectively, i.e., the sources elevation and azimuth only differ by 10◦ to 15◦

between the adjacent sources. The room reverberation level is set at T60 = 0.2

s and the SNR level is 30 dB. Figure 5.5 plots the pseudo-spectrum of both

the proposed approaches. Under this challenging scenario, the RMUSIC fails

to distinguish the three sources. By contrast, the method using SHD-RMUSIC

Figure 5.5: Pseudo-spectrum of three adjacent sound sources.
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is still capable to detect three peaks. The sharper peaks are claimed to be an

advantage by the SHD-RMUSIC because of the frequency smoothing technique

to de-correlate the coherent source signal [17].

• Scenario 3 - impact of source to microphone distance: The proposed methods

assume the soundfield follows a far-field scenario. Hence, it is a necessity to

investigate whether the multiple sources to microphone distance has an impact on

the proposed methods. For a wide range of distances, we increase the dimension

of the room to 10 × 8 × 6 m for the length, width, and height, respectively.

We simulate three sound sources whose elevation and azimuth are (40◦, 24◦),

(16◦, 250◦), (145◦, 218◦), respectively. The microphone array is still placed in

the middle of the room, however, we set the sources at varied positions, with

distances ranging from 0.5 m to 2.5 m to the microphone array. Note that the

evaluations are implemented in a typical environment where the T60 = 0.3 s

and the SNR level is 30 dB. For the varied distances, the MAEE using both the

methods remains at about 1 degree, confirming the far-field assumption generally

holds.

5.5.6 Comparison with Traditional MUSIC Methods

Let us evaluate the proposed MUSIC approaches in comparison with the traditional

ones. Note that the traditional SHD-MUSIC in [17] uses a frequency smoothing

technique as well. In the sequel, we implement the four MUSIC approaches using

fifty repetitive measurements where the multiple sound sources propagate from

randomly selected DOAs.

Although the proposed algorithms assume a free field propagation, we expect

them to be robust enough in the typical reverberate environments. Table 5.2

displays their performance using both the metrics of SR in (5.42) and MAEE

in (5.43). Different reverberant environments, whose T60 ranges from 0.2 s to

0.6 s, are examined. A higher room reverberation level indicates a larger multi-

path distortion caused by the reflections from the multiple sources so that the

source recordings are less incoherent. Since the proposed algorithms assume a

far-field scenario where only the direct-path recordings are considered, we observe

the localization accuracy degrades at a higher reverberation level. After that,
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Table 5.2: Multi-source localization error under various reverberation levels where

the SNR is 25 dB.
SR/MAEE◦ T60 (s)

Methods 0.2 0.4 0.6

MUSIC 0.90/1.23 0.82/2.06 0.72/3.17

RMUSIC 0.96/1.08 0.84/1.68 0.74/2.44

SHD-MUSIC 0.96/1.28 0.94/2.04 0.92/2.48

SHD-RMUSIC 0.98/1.14 0.96/1.41 0.92/2.06

Table 5.3: Multi-source localization error under various SNR levels where T60 = 0.3

s.
SR/MAEE◦ SNR level (dB)

Methods 10 20 30

MUSIC 0.84/1.69 0.84/1.58 0.84/1.57

RMUSIC 0.84/1.81 0.88/1.55 0.88/1.50

SHD-MUSIC 0.78/3.49 0.94/1.65 0.94/1.59

SHD-RMUSIC 0.90/3.74 0.98/1.72 0.98/1.45

we evaluate the algorithms under various noisy conditions. Table 5.3 presents

their performance where the SNR level ranges from 10 dB to 30 dB. We recognize

degraded localization accuracy when the SNR level gradually decreases. In most

cases, we observe improved robustness of the RMUSIC as well as SHD-RMUSIC, in

comparison with the MUSIC and SHD-MUSIC. To conclude, the evaluations under

diverse environments, confirm the superiority of the proposed approaches over the

traditional ones. Especially, the proposed SHD-RMUSIC outperforms the others

under almost all the scenarios, achieving a success-ratio higher than 90% with an

MAEE less than 4 degrees.

The proposed methods achieve improved localization accuracy at the cost of

larger computational complexity. The increased expense is due to the calculations

of the relative sound pressure. For validations, we measured their complexity by

directly recording the time cost over ten repetitive cases, using a Matlab imple-

mentation on a standard desktop (CPU Intel Core i7-4790 Quad 3.6 GHz, RAM

16 GB). Based on our measurements lasting 4 s long, the time cost by the MU-
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SIC and SHD-MUSIC approach is 2.8 s and 5.6 s, respectively. By contrast, the

average time cost by the RMUSIC and SHD-RMUSIC approach is 4.7 s and 7.7 s,

respectively. Both SHD-MUSIC and SHD-RMUSIC approaches require more time

than MUSIC and RMUSIC methods because the process of transforming micro-

phone signals into the spherical harmonic domain is costly. Although the proposed

MUSIC methods require an additional time cost, it causes little influence on the

algorithms because the MUSIC approaches are currently mainly used under off-line

processing scenarios.

5.5.7 Comparison with the Multi-source Localization Tech-

nique Given in [1]

Table 5.4: Multi-source localization error using different source numbers.

SR/MAEE/◦ Number of sources

Methods 2 3 4

Baseline 0.90/4.22 0.88/3.33 0.82/2.80

RMUSIC 0.96/1.56 0.88/1.50 0.64/1.69

SHD-RMUSIC 1.00/1.25 0.96/1.36 0.88/2.17

The proposed MUSIC approaches use simultaneous multi-source recordings.

This subsection compares the proposed methods with the other type of multi-

source localization techniques, requiring detection of single-source components [1,

24]. A recently proposed method in [1] is taken as the baseline. This approach

generally consists of two stages. In the first stage, it implements the pre-processing

step to detect the single-source STFT bins. After that, it implements a single

source localization given the detected single-source STFT bins. Aforementioned

evaluations in subsection 5.5.5 and 5.5.6 only use source recordings generated by

three sound sources. Here, different source numbers are considered. Table 5.4

presents the MAEE of all the algorithms where the T60 = 0.3 s and SNR is 20 dB.

The results displayed are also computed using fifty repetitive measurements. As

expected, the success ratio gradually decreases when the number of sound sources

gradually increases. Particularly, the proposed RMUSIC degrades severely when
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the source number is 4. This is because it hardly distinguishes the adjacent sources

when there exists a larger number of sources in the environment. The baseline

approach also degrades given a larger number of sound sources because there remain

fewer single source frames/bins available for single source localization. From the

results, we recognize that the proposed algorithms, especially the SHD-RMUSIC,

outperform the baseline approach under most of the scenarios.

5.5.8 Verification Using Real Recordings

In this subsection, we use real-life recordings to validate the effectiveness of the

proposed algorithms under practical scenarios. The experiments are implemented

in the acoustic lab of Australian National University, whose room dimensions are

[6.7, 3.6, 2.8] for the length, width, and height, respectively. We place a commer-

cial EigenMike at the corner of the room, where the average reverberation time is

around T60 = 250 ms. The algorithms use the same parameters setting like that in

the above simulations to process the real-life recordings. Before examining the lo-

calization accuracy, we first implement the source number counting by calculating

the eigenvalues using both the proposed algorithms. Both 3 and 4 source scenarios

are taken into account. Figure 5.6 presents the examples of the sorted eigenvalues

due to three and four sound sources, respectively, where the source number can be

easily counted by the sorted eigenvalues. We then evaluate their localization ac-

curacy. For both the 3 and 4 source scenarios, ten cases of randomly selected real

loudspeakers are used for the practical measurements. Figure 5.7 presents their

MAEE calculated by (5.43). The average MAEE over the ten cases is about 5 de-

grees, indicating the proposed methods succeed in estimating the source’s DOAs.

Note that the accuracy using real-life recordings have larger errors than that using

simulated recordings. This is due to the unavoidable fact that the practical mea-

surements contain some non-negligible errors, including the measuring errors, and

deviations in the loudspeaker positions.
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Figure 5.6: Normalized eigenvalues obtained using the real recordings. The two

sub-figures on the left and right side correspond to 3 and 4 sources, respectively.
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Figure 5.7: MAEE of the proposed approaches using real-life recordings.

5.6 Summary

This chapter addressed the problem of multi-source DOA estimations using simul-

taneous recordings by developing a relative sound pressure based MUSIC. We also

decomposed the proposed algorithm into the spherical harmonics domain where a

frequency smoothing technique is used to de-correlate the coherent source signals

for improved accuracy. Extensive evaluations in diverse environments, using both

simulated and real-life recordings, confirmed improved accuracy in comparison with

the traditional approaches, at the cost of slight computational expense. Although

some progress has been achieved, some inherent drawbacks are summarized: (i)
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Lower SNR level: current approaches still cannot achieve satisfying performance

at lower SNR conditions (i.e., 5 dB and lower); (ii) Room reverberations: the

developed approaches have not taken the acoustic reflections into account, thus

are unusable in strong reverberant environments. A potential solution is to de-

velop a relative sound pressure based source feature and then feed it as the inputs

of learning-based multi-source DOA estimators for improved performance under

severely noisy and reverberant environments. In addition, another future direction

is to develop a method that automatically detects the source number based on the

sorted eigenvalues.
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vol. 29, pp. 253-264, 2021.





Chapter 6

Modeling Characteristics of Real

Loudspeakers Using Various

Acoustic Models

Overview: The accuracy of the sound source localization algorithms, used in prac-

tice, are strongly influenced by the inherent characteristics of the commercial loud-

speakers. This chapter analyzes such characteristics of loudspeakers by deriving

equivalent theoretical acoustic models. Several acoustic models are investigated, in-

cluding plane waves decomposition, point source decomposition, and mixed source

decomposition. Each proposed model employs three effective sparse decomposition

algorithms for optimized solutions, including iteratively reweighted least squares

(IRLS), matching pursuit (MP), and least absolute shrinkage and selection op-

erator (LASSO). A successful model shall enable the prediction of the soundfield

outside the original recording region. Therefore, we validate the effectiveness of

the models by comparing the simulated soundfield with secondary measurements ob-

tained beyond the original area. Experimental results have confirmed that both the

plane wave and mixed source model achieve promising performance concerning the

proposed metrics.

135
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6.1 Introduction

In the above chapters, several sound source localization algorithms have been pro-

posed. Although the techniques generally achieve improved performance in com-

parison with the baseline approaches, there still exist some factors with negative

impacts on the localization accuracy. One issue that needs attention shall be the

assumption of omnidirectional behavior of the sound sources, which is actually not

the case with commercial loudspeakers. Up to the best knowledge of the author,

there are very few techniques that take such considerations into source localization

techniques, attempting to be technically accurate and precise. Note that, apart

from source localization, this is a common issue suffered by other spatial acoustic

processing techniques. For example, spatial soundfield reproduction uses an array

of loudspeakers to create an immersive soundfield over a predefined spatial region

so that listeners within the area can experience a virtual but realistic replication of

the original soundfield [2,142,161]. Current soundfield reproduction systems, such

as [106,162,163], also assume the omnidirectional behavior of sound sources. How-

ever, the inconsistency with the true characteristics of commercial loudspeakers

leads to less immersive performance in practice.

This chapter conducts original research to model the characteristics of real loud-

speakers using a set of equivalent source models over a wide frequency band. Apart

from the common plane wave model, we explore an equivalent point source decom-

position model with various radii and a mixed acoustic model that combines both

the plane wave and point source decompositions. Since loudspeakers are modeled

individually, the resulting incident field at the listening area is inherently sparse,

especially in terms of incident direction. Therefore, the aforementioned equiva-

lent source models can be further optimized by exploiting the feature of spatial

sparsity. Thus, each acoustic model analyzes a range of sparsity exploitation al-

gorithms [164], including iteratively re-weighted least squares (IRLS), matching

pursuit (MP), and least absolute shrinkage and selection operator (LASSO). A

successful theoretical model of the loudspeaker shall enable the ability to predict

its incident field outside of the original measurements. Hence, we validate the

effectiveness of proposed acoustic models by comparing the simulated and mea-

sured sound pressure over an extended area. Extensive experiments using real-life
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recordings are conducted to validate the effectiveness of the proposed models.

6.2 Problem Formulation

In this section, we describe the soundfield produced by a loudspeaker, observed in

a listening area, and then formulate the problem to be addressed. Typically, any

arbitrary soundfield at a point x = (r, θ, φ) within a spherical listening region of

radius R can be decomposed into modal domain [16] by,

P(x, k) =
N∑
n=0

n∑
m=−n

αnm(k) jn(kr)Ynm(θ, φ) (6.1)

where N = dkRe indicates the order of soundfield [165], jn(·) stands for spherical

Bessel functions, Ynm(θ, φ) is the spherical harmonics function with order n and

degree m and αnm(k) represents the spherical harmonic coefficients.

Traditionally, we assume that the loudspeakers act as an omni-directional point

sources [165,166] so that αnm(k) due to a loudspeaker located at (rs, θs, φs) can be

calculated as,

αnm(k) = 4πikhn(krs)Ynm(θs, φs) (6.2)

where hn(·) denotes the spherical Hankel function. However, the resulting harmonic

coefficients in (6.2) are not accurate for commercial loudspeakers used in the real

scenario as they are non-ideal speakers. Thus, the problem addressed is to propose

and compare various acoustic models to model the soundfield coefficients αnm(k) in

(6.2) due to a real commercial loudspeaker by a limited number of measurements

and predict the reproduced sound field over an extended area.

6.3 Acoustic Source Models

This section discusses the proposed equivalent source models of plane wave, point

source and the mixed source model in details, respectively.
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6.3.1 Plane Wave Modeling

Suppose we can represent an equivalent soundfield due to a loudspeaker by a finite

number of planes waves arriving from an equiangular grid over all 3D directions,

P (x, k) =

∫
s(ŷ, k)eikŷ·xdŷ (6.3)

where s(ŷ, k) is the complex weight of the plane wave arriving from the direction ŷ.

Instead of considering infinite plane waves arriving from all directions, in practice,

we only consider a finite number of planes waves arriving from an equiangular grid

over 3D directions. Then, we can approximate (6.9) by

P (x, k) ≈
L∑
l=1

s(ŷl, k)eikŷl·x (6.4)

where L denotes the source number. Using Gegenbauer expansion [167], we can

write its decomposition in modal domain,

eikŷ·x =
N∑
n=0

n∑
m=−n

4πinY ∗nm(ŷ)jn(kr)Ynm(θ, φ). (6.5)

By substituting (6.5) into (6.4) and equaling to (6.1), the equivalent harmonic

coefficients αnm(k) can be expressed as,

αnm(k) =
L∑
l=1

4πinY ∗nm(ŷl)s(ŷl, k). (6.6)

which relates the spherical harmonic coefficients αnm(k) that characterise the loud-

speaker to an equivalent set of plane wave weights s(ŷl, k), l = 1, · · · , L. Finally,

we can write (6.6) in matrix form as,

α = Hpwspw (6.7)
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where α = [α00, · · · , αNN ]T , spw = [s(ŷ1, k), · · · , s(ŷL, k)]T and

Hpw = 4πin


Y ∗00(ŷl) · · · Y ∗00(ŷL)

· · · · · · · · ·

Y ∗NN(ŷl) · · · Y ∗NN(ŷL)

 . (6.8)

6.3.2 Point Source Modeling

Suppose we can represent an equivalent soundfield due to a loudspeaker by an

infinite number of point sources that lie on the surface of a sphere with radius of

rp,

P (x, k) =

∫
s(ŷm, k)eik||ŷm−x||2/||ŷm − x||2dŷ (6.9)

where s(ŷm, k) is the complex weight of the point source arriving from the direc-

tion ŷm. Similarly, we propose to employ M discrete point sources to realize the

modeling by approximating the recorded sound pressure,

P (x, k) ≈
M∑
m=1

s(ŷm, k)eik||ŷm−x||2/||ŷm − x||2. (6.10)

Various setting of radius rp makes a difference for the performance and its impact

will be investigated in experiments. With Gegenbauer expansion [167], it can be

decomposed as,

eik||ŷ−x||2

||ŷ − x||2
=

N∑
n=0

n∑
m=−n

4πikhn(krp)Y
∗
nm(ŷ)jn(kr)Ynm(θ, φ). (6.11)

By substituting (6.11) into (6.10) and equaling to (6.1), we obtain,

αnm(k) =
M∑
m=1

4πikhn(krp)Y
∗
nm(ŷm)s(ŷm, k). (6.12)

Represent (6.12) in matrix form as,

ααα = Hpssps (6.13)
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where ααα = [α00, · · · , αNN ]T , sps = [s(ŷ1, k), · · · , s(ŷM , k)]T and

Hps = 4πikhn(krs)


Y ∗00(ŷ1) · · · Y ∗00(ŷM)

· · · · · · · · ·

Y ∗NN(ŷ1) · · · Y ∗NN(ŷM)

 . (6.14)

6.3.3 Mixed Source Modeling

This subsection proposes the mixed source model that exploits and combines both

the plane wave and point source efficiently and models the recorded harmonic

coefficients αnm(k) in a joint way.

αnm(k) =
L∑
l=1

4πinY ∗nm(ŷl)s(ŷl, k) (6.15)

+
M∑
m=1

4πikhn(krs)Y
∗
nm(ŷm)s(ŷm, k).

Combination of (6.7) and (6.13) leads to matrix from of (6.15),

ααα = Hmssms (6.16)

where ααα = [α00, · · · , αNN ]T , Hms = [Hpw Hps] and sms = [spw sps]
T .

To combine the two parts fairly, the grid of directions for the plane wave and

point source shall be set in the same manner so that L = M . Moreover, for

the sake of fair possibility to be selected, the amplitude of the plane wave and

point source from the same direction ŷ ought to be equal. Therefore, the radius

rs of point source within the mixed model is set for each frequency that follows

|khn(krs)| = 1.

6.4 Sparse Decomposition

This section attempts to seek optimized or desired solutions for the acoustic models

formulated in Section 6.3. Given (6.7), (6.13) and (6.16), traditional least square
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methods can provide accurate solutions while it has a tendency to spread the

components of ααα among a large number of source candidates inH . Since we mainly

consider the sound field generated by a single loudspeaker, we are to exploit the

spatial sparsity feature by adding a sparse constraint using `p norm to the vector

of driving signal s shown in (6.17) as it manages to accomplish the modeling using

only a small number of source candidates.

min
s
‖s‖pp, s.t. Hs = ααα. (6.17)

This chapter investigates three effective sparse algorithms, e.g. IRLS, MP, and

LASSO, to solve the sparse problem in (6.17) and introduce each of them in brief.

Note that all the subscripts in this section are abandoned for the sake of generality.

IRLS; this algorithm [168, 169] replaces the `p norm objective function in (6.17)

by a form of weighted `2 norm.

min
sss

M∑
i=1

wwwisss
2
i , s.t. Hs = ααα (6.18)

where wwwi = |s(m−1)
i |p−2 and the driving signal for the next iterate s(m) can be given

explicitly,

s(m) = QmH
T (HQmH

T )−1ααα (6.19)

where Qm is diagonal matrix with entries 1/wwwi = |sss(m−1)
i |2−p.

MP; with a proper initialization, the MP conducts in iterative and greedy proce-

dures to select the m-th column that has maximally inner product with current

residual Rmααα.

hhh(m) = argmax
hhh∈H
|hhhT (Rmααα)| (6.20)

whose corresponding driving signal is calculated by,

s(m) = |(hhh(m))TRmααα|. (6.21)

Above procedures come to stop after a sufficient number of iterations or when the

residual R(m)ααα is close to zero [170].

LASSO; it reformulates (6.17) by combining the objective function and sparse
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Figure 6.1: Vertical view of the system setup for experiments.

constraint into a united expression.

s = argmin
s
||α−Hs||22 + λ||s||1. (6.22)

The parameter λ controls the extent of sparsity for vector s. An optimal variable

selection of LASSO for (6.22) can be realized by the coordinate descent algorithms

[171].

6.5 Validation of the Proposed Models

Intuitively, a successful theoretical model of the loudspeaker shall enable the ability

to predict its incident field outside of the original measurements. Therefore, for

validations, we use the proposed models to simulate the soundfield over an extended

area and compare that to the real recordings.

In [140, 172, 173, 174], the authors presented a simplified array geometry for

three-dimensional soundfield capture, which employs a horizontal planar array of

first-order microphones. The reader is encouraged to refer to [140] for a detailed

description of the theory behind the design. To analyze the accuracy over the

extended area, the [120] used a larger array of higher-order microphone microphones
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to fully capture a soundfield over the while spatial area. Then, the prediction errors

over the extended area are computed using the recorded and predicated spherical

harmonics coefficients. However, this validation method has an inherent drawback

as it is only suitable for a low/narrow frequency band (around 300 Hz in [120]).

For evaluations over a wide frequency band, we design a practical measuring

setup using direct sound pressure measurements recorded by Eigenmike, which is

demonstrated in Fig. 6.1 and note that the speaker symbolizes a real commercial

loudspeaker. The small red circle of radius 4.2 cm at the center of Fig. 6.1, repre-

sents the Eigenmike recording used for modeling while the remained 5 Eigenmikes

placed along the boundary of a larger red circle with a radius of 0.3 m are employed

for validations.

Assuming stationary conditions, we propose to emulate only one single Eigen-

mike moving along a horizontal circle to record the sound field for validations. The

strategy to move the Eigenmike separately for each recording provides two main

benefits: (i) the recording for the spatial soundfield can be accomplished conve-

niently by one single Eigenmike alone that reduces hardware costs; (ii) it avoids

perturbations of the scattering effect when to set various Eigenmike nearby in the

sound field. Details of the setup will be presented in experiments. For each model,

the sound pressure over the 5 Eigenmikes (160 channels in total) beyond the cen-

ter can be approximated or simulated by the selected source candidates and their

driving signal. To analyze the accuracy, the predication errors over the extended

area in terms of soundfield pressure are computed as (6.23) shows below,

ErrorP (k)=10log10


Q∑
q=1

|P rec(θq, φq, k)−P pre(θq, φq, k)|2

Q∑
q=1

|P rec(θq, φq, k)|2

 (6.23)

in which the P rec(·) and P pre(·) represents the recorded and predicted sound pres-

sure for each channel, respectively.

However, a single metric of numerical sound pressure errors cannot fully eval-

uate or reflect the performance of the proposed sparsity exploited models. It is

conceivable that a successful acoustic model exploiting sparsity shall enable the

ability to select active candidates that enclose the direction of the real loudspeaker.
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Therefore, apart from numerical error, spatial distributions of the active or selected

source candidates with respect to the direction of the real loudspeaker are inves-

tigated and taken into account for thorough evaluations. And such characteristics

can be exhibited easily by plotting the distributions of the selected candidates as

Fig. 6.6 shows.

6.6 Experiments

This section presents an experimental set up where a commercial loudspeaker

broadband response is recorded and modeled using the proposed equivalent source

models. The performance of the proposed models is analyzed using secondary

measurements over the extended area.

6.6.1 Experimental Setup

The experiment setup mainly consists of four stages. Firstly, we use an Eigen-

mike to record the soundfield due to a loudspeaker of interest. The chosen loud-

speaker is a single unit from the loudspeaker array that is originally built for

sound field reproduction (i.e., see Fig. 6.2). The selected loudspeaker is located

at (r, θ, φ) = (1, 0.55, 0.62) with respect to the center of the listening area. The

loudspeaker’s incident sound field (only the direct path) is recorded at the origin

using an Eigenmike as shown in Fig. 6.1. Secondly, the Eigenmike recordings

are used to derive a set of theoretical source models using the proposed sparsity

exploited methods. Thirdly, for validation of the proposed models outside of the

original recording area, secondary soundfield recordings are obtained using a mov-

ing Eigenmike (see Fig. 6.1). Finally, we analyze the accuracy of the proposed

methods using the metric given in (6.23). Furthermore, we also study the concept

of sparsity exploited equivalent source models by analyzing the spatial distribution

of the proposed source decompositions.
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Figure 6.2: A 30-units loudspeaker array and the EigenMike at the center.

6.6.2 Accuracy of the Proposed Models Using the Numer-

ical Metric

Here, we use the metric of (6.23) to study the accuracy of the proposed models

outside of the region where original recordings were taken. Note that we mainly

consider frequencies below 1 kHz, because when soundfield reproduction accuracy

is important, low frequencies are those most affected by loudspeaker directivity.

Figure 6.3 (a), (b) and (c) report the accuracy in terms of sound pressure errors

for the plane wave, point source, and mixed source models using the three sparse

algorithms. Under low-frequency conditions, the soundfield over the whole area

in Fig. 6.1 may share certain similarities that make it hard to distinguish the

effectiveness of proposed models. Therefore, we calculate the differences of the

sound pressure over the extended area with respect to the soundfield at the center

and take it as a baseline.

Generally, each acoustic model using any sparse algorithm achieves satisfying

performance, especially when the frequencies are below 500Hz. The performance

decreases when the frequency increases in that the desired field is under-sampled
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Figure 6.3: Sound pressure errors for all acoustic models

at higher frequencies. Among the sparse algorithms, the LASSO achieves the least

numerical errors while it has a slow convergence rate and suffers from an expensive

cost to determine the sparse parameter λ in (6.22). The IRLS shows to be with more

errors at low frequencies while outperforms the MP at higher frequency bins. For

the acoustic models, the mixed acoustic model achieves competitive performance

with a slight improvement when compared to the plane wave model. However, the

point source model, with the same radius as that of the mixed model, appears to

be with more errors than the other two source models.

Figure 6.3 (d) presents the mean sound pressure errors using all the three sparse

algorithms for the point source model when they are placed at various radii. It
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Figure 6.4: Sparse distributions of selected candidates along with corresponding

magnitude of driving signal for plane wave model at 600Hz.

demonstrates that the larger radius that lies further away from the sensors acts

more like plane waves and leads to reduced modeling errors.

6.6.3 Analysis of the Spatial Distribution of Sparsity Ex-

ploited Source Models

The Fig. 6.4, Fig. 6.5 and Fig. 6.6 present the spatial distributions of selected

source candidates for all proposed models using all sparse algorithms when f = 600

Hz. Note that such distributions share similar profile over other frequency bins

considered. For each sub-figure, the small circle lined in gird stands for the location

of a candidate (625 in total) and the notation of ∗ in blue indicates the direction

of the real speaker. The magnitude of the driving signal represents the degree of

activity or importance for that candidate. The four double-columns marked by
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Figure 6.5: Sparse distributions of selected candidates along with corresponding

magnitude of driving signal for point source model at 600Hz.

brackets correspond to distributions of plane wave model, point source model, the

parts of plane wave, and points source within the mixed source model, respectively.

Three lines of figures from top to down employ IRLS, MP, and LASSO, respectively.

Results verify that most of the active candidates selected by the plane wave

model lie around the direction of the real speaker while the point source model

fails. The mixed source model exhibits promising distributions in that the plane

wave parts play the leading role and a small number of components originate from

the point source as well, which shall be kinds of signal components sharing similar

characteristics with the point source. Considering the sparse solutions, the MP

turns out to be the most sparse one due to the exponential decay of the residual

error [170]. The IRLS, with less sound pressure errors than MP, provides satisfying

sparse source distributions as well. Though the LASSO produces the least numer-
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Figure 6.6: Sparse distributions of selected candidates along with corresponding

magnitude of driving signal for mixed source model at 600Hz.

ical errors, it does not select an optimal sparse distribution due to that the global

minimum of numerical error does not necessarily coincide with the optimal sparse

solutions.

6.7 Summary

This chapter has proposed several acoustic models to model the inherent char-

acteristics of commercial loudspeakers used in soundfield reproduction systems.

Experimental results with promising performance have shown that both the plane

wave model and mixed source model perform possess an ability to characterize
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commercial speakers with acceptable accuracy. The current mixed source model is

a combination of the plane wave and point source over the whole frequency band.

However, characteristic of the real sound sources depends on the frequency band,

i.e., the sound sources perform differently over low, medium, and high-frequency

band. Hence, a promising direction to improve current work is to use different

acoustic models to represent the real sources over different frequency bands. The

differentiated modeling of the sound sources over the frequency bands shall be more

consistent with the case in reality.

In this chapter, these developed acoustic models suit more for real-life loud-

speakers, which can be used in real-life sound source localization systems as well as

other spatial acoustic techniques, such as soundfield reproduction and active noise

control systems. However, this chapter has not yet developed related techniques to

incorporate the acoustic models into those acoustic applications/systems. Hence,

another future direction is to apply the acoustic models for improved performance

in practical acoustic applications, such as source localization under real-life scenar-

ios.
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Chapter 7

Summary

Overview: This chapter first concludes the work in this thesis, then summarizes

the main contributions achieved by the research, and finally outlines some future

research directions.

7.1 Conclusions

Chapter 1 presented the problem to be addressed and introduced the outline of

this thesis.

Chapter 2 reviewed the up-to-date progress of sound source localization in the

literature review. This chapter also introduced some essential background knowl-

edge of spherical harmonics representation of a measured soundfield using higher-

order microphone arrays. Finally, we introduced the relative transfer function that

motivated us to develop the spherical harmonics domain source feature in this

thesis.

Chapter 3 presented the novel source feature called the relative harmonic co-

efficients. We utilized this source feature to develop two single source localization

algorithms that have significantly reduced computational complexity. Addition-

ally, this feature is useable for acoustic enhancement for the noisy microphone

array recordings. The localization approach in Chapter 3 is only suited for a single

sound source in a generally mild environment. By contrast, Chapter 4 used the rel-

ative harmonic coefficients to develop a semi-supervised multi-source localization

151
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algorithm in a complex acoustic environment. We highlight that this data-driven

method has a strong potential to be implemented in practice as only a limited

number of labeled measurements is required. The proposed multi-source localiza-

tion algorithm in Chapter 4 had an inherent limit as it required the availability

of single-source components in the time domain. Thus, it is unusable in the cases

where the original recordings have a limited number of single-source components

(i.e., simultaneous multi-source recordings). To fix this issue, we developed a novel

MUSIC framework based approach that directly exploited the simultaneous multi-

source recordings. This developed MUSIC approach showed to be more suitable in

noisy environments than the traditional MUSIC method.

There still exist many practical factors that influence the localization accuracy

of the proposed localization techniques. Generally, the assumption of omnidirec-

tional behavior in the loudspeakers, which is hardly true with commercial loud-

speakers, actually degrades the localization approaches under real-life scenarios.

Hence, Chapter 6 analyzed such characteristics of loudspeakers by deriving equiv-

alent theoretical acoustic models. Several acoustic models were investigated, in-

cluding plane waves decomposition, point source decomposition, and mixed source

decomposition.

To conclude, this thesis has developed several spherical harmonics domain ap-

proaches to address the sound source localization in adverse acoustic environments.

By the end, we highlight the following three significant contributions in this thesis:

(i) To the author’s best knowledge, this thesis is the first comprehensive investiga-

tion of the relative harmonic coefficients: including the feature definition, estimator

in noisy environments, analysis of its directivity pattern as well as a source feature

selector over space and an overlapped frame detector to find the single-source com-

ponents. (ii) The developed sound source localization techniques that are suitable

under different acoustic scenarios: the decoupled localization method with a fast

speed for single source tracking, the Multi-Mode Gaussian Process modeling based

semi-supervised multi-source localization performing with sufficient accuracy in a

severely noisy and reverberant environment, and the improved MUSIC methods

using simultaneous multi-source recordings in noisy environments. (iii) A compact

solution to model the characteristics of commercial loudspeakers: in addition to

sound source localization, this study also contributes to many other spatial acous-
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tic techniques, such as soundfield reproduction and active noise control systems.

7.2 Contributions

Several key contributions of this thesis are summarized as follows:

• A systematic investigation of relative harmonic coefficients : one of the main

contributions by this thesis is the systematic study of relative harmonic co-

efficients. It performs to be a promising source feature for sound source

localization using the high order array microphone recordings. We explored

several remarkable properties of the relative harmonic coefficients desired

for source localization, including (1) its independence from the time-varying

source signal and sole dependence on the source position even in a rever-

berant environment; (2) easy estimations in noisy environments from the

higher-order microphone array recordings; (3) a significant spatial resolution

due to its unique directivity pattern over space; and (4) exploitable by an

overlapped frame detector to simplify the challenging localization of multiple

sources into single source localization issues.

• A low complexity DOA estimation approach: this developed approach over-

comes the inherent drawback of the traditional DOA estimations that require

an exhaustive search over the two-dimensional (2-D) space (i.e., elevation

and azimuth space). The algorithm exploits the fact that the elevation and

azimuth components in the estimated relative harmonic coefficients are de-

coupled so that the source elevation and azimuth are localized separately.

The reduced computational complexity dramatically improves the processing

speed, which well suits for sound source tracking.

• Application for an acoustic enhancement approach for the noisy microphone

array recordings : the properties of the relative harmonic coefficients also us-

able to develop an acoustic enhancement approach in the spherical harmonics

domain. This approach addresses the common problem when acquiring spa-

tial soundfield recordings in noisy environments because the environmental

and thermal noise hinders an accurate acquisition of the desired soundfield.
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Hence, this developed approach can be used as a preprocessing tool by current

spatial acoustic processing techniques.

• A semi-supervised localization approach that suits for complex environments :

this approach overcomes the drawback of traditional data-driven source lo-

calization techniques that require a large training set. Instead, it uses the

relative harmonic coefficients estimated from a limited number of labeled

measurements. This approach extends the Multi Gaussian Process modeling

to the spherical harmonics domain (called as Multi-Mode Gaussian Process

(MMGP)) to merge/fuse the relative harmonic coefficients over the selected

spherical harmonic modes. Finally, this algorithm formulates the mapping

function, revealing the underlying relation between the source feature(s) and

source position(s), using MMGP based Gaussian Process Regression (GPR)

to recover the unknown source position in complex environments.

• single-source components detection: this thesis develops a single-source frame

detector that simplifies localization of multi-source into repetitive single source

localization problems. The single-source frame detector exploits a distin-

guished characteristic of relative harmonic coefficients against source pres-

ence. Namely, the relative harmonic coefficients, due to the frames contain-

ing only a single source, belong to a unique source feature set. The proposed

single-source frame detector is appliable to different types of multi-source

recordings, with a promising application in the events that have multiple

sound sources.

• A MUSIC approach suitable in noisy environments : although multiple sig-

nal classication (MUSIC) has become one of the most popular multi-source

DOA estimators, its localization accuracy is vulnerable to noise. This thesis

overcomes this inherent drawback by developing a relative sound pressure

based MUSIC algorithm that is more suitable in noisy environments. We

also decompose this method into the spherical harmonics domain, where a

frequency smoothing technique is allowed to de-correlate the coherent source

signals for improved localization accuracy. The proposed algorithms achieved

better performance in comparison with traditional MUSIC methods.
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• A compact solution to model the characteristics of commercial loudspeakers :

lots of spatial acoustic processing techniques, such as the proposed source

localization approaches by this thesis, generally assume the sound sources

follow an omnidirectional behavior, which is not satisfied with the case for

commercial loudspeakers. However, to the best of our knowledge, there ex-

ist very few techniques investigating this issue. This thesis analyzes real

loudspeakers characteristics by deriving several equivalent theoretical mod-

els, whose performance is finally validated using the metrics proposed by this

thesis.

7.3 Future Research

There remain some further research problems to be addressed by this thesis. Some

promising future directions are listed as follows:

Relative harmonic coefficients estimations for multi-source

scenarios in complex environments

Accurate estimations of the relative harmonic coefficients in a complex environment

are vital to the proposed localization algorithms. This thesis proposed a biased

feature estimator that neglects the noise power spectral density. Thus, the accuracy

degrades severely in strongly background noise environments. One possible solution

is to use state-of-art noise power spectral density estimators [146, 147]. Another

limit of the current feature estimator is the limitation to single-source scenarios.

Hence, an interesting topic is how to estimate the relative harmonic coefficients in

noisy environments where multiple simultaneous sources are active.

Decoupled multi-source localization in more dynamic envi-

ronments

The decoupled localization approach in Chapter 3 mainly considered a single source

scenario. A promising direction is to extend the underlying theory into the multi-

source localization. A possible solution to address this issue is to use single source
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detection, developed in Chapter 4, to find the single-source components. Then,

repeated decoupled single source localization is applied to achieve the multi-source

localization. Not that Chapter 3 considered a far-field scenario and failed to localize

the source range. Hence, another possible direction is to investigate the decoupled

source localization under a near-field case where the source to microphone array

distance is also estimated.

Apply the relative harmonic coefficients into deep learning

schemas based source localization

Chapter 4 studies the multi-source localization issue in severely noisy and reverber-

ant environments. We proposed a data-driven technique to learn the characteristic

of the training measurements. However, the developed approach used a Multi-

mode Gaussian process regression model, which only suits to localize continuous

positional variables, such as the Cartesian coordinates of the sources. Thus, it

is unsuitable for DOA estimations as this belongs to a classification problem. In

terms of data-driven DOA estimations, a promising direction is to use advanced

deep learning schema, such as CNNs [23] and CRNNs [22], to achieve sufficient

localization accuracy in a severely noisy and reverberant environment.

Acoustic enhancement for multi-source scenarios in a dy-

namic environment

Chapter 2 applied the relative harmonic coefficients to an acoustic enhancement

approach for cleaning the noisy higher-order microphone recordings. The enhance-

ment approach estimates the spherical harmonic coefficients by joint estimation of

relative harmonic coefficients and received signal at the microphone array in noisy

environments. However, it is currently only limited to a single static sound source

under a far-field scenario. Hence, one potential future work is to extend the un-

derlying theory into a denoising scheme for multi-source cases in a more dynamic

environment, such as a near-field propagation.
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Application for voice activity detection

Voice activity detection [175, 176] refers to a family of methods that perform seg-

mentation of an audio signal into parts that contain speech and silent periods.

This technique benefits many speech-based applications such as speech and speaker

recognition, speech enhancement, emotion recognition, and dominant speaker iden-

tification. Our initial research in [1] studied the characteristics of relative harmonic

coefficients against source presence. We see the relative harmonic coefficients of

the frames/bins containing only a single source have unique characteristics. Hence,

a promising future direction is to apply the relative harmonic coefficients into voice

activity detection (VAD) for sufficient detection accuracy.

Implement the proposed techniques using other types of mi-

crophone arrays

Although the approaches by the thesis use a spherical microphone array, the under-

lying theories are equally applicable for other structured microphone arrays, such

as first-order microphone arrays [177], planar microphone arrays [140] and multi-

ple circular microphone arrays [139]. More interestingly, we expect to implement

the techniques developed by this thesis into practical microphone arrays, such as a

circular microphone array using a limited number of microphones [178]. Alterna-

tively, it is a promising direction to design a practical microphone setup suitable

for the developed approaches, convenient for practical applications while achieving

satisfying performance.
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