
University of New Hampshire University of New Hampshire 

University of New Hampshire Scholars' Repository University of New Hampshire Scholars' Repository 

Doctoral Dissertations Student Scholarship 

Fall 2021 

THE PROPAGATION AND EVOLUTION OF CORONAL MASS THE PROPAGATION AND EVOLUTION OF CORONAL MASS 

EJECTION DRIVEN SHEATH REGIONS: INSIGHT FROM MULTI-EJECTION DRIVEN SHEATH REGIONS: INSIGHT FROM MULTI-

SPACECRAFT MEASUREMENTS AND STATISTICAL APPROACHES SPACECRAFT MEASUREMENTS AND STATISTICAL APPROACHES 

Tarik Mohammad Salman 
University of New Hampshire, Durham 

Follow this and additional works at: https://scholars.unh.edu/dissertation 

Recommended Citation Recommended Citation 
Salman, Tarik Mohammad, "THE PROPAGATION AND EVOLUTION OF CORONAL MASS EJECTION 
DRIVEN SHEATH REGIONS: INSIGHT FROM MULTI-SPACECRAFT MEASUREMENTS AND STATISTICAL 
APPROACHES" (2021). Doctoral Dissertations. 2635. 
https://scholars.unh.edu/dissertation/2635 

This Dissertation is brought to you for free and open access by the Student Scholarship at University of New 
Hampshire Scholars' Repository. It has been accepted for inclusion in Doctoral Dissertations by an authorized 
administrator of University of New Hampshire Scholars' Repository. For more information, please contact 
Scholarly.Communication@unh.edu. 

https://scholars.unh.edu/
https://scholars.unh.edu/dissertation
https://scholars.unh.edu/student
https://scholars.unh.edu/dissertation?utm_source=scholars.unh.edu%2Fdissertation%2F2635&utm_medium=PDF&utm_campaign=PDFCoverPages
https://scholars.unh.edu/dissertation/2635?utm_source=scholars.unh.edu%2Fdissertation%2F2635&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:Scholarly.Communication@unh.edu


THE PROPAGATION AND EVOLUTION OF CORONAL MASS EJECTION

DRIVEN SHEATH REGIONS: INSIGHT FROM MULTI-SPACECRAFT

MEASUREMENTS AND STATISTICAL APPROACHES

BY

Tarik Mohammad Salman

Space Science Center and Department of Physics and Astronomy

University of New Hampshire

THESIS

Submitted to the University of New Hampshire

in Partial Fulfillment of

the Requirements for the Degree of

Doctor of Philosophy

in

Physics

September, 2021



ALL RIGHTS RESERVED

©2021

Tarik Mohammad Salman

ii



This thesis has been examined and approved in partial fulfillment of the requirements for

the degree of Doctor of Philosophy in Physics by:
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Abstract

The complexities of our nearest star, the Sun, are characterized by its magnetic field. In the

absence of a magnetic field, diverse phenomena as the solar cycle, solar eruptions, solar wind,

to name but a few, would be unknown to us. Coronal mass ejections, a large form of solar

eruption, are an essential mechanism for the evolution of the Sun. CMEs provide a means

by which the built-up magnetic flux and solar material over solar cycles are removed from

the solar atmosphere into the solar wind. This spectacular phenomenon has repercussions

throughout the heliosphere, driving a range of heliospheric, magnetospheric, ionospheric,

atmospheric, and ground effects, collectively called “space weather.” Each CME structure

(shock, sheath, and magnetic ejecta) has distinctive characteristics, but all cause perturba-

tions on different scales within regular solar wind conditions. CME-driven shock is the discon-

tinuous transition from a supersonic (or more accurately faster than the fast magnetosonic

speed) to a subsonic (or more accurately slower than the fast magnetosonic speed) solar

wind, and the sheath is the region of compressed and heated solar wind plasma with higher

power of magnetic field fluctuations. In contrast, the magnetic ejecta is a magnetically-

dominated region of lower proton density and kinetic temperature with minimal magnetic

field fluctuations.

In this thesis, the characteristics and radial evolution of CME sheaths are investigated with

multi-spacecraft observations in the inner heliosphere and single-spacecraft measurements

near 1 astronomical unit (AU, the mean distance from the center of the Earth to the center of

the Sun). In general, the radial evolution of CMEs is inferred from analyzing different CMEs

at different heliospheric distances from the Sun. Such statistical approaches are hindered by
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the inhomogeneity of CMEs, leading to uncertain estimates. The results presented in this

thesis provide observational evidence of the inhomogeneity of CME structures. Especially as

the heliocentric distance increases, the exponential decrease of the magnetic field strength

within the sheath has less CME-to-CME variability than the CME. The results also indicate

that CME expansion near 1 AU does not reflect its expansion in the innermost heliosphere.

However, multi-spacecraft observations can also lead to an erroneous treatment of the radial

evolution. Our findings suggest that the primary sources of uncertainties in multi-spacecraft

observations are longitudinal separations between the measuring spacecraft.

This thesis sheds new light on the physical processes responsible for the observed variabilities

of CME sheaths near-Earth. The results point towards the hypothesis that such observed

variabilities of CME sheaths near 1 AU are likely to be governed by the sheath formation

mechanisms and intrinsic CME characteristics. One fascinating aspect of our findings is

that sheath variabilities tend to be not influenced by the shocks that precede them. On the

other hand, preliminary statistics from our threshold-based probabilistic forecasting model

demonstrate the importance of shocks, hinting at the solar wind variations in the vicinity of

shocks to be a strong indicator of an upcoming intense and prolonged southward magnetic

field period.
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CHAPTER 1

Introduction

From prehistoric petroglyphs to modern satellite missions, the effects of the Sun on its sphere

of influence, the “heliosphere” that encloses the planets of the solar system, has been our

long-standing curiosity. Since the beginning of the “Space Age” in the 1950s, the interest in

the Sun’s activity has increased by leaps and bounds in the modern era driven by technology.

Space weather, a term first used in the 1990s, refers to the time-varying disturbances driven

by solar activity, manifesting as disruptions to systems and technologies in orbit and on the

Earth. The origins of space weather can be traced back to the middle of the 1800s when

Richard Carrington made the first documented connection between solar activity and space

weather (Carrington, 1859).

Coronal mass ejections (CMEs) are considered to be the primary drivers of space weather.

In essence, CMEs are large-scale eruptions of solar plasma and magnetic fields from the Sun

(Webb & Howard, 2012). From the “Carrington Event” in 1859 to the “Halloween” storms

of 2003, CMEs have been at the forefront of disturbances in the Sun-Earth system. The

quasi-dipolar geomagnetic field of Earth has a northward orientation (relative to the ecliptic

plane). If the magnetic orientation of a CME is opposite to the Earth’s magnetic field, this

will trigger a rearrangement of magnetic connections, known as “magnetic reconnection.”

Magnetic reconnection (MR) is the breaking and reconnection of opposite magnetic field

lines, converting magnetic energy into thermal and kinetic energy (Biskamp, 1996). MR

exposes the Earth’s magnetosphere to the solar wind by opening closed field lines, allowing

the transfer of energy and momentum from the solar wind to the near-Earth space. MR in
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association with the compression of magnetosphere can induce significant variations to the

currents and magnetic fields in geospace, resulting in damage on satellites, disruptions in

navigation systems, voltage fluctuations in power grids, to name a few.

The consequences mentioned above are most often associated with the magnetic ejecta (ME).

This exemplifies the concentrated focus put on the CME by the space physics community.

Indeed, the formation of CMEs and their subsequent propagation and evolution in the helio-

sphere are essential considerations for heliospheric physics (Manchester et al., 2017). How-

ever, two other unique solar wind transients, shocks, and sheaths, often preceding the CME,

further add to a CME’s geoeffective potential. Regardless of the magnetic structure of the

corresponding CMEs, both shocks and sheaths are capable drivers of significant geomagnetic

disturbances (see Lugaz et al., 2016b). The shock is a discontinuity separating two distinct

plasmas. In a scenario when the CME front propagates in the solar wind frame with a speed

that exceeds the local characteristic speeds of the medium (sonic, Alfvén), a shock develops

in front of the CME. The sheath is composed of compressed and turbulent plasma that can

form in the presence or absence of shocks. The critical importance of sheath can be under-

lined because it provides a much shorter lead time for forecast and is also more complex

compared to the CME.

The overarching goal of this thesis is to advance the current understanding of CME sheaths,

the period of enhanced density and magnetic field ahead of most but not all CMEs when

they reach Earth. This thesis is centered on a two-fold approach, investigating the he-

liospheric propagation of CME sheaths with in-situ measurements from multiple radially

aligned spacecraft (SC) and near 1 AU with single-SC measurements. In this way, this

thesis aims to coalesce two unique perspectives of research. The first one investigates the

radial evolution of CME sheaths in the inner heliosphere with the same sheath measured

at multiple vantage points. Such an approach is valuable in capturing the complex nature

of CME sheaths. However, the intrinsic drawback of this approach is that no global trends

are identified, and there are only a limited number of events available for study. The second

2



approach specializes in this particular aspect as this involves analysis of CME sheaths at

a specific heliocentric distance with a robust statistic. Working in tandem, the scientific

questions (SQ) these two approaches mainly address are:

� How different are sheaths not preceded by shocks as compared to sheaths preceded by

shocks, even for similar drivers? (SQ-I)

� What are the physical mechanisms contributing to the observed variabilities in CME

sheaths near 1 AU? (SQ-II)

� How much do CME features inferred from statistical estimations differ from the indi-

vidual analysis of CMEs with multi-point observations? (SQ-III)

� Can utilization of prior knowledge of solar wind variations in the vicinity of shocks

provide sufficient lead times for space weather forecasting? (SQ-IV)

This thesis comprises an introductory part and integration of five original research articles

referred to as Papers I-V. The introductory part is organized as follows. Chapter 2 introduces

the structure of the Sun and its complex and swirling magnetic field. Chapter 3 shines a

light on odysseys of CMEs, from pre-eruptive structures on the Sun to ranging few tenths of

an AU near-Earth. Chapters 4 and 5 review the variabilities of CME sheaths near 1 AU with

statistical methods. Chapter 6 provides a context of the radial evolution of CME structures

with multi-point observations. Chapter 7 assesses the importance of shocks and sheaths in

the probabilistic prediction of intense geomagnetic storms. Chapter 8 summarizes the five

research articles. Chapter 9 gives the concluding remarks and a brief review of future science

endeavors stemming from this thesis.
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CHAPTER 2

The Sun

Our nearest star, the Sun (see Figure 2.1), was born approximately 4.6×109 years ago due

to the gravitational collapse of a giant gaseous nebula. The Sun, with a radius of (6.96×105)

± 65 km (e.g. Emilio et al., 2012), is primarily composed of hydrogen (∼71% by mass), with

∼27% helium, and the rest being heavier elements (originating from the giant molecular

cloud from which the Sun was formed).

Figure 2.1: The Sun, as seen in 171Å wavelength with the extreme ultraviolet imager (EUVI)
instrument from STEREO-A on 9 December 2013. Image credit: Naval Research Lab-
oratory.
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2.1 The solar interior

The solar interior is so dense that it is impossible to observe its structure with optical

instruments (as photons cannot stream out into space). Scientists use a method known as

“helioseismology” to probe the structure of the solar interior. The word helioseismology is

derived from the words Helios (Sun), seismos (quakes), and logos (study). The modes of the

Sun’s oscillation are predominantly acoustic. In helioseismology, analogous to geoseismology,

observations of waves (acoustic, gravity, and surface gravity) on the Sun’s surface are used

to probe the solar interior’s temperature, density, composition, and motion that influences

the oscillation periods.

Figure 2.2: The structure of the Sun. Image credit: universetoday.com.

The solar interior can be divided into three layers: the core, radiative zone, and convection

zone (see Figure 2.2). The Sun’s energy is produced in the core through nuclear fusion

reactions. 98% of the energy generation occurs over a height range of 0.0 - 0.25 Rs (Rs is the

solar radius). The rate of fusion is proportional to both density and temperature. If there is

an increase in the fusion rate, this will cause the temperature to rise and the core to expand.
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However, an expansion of the core will reduce the density and decrease the rate of fusion.

This is how the Sun self-regulates the rate of fusion. In the core, temperatures can reach up

to ∼15 MK.

The radiative zone (0.25 - 0.7 Rs) is a spherical shell where the dominant mode of energy

transport is radiation (same as the core). In this zone, the temperature drops to 8 MK, such

that fusion stops but only free protons and electrons exist. However, the plasma is so dense

that photons continuously scatter off free particles. The random walk of photons to reach

the outer boundary of the radiative zone, called the “tachocline” takes ∼105 years (Mitalas

& Sills, 1992).

At the top of the radiative zone, the temperature drops to 1 MK, allowing multi-electron ions

to absorb photons more readily, resulting in a dramatic increase in the opacity of the plasma.

This increases the temperature gradient and leads to the onset of a convective instability

beyond 0.7 Rs, causing plasma to become buoyant and rise relatively quickly to the solar

atmosphere (photosphere). The increase in opacity in the convection zone does not allow

radiation to go through. Therefore, the mode of energy transport becomes convection in this

zone. The temperature reaches ∼6000 K at the upper layer of the convection zone (at 1 Rs).

2.2 The solar atmosphere

The solar atmosphere begins above the visible surface of the Sun (see Figure 2.2). The first

layer of the solar atmosphere is the photosphere, where the atmosphere becomes optically

thin to visible radiation. The photosphere has a small-scale granular structure with a tem-

perature of ∼5800 K and a density of ∼2×10−4 kg m−3. The granules are short-lived (lifetime

of 5 - 10 minutes) and have typical sizes of ∼1000 km. The compositional signatures of the

photosphere are similar to the deeper layers of the Sun.

The most noticeable features in the photosphere are sunspots (see on the left panel in Fig-

ure 2.3), regions of concentrated magnetic flux. The sunspots have strong magnetic fields
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(∼10000 times that of the Earth’s surface magnetic field). The darkness of sunspots can be

attributed to the presence of such strong magnetic fields that inhibit convective transport

of heat from below, resulting in lower temperatures than the ambient photosphere (∼4000

K). The churning motions of the photosphere stress the magnetic fields, which can cause

the magnetic fields to become unstable and erupt violently in the form of solar eruptions.

However, the magnetic fields in the photosphere are not only confined to sunspots. There

are also weaker fields present, often referred to as the “quiet” Sun.

Figure 2.3: A giant sunspot group observed with SDO’s helioseismic and magnetic imager
(HMI) instrument on 7 January 2013 (left panel, Image credit: NASA-SDO/HMI) and
active regions observed in 171Å EUV light from SDO on 14 May 2015 (right panel, Image
credit: NASA/SDO).

The chromosphere is the second layer of the solar atmosphere. The temperature in the

chromosphere changes in an unexpected manner, from a temperature minimum of ∼4500 K,

to as high as 25000 K at the top of the chromospheric layer. One of the dynamic features

associated with the chromosphere is long, narrow jets called “spicules,” hurling plasma at

speeds of ∼100 km s−1 high into the solar atmosphere. Spicules are believed to play a role in

heating the solar atmosphere (De Pontieu et al., 2004). Hydrogen-alpha (Hα) observations

of the low-temperature region of the chromosphere reveal complex magnetic structures like
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“filaments” and “prominences” (Mackay et al., 2010). In contrast, the higher temperature

region of the chromosphere is visible in ultraviolet (UV) and extreme ultraviolet (EUV)

wavelengths. Filaments, composed of large amounts of dense material, appear as dark ribbon

structures against the solar disc, lying along magnetic neutral lines (i.e., the demarcation

lines between regions of opposite polarity). When seen off the solar limb, filaments appear

bright against the dark sky background and are called prominences. Filaments can last

from a few hours (active region filaments) to a few months (primarily quiescent filaments).

Instabilities in the magnetic fields supporting and overlying filaments and prominences lead

to violent solar eruptions.

The layer sandwiched in between the chromosphere and the outer layer of the solar atmo-

sphere (the corona) is the transition region. About ∼100 km thick, this region has the

steepest temperature gradient in the solar atmosphere (Gabriel, 1976).

The corona lies above the transition region, ∼2500 km above the photosphere. The tem-

perature in the corona can reach well over 106 K (e.g. Fontenla et al., 1988). Such high

temperatures are the reason that all elements are ionized in the corona. However, the source

of coronal heating remains one of the most elusive problems in solar physics. Another fasci-

nating aspect of the corona is that the solar composition is different in the corona than in

the photosphere (Strong et al., 2017).

In a historical context, coronal features have primarily been observed in solar eclipse images

(see Figure 2.4 for an example of a more recent observation). At present, the corona is

extensively observed with UV and white-light images with an optical system called the

“coronagraph,” developed by French astronomer Bernard Lyot in 1939 (Lyot, 1939). It

creates an artificial eclipse with an occulting disc, suppressing the bright photosphere to

image the fainter corona. The corona’s white-light radiation is primarily due to the Thomson-

scattered photospheric light by free electrons (known as the Kontinuierlich or K-corona) and
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Rayleigh or Mie scattering of photospheric light from interplanetary dust grains (known as

the Fraunhofer or F-corona).

Figure 2.4: Coronal features observed during the total solar eclipse in Mitchell, Oregon,
USA, on 21 August 2017. Image credit: Miloslav Druckmüller.

With UV and X-ray observations, the low corona appears highly structured, showing concen-

trations of bright coronal loops connecting opposite magnetic polarities on the solar surface.

These loops are known as “active regions” (ARs, see on the right panel in Figure 2.3). Coro-

nal loops outline the motion of ionized plasma along the magnetic field lines. ARs are sites

of strong heating (making them appear much brighter than their surroundings) with very

strong magnetic fields (Sawyer, 1968). Dark sunspots are the most prominent features of

ARs. There are also magnetic areas in the corona that connect directly to the interplanetary
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fields. These open field lines, originating from “coronal holes” (CHs; see Cranmer, 2009),

allow the plasma to escape into the heliosphere. Reconfiguration of the unstable coronal

magnetic fields can lead to a catastrophic release of excess energy stored in the coronal fields

in the form of a solar flare and a CME. Solar flares and CMEs can also occur independently

of each other.

2.3 The Sun’s magnetic field and solar cycle

The Sun has a complicated magnetic field structure that changes continuously in a quasi-

regular way, yielding the solar cycle (see Hathaway (2015) for a review on the solar cycle).

Each solar cycle (SCy) has a number attached, starting from SCy 1 in 1755. The complex

behavior of the intertwined and dynamic solar magnetic field over an 11-year SCy (there

have been SCys as short as 8 years and as long as 14 years), during which the dipole reverses

in polarity, is explained by the “solar dynamo” theory (Hathaway, 2015). The temporal and

spatial variations of the solar magnetic field primarily occur in response to the drift caused

by the “differential rotation”. As the Sun is not a solid body, its rotation is not rigid. The

Sun rotates at different speeds at different latitudes. This rotation is called the differential

rotation. The polar regions rotate more slowly than the equator, and that causes a shearing

motion between solar plasma at different latitudes. At the equator, the synodic rotation

period (i.e., the rotation period with respect to the Earth) is ∼26 days, whereas it is ∼36

days at the poles.

The “tachocline” is the interface between the radiative zone with uniform rotation and the

convection zone with differential rotation (Spiegel & Zahn, 1992). The initial configuration

of the solar magnetic field is poloidal, with field lines parallel to the solar meridians. In the

tachocline, the maximum radial and latitudinal shearing occur, generating large magnetic

fields. The magnetic fields generated are caught up in the differential rotation of the Sun.

The plasma in the tachocline drags the magnetic field with the flow and stretches it about the

equator (Babcock, 1961). Over the following rotations, the magnetic field wraps around the
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Figure 2.5: Illustrations of the main processes in the solar dynamo. Adapted from Sanchez
et al. (2014).

solar axis more and more, and the poloidal magnetic field is gradually turned into a toroidal

field (known as the “Ω-effect,” see Figure 2.5) where the field lines are aligned with the solar

parallels. This process also amplifies the magnetic field by converting rotational energy into

magnetic energy. The increase in this toroidal field builds up the magnetic pressure near the

tachocline in twisted magnetic ropes. When the magnetic pressure exceeds the local plasma

pressure, the magnetic ropes become convectively unstable and float towards the solar surface

(Fan, 2008). When the complex toroidal field rises through the convection zone, it manifests

at the visible surface of the Sun as sunspots and creates a complex magnetic structure in

the solar atmosphere known as an AR (see Fan (2009) for a review on the magnetic fields in

the convection zone). At the solar activity maximum, the solar magnetic field transitions to

a purely toroidal state (i.e., an east-west multi-polar field).

At the solar activity minimum, the solar magnetic field transitions to a purely poloidal

state (i.e., a north-south dipolar field). However, there is less consensus regarding how the
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transition from toroidal field to poloidal field exactly occurs. One envisioned process is

the “α-effect.” In the convection zone, small-scale helical motions (resulting from convec-

tion in the rotating Sun) convert the toroidal field into a large-scale poloidal field (Parker,

1955). This is known as the mean-field α-effect (see Figure 2.5). One other possibility for

the poloidal field regeneration is the Babcock-Leighton (BL) mechanism (Babcock, 1961;

Leighton, 1969), dependent on diffusion and reconfiguration of the magnetic field. In the BL

mechanism (see Figure 2.5), the continuous buildup of the toroidal field in the convection

zone makes it susceptible to magnetic buoyancy instability, letting magnetic loops rise into

the convection zone. Due to the twisting Coriolis force, the trailing parts of these emerging

magnetic loops become closer to the nearby solar poles (that has an opposite polarity to the

trailing part). When the magnetic fields near the solar equator in each hemisphere diffuse

and reconnect, the solar poles receive a certain amount of opposite polarity fields, which

initiate a polarity reversal (see Sanchez et al., 2014). The continuous buildup of magnetic

fields at the poles leads to a global reconfiguration of magnetic fields, making possible the

return to a poloidal state but with reversed polarity. The newly formed polar magnetic flux

is then transported back to the tachocline by the turbulent pumping for the cycle to repeat

(Bushby & Mason, 2004).

This natural dynamo mechanism of the Sun is known as the “interface dynamo” model

(Parker, 1993). However, there is also the possibility of a shallow “surface layer dynamo”

that generates some solar magnetic features.

In recent times, the Sun’s “conveyor belt,” called the “meridional flow” (see Figure 2.6), has

been quoted to also play an essential role in the Sun’s dynamo process, producing the 11-

year sunspot cycle. At the solar surface, this flow along meridian lines, with arguments for

both single-cell (e.g. Gizon et al., 2020) and double-cell (e.g. Zhao et al., 2013) circulations,

continuously move material from the equator toward the poles in both the hemispheres. At

mid-latitudes, the maximum speed of this flow is ∼20 m s−1 (e.g. Zhao & Kosovichev, 2004;

Ulrich, 2010). As we do not expect the material to be piled up near the poles, near the
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base of the convection zone, a much slower return flow (∼1 - 2 m s−1) carry material from

the mid-latitudes to the equator in about 11 years (e.g. Giles et al., 1997). The variations

in the meridional circulation are important in determining the strength and duration of the

SCys (Zhao et al., 2013). The prolonged minimum at the end of SCy 23 (characterized by

an unusually large number of days without sunspots during 2007 - 2010) is thought to be

associated with meridional flow variations (e.g. Hathaway & Rightmire, 2010; Nandy et al.,

2011).

Figure 2.6: Schematic plots of the single-cell (left panel, Image credit: Z.-C. Liang) and
double-cell (right panel, Adapted from Zhao et al. (2013)) meridional circulations in
each hemisphere of the Sun.

Sunspots, especially their occurrence rates and positions on the photosphere, are the most

evident manifestations of changes in solar magnetic activity. Over 150 years ago, Rudolf

Wolf first used sunspot number (SSN) as a characteristic feature to measure solar activity

(Izenman, 1985). When SSN is plotted against time, the periodicity in solar activity becomes

apparent, which was first discovered by Schwabe (1843). Then, Annie and Edward Maunder

first discovered the butterfly pattern of sunspots (Maunder, 1904). At the beginning of a

SCy, sunspots tend to form at higher latitudes (with a latitudinal distribution of ±30◦) and
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gradually migrate towards lower latitudes with time until they eventually disappear at the

end of a SCy. This recurrent trend gives rise to the famous “butterfly diagram” shown in

Figure 2.7.

Figure 2.7: The original butterfly diagram appearing in Maunder (1904), showing the evo-
lution of the latitudes of sunspots through solar cycles 12 and 13. The two thick lines mark
the solar maximum for solar cycles 12 and 13.

During the solar minimum, there are often no sunspots. A few small and short-lived regions

from the old cycle may emerge near the solar equator. Such low levels of solar magnetic

activity can persist for an extended period, like the “Maunder Minimum” (named after

British astronomer Edward Walter Maunder) that lasted from 1645 - 1715 and the “Dalton

Minimum” (named after English meteorologist John Dalton) that lasted from 1790 - 1830

(e.g. Usoskin, 2008). When writing this thesis, we are at the minimum phase of a new

cycle, SCy 25 (that began in December 2019), and approaching its predicted maximum
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Figure 2.8: Sunspot number predictions for solar cycle 25 (the red line). The black line
represents the monthly averaged data, and the purple line represents a 13-month weighted,
smoothed version of the monthly averaged data. Image credit: NOAA/SWPC.
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in July 2025. The predictions regarding the strength of SCy 25 have been varying, with

predictions suggesting that SCy 25 will be the weakest SCy in the last 100 years (e.g. Upton

& Hathaway, 2018) to a similar or slightly stronger than the previous cycle, SCy 24 (e.g.

Bhowmik & Nandy, 2018; Sarp et al., 2018). Figure 2.8 shows the SSN predictions for SCy

25, provided by the National Oceanic and Atmospheric Administration (NOAA).

2.4 The solar wind

2.4.1 Overview

A continuous gas flow leaving the Sun, named the “solar corpuscular radiation,” was first

mentioned in the 1950s (Biermann, 1951). Building on the assumption of L. Biermann

that this radiation is happening at the Sun all the time, Eugene Parker first theoretically

predicted the existence of a steady, spherically symmetric, and isothermal outflow from the

Sun (Parker, 1958). Out of the five possible solutions of the “Parker solar wind equation” (see

Equation 2.1), the unique solution favored by Parker hinted that this flow starts subsonically

at the base of the corona and accelerates to supersonic speeds after a distance called the

“critical radius” (rc, see Equation 2.2). This transition point is typically thought to be

located at a distance of 4 - 8 Rs. Parker named this flow the “solar wind.”

1

ur

dur
dr

(u2
r -

2kBT

mpr
) =

4kBT

mpr
-
GMs

r2
(2.1)

rc =
GMsmp

4kBT
(2.2)

Here, ur is the radial flow speed, r is the radial distance from the solar surface, kB is

the Boltzmann’s constant, T is the coronal temperature, mp is the proton mass, G is the

gravitational constant, and Ms is the solar mass.

The first experimental confirmation of the solar wind’s existence was provided by a Soviet

SC in 1959 (Gringauz et al., 1960, 1961). In essence, the solar wind, originating from the
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corona, is a million mile-per-hour stream of charged particles, propagating radially outward

from the Sun into the interplanetary (IP) space due to the hot corona and low pressure in IP

space). This supersonic stream of ions and electrons shapes a spherical bubble-like structure

in the surrounding local interstellar medium (LISM) called the heliosphere (Davis, 1955).

The charged particles primarily include protons, electrons, and alpha particles. However,

minor ions (ions heavier than alpha particles) such as ionized oxygen and iron are also

present and carry information regarding the formation, acceleration, and transfer of solar

plasma from the corona into the solar wind (Bochsler, 2007). The solar wind plasma is

quasi-neutral (i.e., almost neutral), in which the positively charged protons almost wholly

neutralize the negatively charged electrons. The solar wind is the carrier of coronal magnetic

field throughout the heliosphere (termed as the interplanetary magnetic field or IMF), as the

field is “frozen-in” to the flow due to the high electrical conductivity of the corona (diffusion

of the magnetic field through the plasma is not taken into account). Due to corotations

with the Sun, the IMF has the pattern of an Archimedean spiral (see Figure 2.9), known as

Parker’s spiral (Parker, 1958).

Based on the speeds of the plasma flow, the solar wind can be assumed to have three states:

fast, intermediate, and slow (Neugebauer & Snyder, 1966). Origins of the fast, intermediate,

and slow solar winds are associated with different source regions at the Sun. The fast

solar wind, with speeds of ∼700 - 800 km s−1 (e.g. Neugebauer & Snyder, 1966; Gosling

et al., 1976) originates from CHs (both polar and local), associated with open magnetic field

lines, and typically located at higher heliographic latitudes. The intermediate solar wind

(∼445 - 700 km s−1) primarily emanates from high-density streamer belt regions, associated

predominantly with closed magnetic field lines. These streamers, separating regions with

opposite polarity magnetic fields, are concentrated near the solar equatorial plane during

the years of low solar activity (e.g. Wang et al., 2000; Saez et al., 2005). The source areas

of intermediate-speed solar winds mostly remain constant over the SC (see Tokumaru et al.,

2010). The origins of the slow solar wind (∼300 - 400 km s−1) are still under debate, with
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Figure 2.9: A schematic view of the Archimedean spiral pattern of the IMF in the ecliptic
plane. Close to the Sun (at ∼ 2.5 Rs, known as the “source surface”), the field lines and
the solar wind flow are purely radial. In IP space (beyond the solar surface), rotation of
the footpoints of the IMF, frozen into the radial solar wind, leads to a spiral geometry. The
green dashed line is the heliospheric current sheet (HCS) that separates regions of opposite
IMF polarities (shown as red and blue lines). Adapted from Owens & Forsyth (2013).
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arguments for origins at the boundaries of CHs (e.g. Wang & Sheeley Jr., 1990) or the

boundaries between open and closed field lines (e.g. McComas et al., 2008). Source regions,

including both open and closed loop-like magnetic field configurations, are found to be the

source of flows with the lowest speeds (Lotova et al., 2000).

Figure 2.10: The Sun’s magnetic field and solar wind speed as observed by Ulysses over all
three of its orbits. The blue-colored lines represent the outward IMF, and the red-colored
lines the inward IMF. A timeline and line graphs showing sunspot frequency are shown at
the bottom. Adapted from: McComas et al. (2008).

Figure 2.10 shows the radial plots of the solar wind speeds from all three of Ulysses’ (Wenzel

et al., 1992) polar orbits of the Sun. The first orbit of Ulysses occurred during the solar

minimum phase and showed slow wind streams over the equator and fast wind streams

over the poles (McComas et al., 2008). The second orbit showed an intermix of fast and

slow winds at all latitudes, consistent with solar maximum activity (McComas et al., 2008).

Three-quarters of the third orbit was completed during the minimum of the next SCy.

The solar wind is highly structured as its characteristics vary with heliospheric latitude and

longitude. Previous missions like Helios 1 and Helios 2, with Helios 2 achieving perihelion at
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Figure 2.11: The Heliophysics System Observatory (HSO). Image credit: NASA.
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a distance of 0.29 AU (slightly inside the orbit of Mercury), provided valuable information

about the solar wind close to the Sun (Schwenn et al., 1975; Rosenbauer et al., 1977).

The solar wind characteristics are currently sampled in-situ by a small fleet of SC at specific

locations, primarily in orbits near the ecliptic plane and around planets. In addition, historic

missions such as the Parker Solar Probe (PSP; Fox et al., 2016) and Solar Orbiter (SO; Müller

et al., 2013) have solar wind plasma measurements that will be able to decode long-sought

mysteries of the solar wind. Figure 2.11 shows the Heliophysics System Observatory (HSO),

which can be thought of as a single observatory comprising a fleet of satellites that have

recently performed or are currently performing heliophysics science investigations.

2.4.2 Solar wind structures

The large-scale structure of the solar wind is dominated by two types of flows: transient

disturbances (i.e., CMEs, an example is seen in Figure 2.12) and corotating flows (i.e.,

corotating interaction regions or CIRs) (Gosling, 1996). Corotating flows are consequences of

the spatial variability in the coronal expansion and solar rotation, which radially aligns solar

wind flows of different speeds (e.g. Gosling & Pizzo, 1999), whereas transient disturbances,

interrupting the quasi-stationary solar wind are associated with episodic ejections of solar

material into IP space (e.g. Neugebauer, 1991).

Stream interaction regions (SIRs) form when faster solar wind streams originating from

CHs catch up with the preceding slower solar wind streams (see Figure 2.13), resulting in

a density pile-up of compressed plasma upstream of the stream interface (e.g. Pizzo, 1978;

Richardson, 2018). This happens because the slower streams are more curved in the Parker

spiral, whereas faster streams are more radial (less tightly wound). Therefore, the faster

streams can overtake the slower streams ahead of them.

A rarefaction region follows the compression in the fast wind because the slow wind cannot

reach the fast wind. As the faster and slower solar wind plasma is magnetically separated
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Figure 2.12: Filament eruption of a CME on 31 August 2012 at 19:49 UT in different EUV
wavelengths, captured by SDO. Image credit: NASA/SDO.
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and can not pass through the stream interface, the compression can lead to the formation of

a forward shock at the leading-edge that propagates away from the Sun and reverse shock

at the trailing-edge, that propagates towards the Sun (see Richardson, 2018). As CHs (from

where fast solar wind originates) rotates around the solar rotation axis, this also results in

the rotation of the SIR structure. After a complete solar rotation, the SIR is referred to as

a CIR.

Figure 2.13: Schematic of the formation of a SIR (in the inertial frame) with the interaction
between fast and slow solar winds. Adapted from Pizzo (1978).
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2.4.3 Outer heliosphere

The interplay between supersonic solar winds of different origins shapes the IP space. The

supersonic solar wind becomes subsonic at the “termination shock,” located at ∼80 - 100

AU (e.g. Stone & Cummings, 2001), see Figure 2.14) because of interactions with the LISM.

Then, at the edge of the heliosphere, where the heliosphere meets the interstellar medium,

termed as the “heliopause” (see Figure 2.14), located at ∼119 AU (e.g. Stone et al., 2019),

the solar wind achieves pressure balance with interstellar plasma. However, the existence

of a “bow shock” (as seen in Figure 2.14) in front of the heliosphere is still under debate.

The hypothesized bow shock is the region where the heliosphere is believed to ram into the

interstellar medium. With analysis of data from the Interstellar Boundary Explorer (IBEX),

scientists have argued that the transition from the heliosphere to the interstellar medium is

not as abrupt as previously thought, forming a “bow wave” rather than a bow shock at the

interface (see McComas et al., 2012).

2.5 Geomagnetic impact of solar wind structures

2.5.1 Geomagnetic indices

The intensity of geomagnetic disturbances driven by solar wind structures is quantitatively

defined with various “global” indices, such as Kp, AE (Auroral Electrojet), PC (Polar Cap),

Dst (Disturbance Storm Time), etc. Geomagnetic disturbances can be characterized as

temporary distortions in the Earth’s magnetic field induced by solar wind structures. Two

of the most extensively used geomagnetic indices are Kp and Dst.

The planetary Kp index, introduced by Bartels (1949), is a measure of the sub-auroral

geomagnetic disturbance on a global scale (Matzka et al., 2021). It is derived based on

3-hour measurements from the standardized K index (or Ks) of 13 ground-based magnetic

observatories around the world. Ranging from 0 - 9, values of the Kp index highlight the

disturbance of the Earth’s magnetic field caused by the solar wind structures.
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Figure 2.14: Artist’s impression of the solar system’s boundaries. Image credit:
NASA/GSFC.
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The Dst index provides a measure of the weakening or strengthening of the Earth’s equatorial

magnetic field. The index measures the growth and recovery of the ring current in the Earth’s

magnetosphere due to particle injection. Dst is measured in nT and calculated once per hour,

based on the average value of the horizontal component of the Earth’s magnetic field at four

near-equatorial ground-based magnetic observatories. Lower values of Dst indicate a higher

amount of energy stored in the Earth’s magnetosphere. Gonzalez et al. (1994) defined the

intensity of geomagnetic storms (GSs) with the Dst index (weak or minor storm: minimum

Dst falls between -30 and -50 nT, moderate storm: minimum Dst falls between -50 and -100

nT, and strong storm: minimum Dst is -100 nT or less). A typical GS manifests in three

phases. The onset or initial phase is characterized by an abrupt increase in Dst, also called

“storm sudden commencement” (SSC; e.g. Joselyn & Tsurutani, 1990). This is followed by

a sharp decrease in Dst (as the ring current intensifies) during the storm’s main phase. As

the ring current starts to recover (the recovery phase), it is associated with the Dst value

gradually returning to its quiet time value (± 20 nT).

2.5.2 Prominent drivers of geomagnetic storms

CMEs and their subset magnetic clouds (MCs) are responsible for the most extreme geomag-

netic disturbances (e.g. Zhang et al., 2004; Denton et al., 2006; Echer et al., 2008; Richardson

& Cane, 2012). MCs are CMEs that feature enhanced magnetic fields, smooth rotations of

the magnetic field vectors, low plasma beta (β, ratio of the plasma thermal pressure to the

magnetic pressure), and low proton temperatures (Burlaga et al., 1982).

It was at least one (possibly more) CME, in association with a solar flare that was responsible

for one of the most famous and extreme solar events, the “Carrington” event on 1 September

1859 (Carrington, 1859). This massive CME caused one of the largest GSs on record, with

estimates suggesting that the Dst amplitude might have been larger than 1000 nT (e.g.

Siscoe et al., 2006). Another extreme space weather event on 23 July 2012, observed in-situ

by STEREO-A, was caused by interactions between consecutive CMEs. This event would
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possibly have driven Dst to under -1200 nT had this impacted Earth (e.g. Baker et al., 2013).

The reasons why a CME can drive an intense GS are the following: the southward component

of the CME magnetic field may be non-fluctuating, especially strong, and may last for several

hours (e.g. Gosling et al., 1990; Brueckner et al., 1998; Huttunen et al., 2005; Ontiveros &

Gonzalez-Esparza, 2010). MR of the southward component of the CME’s magnetic field

with the northward geomagnetic field causes an injection of energized particles into the

magnetosphere. Magnetospheric and ionospheric variations triggered through this effect can

cause substantial damage to satellites and disruptions of radio communications and air travel.

Geomagnetically induced currents (GICs) on the Earth’s surface, a byproduct of significant

variations of electric currents in the magnetosphere and ionosphere, also pose a serious threat

to modern power transmission systems. Figure 2.15 highlights the consequences of solar

eruptions in both space and Earth. Important to note that CME-induced disturbances are

not only limited to the Earth, as CME-related space weather events have also been observed

at Mercury (e.g. Winslow et al., 2017, 2020) and Mars (e.g. Lee et al., 2017).

The occurrence and intensity of CMEs and GSs at various phases of SCys have previously

been studied (e.g. Le et al., 2013; Gopalswamy et al., 2015; Li et al., 2018; Alexakis &

Mavromichalaki, 2019). As seen in Figure 2.16, CMEs follow the SSN in SCy 23 (1996 -

2008), as the highest number of CMEs occur near the solar maximum of the SSN in 2001,

and the lowest number of CMEs correspond to the solar minimum in 2008. For SCy 24, the

number of CMEs peak near the double-peak solar maximum in 2012. The number of GSs

does not exactly follow the SSN as CMEs. The largest number of GSs are observed to occur

in the years 2003 and 2015, not coinciding with the maximums of the SCys. However, during

the rising phases of both SCys, GSs tend to follow CMEs, indicating a strong correlation of

CMEs and GSs with the SSN in this phase.

Even though SCy 24 represents a significant reduction in the number of CMEs compared

to SCy 23, the fraction of MCs in SCy 24 (60%) is significantly larger compared to SCy 23
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Figure 2.15: Effects on space and ground-based technologies and infrastructures as conse-
quences of solar eruptions. Image credit: ESA.
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Figure 2.16: Solar cycle evolution of the 13-month smoothed SSN (top panel), the annual
number of storms based on the Kp and Dst indices (middle panels), and the yearly counts
of CMEs (in blue, bottom panel). In the bottom panel, CMEs associated with geomagnetic
storms based on the Kp index are in green, and the Dst index are in red. Adapted from
Alexakis & Mavromichalaki (2019).
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(41%) (see Syed Ibrahim et al., 2019).

SIRs/CIRs are the other notable drivers of geomagnetic disturbances. SIRs/CIRs corre-

spond to weak or moderate storms due to their fluctuating magnetic and velocity fields

in the overtaking high-speed stream, consistent with Alfvénic waves (e.g. Tsurutani, 1995;

Borovsky & Denton, 2006). SIRs/CIRs with their longer durations and hotter plasma sheets

can be more hazardous to SC (i.e., stronger charging), particularly at the geosynchronous

orbit than CMEs (e.g. Borovsky & Denton, 2006). The geosynchronous orbit is a low in-

clination orbit about Earth, located at about ∼6.6 Re (Re is the Earth’s radius), with an

orbital period matching the Earth’s rotation on its axis. SIRs/CIRs can be associated with

several magnetospheric phenomena (i.e., acceleration of radiation belt electrons) as well (see

Tsurutani et al., 2006). In addition, interactions with CMEs (i.e., compression at the back

of the CME by the following SIR/CIR) can strengthen the southward fields inside CMEs,

leading to intense GSs (e.g. Zhang et al., 2007; Richardson, 2018).
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CHAPTER 3

Coronal mass ejections: an overview

3.1 Basics of CMEs

Originally termed as “coronal transients,” CMEs are manifestations of instabilities in the

corona, leading to eruptions of plasma (on average 1015 - 1016 g) from the solar atmosphere

(e.g. Webb & Howard, 2012; Green et al., 2018). CMEs remove the built-up magnetic flux

and helicity over the SCy (Chen, 2017). CME ejected material in the solar wind is a crucial

link between solar activity and disturbances in the heliosphere (Liu et al., 2010). CMEs are

also one of the most spectacular and energetic forms of solar phenomena, with kinetic energies

potentially exceeding 1025 joules (e.g. Hudson et al., 2006). The largest kinetic energy related

to a CME has been approximated to be 1026 joules for the Halloween CME on 28 October

2003 (Gopalswamy et al., 2005). Depending on the phase of the SCy, on average, 1 (solar

minimum) to 5 (solar maximum) CMEs can form per day at the Sun (Webb & Howard,

2012). It can take 1 - 5 days for a CME to reach Earth. In IP space, CMEs can be identified

with a range of in-situ signatures, like enhanced magnetic fields (>10 nT) and rotations

(>30◦) of the field components (e.g. Burlaga et al., 1982), discontinuities (tangential) at

CME boundaries (e.g. Janoo et al., 1998), reductions in the magnetic field variability (e.g.

Klein & Burlaga, 1982), low proton temperatures and densities (e.g. Richardson & Cane,

1995), enhanced ion charge states (e.g. Lepri et al., 2001), etc. Even with such a plethora

of signatures, the exact definition of a CME structure in the solar wind is unambiguous,

as these characteristic signatures do not co-occur for every CME. There can also be CMEs

that lack some of the most ubiquitous signatures. Therefore, CME identification “is still
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something of an art” (Gosling, 1997).

3.2 Origins of eruption and early phase

The eruptions of CMEs are associated with magnetic structures that span a range of spa-

tial scales (see Green et al. (2018) for a review on observations and physical mechanisms

behind CME eruptions). CMEs can originate from both quiescent regions (in associations

with filament eruptions) and ARs (in close associations with solar flares) in the corona (e.g.

Gosling et al., 1974; Manchester et al., 2017). The origins of CMEs manifest signs of SCy

dependence. At solar minimum, CMEs erupt more often from streamer blowouts and quies-

cent filament eruptions at low latitudes. In contrast, at solar maximum, the source regions

of high latitude eruptions are likely to be ARs (see Manchester et al., 2017).

Figure 3.1: Formation and temporal evolution of a FR responsible for the CME eruption on
19 July 2021, in 131 Å wavelength standard coloration (top panels) and hue-shifted images
(bottom panels). Image credit: NASA/SDO.

The current consensus is that CMEs erupt from the solar atmosphere as helical magnetic

structures called “flux ropes” (FRs; e.g. Vourlidas et al., 2013; Green et al., 2018), see an
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example in Figure 3.1. Due to interactions with the background solar wind during propaga-

tion and large crossing distances of the measuring spacecraft from the center of the FRs (e.g.

Kilpua et al., 2011), clear FR configurations may not always be unambiguously observed in-

situ. However, there is less consensus regarding the exact onset mechanism of CMEs. Over

many decades, numerous initiation mechanisms have been explored with observations and

numerical simulations. Such observations of the onset and evolution of the eruption have

formed the basis of a standard model for a CME or an eruptive flare, called the “CSHKP

model” (Carmichael, 1964; Sturrock, 1966; Hirayama, 1974; Kopp & Pneuman, 1976). This

model connects MR to the eruptions of solar flares and CMEs.

The general concept of CME eruption is attributed to a coronal magnetic arcade (series of

arch-like magnetic field lines), embedding a sheared arcade or FR (e.g. Chen, 1989; Török

& Kliem, 2005). The destabilization of the coronal magnetic arcade essentially triggers the

onset mechanism (see Biskamp & Welter, 1989). This destabilization can occur as a result

of instabilities, like the “kink” instability (e.g. Török et al., 2004; Török & Kliem, 2005) or

the “torus” instability (e.g. Aulanier et al., 2010). This results in an outwards expansion of

the arcade and the formation of a radial current sheet (see an example in Figure 3.2). MR

at this current sheet builds poloidal flux around the erupting arcade and cuts the tethers

of the overlying restraining field (e.g. Moore et al., 2001; Lynch et al., 2004) initiating the

eruption of the formed twisted FR structure.

The eruption is preceded by a slow rising motion of the pre-eruptive structure (initiation

phase), continued by a rapid increase in its speed as the free magnetic energy accelerates

the large-scale structure into the upper corona (acceleration phase), that is followed by a

smooth propagation phase as the CME is ejected from the corona (see Zhang & Dere, 2006).

However, for more compact AR structures, the slow rising phase can be rapid, taking as

little as just a few minutes (e.g. Zharkov et al., 2011).

The Lorentz force governs the early stages of CME propagation close to the Sun, which results
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Figure 3.2: Schematic of the formation of a current sheet and magnetic reconnection beneath
the erupting FR structure. Adapted from Webb & Vourlidas (2016).
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from the non-uniform expansion of the magnetic field in high pressure-stratified atmosphere

(Manchester, 2007). This Lorentz force (see Equation 3.1) is also responsible for launching

and accelerating the CME (e.g. Vršnak et al., 2004).

j×B =
1

µ0

(∇×B) × B =
1

µ0

(B · ∇)B - ∇ B2

µ0

(3.1)

Here, j is the electric current density, B is the magnetic field vector, µ0 is the magnetic

permeability of vacuum. The first term on the right is the magnetic tension that acts as

a restoring force against the bending of magnetic field lines, and the second term is known

as the magnetic pressure. In Equation 3.1, any gradient in the field will produce a force

(expanding or compressing). These two components of the Lorentz force play an essential

role in the CME eruption.

Close to the Sun, CMEs have typical latitudinal widths of 30 - 65◦, with radial speeds in the

range of 200 - 3000 km s−1 (speeds range from 300 - 1000 km s−1 near 1 AU), and accelerations

of the order of 0.1 - 10 m s−2 (e.g. Vourlidas et al., 2010). A CME’s angular width, estimated

from remote-sensing observations is only the projected width in the sky plane. Therefore,

it can be constrained by projection and geometric effects and does not represent its actual

width (see Zhao et al., 2017; Lamy et al., 2019). Impulsively ejected CMEs, originating from

ARs with strong magnetic fields start accelerating at low heights (e.g. Vršnak et al., 2007;

Bein et al., 2011) and may accelerate up to speeds of ∼3000 km s−1 (e.g. Möstl et al., 2014).

CMEs originating from huge quiescent prominences can also reach higher speeds of ∼1000

km s−1 (Vršnak et al., 2005). However, it has been argued that it is impossible for CME

speeds to exceed ∼4000 km s−1 because of the limit on the maximum free energy that can

be stored in solar ARs (e.g. Gopalswamy et al., 2010).
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3.3 Observational aspects

Compared to geomagnetic storms (discovered in the 1700s) and solar flares (discovered in

the 1800s), CMEs are a recently discovered phenomenon (at the beginning of the 1970s)

(Gopalswamy, 2016). However, before the first detection of a CME on 14 December 1971

with the seventh Orbiting Solar Observatory (OSO-7) of the Naval Research Laboratory,

ejections of magnetized plasma from the Sun were hypothesized with the detection of radio

bursts and shock waves.

Early knowledge of CMEs was mainly accumulated with white-light coronagraph obser-

vations. In coronagraphs, CMEs are detected via Thomson-scattered photons as outward

moving structures with a higher electron density than the background corona (Gosling et al.,

1974). CMEs entered the modern era of observations with the “Apollo Telescope Mount”

(ATM) coronagraph onboard Skylab (Gosling et al., 1974). After that, the Solwind corona-

graph onboard the Air Force satellite P78-1 (Howard et al., 1985) provided an early detailed

view (with observations of ∼1700 CMEs), including the discovery of the “Halo” CME. Halo

CMEs are interpreted as CMEs that form near the center of the solar disc, either in the front

or back hemisphere of the Sun (Howard et al., 1982). Some other CMEs, named “stealth”

CMEs, originate at altitudes higher than 0.1 Rs in the corona without noticeable signatures

and show no observational white-light signatures in the lower atmosphere (see Robbrecht

et al., 2009). Apart from coronagraphs, CME signatures are also observed in radio bursts,

EUV and X-ray wavelengths, and other non-coronagraphic observational techniques (see

Hudson & Cliver, 2001).

Some other CMEs, named “stealth” CMEs, originate at altitudes higher than 0.1 Rs in

the corona without noticeable signatures and show no observational white-light signatures

in the lower atmosphere (see Robbrecht et al., 2009).

Exponential progress in the observational aspects of CMEs (see Webb & Howard (2012) for

a review on CME observations) have been made possible by the unprecedented observations
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Figure 3.3: Left panel: A CME seen in SOHO’s LASCO C2 coronagraph on 24 January 2006
Image credit: NASA. Right panel: The five Lagrangian points of gravitational stability
(SOHO is located at L1) in the Sun-Earth system. Image credit: ESA.

provided by the Large Angle Spectroscopic Coronagraph (LASCO; Brueckner et al., 1995),

onboard the Solar and Heliospheric Observatory (SOHO) spacecraft (see an example of

CME observation with the LASCO coronagraph on the left panel in Figure 3.3) and the

Sun Earth Connection Coronal and Heliospheric Investigation (SECCHI; Howard et al.,

2008) that includes the inner coronagraph COR1, the outer coronagraph COR2, and the two

heliospheric imagers (HIs; see Harrison et al. (2017) for a review on heliospheric imaging), on

board the two Solar Terrestrial Relations Observatory (STEREO; Kaiser, 2005) spacecraft.

In the pre-SOHO era, the simplest configuration of a CME in remote-sensing images was

the so-called three-part structure (see Figure 3.4), with a bright frontal rim enclosing a

dark low-density cavity that contains a high-density bright core of prominence material (e.g.

Hundhausen, 1993). CME-driven shock fronts are not included in this traditional structure,

which is now routinely identified with the improved sensitivity of SOHO and STEREO

coronagraphs.

Before the launch of STEREO, most modern-day CME observations were primarily con-

strained to two domains: near-Earth spaceborne observations extending out to 30 Rs and

in-situ measurements near L1 (the first Lagrangian point, located on the Sun-Earth line,
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Figure 3.4: A classic three-part structure of a CME. Image credit: Naval Research
Laboratory.
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at a distance of 1.5×106 km from the Earth’s center, see on the right panel in Figure 3.3).

With the launch of STEREO in 2006, CMEs have been routinely observed from the Sun to

the Earth, combining observations from extreme ultraviolet imager (EUVI: range of 1 - 1.7

Rs), coronagraphs (COR1: observes white-light ranging from 1.5 - 4 Rs and COR2: observes

white-light ranging from 2.5 - 15 Rs, see on the left panel in Figure 3.5 for an example of

CME observation with COR2), and HIs (HI-1: range of 15 - 84 Rs and HI-2: range of 66 -

318 Rs, see on the right panel in Figure 3.5 for an example of CME observation with HI-1)

onboard the twin STEREO spacecraft (Harrison et al., 2005; Howard et al., 2008; Davis

et al., 2009; Harrison et al., 2018). Therefore, these instruments, coronagraphs, and HIs can

image a CME in its entirety, all the way from the Sun to 1 AU.

Figure 3.5: STEREO-B observation of a Halo CME on 5 March 2013 with a COR2 difference
image at 05:10 UT (left) and a HI-1 difference image of the western portion of the halo event
at 15:29 UT (right). Adapted from Harrison et al. (2017).

3.4 Heliospheric propagation

As the CMEs propagate anti-sunward in the heliosphere, they are observed to maintain

approximately constant angular widths (Zhao et al., 2017). The heliospheric environment
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significantly influences CMEs that they propagate in (e.g. Temmer et al., 2011; Kilpua et al.,

2012), leading to changes in speeds, shapes, and orientations. Global features of CMEs in

the heliosphere can significantly deviate from their initial configurations, owing mainly to

the interactions with the structured background solar wind (e.g. Owens, 2006; Savani et al.,

2010). However, the biggest changes in CME speeds and orientations are thought to occur

in the corona (e.g. Vourlidas et al., 2011; Isavnin et al., 2014).

CME propagation in the heliosphere is shaped by two dynamic processes: the expansion of

the CME and its interaction with the background solar wind (see Manchester et al. (2017)

for a review on the heliospheric evolution of CMEs). As the solar wind pressure decreases

with heliocentric distance, the approximate pressure balance between the CME with its

surrounding solar wind induces CME expansion (Démoulin & Dasso, 2009; Gulisano et al.,

2010). In IP space, CME expansion is characterized by an almost linear decrease in the

solar wind speed during the spacecraft passage through the CME (e.g. Lepping et al., 2008;

Gulisano et al., 2010; Maśıas-Meza et al., 2016; Rodriguez et al., 2016). However, the lateral

expansion of the CME can happen at a faster rate than the radial expansion (e.g. Russell

& Mulligan, 2002; Leitner et al., 2007; Gulisano et al., 2012; Nieves-Chinchilla et al., 2018),

which can lead to the deformation of the CME cross-section (see Vršnak et al., 2019).

Deformations of CME shapes can also occur because of the interactions with the solar wind.

The spherical geometry of the solar wind gives rise to pressure gradients that make FRs

develop a convex-outward “pancake” shape (see Riley & Crooker, 2004). Numerical ideal

magnetohydrodynamic (MHD) simulations have also seen the magnetic field structure of

MCs to kink and deform (e.g. Manchester et al., 2004). Furthermore, in many instances,

CME expansion in the non-radial direction may be faster than the local Alfvén speed, leading

to localized deformations, as the information of interaction on a given CME segment does

not reach its distant segments (e.g. Temmer et al., 2014; Ala-Lahti et al., 2020; Owens, 2020).

Interaction with the background solar wind can cause CME speed to change significantly
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(e.g. Temmer et al., 2011; Liu et al., 2013). The Lorentz force becomes negligible at larger

heliocentric distances, and the MHD drag mainly drives the CME dynamics. The acceleration

caused by this MHD drag (a, see Equation 3.2) has a quadratic dependence on the CME

speed relative to the background solar wind (e.g. Vršnak & Gopalswamy, 2002; Cargill, 2004).

a = - γ (v - w) |v − w| (3.2)

Here, “γ” is the drag parameter, v is the CME speed, and w is the background solar wind

speed (see Vršnak et al., 2013).

The drag parameter can be expressed as the following:

γ =
cdAρw
M +MV

(3.3)

Here, cd is the dimensionless drag coefficient (see Cargill, 2004), A is the CME cross-sectional

area, ρw is the ambient solar wind density, M is the CME mass, and MV (∼ρwV/2, V is the

CME volume) is the so-called virtual CME mass.

As seen in Equation 3.3, the MHD drag depends on the CME geometry and density (see

Vršnak et al., 2010). The influence of MHD drag results in fast CMEs, those with propagation

speeds above that of the background solar wind to decelerate, whereas slow CMEs, with

propagation speeds below the solar wind get accelerated up to the solar wind speed (e.g.

Vršnak et al., 2004; Maloney et al., 2009).

Kinematic interactions in the heliosphere can also affect the radial propagation of CMEs by

causing longitudinal deflections. CME deflection can be characterized as a departure from

an expected radial trajectory. Even though CME FR deflection predominantly occurs below

10 Rs (e.g. Kay et al., 2015; Isavnin et al., 2014), a significant amount of deflection can also

occur in the IP space (e.g. Rodriguez et al., 2011; Isavnin et al., 2014). The influence of
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deflection on an otherwise radial trajectory is important because a deflection toward the Sun-

Earth line can make a CME more geoeffective (Gopalswamy, 2016). The global magnetic

patterns surrounding the eruption regions (e.g. Filippov et al., 2001; Kilpua et al., 2009;

Gui et al., 2011; Kay et al., 2013; Möstl, 2015) and the background solar wind flow patterns

(e.g. Cremades et al., 2006) can be attributed to CME deflections near the Sun. In IP

space, kinematic interactions are primarily responsible for longitudinal deflections (e.g. Wang

et al., 2004, 2014; Manchester et al., 2017). Wang et al. (2004) suggested that longitudinal

deflections of CMEs can be explained by the interactions with the Parker-spiral-structured

solar wind.

Figure 3.6: 2.5D ideal MHD simulation showing (in the laboratory frame) westward deflection
of a slow FR, propagating with a constant radial speed of 300 km s−1 (top panels, a-c) and
eastward deflection of a fast FR, propagating with a constant radial speed of 1500 km s−1

(bottom panels, e-g). Panels (c) and (g) plot the background magnetic field lines with denser
contour curves. The closed lines plot the flux rope structure, and the open lines show the
background magnetic field. The false-color shows the flow velocity magnitude. Adapted
from Zhuang et al. (2019).

Slow CMEs are deflected westward when pushed from behind by the faster solar wind,

whereas fast CMEs deflect eastward as they are decelerated by the slow solar wind ahead

(e.g. Gosling et al., 1987). The same has also been reported by (Zhuang et al., 2019) with
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an ideal 2.5 MHD simulation (see Figure 3.6). In addition to longitudinal deflections, CMEs

can be deflected in latitudinal directions (e.g. Kilpua et al., 2009; Zhou & Feng, 2013; Isavnin

et al., 2014; Manchester et al., 2017). Deflection in latitude primarily occurs close to the

Sun, in the proximity of the streamer belts (Manchester et al., 2017). At the Sun, latitudinal

deflections can occur due to the polar CH fields, guiding CMEs from high-latitude source

regions towards the equator (e.g. Kilpua et al., 2009).

Another aspect of CME propagation in the heliosphere is CME-CME interaction that in-

volves a faster CME overtaking a slower CME (see Lugaz et al. (2017b) for a review on the

interactions of CMEs). CME-CME interactions can be responsible for delayed arrivals as

consequences of interactions with preceding CMEs (e.g. Manoharan et al., 2004; Temmer

et al., 2012). CME-CME interactions are also responsible for longitudinal deflections in the

heliosphere (e.g. Lugaz et al., 2012; Shen et al., 2013). The resulting structures at 1 AU as

a result of CME-CME interactions can be a multiple-MC event (see on the top left panel in

Figure 3.7) where a denser sheath precedes the multiple distinct MCs (e.g. Farrugia et al.,

2006), long-duration event (see on the top right panel in Figure 3.7), possessing many of

the characteristics of an individual CME (e.g. Dasso et al., 2009; Lugaz & Farrugia, 2014),

complex event (see on the bottom left panel in Figure 3.7) where the interacting CMEs can-

not be distinguished in-situ (e.g. Burlaga et al., 2003), to name a few. In addition, extreme

geomagnetic effects are expected to be related to interacting CMEs occurring in close suc-

cession (e.g. Liu et al., 2014; Lugaz et al., 2017b). A different form of interaction often seen

in IP space is shown on the bottom right panel in Figure 3.7 where a fast shock propagates

within a CME. Such shocks are often observed at the back of the CME.

During propagation, CMEs can also interact with high-speed streams (HSSs), SIRs/CIRs,

and the HCS (e.g. Burlaga et al., 1987; Farrugia et al., 2011; Temmer et al., 2011; Vršnak

et al., 2013; Winslow et al., 2016; He et al., 2018; Heinemann et al., 2019; Liu et al., 2019;

Winslow et al., 2021a,b). HSSs are much faster than the typical solar wind. They can

43



Figure 3.7: In-situ measurements of CME-CME interaction. Shocks are marked with red
lines, and CME boundaries with blue lines (dashed for internal boundaries). Adapted from
Lugaz et al. (2017b).

44



significantly affect the motion and shape of CMEs, weakening the drag and consequent de-

celeration for fast CMEs and strengthening the drag and consequent acceleration for slow

CMEs (e.g. Temmer et al., 2011; Winslow et al., 2021a). Compound streams due to interac-

tions with SIRs and HCS can also lead to substantial complexities in CME in-situ signatures

(e.g. Winslow et al., 2016, 2021b) and intensified geomagnetic activity (e.g. Burlaga et al.,

1987; Farrugia et al., 2011).

Apart from the aforementioned consequences of interactions, MRs between the front of the

CMEs and the ambient IMF can peel off the outer magnetic flux of CMEs, causing the

magnetic topology at the back of the CMEs to differ from the rest of the CME substantially

(see McComas et al., 1998; Dasso et al., 2006; Ruffenach et al., 2012; Lavraud et al., 2014;

Ruffenach et al., 2015). Such erosion can also lead to a decrease in the geoeffectiveness of

a CME with the removal of southward oriented magnetic flux (e.g. Lavraud et al., 2014).

However, erosions can also occur at the rear boundaries of CMEs (see Ruffenach et al., 2015).

The last aspect of the coronal and heliospheric propagation of CMEs is rotation. The esti-

mate of CME rotation is obtained by comparing the orientation of the pre-eruptive structure

on the Sun and the orientation of the axis of its IP counterpart (Manchester et al., 2017).

CME rotation is primarily expected to occur in the low corona (e.g. Thompson, 2011), but

it can persist at larger coronal heights or even in IP space (e.g. Lynch et al., 2010; Vourli-

das et al., 2011; Nieves-Chinchilla et al., 2012; Thompson et al., 2012). Moderate rotations

(∼10◦) are a common context in erupting FRs (e.g. Török et al., 2010). However, signifi-

cantly larger values of CME rotations (∼100◦) have also been reported (e.g. Isavnin et al.,

2014; Liu et al., 2016), including a rotation of almost 180◦ with a 3-Dimensional (3D) MHD

simulation (see Fan, 2016). Since the interaction with the Earth’s magnetosphere depends

on the magnetic orientation of a CME, it is important to understand the physical mecha-

nisms behind CME rotations to estimate the amount of rotation a CME can undergo during

its propagation. Observational and numerical studies have suggested a substantial number

of mechanisms, such as external shear (e.g. Isenberg & Forbes, 2007; Kliem et al., 2012),
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straightening of an initially strong FR (S-shape) during its eruption (e.g. Török et al., 2010;

Kliem et al., 2012), MR (e.g. Cohen et al., 2010; Lugaz et al., 2011; Winslow et al., 2016),

alignment of the CME FR with the HCS (e.g. Yurchyshyn, 2008), that can be responsible

for a CME to rotate about its direction of propagation.

3.5 Modeling of CMEs

In a hypothetical timeline, with hundreds of spacecraft around the heliosphere, especially

on the Sun-Earth line, modeling of CMEs will be considered an afterthought. Coming back

to reality, with a limited number of spacecraft in the heliosphere and an even lesser number

focused on the science of CMEs, mathematical modeling provides a virtual reality of CMEs.

CME models have transitioned from qualitative “cartoon” models to analytical and semi-

analytical and then to idealized MHD models in the past few decades. In the future, with

machine learning (ML) algorithms (see Camporeale (2019) for a review on future challenges

of ML) and parallel computing, hopefully, CME modeling approaches will be able to catch

up with the predicted advancement in CME observations.

A broad spectrum of models is employed to model and forecast the heliospheric propagation

of CMEs (see Vourlidas et al. (2019) for a review on the current status and open issues regard-

ing CME modeling). Empirical methods in the pre-STEREO era were based on relationships

between the measured CME parameters by remote observations and in-situ measurements

(e.g. Brueckner et al., 1998; Gopalswamy et al., 2000, 2001; Vršnak & Gopalswamy, 2002;

Manoharan et al., 2004; Michalek et al., 2004; Schwenn et al., 2005). This method was

based on an average CME deceleration or acceleration between the Sun and the Earth, de-

rived from the estimated CME speed via coronagraph observations and in-situ measured

CME speed and transit time. However, this method was constrained by projection effects

of white-light observations and uncertainties of CME evolution beyond the coronagraphic

field of view (FOV, see Vourlidas et al., 2019). In the STEREO era, empirical methods are

primarily based on 3D reconstructions of Earth-directed CMEs throughout the full SECCHI
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FOV, although other modeling techniques are also used (e.g. Colaninno et al., 2013; Möstl

et al., 2014; Rollett et al., 2016; Hess & Zhang, 2017; Möstl, 2017).

Figure 3.8: Snapshot (on 14 July 2012 at 11:52 UT) of the radial speed simulation of the
12 July 2012 Earth-directed CME with EUHFORIA (using the linear force-free spheromak
CME model) in the heliographic equatorial plane (left) and in the meridional plane that
includes the Earth (right). Adapted from Scolini et al. (2019).

A drawback of empirical methods is that these methods can not consider the background

heliosphere’s state, which is possible with MHD models (see Vourlidas et al., 2019). The

majority of the MHD-based methods model the heliospheric propagation of CMEs or CME-

driven shocks through a pre-determined inner heliospheric state, using CME input parame-

ters close to the Sun (e.g. Groth et al., 2000; Fry et al., 2003; Odstrčil et al., 2003; Manchester

et al., 2004; Odstrčil et al., 2004; Lugaz et al., 2005; Odstrcil et al., 2005; Taktakishvili et al.,

2009; Shiota & Kataoka, 2016; Pomoell & Poedts, 2018; Riley, 2018; Wold et al., 2018;

Scolini et al., 2019). Figure 3.8 illustrates a MHD model of CME simulation, EUropean He-

liospheric FORecasting Information Asset (EUHFORIA, see Pomoell & Poedts, 2018) that

uses parameters derived from remote-sensing observations for the model initiation.
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In between the empirical and computational-expensive numerical MHD-based models, there

is a class of “semi-empirical” models that combine CME parameters derived from obser-

vations with geometrical and physics-based approaches, like the 3DCORE (Möstl et al.,

2018), to either model the full propagation of the CME FR (e.g. Isavnin, 2016; Möstl et al.,

2018) or to simulate the Earth’s trajectory through the FR structure (e.g. Savani et al.,

2015; Kay et al., 2017) by using remote observations to fit the FR type (e.g. Bothmer &

Schwenn, 1998; Palmerio et al., 2017). The most commonly used semi-empirical model is

the Wang-Sheeley-Arge (WSA; Wang & Sheeley Jr., 1990) model.

There is also a class of analytical, MHD- or HD-based, kinematical models of CME prop-

agation, based on the drag forces (viscous, aerodynamic, hybrid) that a CME experiences

in IP space (e.g. Cargill, 2004; Owens & Cargill, 2004; Subramanian et al., 2012; Vršnak

et al., 2013; Hess & Zhang, 2015; Sachdeva et al., 2015; Dumbović et al., 2018b; Napoletano

et al., 2018; Braga et al., 2020). Most of these models rely on the hypothesis that in IP space,

CME dynamics are solely governed by the interaction of the CME with the background solar

wind and can be simplified into a “drag term” (see Eqs. (3.2) and (3.3). In recent times,

ML algorithms have also been introduced to refine empirical approaches in forecasting the

propagation of CMEs (e.g. Sudar et al., 2016; Liu et al., 2018).

3.6 CME-driven shocks and sheaths

The IP manifestation of a fast CME typically involves three distinct features (see Figure 3.9):

a shock wave compressing and deflecting the upstream solar wind flow, the region of com-

pressed solar wind bounded by the shock front and the leading-edge of the ME, called the

sheath, and a cold, magnetically-dominated region behind the sheath, called the ME (see

Kilpua et al. (2017) for a review on CME structures in IP space).
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3.6.1 Shocks

The eruption speeds of CMEs often can exceed the local magnetosonic wave speeds in the

corona, resulting in a magnetic field and pressure enhancements forming a bow shock ahead

of the CME. Apart from detections in white-light observations, CME-driven shocks can also

be detected in radio emissions (known as type-II and type-III bursts, see Wild, 1950; Wild

& Smerd, 1972; Mann et al., 1996; Lengyel-Frey et al., 1997) and UV spectral line profiles

(e.g. Ciaravella et al., 2006; Gallagher & Long, 2011).

Figure 3.9: Schematic diagram of a typical MC in IP space (left panel). Adapted from
Wang et al. (2018). Superposed epoch profile of a typical CME (with shock, sheath, and
ME) near 1 AU, based on in-situ measurements of 106 CMEs (right panel). Adapted from
Paper-I.

The magnetosonic speed decreases with radial distance from the Sun. As a result, the shock

can be formed at larger distances from the Sun under favorable conditions (see Žic et al.,

2008). In addition, radial expansion can also play an important role in shock formations

beyond the corona for slower CMEs (e.g. Liu et al., 2016; Lugaz et al., 2017a). During their

49



propagation from the Sun to the Earth, the shocks can undergo substantial distortions due

to interactions with the background solar wind (e.g. Manchester et al., 2004).

In space physics and astrophysics, shocks are usually considered “collisionless,” indicating

that the transition from the pre-shock to post-shock states occurs on a length scale much

smaller than the mean free path. However, the changes in plasma conditions across the shock,

in response to the advancing shock wave can be described using a similar mathematical

framework as neutral shocks in a collisional plasma, known as the “Rankine-Hugoniot (RH)

jump conditions.” The RH conditions (see Eqs. (3.4) to (3.9) in x and y components) define

the conservation of mass, linear momentum, and energy across the shock front within the

framework of MHD (see Oliveira (2017) for a review on MHD discontinuities), even though

the MHD approximation breaks down at the transition region.

[ρux] = 0 (3.4)

[ρu2
x + p+

B2
y

2µ
] = 0 (3.5)

[ρuxvy −
BxBy

µ
] = 0 (3.6)

[
1

2
u2 +

γp

(γ − 1)ρ
+
By(uxBy − uyBx)

µρux
] = 0 (3.7)

[Bx] = 0 (3.8)

[uxBy − uyBx] = 0 (3.9)

Here, the flow velocity (u) and the magnetic field (B) is considered in the x-y plane, the
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square bracket for any quantity X has the meaning: [X] = [X1] - [X2], where the 1 and 2

subscripts represent upstream (unperturbed) plasma and downstream (perturbed or shocked)

plasma, ρ is the mass density, p is the thermal pressure, and γ is the ratio of specific heats.

The strength of the shock is characterized by the dimensionless upstream magnetosonic Mach

number (Mms), which is the ratio of the solar wind flow speed to the magnetosonic speed in

the shock frame of reference.

In IP space, a CME-driven shock is identified in in-situ solar wind measurements, which

show an abrupt enhancement in the magnetic field strength, proton density, speed, proton

temperature, and dynamic pressure at the shock boundary (see an example in Figure 3.10).

Figure 3.10: A typical CME-driven shock (t=0) showing the jumps (clockwise from upper
left) in the magnetic field strength, proton density, dynamic pressure, and speed at the shock
boundary, based on the superposed epoch analysis of 183 CME-driven shocks observed by
the Wind spacecraft from 1995 to 2016. The green curves show the average values, the blue
curves show the median values, and the shaded regions indicate the interquartile ranges.
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3.6.2 Sheaths

In earlier times, the term “sheath” was not in common usage. Instead, this region was

typically referred to as a “post-shock flow” (e.g. Borrini et al., 1982; Tsurutani et al., 1984),

which was changed to “sheath” later on (e.g. Galvin et al., 1987).

In the presence of a shock, the region consisting of compressed and heated plasma with a

stretched and turbulent magnetic field, bounded by the shock front and leading-edge of the

ME is identified as the sheath (Kaymaz & Siscoe, 2006). However, sometimes the ME is

preceded by a dense sheath even in the absence of shocks, such as in, for example, the well-

studied 12 December 2008 CME (see DeForest et al., 2013) or the 17 January 2013 CME,

studied by Lugaz et al. (2016a). In addition, databases of CMEs measured near 1 AU (Jian

et al., 2018) and at 1 AU (Richardson & Cane, 2010; Nieves-Chinchilla et al., 2018) include

CMEs without shocks but with a start time several hours before the beginning of the CME,

often corresponding to a period of dense and disturbed solar wind that can be identified as

the sheath region.

CME-driven sheaths are often compared to planetary magnetosheaths, as the solar wind

tries to flow around the magnetic obstacle, just like the solar wind flows around the Earth’s

magnetosphere. However, as CMEs propagate through the IP medium and expand into

it, sheaths upstream of MEs significantly differ from planetary magnetosheaths (Siscoe &

Odstrcil, 2008; Démoulin & Dasso, 2009). CMEs expand at significant speeds in many

cases, although the expansion is typically slower than the local fast magnetosonic speed

(Klein & Burlaga, 1982). This expansion results in the continuous accumulation of solar

wind plasma and magnetic field upstream of the ME (Takahashi & Shibata, 2017). The

layers in sheaths are not simple stacks of compressed solar wind plasma along the radial line

from the Sun because the layers can also slide laterally by different amounts as they are

compressed. As a result, CME-driven sheaths are often associated with complex formations,

and the sheath field appears to be highly variable and turbulent (Kataoka et al., 2005;
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Moissard et al., 2019), for example, the north/south direction of the magnetic field does not

present any clear relationship between the sheath region and the ME (Jian et al., 2018).

This can make understanding their global configurations and predicting their geoeffectivity

particularly challenging (e.g. Palmerio et al., 2016).

One possible two-way mechanism for sheath formation involves propagation of the CME

through the solar wind (where the solar wind is deflected sideways at the nose of the mag-

netic obstacle) with no ME expansion and the expansion of the ME (where the magnetic

obstacle expands but does not propagate with respect to the background solar wind). When

the lateral deflection speed at the nose of the ME is comparable or less than the ME ex-

pansion speed, the solar wind may not be able to flow around the ME (Siscoe & Odstrcil,

2008), resulting in the pile-up of solar wind in front of it (Siscoe & Odstrcil, 2008; Owens

et al., 2017a). However, pure propagation sheaths and pure expansion sheaths are rare since

the formation of most sheaths is the result of these two mechanisms acting simultaneously

(Siscoe & Odstrcil, 2008). Expansion sheaths are unique to CMEs and differ from the most

commonly studied sheaths, planetary magnetosheaths (see Figure 3.11), since planetary

magnetosheaths are almost pure propagation sheaths (e.g. Kaymaz & Siscoe, 2006; Siscoe

& Odstrcil, 2008). The other possible two-way mechanism for sheath formation involves the

shock and its associated compression.

3.6.3 Importance of Sheaths

Though CMEs and their subset MCs are the primary drivers of intense geomagnetic distur-

bances (Farrugia et al., 1997; Zhang et al., 2007; Richardson & Cane, 2012), a substantial

amount of moderate-intense geomagnetic disturbances are associated with sheath plasma

and magnetic field behind shocks (Kamide et al., 1998; Richardson et al., 2001; Huttunen

& Koskinen, 2004; Yermolaev et al., 2010; Echer et al., 2013). For a significant fraction

of the GSs, the peak of the geomagnetic index is reached within the sheath. In addition,

geoeffective sheaths (see Ontiveros & Gonzalez-Esparza, 2010; Lugaz et al., 2016b) provide
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Figure 3.11: MHD simulations showing the deflected component of solar wind velocity in
the equatorial plane (i.e., y-component) in Earth’s magnetosheath, with the x-axis repre-
senting the distance in RE (left) and in the 8◦ latitude plane in a CME sheath, with x-axis
representing distance in AU (right). The ranges on the speed scales are the maxima in the
magnetosheath case and the theoretical maximum for propagation sheaths in the CME case.
The distance scales are normalized. This figure illustrates that the CME sheath is thinner
than the magnetosheath (relative to the radius of curvature of the body) and has a slower
deflection speed relative to the incident flow speed (i.e., flow speed perpendicular to the up-
stream solar wind flow) than has the magnetosheath. Adapted from Siscoe & Odstrcil
(2008).
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even shorter lead times for forecasts than CMEs.

Embedded magnetic fields (with strong southward Bz) in sheath regions have significant

potential to impact the northward geomagnetic field (e.g. Tsurutani et al., 1988; Lugaz

et al., 2016b). Such out-of-ecliptic fields in the sheath regions are a byproduct of two possible

mechanisms: compression of pre-existing southward Bz at the boundary of a shock (see on

the left panel in Figure 3.12), with a normal close to the ecliptic (Lugaz et al., 2016b) or

magnetic field line draping upstream of the CME (McComas et al., 1989; Gonzalez et al.,

1994). Planar magnetic structures, where the magnetic field is ordered into laminar sheets

(Farrugia et al., 1991; Jones et al., 2002; Savani et al., 2011), are commonly found within

shock-driven sheath regions (see on the right panel in Figure 3.12). Palmerio et al. (2016)

showed that these planar parts of the sheath, in all likelihood, are more geoeffective than

non-planar parts. In rare instances, a preceding CME stuck inside the sheath of the following

CME can simultaneously enhance solar wind parameters and cause large GSs (see Liu et al.,

2020).

CME-driven shocks and sheaths are significant in solar-terrestrial studies as shocked plasma

in the immediate downstream of the shock may contribute to the acceleration of solar ener-

getic particles (SEPs; e.g. Reames, 1999; Manchester et al., 2005), and significantly compress

and distort the magnetosphere (Joselyn & Tsurutani, 1990; Kim et al., 2010), enhancing the

geoeffective potential of CMEs. Due to enhanced solar wind dynamic pressures, sheath re-

gions are capable of compressing the magnetosphere (the magnetic bubble surrounding the

Earth that is created by the Earth’s terrestrial magnetic field), pushing the dayside magne-

topause down to below the geosynchronous orbit (Hietala et al., 2014; Lugaz et al., 2015,

2016b; Kilpua et al., 2019). The magnetopause (see in Figure 3.13) is the outer boundary of

separation between the solar wind plasma and the Earth’s confined geomagnetic field (Chap-

man & Ferraro, 1931; Ferraro, 1952), with the subsolar point of the magnetopause located

at about ∼10 Re from the Earth under normal solar conditions (e.g. Spreiter & Stahara,

1985; De Keyser et al., 2005). One of the effects on the outer Van Allen radiation belts of
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Figure 3.12: Wind observations of the shock and geoeffective sheaths on 8 October 8 2012,
Wind shifted by 70 min (left) and 17 September 2011, Wind shifted by 48 min (right). The
panels show from top to bottom, the magnetic field strength, GSM Bz component, proton
density, the proton velocity and temperature (in red, the expected proton temperature), the
proton speed, the Dst index (crosses), and SYM-H index (in red, the AL index), and the
PCN index. The ME boundaries are shown with blue lines and the shock with a red line.
Adapted from Lugaz et al. (2016b)
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such magnetospheric compression involves the drastic depletion of relativistic electron fluxes

over a broad range of energy, equatorial pitch angle, and radial distance (Pulkkinen et al.,

2007; Turner et al., 2012; Hietala et al., 2014; Hudson et al., 2014; Kilpua et al., 2015b; Alves

et al., 2016; Lugaz et al., 2016b; Xiang et al., 2017).

Figure 3.13: Schematics of the Earth’s magnetosphere. Image credit: Encyclopædia
Britannica, Inc.

The relevant importance of CME-driven sheaths is not only limited to its contribution to the

effects mentioned above. The layers of CME-driven sheaths contain information about the

interaction of the CME with the background solar wind, since these layers are accumulated

through the CME journey from the Sun (Kaymaz & Siscoe, 2006). Sheath plasma measured

near 1 AU can be composed of material with coronal origins (see Lugaz et al., 2020b), which

can provide insight into the early phase of CME evolution. Sheath interfaces are also suitable

for searching for plasma discontinuities and reconnection exhausts (e.g. Feng & Wang, 2013).
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In addition, time series of solar wind plasma and IMF corresponding to the front of the sheath

can serve as a precursor for an upcoming intense southward IMF period (see Salman et al.,

2018). Magnetic fluctuations within sheaths can also provide insight into the formation of

coherent structures (Kilpua et al., 2020).

3.6.4 Studies of CME sheaths

Different statistical methods have been used to understand the complexity of sheaths. A first

method uses observations of the same CME-driven sheath by multiple spacecraft at different

heliocentric distances that are nearly radially aligned (e.g. Good et al., 2020; Lugaz et al.,

2020b; Salman et al., 2020b). This type of research method has been performed during the

completion of this thesis and presented in Chapter 6. This method sheds light on the radial

growth of the sheath and the decline in the sheath magnetic field as the CME propagates

away from the Sun. This method is mainly limited to case studies because of the rarity of

CMEs measured in perfect radial conjunction. In addition, small longitudinal separations

between the measuring spacecraft can result in significant variations (e.g. Kilpua et al.,

2011; Lugaz et al., 2018). The relative lack of plasma measurements in the inner heliosphere

critically constrained the applicability of this method until the recent launches of PSP and

SO.

A second method analyzes in-situ measurements of different CME sheaths at different radial

distances from the Sun (e.g. Winslow et al., 2015; Janvier et al., 2019). This method is con-

venient for determining the average properties at different heliocentric distances. However,

such a method does not consist of measurements of the same CME sheath (at two or more

distinct heliocentric distances) like the previous method. As a result, inherent CME-to-CME

variability makes the unambiguous interpretation of radial dependency extremely difficult

(e.g. Lugaz et al., 2020a; Salman et al., 2020b).

A third method is focused on in-situ measurements of an extensive list of CME-driven sheaths

near-Earth (Guo et al., 2010; Kilpua et al., 2013; Mitsakou & Moussas, 2014; Maśıas-Meza
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et al., 2016; Rodriguez et al., 2016; Kilpua et al., 2017; Jian et al., 2018; Kilpua et al., 2019;

Regnault et al., 2020; Salman et al., 2020a). This type of research method has also been

carried out during the completion of this thesis and presented in Chapters 4 and 5. This

method provides the opportunity to examine the correlation between the sheath and the

CME and the geoeffectiveness of CME structures statistically. These studies are based on

the assumption that analyzing a large number of CME sheaths can possibly cancel out the

individual sheath properties (e.g. Démoulin et al., 2020).

3.7 STEREO CME list

Chapters 4 to 6 have extensively used the STEREO CME list compiled by Jian et al. (2018).

This list is a compilation of 341 CMEs (192 CMEs with distinguishable sheath regions),

measured by one of the two STEREO spacecraft between 2007 - 2016. For the identification

of CMEs, the following standard set of features are used: stronger than ambient magnetic

field, relatively quiet magnetic field, smooth rotations of the magnetic field over a relatively

long time, declining solar wind speed, low proton temperature, low β, increased total pressure

(Pt), and bidirectional suprathermal electron (BDE) strahl.

In this list, CMEs are ranked with a quality index ranging from 2 to 0. CMEs with an index

of 2 are the closest to the MC criteria (21%). CMEs with a quality index of 1 are MC-like

(23%), with the quality index 0 corresponding to non-MCs (56%). In addition, CMEs are

sorted into three groups based on the temporal variations of Pt profile: (1) Group 1 with a

central maximum in Pt profile (20%), (2) Group 2 with a plateau-like Pt profile (35%), and

(3) Group 3 with a monotonic decrease in Pt (32%) after a shock and/or sheath.
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CHAPTER 4

Characteristics of CME structures near 1 AU: with and without shocks

This chapter is formed from the publication Salman et al. (2020a). Magnetic field measure-

ments from the magnetometer of the IMPACT (In-situ Measurements of Particles and CME

Transients; Luhmann et al., 2008) instrument with a 1/8 s resolution and plasma measure-

ments from the PLASTIC (Plasma and Suprathermal Ion Composition; Galvin et al., 2008)

instrument with a 1-min resolution, onboard the twin STEREO SC have been used in this

work.

4.1 Background

Compared to the shock and ME, the sheath is the less studied structure in solar-terrestrial

physics. In addition, studies of such sheaths, associated with shocks, come mostly from

simplified numerical simulations (often hydrodynamic) or similarities with the Earth’s bow

shock. However, numerous studies of ME-driven sheaths based on in-situ measurements

have also been carried out, focusing on the generic profile and/or correlation/comparison

with the driving ME (Mitsakou et al., 2009; Guo et al., 2010; Mitsakou & Moussas, 2014;

Kilpua et al., 2017; Jian et al., 2018; Kilpua et al., 2019), superposed epoch analysis or SEA

(Kilpua et al., 2013; Maśıas-Meza et al., 2016; Rodriguez et al., 2016; Janvier et al., 2019),

and radial evolution (Lugaz et al., 2020b; Good et al., 2020).

At the conceptualization stage of this work, to the best of our knowledge, there was no

specific study of sheaths driven by MEs that did not drive shocks. The concentrated focus

in past studies have been on the geoeffectiveness of sheath regions associated with only
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fast and shock-driving MEs. This prompted us to study this unexplored class of sheaths.

The objective was to examine the distinctness of CME sheaths with pure measurements,

especially the distinguishability of ME-driven sheaths with and without shocks near 1 AU.

We also extended the analysis to MEs that did not drive a shock and a sheath near 1 AU. In

a recent study, Regnault et al. (2020) investigated the diversity of CME profiles for different

groups of CMEs at L1, which included an analysis of CMEs with and without sheaths based

on a SEA. However, the authors did not differentiate between CME sheaths with and without

shocks.

Figure 4.1: Relative orbital positions of both STEREO spacecraft for each year from June
2007 to June 2015 (not to scale). Communications with the STEREO-B spacecraft were
interrupted on 1 October 2014. Image credit: NASA/GSFC.

4.2 Initial classification of CMEs

In this work, we examined 188 CMEs and 142 ME-driven sheaths measured by one of the

twin STEREO SC during 2007 - 2016. We classified the CMEs, as reported in Jian et al.

(2018) into three main categories, focusing on whether a ME drives both a shock and sheath,

or only a sheath, or neither, near 1 AU. We defined the sheath as a region with a significant

increase in density and magnetic field strength for at least 2 hours above the background

solar wind and directly preceding a ME.
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For each CME, Jian et al. (2018) lists the start time of the CME, the start time of the ME,

and the end time of the ME at the measuring SC. When the start time of the CME differs

from the start time of the ME, there exists a sheath region upstream of the ME. For MEs

driving shocks, the CME start time corresponds to the arrival of the shock at the measuring

SC.

The first category (Cat-I) included MEs driving a shock near 1 AU and with a clear sheath

region upstream of the ME. We used the Heliospheric shock database of Kilpua et al. (2015a),

generated and maintained at the University of Helsinki (can be found at http://ipshocks.

fi/) and STEREO shock list (available at https://stereo-ssc.nascom.nasa.gov/) for

identifying shocks associated with these CMEs. The former database is referred to as IP-

shocks database from now on. We only included shocks listed in both of the databases

mentioned above or only listed in one of them but had Mms greater than 1. For this cate-

gory, we initially identified 105 CMEs. The second category (Cat-II) included CMEs with

associated sheath regions but with no shock signatures or sometimes associated with shock-

like discontinuities. This category also included CMEs with shocks listed in the IPshocks

database with Mms<1. We excluded 13 potential Cat-II CMEs as the sheath boundaries for

these CMEs were not properly defined due to considerable data gaps. Therefore, initially,

through visual inspection, we identified 17 Cat-II CMEs. The third category (Cat-III) in-

cluded CMEs with no shocks and sheaths. The CME and ME start times listed in Jian et al.

(2018) for this specific category were the same. Initially, we identified 66 Cat-III CMEs from

the STEREO CME list. We excluded 21 CMEs through visual inspection as these CMEs

were associated with “driverless shocks” or shocks that were not followed by their drivers

(see Gopalswamy et al., 2009). These driverless shocks were those for which the start time

of the CME corresponded to a shock and was listed as the same time as the start of the ME,

so that these CMEs had a shock and no sheath or more reasonably, a shock, a sheath, but

no driver.
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4.3 Automated sheath identification algorithm

In addition to the visual search described above, we devised an automated sheath identifi-

cation algorithm (ASIA) to identify any possible sheath region upstream of the ME. The

algorithm provided a quantitative basis to confirm the initial classification and reclassify

a few unclear events as needed. The sheath region, in general, features elevated levels of

density and magnetic field strength over the background. In our approach, we approxi-

mated the sheath to be 1.5 times more compressed and 1.3 times more magnetized than

the unperturbed solar wind. The rationale for these specific ratios was that the weakest

shocks measured near 1 AU have jumps of ∼1.3 in the density and magnetic field strength at

the shock, but the density in the sheath is often more elevated than just downstream of the

shock (Manchester et al., 2005), which led to our criteria of 1.5 for the density and 1.3 for the

magnetic field strength. Although enhancements in the solar wind speed, temperature, and

dynamic pressure are also considered characteristic evidence for the identification of sheaths

associated with shocks, such enhancements are not universally associated with sheaths not

preceded by shocks. Therefore, for better optimization, we limit the ASIA to only search

for predefined enhancements in density and magnetic field strength over the quiescent solar

wind to identify sheaths.

We initially started with a preliminary sheath, extending up to the ME leading-edge and

with a duration of 2 hours (blue shaded region in Figure 4.2), and we approximated the

2-hr interval before this preliminary sheath as the background solar wind (pink shaded

region in Figure 4.2). The reason behind starting with this predefined sheath interval of 2

hours was that ∼97% of the sheaths in our database were longer than 2 hours in duration.

Therefore, we approximated a 2-hr interval to be the minimum threshold for any preliminary

sheath. However, this resulted in the algorithm inherently not identifying the 4 sheaths in

our database that were shorter than 2 hours. Then, for each following iteration of the ASIA,

we extended this preliminary sheath by 5-min steps but always limit the background solar
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wind as a 2-hr interval before this

Figure 4.2: Visual representation (selected iterations) of the ASIA based on the average
proton density and magnetic field strength criteria. The blue shaded region is the approxi-
mated sheath for each iteration, and the pink shaded region is the approximated upstream
solar wind. The horizontal red dotted lines in each region indicate the averages within that
region. The vertical navy dashed line marks the start of the ME leading-edge.

We carried out the iterations in a recursive manner. We extended this preliminary sheath

up to 30 hours before the start of the ME (allowing identification of extremely long sheaths)

and each time compared the average density and magnetic field strength in this preliminary

sheath with that of the background. As there can be substantial fluctuations of the solar wind

plasma and IMF within the sheath, it was quite possible to have an interval that satisfied

our average criteria, only for the region enclosed by the immediate next time step to violate

one or both of them. To negate that, our goal was to find the time step after which both of

the ratios were satisfied for a prolonged interval. The interval enclosed by this specific time
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step upstream of the ME was identified as the probable sheath. However, as our ratios were

somewhat subjective, we did not entirely rely on the ASIA to identify probable sheaths and

no sheaths. The start of the ME (especially for a non-MC) can be ambiguous. Therefore,

for disagreements between the initial classification of CMEs, solely based on the STEREO

CME list of Jian et al. (2018) and ASIA, we carried out our visual inspection of the CME

boundaries (for ∼200 CMEs), looking at both the magnetic field and plasma parameters and

changed the start times of MEs (as listed in Jian et al. (2018)) accordingly.

We ran this algorithm for each and every event of our database. For the Cat-III events,

the algorithm identified 20 events to have sheaths. We visually inspected these 20 events

and identified them to have sheaths as well. We then looked for upstream shock signatures

within the previous 30-hr period before the start of the ME in both of the shock databases

to determine whether to move those events to Cat-I or Cat-II. Based on the findings, we

moved 1 event to Cat-I and 19 to Cat-II. In summary, the ASIA accurately identified 172

out of the 188 CMEs. Therefore, after the application of the ASIA along with thorough

visual inspection, our final database was composed of 106 Cat-I, 36 Cat-II, and 46 Cat-III

CMEs (see Appendix B for the list of CMEs in each category).

4.4 Example events from different categories

4.4.1 Cat-I (CME with an associated shock and sheath region)

The Cat-I event presented here (see the top left panel in Figure 4.3) was driven by an

expanding ME near 1 AU, with an expansion speed of 71 km s−1. The expansion speed was

taken as half the difference between the leading and trailing-edge speeds (see Owens et al.,

2005). The shock propagated in an upstream solar wind speed of 315 km s−1. The upstream

fast magnetosonic speed was 63 km s−1. Here, the upstream solar wind and fast magnetosonic

speeds were taken as the average of the 2-hr interval before the arrival of the shock. The

associated shock was listed in the IPshocks database (Mms of 2) and the STEREO shock

65



Figure 4.3: IMF and plasma measurements of three example CMEs. The seven panels show
the magnetic field strength, components in RTN coordinates (red: radial, green: tangential,
blue: normal), solar wind speed, proton density, proton temperature, dynamic pressure, and
proton beta (from top to bottom). The two vertical green dashed lines bound the sheath,
with t=0 corresponding to the start of the sheath and the vertical orange dashed lines denote
the start of the sheath, as identified by the ASIA (top panel). For the bottom panel, the
start of the ME is denoted by the green dashed line, with t=0 corresponding to the start of
the ME. Top left : STEREO-B measurements of the Cat-I CME starting on 12 April 2014 at
2:27 UT, Top right : STEREO-B measurements of the Cat-II CME starting on 29 October
2011 at 04:12 UT, Bottom: STEREO-A measurements of the Cat-III CME starting on 28
April 2011 at 09:00 UT.
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list (Mms of 2.6). The shock arrived at STEREO-B on 12 April 2014 at 2:27 UT. The SC

encountered the sheath for a relatively long period of 18.32 hours, with the leading-edge of

the ME arriving on 12 April 2014 at 20:46 UT. The ASIA also identified a sheath region

upstream of the ME. For this particular event, the sheath interval identified by the ASIA

was 17.25 hours, slightly shorter.

4.4.2 Cat-II (CME with a sheath but without a shock)

Our example Cat-II event revealed an interesting discontinuity. The start of this sheath

coincided with a sharp decrease in the magnetic field strength (see the top right panel in

Figure 4.3). The discontinuity, which probably was a slow-mode shock/wave, arrived at

STEREO-B on 29 October 2011 at 04:12 UT. According to the STEREO CME list of Jian

et al. (2018), the SC encountered the sheath for 7 hours. The ASIA also identified a sheath

region extending out to 7.83 hours upstream of the ME. However, with a visual inspection, we

approximated the sheath to start at 12.80 hours before the start of the ME to accomodate the

enhancements of the solar wind speed, proton density, temperature, and dynamic pressure.

The driving ME expanded at a much slower rate compared to the Cat-I ME mentioned

above, with an expansion speed of ∼47 km s−1. Here, the upstream solar wind speed of 357

km s−1 might have been an overestimation because of the compression region right before

the sheath. The upstream fast magnetosonic speed was 72 km s−1, slightly higher than in

the previous example. The region upstream of the ME was a typical sheath-like structure as

the physical parameters (proton density, temperature) within the sheath was enhanced by a

factor of 2 than the background solar wind, while this factor was 3 for the dynamic pressure.

The average speeds of the structures (sheath and ME) were also comparable to each other,

indicating that the ME was driving the sheath.
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4.4.3 Cat-III (CME with no associated shock and sheath)

The example Cat-III ME presented on the bottom panel in Figure 4.3 arrived at STEREO-A

on 28 April 2011 at 9:00 UT. The SC encountered the ME for ∼35 hours before it ended on 29

April 2011 at 20:07 UT. The ME propagated in a moderately fast solar wind of 440 km s−1.

The upstream fast magnetosonic speed was 55 km s−1. This ME, with a leading-edge speed

of 441 km s−1, was expanding near 1 AU with an expansion speed of ∼58 km s−1. The ASIA

identified no sheath region upstream of the ME. There were some notable enhancements

and fluctuations in the magnetic field upstream of the ME. However, they did not coincide

with any notable enhancements in the plasma parameters and might correspond to Alfvén

waves. The sharp increase in proton density just before the start of the ME, coinciding with

a simultaneous sharp decrease in the magnetic field strength might have been a product

of magnetic reconnection. Also, the change in proton beta (βp) across the boundary was

small, which is a condition favorable for MR (Phan et al., 2013). This certainly was not an

anomaly, as 8 out of the 46 Cat-III MEs exhibited such signatures.

4.5 The proportion of different categories

4.5.1 Variation in terms of the leading-edge speed of the ME

We examined the proportion of different categories based on the leading-edge speed of the

ME near 1 AU (see the top left panel in Figure 4.4). We first arranged all the MEs by

the increasing order of leading-edge speeds. We excluded 3 MEs because the leading-edge

portions for these MEs had considerable data gaps. The leading-edge speeds ranged from

301 km s−1 (a Cat-III ME) to 949 km s−1 (a Cat-I ME). Then, we binned the leading-edge

speeds into 8 intervals, each containing 23 MEs except the last one, which contained 24. For

each interval, we normalized the count from each category by the total number of MEs in

that interval.

We observed that, for small leading-edge speeds, the number of MEs not driving shocks
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(Cat-II and Cat-III) outweigh the number of MEs driving shocks (Cat-I). For leading-edge

speeds below 400 km s−1, only 42% of MEs were able to drive shocks, confirming the results

of the study by Lugaz et al. (2017a) based on Wind/ACE data. The normalized ratio of

Cat-II MEs peaked for leading-edge speeds around 340 - 371 km s−1, maybe indicating that

they were in the process of forming shocks. As expected, the proportion of shock driving

MEs started outweighing the non-shock driving ones with increasing leading-edge speeds.

However, the proportion of non-shock driving MEs did not immediately become negligible.

Even for higher leading-edge speed intervals, we did find a non-negligible amount of non-

shock driving MEs. For example, between leading-edge speeds 590 - 710 km s−1, 26% of MEs

still did not drive shocks. According to our database, MEs with leading-edge speeds >598

km s−1 all drove sheaths and MEs with leading-edge speeds >701 km s−1 all drove shocks

near 1 AU and had associated sheaths.

4.5.2 Solar cycle variation

In this section, we examined the annual variation of ME counts of the three categories.

Different phases of two SCys were sampled: the solar minimum of SCy 23 and transition

to SCy 24 (2007-2008), the rising phase of SCy 24 (2009-2011), and the double-peak solar

maximum (2012-2014). For improved statistics, we combined the counts from 2007 - 2009.

We then normalized the counts for each temporal bin (2007 - 2009: 28, 2010: 19, 2011:

38, 2012: 40, 2013: 36, 2014: 27, see the top right panel in Figure 4.4). We observed a

gradual increase in the proportion of Cat-I MEs from 2009 onwards, coinciding with the

rising phase of SCy 24 and peaking near the solar maximum (75% of the MEs in 2012

were Cat-I). During solar maximum, a large proportion of MEs originates from ARs near

big sunspot groups. Eruptive events associated with ARs usually give rise to fast MEs

(Manchester et al., 2017). Therefore, the increase in the occurrence rate of Cat-I MEs

(fastest among the three categories) during the rising phase of a SCy was expected. In

contrast, during solar minimum, most MEs originate from streamer blowouts and quiescent
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Figure 4.4: Top panel : Normalized ratios of leading-edge speeds (left) and annual occurrence
rates (right) of the three ME categories, Bottom panel : Normalized ratios of “pseudo” Mach
numbers (see section 4.7.1) of the three ME categories.
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prominences, located far from ARs. Such eruptions usually produce slow MEs (Manchester

et al., 2017). Therefore, as expected, the occurrence rate of Cat-II MEs (slowest among the

three categories, see Table 4.1 for comparison of average ME speeds of the three categories)

peaked at solar minimum (33% of Cat-II MEs occurred during the solar minimum). The

proportion of Cat-III MEs was relatively constant with a peak in 2010 during the rising

phase of SCy 24. These MEs propagated in the fastest upstream solar wind and may have

been associated with slower MEs propagating through SIRs that were more likely to occur

outside the solar maximum.

4.6 Superposed epoch analysis

We performed a SEA, also known as Chree analysis (Chree, 1913) to derive the generic

profiles of sheaths driven by MEs near 1 AU. SEA is a non-parametric averaging technique

that consists of sorting time series data into categories. The basic rationale is that the

averaging is done in a way that the common features of the data do not change, and small

variabilities tend to average out.

For Cat-I and Cat-II CMEs, we used two characteristic epoch times, the start of the sheath

and the start of the ME, so that all events with different timescales but from the same

category were perfectly aligned. We primarily used the timings listed in Jian et al. (2018).

We used the timings identified with visual inspection only for discrepancies between the

STEREO CME list and the ASIA. For each event, the sheath and ME timescales were

resampled to the average timescales of each category (average sheath duration: Cat-I is

9.27h, Cat-II is 8.32h). Then, the SEA was performed to analyze the temporal profiles

of Cat-I and Cat-II sheaths statistically. This allowed the average temporal profiles to be

presented on the average timescales of the sheath and the ME. We used the average sheath

to ME interval ratio (0.44 for both Cat-I and Cat-II) to set up the typical timescale of the

ME (typical ME duration: Cat-I was 21h, Cat-II was 18.9h). Therefore, the typical ME

durations used in the SEA differed from the average ME durations listed in Table 4.1. The
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sheaths of both categories were binned into 75 time bins and later averaged to get the same

number of data points in the sheath interval. As the average ratio between the length of

the sheath and ME intervals for both Cat-I and Cat-II MEs were 0.44, we imposed 170 time

bins for the ME (for both categories) and 16 (for Cat-I) or 18 (for Cat-II) time bins for the

upstream solar wind (by comparing the average sheath duration of 9.27h for Cat-I and 8.32h

for Cat-II with the predefined 2-hour interval upstream of the shock/discontinuity/sheath

as the solar wind). Lastly, the averaged values from different events but of the same bin

number were averaged to determine the average profiles of the physical parameters in the

sheath and ME.

For Cat-III MEs, we presented the average timescales in a slightly different manner, as these

MEs did not have associated sheath regions. We selected an extended 8.8h solar wind interval

upstream of the ME (average of the typical durations of Cat-I and Cat-II sheaths). Similar

to Cat-I and Cat-II sheaths, we required this extended pre-ME solar wind interval to have

75 time bins. 211 time bins for the ME (comparing the average ME duration of 24.8h with

the 8.8h extended pre-ME solar wind interval) and 17 time bins for the solar wind (2-hour

interval upstream of the extended pre-ME solar wind interval) were taken and later averaged.

The goal of the extended 8.8h pre-ME solar wind was to identify, if it existed, any signature

in the SEA of Cat-III MEs that may have been missed by visual inspection. It was also

used for visualization purposes to present all three categories with a similar format, the ME,

preceded by a sheath period of ∼8-9 hours and a 2-hour pristine solar wind.

From the SEA profiles of Cat-I MEs (see the top left panel in Figure 4.5), as expected, we

observed an abrupt increase in the magnetic field strength, magnetic field fluctuations, proton

density, speed, temperature, and dynamic pressure over the quiescent solar wind at the shock

boundary. In the sheath region, the IMF and plasma profiles remained relatively constant

(except the magnetic field fluctuations). To quantify the fluctuations of the magnetic field
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Figure 4.5: Superposed epoch analysis profiles for the 106 Cat-I CMEs (top left), 36 Cat-II
CMEs (top right), and 46 Cat-III MEs (bottom). The purple curves show the average values,
and shaded regions indicate the interquartile ranges. The panels show distributions (from
top to bottom) of the magnetic field strength, total root-mean-square error of the magnetic
field strength, solar wind speed, proton density, proton temperature, and dynamic pressure.
The vertical green dashed lines (top panel) bound the sheath region. The vertical green
dotted lines (bottom panel) bound the extended pre-ME solar wind interval. The region to
the left of the vertical green dashed lines represents the unperturbed solar wind, and the
region to the right of the vertical green dashed/dotted lines represents the entire ME.
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strength (e.g. Maśıas-Meza et al., 2016; Kilpua et al., 2019), we introduced a total root-mean-

square (Brms) that is the sum of root-mean-square-deviations for each 1-min time interval

(Brms∗ , as defined in Equation 4.1) that makes up the regions (solar wind, sheath, and ME).

Brms∗ =

√√√√ n∑
i=1

(Bi − 〈B〉)2

n
(4.1)

Here, 〈B〉 represents the temporal average of magnetic field strength for 1-min intervals.

The field fluctuations peaked right at the shock arrival and then continuously decreased

throughout the sheath, consistent with the study of Maśıas-Meza et al. (2016), before a

second peak was observed at the leading-edge of the ME. The piled-up IMF and plasma

in the sheath corresponded to the enhanced magnetic field and plasma profiles over the

background solar wind. The steady decline in the magnetic field strength and lower proton

density and temperature levels in the ME were direct consequences of the typical expansion

undergone by the ME near 1 AU. In addition, the magnetic field strength inside the ME was

asymmetric, possibly owing to the aging effect (see Démoulin et al., 2008). The magnetic field

fluctuations stabilized to lower typical solar wind levels in the ME, a feature characteristic

of MCs (Burlaga et al., 1981).

For Cat-II CMEs, at the start of the sheath, we also observed a jump in the parameters

compared to the unperturbed solar wind (see the top right panel in Figure 4.5). However,

the jumps were significantly less pronounced than for Cat-I CMEs. In addition, the jumps

were more extended and smoother, not as abrupt and sharp as Cat-I. Similar to Cat-I sheaths,

the magnetic field and plasma profiles remained roughly constant within the sheath. The

magnetic field fluctuations peaked slightly after the sheath and were more symmetric than

Cat-I fluctuations. Cat-II sheaths also corresponded to elevated IMF and plasma parameters

over the background solar wind.

In the case of Cat-III MEs, we observed an enhanced magnetic field in the ME compared to

the ambient solar wind (see the bottom panel in Figure 4.5). The magnetic field was roughly

74



steady in the ME with relatively small fluctuations. The proton density and temperature

were also low compared to the background solar wind.

4.7 Average profiles of the structures

4.7.1 MEs

In Table 4.1, we compared the average parameters within the MEs for different categories.

We also introduced three different types of ME Mach numbers (see Eqs. (4.2) to (4.4)).

The “pseudo” Mach number (Mpseudo) represented the ratio of the leading-edge speed in

the solar wind frame to the upstream fast magnetosonic speed. The “propagation” Mach

number (Mprop) denoted the ratio of the average ME speed in the solar wind frame to the

upstream fast magnetosonic speed. The “expansion” Mach number (Mexp) was the ratio of

the expansion speed to the upstream fast magnetosonic speed.

Mpseudo =
vle - vsw

vms
(4.2)

Mprop =
vejecta - vsw

vms
(4.3)

Mexp =
vexp
vms

(4.4)

Here, vejecta is the ME propagation speed, calculated as the average speed of the ME, vsw is

the solar wind speed, vms is the fast magnetosonic speed of the local solar wind, vexp is the

ME expansion speed, and vle is the ME leading-edge speed. Both vsw and vms are calculated

as the average in a 2-hr time interval upstream of the shock/ME.

The main results were as follows:

1) MEs driving Cat-I sheaths were the fastest among the three categories, and they had the

fastest expansion speeds.
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2) MEs driving Cat-II sheaths were the slowest among the three categories and had the

slowest expansion speeds. However, they also propagated in the slowest solar wind with

the lowest fast magnetosonic speed, i.e., in conditions that would be ideal for driving a

shock. The average leading-edge speed of MEs driving Cat-II sheaths was 416 km s−1, which

was almost identical to the minimum leading-edge speed a Cat-II ME required to drive a

perpendicular shock near 1 AU, which was 412 km s−1.

Table 4.1: Averages and standard deviations of selected solar wind plasma and IMF pa-
rameters in the ME regions of different categories. The standard deviations represent 1σ
uncertainty. The values in parentheses are of a subset of Cat-I MEs with leading-edge speeds
<516 km s−1.

Parameter Cat-I (Cat-I Subset) Cat-II Cat-III

< t > (h) 27±16(27±18) 22±10 25±13
< Np > (cm−3) 5.4±3.7(6.0±3.8) 5.9±4.2 4.6±3.3
< v > (km s−1) 460±112(402±57) 396±88 402±65
< T > (104K) 7.4±5.4(6.2±3.6) 6.4±9.6 4.8±3.0
< B > (nT) 9.9±3.9(9.5±3.1) 9.9±2.9 8.0±3.1
< Pdyn > (nPa) 2.2±1.7(2.0±1.4) 1.9±2.1 1.5±1.1
< v >Upstream−sw (km s−1) 382±81(345±44) 364±68 421±82
< v >Upstream−fms (km s−1) 64±26(53±18) 48±18 73±35
vLE (km s−1) 483±118(416±56) 416±100 429±80
vexp (km s−1) 26±38(12±26) 12±26 17±30
Mpseudo 1.7±1.2(1.5±1.1) 1.1±1.1 0.1±0.3
Mpropagation 1.4±1.2(1.2±1.1) 0.7±0.9 -0.3±0.6
Mexpansion 0.4±0.6(0.2±0.5) 0.3±0.5 0.3±0.6
< β >Proton 0.2±0.2(0.2±0.2) 0.1±0.1 0.1±0.1

3) Cat-III MEs had almost the same average speeds as those driving Cat-II sheaths. However,

they propagated in the fastest solar wind with the highest fast magnetosonic speed, i.e., in

conditions that were the least ideal for driving a shock. The leading-edge speeds of Cat-III

MEs were comparable to the upstream solar wind speed, which was consistent with these

CMEs not driving any shocks. In addition, faster solar wind is less dense, and also the

average expansion speed of Cat-III MEs was moderate. As a result, it was easier for the

deflected solar wind at the nose of the ME to go around it, which is a possible physical

explanation as to why these MEs also did not drive sheaths.
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4) Except for their faster speeds, another significant difference between MEs associated with

Cat-I and Cat-II sheaths was that Cat-I MEs were longer duration.

5) For Cat-I sheaths, the average magnetic field strength in the sheath (see Table 4.2) was

higher than that in the ME by 13%, and the peak magnetic field occurred 60% of the time

in the sheaths. For Cat-II sheaths, the magnetic field strength in the sheath was lower than

that in the ME by 30%, and the peak magnetic field occurred only 25% of the time in the

sheaths.

6) While the leading-edge speeds of the MEs organized the three categories reasonably well

(see the top left panel in Figure 4.4), it was even better organized when we examined the

distribution based on Mpseudo (see the bottom panel in Figure 4.4), as defined above. We

did the binning of Mpseudo in a similar way to section 4.5.1. It was evident that leading-edge

speeds of Cat-III MEs in the solar wind frame were considerably lower than the upstream

fast magnetosonic speed (Mpseudo<1). The largest proportion of Cat-II MEs was found in

the range of 1<Mpseudo<1.2, whereas ∼57% of Cat-I MEs had Mpseudo>1.2.

4.7.2 Sheaths

We listed the average sheath parameters driven by Cat-I and Cat-II MEs in Table 4.2.

Table 4.3 listed the results from the Welch’s t-test (with 95% confidence level) to determine

if differences between Cat-I and Cat-II sheaths were statistically different. In this section, we

focused on the main differences between Cat-I and Cat-II sheaths, listing only statistically

significant ones. We found the following results:

1) The compression in density and magnetic field in the sheath compared to the background

solar wind was significantly higher for Cat-I sheaths than Cat-II sheaths. The level of

compression (∼4) in density for Cat-I sheaths was unlikely to be explained only by the com-

pression resulting from the associated shock since the shock compression ratio for a typical
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Table 4.2: Averages and standard deviations of selected solar wind plasma and IMF pa-
rameters in the sheath regions of different categories. The standard deviations represent 1σ
uncertainty. The values in parentheses are of a subset of Cat-I sheaths that are driven by
MEs with leading-edge speeds <516 km s−1. < Ratio >: Ratio of the average values within
the sheath to that in the upstream solar wind.

Parameter Cat-I (Cat-I Subset) Cat-II

< t > (h) 9.3±4.9(9.3±5.2) 8.3±4.0
< Np > (cm−3) 14.4±8.0(15.8±8.2) 11.3±6.1
< v > (km s−1) 477±113(411±57) 404±91
< T > (105K) 2.0±1.6(1.2±0.9) 1.0±1.0
< B > (nT) 11.2±4.6(9.8±3.3) 6.9±2.6
< Brms > (nT) 0.3±0.2(0.3±0.2) 0.2±0.4
< Pdyn > (nPa) 6.5±4.4(5.4±3.0) 3.8±2.6
< Ratio >Np 3.8±2.3(4.0±2.1) 2.2±1.4
< Ratio >v 1.3±0.2(1.2±0.1) 1.1±0.1
< Ratio >T 3.4±2.6(3.1±2.4) 2.1±1.5
< Ratio >B 2.6±1.4(2.7±1.5) 1.8±0.9
< Ratio >Pdyn

6.4±4.7(6.0±4.2) 2.8±2.0

ME-driven shock is ∼2. This indicated follow-up compression after the shock, consistent

with the numerical simulation of Manchester et al. (2005).

2) Cat-I sheaths were made of denser (by 27%), hotter (by 100%), and more magnetized (by

62%) plasma than Cat-II sheaths. The sheath plasma was faster (by 18%) and had a higher

dynamic pressure (by 71%) in Cat-I than Cat-II sheaths. The level of fluctuations in the

magnetic field was, however, not statistically different.

3) The average sheath durations for Cat-I and Cat-II sheaths were similar, at ∼8-9 hours.

As Cat-I sheaths were faster, their sizes were statistically larger than Cat-II sheaths.

4.7.3 Comparison of Cat-II sheaths and Cat-I sheaths driven by slower MEs

We next investigated if the differences between Cat-I and Cat-II sheaths were due to the

different speeds of the drivers, or they were inherently different. To do so, we created a

subset of Cat-I MEs, where the leading-edge speeds were <516 km s−1 (average leading-edge

speed of Cat-II MEs was 416 ± 100 km s−1). We listed the average values of this subset
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Table 4.3: Measure of statistical difference with 95% confidence level (p-values from the
Welch’s t-test) between selected solar wind plasma and IMF parameters. P-values repre-
senting statistical differences are made bold.

Parameter Cat-I & Cat-II Cat-I Subset & Cat-II

< Size >Sheath 0.0020 0.1253
< B >Sheath 4.2E-10 3.1E-06
< Np >Sheath 0.0134 0.0021
< v >Sheath 0.0003 0.6806
< T >Sheath 2.8E-05 0.2126
< Pdyn >Sheath 2.1E-05 0.0067
< Brms >Sheath 0.1780 0.6056
< v >Upstream−sw 0.2190 0.1326
< v >Upstream−fms 0.0002 0.1724
vLE 0.0016 0.9976
vexp 0.0156 0.9134
Mpseudo 0.0065 0.0952
Mpropagation 0.0007 0.0060
Mexpansion 0.3111 0.8011

in parentheses in the Cat-I column in Table 4.1 and Table 4.2. From comparing upstream

conditions and ME speeds, we approximated that this subset of Cat-I sheaths and Cat-II

sheaths were driven by similar MEs, propagating in the similar upstream solar wind (see

Table 4.3). We did see that the average properties of Cat-II sheaths and sheaths of this

subset were more similar to each other than Cat-I and Cat-II sheaths. This was true for the

sheath size, speed, and temperature (see Table 4.3). However, the sheath density, magnetic

field strength, and dynamic pressure remained more statistically elevated in Cat-I sheaths

driven by slower MEs than in Cat-II sheaths (see Table 4.2 and Table 4.3). This highlighted

intrinsic differences in the compression (of the density and magnetic field) associated with

the presence or absence of a shock.

We expected the comparison between this subset of Cat-I sheaths and Cat-II sheaths to be

statistically less significant, as they were driven by MEs with similar speeds. Except the

sheath density and the upstream solar wind speed, we indeed observed higher p-values for

all other examined parameters (see Table 4.3). From these p-values, we approximated that
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this subset of Cat-I sheaths and Cat-II sheaths were similar in many aspects, even though

their formation mechanisms were supposed to be different, as Cat-I sheaths were driven by

MEs which also drove shocks and Cat-II sheaths were associated with MEs that did not

drive shocks.

4.8 Correlation analysis between the sheath and ME

We investigated any potential correlation between the average parameters of the structures.

We applied a linear least-squares regression technique to test the correlation of the average

parameters (proton density, solar wind speed, and magnetic field strength) within the sheath

with that of the driving ME. We used the average ME speed in our correlation analysis to

exclude the contribution of the expansion speed, similar to Gopalswamy (2008). For each

category, we used two sets to examine the correlation of the sheath with its driver ME. The

first set considered all CME types with quality index 0, 1, and 2 (see Section 3.7), and the

second set considered CMEs with quality index 1 and 2 (see Table 4.4).

4.8.1 Correlation between the average sheath and ME properties

1) The average proton density of Cat-I sheaths showed modest (Correlation Coefficient or

CC=0.50 - 0.75) positive correlation with the average proton density (CC=0.55) and mag-

netic field strength (CC=0.57, see in Figure 4.6) of the ME, which meant that sheaths driven

by denser and stronger MEs tend to be denser as well. However, the average proton density

of Cat-I sheaths did not have any sort of relationship with how fast the ME was propagating.

This was surprising as the rate at which the ME accumulates solar wind material over its

propagation was assumed to be dependent on the speed of the ME. On the other hand, the

density and speed of general solar wind are typically anti-correlated, i.e., fast solar wind with

lower density while slow solar wind with higher density. Thus, the two effects might have re-

sulted in no clear correlation between the sheath density and ME speed. For Cat-II sheaths,

the average proton density did not have any clear correlation with the average parameters
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of the ME (see in Figure 4.6 for the correlation with the average magnetic field strength of

the CME).

Table 4.4: Correlation coefficients of the linear least-squares regression between the aver-
age parameters of the structures (sheath and CME) for different categories. The values in
parentheses refer to linear least-squares regression, including MEs with quality index 1 and
2 only. + indicates positive correlation with CC<0.25. - indicates negative correlation with
CC<0.25. CCs>0.50 are made bold.

Parameter Average
Np,Ejecta

Average
Np,Ejecta

Average
BEjecta

Average
BEjecta

Average
vEjecta

Average
vEjecta

Cat-I Cat-II Cat-I Cat-II Cat-I Cat-II

< Np >Sheath 0.55 (0.52) + (+) 0.57 (0.56) 0.38 (0.37) - (-) - (-)
< B >Sheath + (-) + (-0.25) 0.64 (0.62) 0.54 (0.34) 0.60 (0.63) 0.62 (0.56)
< v >Sheath -0.30 (-0.36) + (-0.32) + (+) 0.31 (+) 0.91 (0.93) 0.93 (0.97)

2) The average magnetic field strength of Cat-I sheaths also showed a modest relationship

with the magnetic field strength (CC=0.64) and the average speed (CC=0.60, see in Fig-

ure 4.6) of the ME. The same was true for Cat-II sheaths. Sheaths of both categories did

not have any substantial correlation with the average proton density of the ME.

3) The average speeds of Cat-I and Cat-II sheaths did not have any clear correlation with

the average proton density and magnetic field strength of the ME. The average speeds in the

sheaths for both categories only depended upon how fast the driving ME was propagating

(CC=0.91 for Cat-I, CC=0.93 for Cat-II, see in Figure 4.6), which meant, as expected, a

faster ME drives a faster sheath as well.

4.8.2 Correlation of the sheath size with ME Properties

We also examined the linear relationship of the sheath size (in AU) of Cat-I and Cat-II

sheaths with the speed profile and associated Mach numbers of the ME (see Table 4.5 and

Figure 4.7). The sheath size was approximated as the product of the average speed in the

radial direction and the time interval through which the SC measured the sheath. Here,
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Figure 4.6: Scatter plots of selected average parameters for Cat-I (left panels) and Cat-II
(right panels). Blue circles represent observations of CMEs with quality index 0. Orange
(for Cat-I) and red (for Cat-II) circles represent observations of CMEs with quality index
1 and 2. The solid green line represents the best linear least-squares fit of the data set for
all CME observations (with quality index 0, 1, and 2). The orange (for Cat-I) and red (for
Cat-II) lines represent the same but only for observations of CMEs with quality index 1 and
2.
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this approximation for the sheath size was dependent on the location where the sheath was

crossed with respect to the nose of the ME.

Table 4.5: Correlation coefficients of the linear least-squares regression between the sheath
size in radial direction (AU) with specific ME parameters for different categories and differ-
ent combinations. (+) indicates positive correlation with CC<0.25, (-) indicates negative
correlation with CC<0.25. CCs>0.50 are made bold.

Parameter Sheath Size (AU)

Category All MEs MEs (Quality Index 1 & 2)
vLE (km s−1) Cat-I 0.39 0.44
vLE (km s−1) Cat-II (+) 0.38
vLE - < v >Upstream−sw (km s−1) Cat-I (+) 0.25
vLE - < v >Upstream−sw (km s−1) Cat-II 0.29 0.65
< v >Ejecta (km s−1) Cat-I (+) 0.28
< v >Ejecta (km s−1) Cat-II (+) 0.33
vexp (km s−1) Cat-I 0.42 0.48
vexp (km s−1) Cat-II (+) 0.37
Mpseudo Cat-I (-) (-)
Mpseudo Cat-II (+) 0.41
Mpropagation Cat-I -0.25 (-)
Mpropagation Cat-II 0.25 0.39
Mexpansion Cat-I 0.30 0.35
Mexpansion Cat-II (-) 0.25

The sheath size for both Cat-I and Cat-II sheaths showed a weak linear correlation with

the speed profiles of the driving MEs. The best correlations for Cat-I MEs were found with

the leading-edge speed and the expansion speed (∼0.4). In addition, both these correlations

were positive, indicating that faster MEs had thicker sheaths. The correlations, in general,

were poorer for Cat-II MEs. There existed similar poor correlations between the sheath size

and the three aforementioned Mach numbers for both categories.

This poor correlation between the sheath size and the speed profile and associated Mach

numbers of the driving ME was unexpected compared to the results of Russell & Mulligan

(2002); Savani et al. (2011), where sheath thickness was approximated to decrease with the

shock Mach number, meaning slower MEs tend to have thicker sheaths.
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Figure 4.7: Scatter plots of the sheath size in radial direction (in AU) and selected CME
parameters for Cat-I (left panels) and Cat-II (right panels). Blue circles represent observa-
tions of CMEs with quality index 0. Orange (for Cat-I) and red (for Cat-II) circles represent
observations of CMEs with quality index 1 and 2. The solid green line represents the best
linear least-squares fit of the data set for all CME observations (with quality index 0, 1,
and 2). The orange (for Cat-I) and red (for Cat-II) lines represent the same but only for
observations of CMEs with quality index 1 and 2.
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CHAPTER 5

Categorization of ME-driven sheath regions near 1 AU

This work has been accepted for publication in The Astrophysical Journal on 5 July 2021.

5.1 Background

This work is a follow-up to the previous work (presented in Chapter 4), where we investigated

the generic profiles of CME structures near 1 AU. In that work, the CMEs were categorized

based on the presence of shocks and sheaths. We also explored statistical relationships

between sheaths, preceded and not preceded by shocks, driven by MEs with comparable

leading-edge speeds. At the conceptualization stage of this work, aspects of propagation

and expansion sheaths were primarily explained with theoretical arguments (e.g. Siscoe &

Odstrcil, 2008). This led to the framework of this work, to identify propagation sheaths

(PSs) and expansion sheaths (ESs) near 1 AU and probe the physical differences between

them with a statistical analysis based on in-situ measurements.

In this work, we followed a similar approach to Salman et al. (2020a) but performed a

more in-depth analysis beyond looking at the correlation between the average sheath and

ME properties. The focus was to examine the sheath-to-sheath variability and how specific

properties of the MEs affect the sheath properties near 1 AU, with an extended analysis

of ME-driven sheaths (preceded by shocks), based on two entirely different categorization

schemes. The sheath boundaries listed in Jian et al. (2018) were used for the analysis, with

minor adjustments for some events based on an ASIA and visual assessment (see Salman

et al., 2020a). Data used for this work was the same as in Chapter 4.
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5.2 Sheaths categorized by formation mechanisms

For the first categorization, we focused on the potential formation mechanisms of ME-driven

sheaths. These sheaths are combinations of a PS, where the solar wind is deflected sideways

at the nose of the magnetic obstacle and flows around it, and an ES, where the magnetic

obstacle expands but does not propagate along with the background solar wind that causes

the plasma to pile-up upstream of the ME (Siscoe & Odstrcil, 2008). In an attempt to

quantitatively estimate that either the propagation or expansion of the MEs had a significant

contribution in their formations, we categorized the sheaths with three ME Mach numbers,

Mprop, Mexp, and Mpseudo (see Section 4.7.1), based on the propagation, expansion, and

leading-edge speeds. The propagation speed does not include a contribution from expansion.

Therefore, this removed any potential overlap between Mprop and Mexp. The reason for

introducing Mpseudo was to ensure that the sheaths of the two groups have similar Mpseudo

(i.e., similar ratios of the ME leading-edge speeds in the solar wind frame to the characteristic

speeds in the solar wind). This ensured that the examined sheath properties of the two groups

would only differ due to the relative importance of their potential formation mechanisms

(propagation and expansion).

We identified 28 PSs (see Appendix C for the list) for which the Mexp≤0.4 and Mprop≥0.6.

Similarly, we identified 18 ESs (see Appendix C for the list) where the reverse is the case,

i.e., Mprop≤0.4 and Mexp≥0.6. Although these limits were somewhat subjective, if we ob-

serve the average values (see Table 5.1) for PSs (Mprop>1 and Mexp∼0) and ESs (Mexp>1

and Mprop∼0), this at least quantitatively ensured significant contribution from either prop-

agation or expansion in forming these sheaths. Since the sheath properties are strongly

correlated with the ME leading-edge speeds, we imposed one more criterion in categoriz-

ing these sheaths, which is 1<Mpseudo<2. Lugaz et al. (2017a) looked at specific cases of

MEs driving shocks at 1 AU for which Mpseudo>1 but Mprop<1, i.e., where the propagation

speed by itself was not sufficient to explain the formation of shocks. Here, we expanded on
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that study by considering both PSs and ESs. We had 60 sheaths that did not fall in either

category, i.e., both propagation and expansion aspects of the ME kinematics played promi-

nent roles in their formations. This provided further confirmation that typical ME-driven

sheaths are “hybrid” sheaths, featuring aspects of both propagation and expansion (Siscoe

& Odstrcil, 2008).

5.3 Sheaths categorized by variations in speeds

In the second scheme, we categorized the 106 ME-driven sheaths based on their temporal

variations of speeds. The rationale behind this categorization was to search for sheath

characteristics (based on their speed profiles) and then try to see if we could find differences

in the associated shocks and MEs, rather than looking for different driving MEs and seeing

if the sheaths were different. The initial grouping relied upon the visual identification of the

sheath speed profile. We categorized these sheaths into those with constant (Category-A),

increasing (Category-B), decreasing (Category-C), and complex (Category-D) speed profiles,

throughout the entire interval of the sheath (see in Figure 5.1). These profiles were not

anomalies, with a significant number of sheaths exhibiting these trends. However, this sort

of visual categorization can be subjective and introduce selection bias. Therefore, in an

attempt for a more rigid categorization, we performed a linear least-squares regression to

identify quantifiable criteria for the categorization. We determined that the following two

parameters of the regression model inherently categorized these sheaths into four distinct

categories: the first parameter was the slope of the regression line relative to the average

sheath speed, and the second parameter was the error in the linear fitting of the sheath speed

relative to the average sheath speed. The reason behind normalizing these two parameters

was to minimize the influence of the sheath speed itself on the categorization.

The speed profiles for three out of the four categories exhibited marked linearities. Therefore,

for the quantitative categorization of these three categories, the first criterion was that the

error* (error of the regression model relative to the average sheath speed) was less than 4%.
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Figure 5.1: Speed variations within ME-driven sheath regions categorized with linear least-
squares regression. The vertical green solid lines bound the sheath region. The navy dashed
lines represent the best linear least-squares fits of the solar wind speeds within the sheath
regions. ME arrival times: Cat-A on 2014 January 29 at 5:20 UT (STEREO-B), Cat-B on
2012 October 5 at 2:51 UT (STEREO-A), Cat-C on 2011 January 17 at 15:46 UT (STEREO-
B), and Cat-D on 2014 February 25 at 12:16 UT (STEREO-A).
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The second criterion was reliant upon the slope of the regression line. For Cat-A sheaths

(constant speed profiles, the top left panel in Figure 5.1), the slope* (slope relative to the

average sheath speed and in units of h−1) fell within this range: -0.4% h−1<slope*<0.4%

h−1. For Cat-B sheaths (increasing speed profiles, the bottom left panel in Figure 5.1), the

slope* was greater than 0.4% h−1. For Cat-C sheaths (decreasing speed profiles, the top right

panel in Figure 5.1), the slope* was negative and less than 0.4% h−1. The quantity 0.4%

h−1 can be explained in this way: for a typical sheath duration of 10 hours and an average

sheath speed of 500 km s−1, a Cat-A sheath must have variations less than ∼20 km s−1,

whereas larger variations would be categorized as a Cat-B or Cat-C sheath. For the last

category or Cat-D sheaths (complex speed profiles, the bottom right panel in Figure 5.1),

we only relied on the error* for categorization since their speed profiles did not exhibit any

single definite linear trend. Therefore, the error of the regression model was expected to be

significant. Cat-D sheaths, therefore, had values of error* that were greater than 4%. In

total, we identified 26 Cat-A sheaths, 24 Cat-B sheaths, 20 Cat-C sheaths, and 36 Cat-D

sheaths. We also examined whether these speed profiles correspond to PSs or ESs but found

both PSs and ESs to be intermixtures of all these speed profiles. Regnault et al. (2020)

categorized MEs into three groups based on ∆v (the average ME speed in the solar wind

frame). The SEA profiles for the speed within sheaths of their three ME groups resembled

the speed profiles within sheaths of our categorization. They grouped the MEs based on

∆v (similar to Mprop) and then looked at the associated sheaths, whereas we categorized the

sheaths based on their speed profiles and then tried to find what caused them. In Regnault

et al. (2020), superposed epoch profiles of sheaths, driven by MEs with low ∆v, medium

∆v, and high ∆v showed a decreasing speed profile (similar to our Cat-C sheaths), constant

speed profile (similar to our Cat-A sheaths), and increasing speed profile (similar to our

Cat-B sheaths) respectively.
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5.4 Propagation versus expansion sheaths

5.4.1 Comparison of average properties

To examine the statistical relationships between these two types of sheaths, we performed

analysis of variance (ANOVA) on the 28 sheaths identified as PSs and the 18 sheaths iden-

tified as ESs in Section 5.2. ANOVA is a parametric test that compares the means of two

or more independent groups to determine statistical evidence whether or not the associated

group means are significantly different. We listed the results from ANOVA in Table 5.1.

In Table 5.1, column 1 listed the examined parameters, column 2 listed the p-values from

ANOVA that provided the measure of statistical significance (with 95% confidence) of a

particular parameter, and columns 3 and 4 listed the average values for PSs and ESs respec-

tively. In column 1, Mms is the shock magnetosonic Mach number, Mprop, Mexp, and Mpseudo

are the three ME Mach numbers, Ssheath is the sheath thickness (in the radial direction), and

θnr is the angle that the shock normal made with the radial direction, which can be used as

an approximation of SC crossing (see Paulson et al., 2012). We used the normal vector of

the shock (n̂) listed in the IPshocks database (Kilpua et al., 2015a) to calculate this angle.

We found the following from ANOVA:

1) Both types of sheaths were driven by MEs with similar magnetic field strengths, and

magnetic field strengths within PSs and ESs were also similar.

2) ESs were statistically larger (in the radial direction).

3) In comparison with ESs, PSs were statistically denser, while the same was true for their

associated MEs.

4) ESs were statistically faster.

Since θnr for both types of sheaths were almost identical (see Table 5.1), we emphasized that

these differences are not likely byproducts of SC crossings (i.e., SC encountering different
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Table 5.1: ANOVA showing the variation between sample means in two categories of ME-
driven sheaths. The p-values listed here represent whether the variance between the means
of the two categories is significantly different. P-values representing statistical significance
(<0.05) are shown in bold. Note: PS=Propagation Sheath, ES=Expansion Sheath.

ANOVA Average Value

Parameter P-value PS ES
Bejecta (nT) 0.11 9.60 8.20
Nejecta (cm−3) 0.00 5.80 3.00
Mms 0.19 1.37 1.17
Mprop 0.00 1.20 0.10
Mexp 0.00 0.00 1.00
Mpseudo 0.83 1.30 1.20
vsw (kms−1) 0.00 351 445
vle - vsw (kms−1) 0.03 73 99
θnr (degrees) 0.94 31.1 30.7
Ssheath (AU) 0.00 0.09 0.15
Bsheath (nT) 0.16 9.80 8.70
Nsheath (cm−3) 0.00 16.30 8.40
vsheath (km s−1) 0.01 421 531

portions of sheaths). Characteristic features of PSs and ESs also did not seem to have

any visible SCy dependence, as we found that a major proportion (>60%) of both types of

sheaths occurred during the maximum phase of SCy 24. The upstream solar wind speed was

statistically faster for ESs that could have resulted in lower sheath densities. In addition,

the leading-edge speeds of MEs driving these sheaths in the solar wind frame (vle - vsw) were

statistically different and could drive some of these differences (i.e., the radial thickness of

sheaths).

5.4.2 Superposed epoch analysis

In this section, we examined the average features of PSs and ESs and their associated MEs

with a SEA. Provided that variations of distributions are random, an averaging technique

like the SEA can reveal common features that are not otherwise readily detectable. However,

as these representative values are reductions of the actual distributions and run the risk of

being skewed due to extreme outliers, interpretations from this technique need to be done
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with caution. These average features are only true for the corresponding sets of MEs (28

MEs with PSs and 18 MEs with ESs) that we have analyzed. This was why we plotted

the median curves since the median values tend to be less sensitive to extreme outliers (see

Regnault et al., 2020).

Since the sheath and the ME durations were different for each ME, we used two characteristic

epochs: the start of the sheath and the start of the ME, to rescale individual timescales to

the average timescale of each category. The average durations of PSs and ESs were 8.88h

and 11.60h respectively. Then, we identified the typical ME timescales based on the average

sheath to ME interval ratios (0.53 for PSs and 0.35 for ESs). This led to average ME

timescales of 16.75h and 33.14h respectively for PSs and ESs. We selected a 2h time interval

upstream of the shock as the background solar wind.

All parameters were binned into 75 time bins for both sheaths. These bins were then averaged

to get the same number of data points within sheaths for each event. For PSs (ESs), we

imposed 17 (13) time bins for the background solar wind and 142 (215) time bins for the

ME. Lastly, the averaged values with the same bin number but corresponding to different

MEs were averaged to obtain the generic profiles for the background solar wind, sheath, and

ME.

Examining the SEA profiles for both types of sheaths (see Figure 5.2), we observed clear

discontinuities for all parameters, accompanied by abrupt enhancements at the start of the

sheath (shock boundary). The transitions from the solar wind to the sheath were more

pronounced for PSs than ESs, except for the speed. Both types of sheaths featured elevated

levels of magnetic field and plasma signatures throughout their intervals compared to the

background solar wind, consistent with sheath profiles preceded by shocks (see Janvier et al.,

2019; Kilpua et al., 2019; Salman et al., 2020a). The density profile for the expansion sheaths

showed compression near the leading-edge, displaying evidence of ME expansion (Owens,

2020).
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Figure 5.2: Superposed epoch profiles for 28 MEs with propagation sheaths (left panels) and
18 MEs with expansion sheaths (right panels). The panels show (from top to bottom) the
magnetic field strength, total root-mean-square of magnetic field fluctuations, speed, proton
density, and dynamic pressure. The purple curves show the average values, green curves
show the median values, and shaded regions indicate the interquartile ranges. The vertical
navy dashed lines bound the sheath region. The region to the left of the first vertical navy
dashed line represents the upstream solar wind, and the region to the right of the second
vertical navy dashed line represents the ME.
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Investigating the signatures of magnetic field fluctuations for both types of sheaths, we

observed two prominent peaks: at the start and end of the sheath, consistent with the

findings of Maśıas-Meza et al. (2016); Salman et al. (2020a) for sheaths preceded by shocks.

However, the fluctuations differed in trends for the two sheaths. For ESs, the magnetic field

fluctuations corresponded to a nearly uniform decrease for the entirety of the sheath. In

contrast, the magnetic field fluctuations for PSs were associated with bi-linear trends.

The abrupt transitions in the magnetic field strength, proton density, and dynamic pressure

(see first, fourth, and fifth panel in Figure 5.2) at the front of the MEs were also more

pronounced for PSs than ESs. For both types of sheaths, the magnetic field strengths at

the leading-edges were higher than the rear, leading to asymmetric magnetic field profiles

inside the MEs (see Démoulin et al., 2008). Démoulin et al. (2020) suggested that these

asymmetric magnetic field profiles could occur due to a stronger compression on one side of

the ME. For ESs, the speeds in the MEs monotonically decreased, leading to higher leading-

edge speeds than trailing edge speeds (see the third panel on the right in Figure 5.2), in

resemblance with the typical expansion undergone by MEs near 1 AU (Gulisano et al.,

2010). In contrast, speeds in MEs driving PSs were constant due to minimal expansion.

5.5 Analysis of sheaths with distinct speed variations

5.5.1 Solar cycle dependence

We examined any potential SCy dependence of the occurrence of MEs with distinct speed

variations in their sheaths and measured by either of the twin STEREO SC (see Figure 5.3).

Since the ME counts for 2007 - 2009 were considerably low, we combined the ME counts

in this interval for a more robust statistic. The total ME count (from STEREO-A and

STEREO-B) in 2014 had contributions from STEREO-B for the first 9 months only, as

communications with STEREO-B were lost on October 1.

During the minimum phase, we only observed the occurrence of MEs associated with Cat-A
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and Cat-B sheaths.

Figure 5.3: Solar cycle evolution of the annual occurrence rates of MEs associated with
sheaths exhibiting the four distinct speed variations.

The non-existence of MEs associated with Cat-C and Cat-D sheaths in this time interval

was somewhat unexpected. Apart from that, the occurrence rates of MEs associated with all

these sheaths somewhat followed similar SCy variations, with increasing trends coinciding

with the rising phase and peaking near/at solar maximum. The occurrence rate of MEs

associated with Cat-A sheaths mostly remained constant throughout the entire period.

5.5.2 Superposed epoch analysis

Similarly to Section 5.4.2, we also performed SEA for the four categories of sheaths (see

Figure 5.4 and Figure 5.5), as categorized in Section 5.3. The average duration of Cat-A,
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Cat-B, Cat-C, and Cat-D sheaths were 10.38h, 6.64h, 8.00h, and 10.95h respectively. The

average sheath to ME interval ratios of 0.47, 0.36, 0.41, and 0.49 (in the same order) led to

typical ME timescales of 22.08h, 18.44h, 19.50h, and 22.35h. Here, we also had 75 time bins

within sheaths. The number of time bins for the background solar wind for Cat-A, Cat-B,

Cat-C, and Cat-D sheaths were 15, 23, 19, and 14 respectively, and the number of time bins

for the MEs were 160, 208, 183, and 153 respectively.

The observed higher speeds in the rear than in the front for Cat-B sheaths were consistent

with Regnault et al. (2020), who found similar profiles for high ∆v MEs. They suggested

this occurred due to a fast ME compressing the sheath.

The variations in the magnetic field across the sheaths were similar for all categories. The

magnetic field profiles of the MEs for all categories were asymmetric (i.e., stronger magnetic

field at the front than in the rear). Even though Cat-A sheaths were associated with slow

MEs, their MEs did not have symmetric magnetic field profiles, as found by Maśıas-Meza

et al. (2016) for slow MEs.

For Cat-B sheaths, we observed a density profile with two peaks, one just downstream

of the shock and one close to the ME (see Kilpua et al., 2017). Other categories had

more monotonic variations of densities, with a nearly constant profile for Cat-A sheaths and

decreasing profiles for Cat-C and Cat-D sheaths. The transition from the sheath to the

ME for Cat-C sheaths was not as abrupt as expected (see third and fourth panels on the

left in Figure 5.5), possibly due to magnetic erosion at the front of the ME (e.g. Ruffenach

et al., 2015). The peak in density near the ME leading-edge for Cat-B sheaths was an

example of “Pile-Up Compression” (PUC) region (see Das et al., 2011). This PUC region

was accumulated near the Sun (Kilpua et al., 2017), primarily due to a larger ME expansion.
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Figure 5.4: Superposed epoch profiles for 26 MEs with Cat-A sheaths (left panels) and 24
MEs with Cat-B sheaths (right panels). The panels show the speed, magnetic field strength,
proton density, and dynamic pressure from top to bottom. The purple curves show the
average values, the green curves show the median values, and the shaded regions indicate
the interquartile ranges. The vertical navy dashed lines bound the sheath region. The region
to the left of the first vertical navy dashed line represents the upstream solar wind, and the
region to the right of the second vertical navy dashed line represents the ME.
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Figure 5.5: Superposed epoch profiles for 20 MEs with Cat-C sheaths (left panels) and 36
MEs with Cat-D sheaths (right panels). The panels show the speed, magnetic field strength,
proton density, and dynamic pressure from top to bottom. The purple curves show the
average values, the green curves show the median values, and the shaded regions indicate
the interquartile ranges. The vertical navy dashed lines bound the sheath region. The region
to the left of the first vertical navy dashed line represents the upstream solar wind, and the
region to the right of the second vertical navy dashed line represents the ME.
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5.5.3 Statistical relationships in terms of shock parameters

In this section, we investigated whether the shock parameters could determine or significantly

affect the properties of the following sheaths. Since the sheaths analyzed in this work were

all preceded by shocks, the sheaths were composed of shocked and compressed solar wind

plasma. Therefore, one could expect the sheath properties to correlate with the properties

of the preceding shocks strongly. However, some sheath portions might have only contained

compressed (not shocked) solar wind plasma, depending on the radial distance where the

shock formed. Similar to Section 5.4.1, we performed ANOVA to identify statistically sig-

nificant relationships between these four categories of sheaths, in terms of the shocks that

preceded them.

In Table 5.2, Bdown/Bup and Ndown/Nup are the downstream-to-upstream ratios of the mag-

netic field strength and proton density respectively, vshock is the shock speed in a rest frame,

∆v is the solar wind speed jump, Mms is the shock magnetosonic Mach number, θBn is the

angle between the shock normal and the upstream magnetic field, and θnr is the angle be-

tween the shock normal and the radial direction. The upstream and downstream values were

calculated as averages in 8-min time intervals upstream (from 9 minutes to 1 minute before

the shock arrival) and downstream (from 2 minutes to 10 minutes after the shock arrival) of

the shocks. These parameters (except θnr) were listed from the IPshocks database Kilpua

et al. (2015a).

It was an unexpected result that the shocks of the four categories were similar in almost all

measured aspects (see Table 5.2), and thus, shock parameters were not a useful distinguishing

feature for these sheaths. However, ANOVA revealed that some of these speed variations

could be possible manifestations of the nature of SC measurements (characterized by θnr),

depending on the portion of the sheath encountered by the measuring SC. As this was the

only relationship that we found to be statistically significant (p-value=0.01), we ran Tukey’s

honestly significant difference (HSD) post hoc test. Tukey’s HSD post hoc test compares
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all possible pairs of means and controls the experiment-wise error rate (α=0.05). From this

test, we saw that sheaths with linear trends of speed variations (Cat-A, Cat-B, and Cat-C)

were not statistically different from one another in terms of SC measurements (the three

p-values for pairwise comparisons were >0.9). This test also showed that only two pairs had

statistically significant differences: i) Cat-B and Cat-D, with p-value=0.03, and ii) Cat-C

and Cat-D, with p-value=0.04.

Table 5.2: Average values of selected parameters associated with shocks preceding the four
categories of ME-driven sheaths. The p-values listed here represent whether the variance
between the means of the four categories is significantly different (from ANOVA). P-values
representing statistical significance (<0.05) are shown in bold.

Average Value ANOVA

Parameter Cat-A Cat-B Cat-C Cat-D P-value
Bdown/Bup 2.31 2.14 2.55 2.44 0.59
Ndown/Nup 3.96 3.02 3.72 3.75 0.29
vshock (km s−1) 423 464 478 402 0.10
∆v (km s−1) 76 75 98 77 0.45
Mms 1.35 1.55 1.72 1.40 0.37
θBn (degrees) 57 67 60 64 0.53
θnr (degrees) 26 24 24 37 0.01

As Cat-A, Cat-B, and Cat-C sheaths were not statistically different for θnr, the distances

from the noses of the shocks at which the SC crossings occur were presumably not the

primary drivers of the differences described in this section. In this sense, it differed from the

analysis of Paulson et al. (2012), which attributed Cat-B sheaths (increasing speed profiles)

to the possibility of crossings away from the noses. Only Cat-D sheaths, which were sheaths

that did not fit with linear trends of speeds, may be associated with SC crossings further

away from the noses of the shocks (as was clear from the larger θnr). This analysis also

pointed towards the hypothesis that complex speed profiles within sheaths (Cat-D) were

more likely for crossings at larger distances from the noses of the shocks.
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5.5.4 Statistical differences in terms of sheath and ME parameters

In this section, we attempted to identify whether the speed variations within sheaths were

associated with intrinsic differences of the CME structures. As shown in Table 5.3, we

found that there were several statistically significant differences between the four categories.

ANOVA revealed that:

Table 5.3: Average values of the selected sheath and ME parameters associated with the four
categories of ME-driven sheaths. The p-values listed here represent whether the variance
between the means of the four categories is significantly different (from ANOVA). P-values
representing statistical significance (<0.05) are shown in bold.

Average Value ANOVA

Parameter Cat-A Cat-B Cat-C Cat-D P-value
Bejecta (nT) 8.5 11.2 11.5 9.2 0.02
Nejecta (cm−3) 5.5 6 6.8 4.2 0.04
vejecta (km s−1) 429 482 446 475 0.27
Mpseudo 1.45 1.94 1.33 2.09 0.07
vexp (km s−1) 25 14 21 34 0.11
Ssheath (AU) 0.11 0.08 0.09 0.13 0.00
Bsheath (nT) 9.4 12.3 12.3 11.1 0.10
Nsheath (cm−3) 14.2 14.8 18.7 12.4 0.04
vsheath (km s−1) 444 478 477 500 0.30

1) The magnetic field strength and density of the MEs had statistically significant differences

between the categories. For both these parameters, we ran Tukey’s HSD post hoc test for

pairwise comparisons. We only found the density of the MEs, associated with Cat-C and

Cat-D sheaths to be statistically different from one another (with p-value=0.04).

2) The ME propagation and expansion speeds were similar between the categories. There-

fore, these sheaths exhibited such distinct trends of variations, despite the driving MEs

propagating with similar average and expansion speeds.

3) The radial thickness and density of the four categories of sheaths were statistically dif-

ferent. With Tukey’s HSD post hoc test, we found that the radial thickness of Cat-B and
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Cat-D sheaths (with p-value=0.00) and density within Cat-C and Cat-D sheaths (with p-

value=0.02) were statistically different from one another.

The findings presented in this section pointed out the fact that sheaths with linear trends

of speeds were statistically similar to one another. The statistical differences only existed

between sheaths with non-linear trends of speeds (Cat-D) and sheaths with linear trends of

speeds (Cat-B and Cat-C).

5.5.5 Influence of ME parameters in driving distinct speed variations

In this section, we measured the significance of the four ME parameters with the lowest

p-values (Bejecta, Nejecta, Mpseudo, and vexp, see Table 5.3) for a sheath to be identified as

a specific category, with logistic regression (LR). LR is a predictive linear algorithm and

explains the relationship between a dependent (or response) variable that is dichotomous and

one or more independent (or predictor) variables. Therefore, LR can be used for classification

purposes. In our case, we used the LR analysis to assess the dependency of the binary

outcome of the response variable (whether a sheath will be identified as a specific category

or not) on the predictor variables (the four ME parameters, see Table 5.4), in a similar

manner to Riley & Richardson (2012). They also used LR analysis to identify the likelihood

for a ME to be classified as a MC or not based on several predictor variables.

Table 5.4 summarized the LR analysis. The estimated regression coefficients (column 2 in

Table 5.4) for the predictor variables represented the effect of a unit change in a predictor

variable (when the other predictor variables were held constant) in the log odds of the

response variable, with 95% confidence. The sign of a coefficient represented the direction of

the relationship between a predictor variable and the response variable. A positive coefficient

would generally indicate that the event was more likely to happen with the increase in a

predictor variable (when the other predictor variables in the model did not change). The

p-values (column 5 in Table 5.4) provided the measure of statistical significance (with 95%
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confidence) of a particular ME parameter. The intercepts in Table 5.4 represented the log

of the odds of the response variables when all the predictor variables were 0.

Table 5.4: Logistic regression models for categorization of ME-driven sheaths. Column one
lists the predictor variables, column two gives the estimated value of the regression coefficient
for each predictor variable, column three gives the standard errors for these estimates, column
four gives the results of the Chi-squared test, and column five lists the p-values. P-values
representing statistical significance (<0.05) are shown in bold.

Parameter Estimate Std. Error Chi-Square P-value

For log odds of Cat-A/Not Cat-A
Intercept 0.3502 0.765 0.21 0.6471
Bejecta (nT) -0.1691 0.0858 3.88 0.0489
Nejecta (cm−3) 0.0936 0.0781 1.44 0.2308
Mpseudo -0.2446 0.2414 1.03 0.3109
vexp (km s−1) 0.0003 0.0068 0.00 0.9600

For log odds of Cat-B/Not Cat-B
Intercept -2.1423 0.7413 8.35 0.0039
Bejecta (nT) 0.0828 0.0639 1.68 0.1948
Nejecta (cm−3) 0.0028 0.0677 0.00 0.9666
Mpseudo 0.1487 0.2081 0.51 0.4749
vexp (km s−1) -0.0134 0.0082 2.66 0.1029

For log odds of Cat-C/Not Cat-C
Intercept -2.8609 0.8585 11.1 0.0009
Bejecta (nT) 0.1802 0.0784 5.28 0.0215
Nejecta (cm−3) 0.1624 0.0818 3.95 0.0470
Mpseudo -1.0790 0.4091 6.96 0.0084
vexp (km s−1) 0.0083 0.0086 0.95 0.3296

For log odds of Cat-D/Not Cat-D
Intercept -0.0426 0.7140 0.00 0.9524
Bejecta (nT) -0.0701 0.0646 1.18 0.2781
Nejecta (cm−3) -0.1900 0.0874 4.72 0.0297
Mpseudo 0.5164 0.2063 6.27 0.0123
vexp (km s−1) 0.0037 0.0063 0.34 0.5587

From the LR analysis, we inferred that the following ME parameters had marked influences

on the categorization: Bejecta, Nejecta, and Mpseudo. This provided clues as to which physical

processes caused such speed variations. However, it is important to note that LR only

provides statistical evidence since higher p-values do not mean that a particular parameter

(e.g. ME expansion speed) is not significant. It only represents the absence of statistical
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evidence or undetected evidence by the statistical technique used (see Riley & Richardson,

2012). From the LR analysis, the likelihood of the categorization depended on:

a) MEs with strong magnetic fields were less likely to drive Cat-A sheaths.

b) None of these parameters had any statistical influence for a sheath to be categorized as

Cat-B.

c) MEs with strong magnetic fields and high densities were likely to drive Cat-C sheaths. In

addition, MEs with high Mach numbers (Mpseudo) were less likely to drive Cat-C sheaths.

d) MEs with high Mach numbers (Mpseudo) were likely to drive Cat-D sheaths. In addition,

MEs with high densities were less likely to drive Cat-D sheaths.

To summarize, LR analysis suggested that the physical reasons for the categorization were

considerably coupled to the magnetic field strengths and the leading-edge speeds in the solar

wind frame (computed as Mpseudo) of the associated MEs. The reason for not including Nejecta

here was that even when this parameter was statistically significant (in the categorization

of Cat-C and Cat-D sheaths), it was still the least influential among the other parameters

(higher p-values).

5.5.6 Comparison of the multivariate method with in-situ observations

In the previous section, we used LR to assess the statistical influences of four ME parameters

on our categorization. However, the LR analysis relied on our categorization in the first

place. Therefore, it was important to identify whether the parameters Mpseudo and Bejecta

could distinguish the MEs from one another or the predictions from the LR analysis were

simply outcomes of selection bias.

To address this, we presented the four categories of sheaths as a function of the magnetic

field strengths and Mach numbers (Mpseudo) of the associated MEs (see Figure 5.6). Al-

though the plot did not fully separate the four sheath categories, with considerable overlaps
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Figure 5.6: Distribution of the 106 MEs (driving both shocks and sheaths near 1 AU)
measured by either of the twin STEREO spacecraft from 2007-2016, as a function of the
magnetic field strength and Mach number (Mpseudo) of the associated MEs. The MEs are
color-coded according to the four sheath categories. The horizontal and vertical dashed lines
represent the medians of the magnetic field strength and Mach number (Mpseudo) of each
category.
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between the distributions, the trends (represented with horizontal and vertical dashed lines

in Figure 5.6) were noticeable. This plot demonstrated that statistical predictions mirror

the actual distributions well, with an apparent dependence on Mpseudo and Bejecta for the

categorization. We observed the following:

a) Cat-A sheaths were likely to be driven by MEs with moderate Mpseudo and weaker magnetic

fields.

b) Cat-B sheaths were likely to be driven by MEs with a higher Mpseudo and stronger magnetic

fields.

c) Cat-C sheaths were likely to be driven by MEs with a lower Mpseudo and stronger magnetic

fields.

d) Cat-D sheaths were likely to be driven by MEs with moderate Mpseudo and weaker magnetic

fields.
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CHAPTER 6

Multi-spacecraft measurements of CME structures

This chapter is formed from the publications Salman et al. (2020b) and Lugaz et al. (2020a).

6.1 Background

Coronal magnetic field and plasma carried by a CME in the heliosphere has distinctive

signatures with a large amount of variation. However, except for a few studies that used

multi-point SC observations, CME measurements are largely restricted to single-point ob-

servations in space (see also discussion in Lugaz et al., 2018). Given the localized nature

of CME observations, global configuration of a CME can be difficult to extrapolate as it is

not always clear which part of the CME is being sampled, as a single SC can only sample

a narrow trajectory through the larger CME structure (e.g. Reinard et al., 2012). Also, the

motion of a CME in the solar wind depends on the heliospheric environment it encounters

during its propagation (e.g. Kilpua et al., 2012; Temmer et al., 2011). Therefore, CME sig-

natures observed with near-Earth in-situ instruments can drastically change from its coronal

counterpart or other measurements in the inner heliosphere, because of the effects (but not

limited to) mentioned in Section 3.4 of Chapter 3.

As a result, tracking signatures of the same CME over multiple heliocentric distances can

provide the best insight to the governing physics behind CME propagation and radial evo-

lution in the heliosphere. Understanding the nature of this radial evolution can provide

important information about the propagation and interaction of CMEs as MHD structures

in the heliosphere and how these structures interact with other planets’ space environments
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(Bothmer & Schwenn, 1998; Liu et al., 2005; Good et al., 2015; Winslow et al., 2015). How-

ever, radial coalignment of multiple SC observing the same CME at different heliocentric

distances is inherently rare (Vršnak et al., 2019). At the conceptualization stage of this

work, multi-SC analysis of CMEs were few and far between (e.g. Burlaga et al., 1981; Cane

et al., 1997; Farrugia et al., 2011; Good et al., 2015, 2018; Janvier et al., 2019; Kilpua et al.,

2011; Möstl et al., 2009a,b; Möstl, 2015; Prise et al., 2015; Wang et al., 2018; Winslow et al.,

2016, 2018), primarily focused on case studies and statistical approaches to infer the radial

evolution of CMEs. To the best of our knowledge, there was no comprehensive catalog of

CMEs observed in conjunction. The objective of this work was to fill this vacuum and pro-

vide the community with a comprehensive catalog of radially aligned CMEs. We listed 47

CMEs in radial alignment, observed with at least two SC (MESSENGER, Venus Express,

STEREO, and/or Wind/ACE) in the inner heliosphere. Recent studies, focused on multi-

SC observations of CMEs at varying SC separations have expanded the number of aligned

CMEs (e.g. Good et al., 2019; Vršnak et al., 2019) and provided newer insights into the com-

prehension of the heliospheric evolution of CMEs (even beyond Earth’s orbit). In addition,

present missions such as PSP, SO, and BepiColombo already have (see an example multi-SC

observation of a CME in Figure 6.1) and will present more opportunities to complete the

catalog of multi-point detected CMEs.

In this work, we combined two distinct classes of research: multi-SC measurements of the

same CME with the SC at the same radial distance (e.g. Burlaga et al., 1981; Möstl et al.,

2009a; Kilpua et al., 2011) and multi-SC measurements of the same CME with the SC at

the same longitude (e.g. Farrugia et al., 2011; Good et al., 2015; Möstl, 2015; Prise et al.,

2015; Winslow et al., 2016; Good et al., 2018; Wang et al., 2018; Winslow et al., 2018). An

extensive catalog also meant less reliance on statistical techniques to examine the evolution

of CME structures, as was the case for previous studies (e.g. Winslow et al., 2015; Janvier

et al., 2019). This also enabled us to evaluate significant deviations of individual CMEs from

overall statistical trends.
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Figure 6.1: Multi-point detection of a CME at SO, BepiColombo, and the Earth. Image
credit: ESA.

6.2 Identification of probable CME candidate/s for a conjunction event

For a CME to be listed as a possible conjunction between two or more SC, we first required

the longitudinal separation (LS) between the SC to be less than 35◦ in Heliographic Inertial

(HGI) Coordinates during the event. We started by examining the CMEs observed by the

MESSENGER Magnetometer between 2011 and 2015. For each CME observed by MESSEN-

GER during this time span, we listed the LSs between MESSENGER and Venus Express,

STEREO, and Wind/ACE. For any LS greater than 35◦, we removed that specific event

from consideration. Then, we searched for CME signatures measured by Venus Express,

STEREO, and Wind/ACE SC in their corresponding databases within an expected interval

after the CME was initially measured at MESSENGER. Any CME satisfying this criterion

was listed as a possible conjunction between the SC. We repeated the same procedure using

the Venus Express CME catalog spanning 7.5 years (2006 - 2013) to list possible conjunc-

tions between Venus Express and STEREO and Venus Express and Wind/ACE. Therefore,
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the conjunction database inherently splits into three groups: CMEs observed in conjunction

by MESSENGER and Venus Express between 2011 and 2013, MESSENGER and STEREO

or Wind/ACE between 2011 and 2015, and Venus Express and STEREO or Wind/ACE

between 2006 and 2013.

For each conjunction event, we identified the date and time of the CME’s first appearance

in the LASCO/C2 FOV. As we lacked plasma measurements of the CMEs encountered by

MESSENGER and Venus Express, with the help of the Drag-Based model (DBM), formu-

lated by Vršnak et al. (2013), we estimated impact speeds at Mercury and Venus. As an

input for this estimate, we used the ambient solar wind speed measured near 1 AU. To

determine the date and time of the likely CME’s first C2 appearance, we used the CDAW

(Coordinated Data Analysis Workshops) CME catalog (Yashiro et al., 2004) and SECCHI

CME lists (Robbrecht et al., 2009), automatically generated by CACTus (Computer Aided

CME Tracking software). To identify a potential CME candidate, we searched for agree-

ment between the CME launch direction and positioning of the corresponding SC during

the event interval. We approximated the CME propagation direction (halo, west/east limb,

and backsided) using three different FOVs: the CME observed from SOHO (LASCO obser-

vations) and the two STEREO SC (COR2 observations). This was achieved by comparing

the relative heliographic longitudes of the SC on the day of interest. We performed this for

each CME upto a period of 3 - 5 days (3 if SC 1 was MESSENGER and 5 if SC 1 was Venus

Express) before the CME was observed at SC 1. After this initial process of elimination, we

used the DBM to estimate the CME arrival time at the SC in consideration and matched

them with the timings listed in their corresponding catalogs. If the arrival time predicted

by the DBM was in reasonable agreement with the listed timing, we listed the CME as a

possible candidate for the conjunction event.

For a two SC conjunction, SC 1 (MESSENGER or Venus Express) represented the first SC

to observe the signatures of the CME during its propagation and SC 2 (Venus Express or

STEREO or Wind/ACE) represented the second SC to observe signatures of the same CME
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later on. In the case of a three SC conjunction event, we had a third SC where the same

CME, which was observed at SC 1 and 2, was also observed.

In our catalog, we had 18 events for which the LSs between the observing SC were 0 - 9.9◦,

14 events for which the LSs were 10 - 19.9◦, 9 events for which the longitudinal separations

were 20 - 29.9◦, and 6 events for which the LSs were 30 - 44.2◦. The average LS of our

catalog events was 16.2◦. The 6 events for which the LSs were >30◦, two of them had LSs

>35◦ (37.6◦ and 44.2◦) and they were for the same CME. The reason for including this event

with such a large LS is explained in Section 6.4.

6.3 Estimation of impact speeds at Mercury and Venus

We calculated the average transit speeds between the Sun and SC 1 (VS−SC1), SC 1 and SC

2 (VSC1−SC2), and the Sun and SC 2 (VS−SC2), using the CME take-off time at the Sun and

listed arrival times at SC 1 and 2. For consistency, we used the shock/discontinuity arrival

times if available at all SC for the calculation of average transit speeds. We used the CME

arrival time if shock arrival time was not available at one of the SC in consideration (e.g. due

to the SC being inside the magnetosphere). In 12 out of 47 cases, we observed disagreement

(VSC1−SC2 > VS−SC1) in the expected average transit speeds. The discrepancies could be

due to the fact that the CMEs were still accelerating in the low corona. In such cases, we

used the CME time at 20 Rs rather than the CME take-off time at the Sun to calculate the

average transit speeds. However, using the CME time at 20 Rs only fixed 2 out of the 12

discrepancies. Such trends were not entirely unexpected from slow CMEs, where the CMEs

actually go through acceleration further away from the Sun. Checking the CME counterparts

for these 12 events, we did indeed observe that most of these discrepancies (10 out of 12)

were features of slow CMEs (initial speeds less than 700 km s−1).

We used the DBM for an estimate of impact speeds at Mercury and Venus. The DBM relies

on the assumption that the driving Lorentz force, which launches a CME, ceases in the
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upper corona and after this propagation distance (20 Rs), the sole dominant force governing

the CME propagation is the MHD equivalent of the aerodynamic drag. This model treated

CMEs as single expanding bodies, propagating through an isotropic environment to which

Newton’s second law was applied. This model provided analytical solutions of the equation

of motion where the drag acceleration had a quadratic dependence on the CME relative

speed (see Equation 3.2). Under the assumptions of constant drag coefficient and constant

solar wind flow, with no CME-CME interaction, this model provided predictions for the

arrival of the CME front and its impact speed. However, the DBM had certain intrinsic

drawbacks that could result in significant amount of uncertainties for events in which the

CME still considerably accelerated beyond 20 Rs, the ambient solar wind regime did not

remain constant throughout the CME propagation, when there was CME-CME interaction,

etc. (Vršnak, 2001; Vršnak et al., 2010, 2013; Žic et al., 2015).

For a given set of seven input parameters (CME start date, CME start time, starting radial

distance of the CME, speed of the CME at the starting radial distance, drag parameter with

unit of 10−7 km−1, asymptotic solar wind speed, and target heliocentric distance), the DBM

provided the impact speed for any target in the heliosphere. We used 20 Rs as the starting

radial distance (to minimize the effects of Lorentz force) and the 2nd-order speed at 20 Rs

(second-order polynomial fit to the height-time measurements evaluated when the CME was

at a height of 20 Rs) listed in the CDAW catalog as the CME speed. For the asymptotic

solar wind speed, we used the solar wind speed from in-situ measurements at STEREO

or Wind/ACE before they encountered the CME. For MESSENGER and STEREO/L1

and Venus Express and STEREO/L1 conjunctions, we performed a three-step measurement

process to get the estimated impact speeds at Mercury and Venus using the DBM. In the first

step, we changed the only variable (drag parameter) in the DBM to match the CME arrival

time at STEREO or L1. Then, we used that same drag parameter to get an estimated impact

speed at Mercury or Venus. In the second step, as we had in-situ plasma measurements

available at STEREO and L1, we changed the drag parameter to match the maximum CME
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speed measured at STEREO or L1. After that, we used that drag parameter to get the

second estimated impact speed at Mercury or Venus. The third estimated impact speed at

Mercury or Venus was obtained by matching the listed CME arrival time at MESSENGER

or Venus Express using the DBM. These three estimated impact speeds were then averaged.

It is important to highlight here that with large LSs, there was a significant probability of

different parts of the CME/sheath impacting different observing SC at different times. This

is specifically discussed for our case study (in Section 6.10.2 and Section 6.10.3). Without

knowing the true CME shape, it was impossible to fully estimate the errors of these estimates.

However, these three estimates gave us an estimate of the error of the procedure.

For any conjunction between only MESSENGER and Venus Express, we adopted a slightly

modified technique since there were no in-situ measurements available at both the SC. In the

first step, we tried to match the listed CME arrival time at MESSENGER by changing the

drag parameter in the DBM. It provided an estimation of the impact speed at Mercury and

using the same drag parameter, we got an estimated impact speed at Venus. In the second

step, we simply reversed the technique by using the DBM to match the listed CME arrival

time at Venus Express.

6.4 Conjunction events with three-point observations

We had two events with three-point observations (MESSENGER, Venus Express, and STEREO)

in our catalog which were the most promising for studies of CME evolution in the inner he-

liosphere. The first event appeared three times in our catalog: as a MESSENGER-Venus

Express conjunction event (1-2011, number tags explained in Section 6.5), a MESSENGER-

STEREO A conjunction event (6-2011), and a Venus Express-STEREO A conjunction event

(34-2011). The LS between Mercury and Venus was 6.6◦, Mercury and STEREO-A was 44.2◦,

and Venus and STEREO-A was 37.6◦. The heliocentric distances of MESSENGER, Venus

Express, and STEREO-A were 0.32 AU, 0.72 AU, and 0.96 AU respectively at the CME onset

time. Though the LSs between Mercury-STEREO A and Venus-STEREO A exceeded our

113



pre-defined criterion, the CME in question was a really fast CME, with substantial angular

extent and non-linear speed at 20 Rs approaching 2281 km s−1 (listed in the CDAW catalog).

Therefore, we approximated this CME to be observerd at the three SC in consideration.

The second event also appeared three times in our catalog: as a MESSENGER-Venus Express

conjunction event (3-2011), a MESSENGER-STEREO B conjunction event (8-2011), and

a Venus Express-STEREO B conjunction event (35-2011). The LS between Mercury and

Venus was 23.1◦, Mercury and STEREO-B was -4.8◦, and Venus and STEREO-B was -

27.2◦. The heliocentric distances of MESSENGER, Venus Express, and STEREO-B were

0.44 AU, 0.73 AU, and 1.09 AU respectively at the CME onset time. Analysis of the second

conjunction event was presented in Section 6.10. Previouly, radial evolution of this event

had been extensively studied by Good et al. (2015, 2018).

6.5 Database

The full database is listed in Appendix A. The arrival times at MESSENGER were listed from

Winslow et al. (2015), Venus Express from Good & Forsyth (2016), STEREO from Jian et al.

(2018), and L1 from Richardson & Cane (2010). We placed a number tag on each conjunction

event (e.g. 1-2011, 2-2011 etc.,) to recall it if necessary. The heliocentric distances and LSs

(in HGI coordinates) were listed from HelioWeb (https://cohoweb.gsfc.nasa.gov/coho/

helios/heli.html). For the initial speed, we selected the coronagraph which observed the

CME closest to a limb event. When LASCO observed the CME as a limb event, we used the

second-order CME speed at 20 Rs listed in the CDAW catalog. For STEREO observations,

we used the maximum speed as listed in the CACTus catalog.

In most of the cases, we were able to find one CME candidate in coronagraphic observations

which satisfied the temporal and directional requirements of a specific conjunction event. If

there were more than one potential CME candidate, we tried to isolate one candidate based

on the estimated arrival time at the corresponding SC using the DBM. We understood that

114

https://cohoweb.gsfc.nasa.gov/coho/helios/heli.html
https://cohoweb.gsfc.nasa.gov/coho/helios/heli.html


there were some uncertainties in determining the CME counterpart based on arrival time

agreements. As a result, if there were more than one CME candidate for a single conjunction

event and all of them appeared to be suitable matches, we listed them all (conjunction events

with number tags 31-2011, 35-2011, 37-2011, 40-2012). For the 31-2011 event, we highlighted

two potential CME counterparts on 9 April 2011 with LASCO onset times of 15:48 UT and

18:00 UT. We believed that the consequent CME signatures observed at Venus Express and

STEREO-A were either due to an interaction between these two CMEs or the first one was

the more suitable candidate. There were, however, two events in our CME catalog that did

not have a well-defined CME counterpart. The first one was event: 30-2011 for which we did

not identify a corresponding CME at the Sun (due to LASCO data gap). We had three events

bearing number tags 28-2010 for which we were not confident in their CME counterparts.

These events corresponded to three CME measurements at Venus Express within a day (1

August 2010 - 2 August 2010). The LSs between Venus Express and STEREO-B was 16.5◦

on 1 August 2010 and 17.3◦ on 2 August 2010 in HGI coordinates. However, in the expected

arrival interval at STEREO-B, only two CMEs were measured (both of these CMEs did not

drive shocks and had no sheaths). Therefore, we had two potential conjunction events. We

listed the CMEs observed at 3:39 UT and 8:24 UT on 1 August 2010 as the suitable CME

counterparts. However, without the availavility of plasma measurements at Venus Express,

we were not able to link in a unique manner the Venus Express and STEREO-B events with

a particular CME counterpart at the Sun.

6.6 Speed profile

The basic characteristics of CME propagation is, CMEs that are faster than the ambient solar

wind are decelerated, whereas those slower than the solar wind are accelerated by the ambient

flow (Gopalswamy et al., 2000; Lindsay et al., 1999). Figure 6.2, Figure 6.3, and Figure 6.4

showed the propagation speed profiles of the CMEs from the Sun to SC 2. The initial speed

mentioned here was either the second-order CME speed at 20 Rs listed in the CDAW cata-
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log or the maximum speed listed in the CACTus catalog. For MESSENGER-STEREO/L1

conjunction events, we had the initial CME speed, average estimated impact speed at Mer-

cury from the DBM, and the maximum CME speed measured at STEREO/Wind/ACE.

For Venus Express-STEREO/L1 conjunction events, we had the initial CME speed, average

estimated impact speed at Venus using the DBM, and the maximum CME speed measured

at STEREO/Wind/ACE. For MESSENGER-Venus Express conjunction events, we had the

initial CME speed and average estimated impact speeds at Mercury and Venus from the

DBM. For coronagraphic observations, we used the speed obtained from the best observing

SC, for which the CME was close to a limb event. Limb views significantly minimize projec-

tion effects as compared to halo views and provide a better estimate of CME speeds. While

we chose the best observing SC to minimize any projection effects, using speeds obtained

from catalogs came with large error bars. Typical uncertainty range for these catalogs had

been reported to be of the order of ∼150 - 200 km s−1, both for individual events and for the

difference between the two catalogs themselves (see Michalek et al., 2017). We also cannot

rule out the possibility of different parts of the CME being sampled at different observing

SC due to a large longitudinal extent. To further highlight the importance of LSs, in the

propagation speed profiles, we binned the CMEs based on the LSs between the SC observing

the conjunction event to qualitatively represent potential scenarios concerning higher uncer-

tainties due to large LSs. The four shaded regions in Figure 6.2, Figure 6.3, and Figure 6.4

represented the following domains (from left to right): i) region closer to the Sun extending

out to 20 Rs, ii) region of MESSENGER measurements (0.31-0.44 AU), iii) region of Venus

Express measurements (0.72-0.73 AU), iv) region of in-situ measeurements near 1 AU with

STEREO and Wind/ACE (0.96-1.09 AU). Each line connecting the three individual CME

speeds at different heliocentric domains represented the propagation profile of the same CME

in the inner heliosphere after its eruption and are color-coded depending on the LS between

the two measuring in-situ SC. The CMEs were separated into three categories based on their

initial speeds as measured by coronagraphs: fast (initial speeds greater than 900 km s−1,
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see Figure 6.2), slow (initial speeds less than 700 km s−1, see Figure 6.4), and intermediate

(initial speeds between 700-900 km s−1, see Figure 6.3).

Figure 6.2: Propagation of fast CMEs with heliocentric distance (in AU). Lines connect
measurements of the same CME and are color-coded depending on the LS between the two
in-situ SC. Estimates of the errors for the speeds are discussed in the text.

Figure 6.3: Same as Figure 6.2 but for CMEs of intermediate speed.
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Figure 6.4: Same as Figure 6.2 but for slow CMEs.

For fast CMEs, we observed on average a 45% decrease in speeds through their propagation

from the Sun to SC 2 (Venus Express or STEREO or Wind/ACE). Most of the variation

occurred in the innermost heliosphere, within Mercury’s orbit, while the rest occurred past

0.44 AU. For intermediate speed CMEs, this average decrease in speeds dropped to 24%

through their propagation from the Sun to SC 2. Similar to fast CMEs, most of this variation

took place within Mercury’s orbit. Slower CMEs were observed to undergo the least amount

of variation in speeds during their propagation in the inner heliosphere as the average decrease

in speeds for them was only 5%. We found that for CMEs with initial speeds >700 km s−1,

there were still significant deceleration past Mercury’s orbit.

We also examined the radial evolution of the average transit speeds of CMEs. We used the

heliocentric distances of the two observation points and the time interval for the transit of

the shock/discontinuity (or the CME if shock/discontinuity arrival time was not available at

one of the SC) to determine the average transit speeds. The average transit speeds were then

assigned to the average heliocentric distances (mid-points between the two observation points

used to determine the average transit speeds). Using a multi-linear robust regression fitting
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technique in logarithmic space, the best fit power law curve to the average transit speeds with

average heliocentric distances (see Figure 6.5) was given by: < v >= 508+94
−79 < r >−0.305±0.2

where < v > was the average transit speed (in km s−1) and < r > was the average heliocentric

distance (in AU). The uncertainties represented the 95% confidence interval associated with

the fits. The large uncertainty associated with the radial dependency could be a direct

consequence of sampling of average transit speeds concerning different portions of the CME.

From MESSENGER and ACE observations, using the same fitting technique, Winslow et al.

(2015) found a much faster fall-off of the maximum shock speed with heliocentric distance:

< vmax >= 464.05+23.79
−22.63 < r >−0.45±0.09, although their results were not for CMEs measured

in conjunction but obtained statistically for all CMEs measured at Mercury and ACE during

2011 - 2014. In addition, they used the transit speeds between the Sun and Mercury as the

estimated speed at Mercury, rather than the speed at the mid-point, as done here.

Analyzing the plot, it was evident that CMEs with the highest differences between the initial

speeds and solar wind speeds had a steeper fall-off of average transit speed compared to the

rest. Our observations also suggested that deceleration does not become negligible past

Mercury’s orbit, though the rate of deceleration becomes considerably smaller.

6.7 CME deceleration/acceleration

For testing real-time space weather prediction models, it is important to have the exact

arrival times of a CME at multiple locations in the inner heliosphere. However, the decelera-

tion/acceleration process is one of the key challenges in predicting the CME arrival at Earth.

With scarcity of plasma measurements at sub-1 AU heliocentric distances, it has not yet been

possible to construct an average CME deceleration/acceleration profile. That encouraged us

to use the estimated impact speeds at Mercury and Venus from the DBM in an attempt

to present an average deceleration/acceleration profile of CMEs in the inner heliosphere.

CMEs with propagation speeds above that of the ambient solar wind tend to decelerate,

while slow ones with propagation speeds below the solar wind speed, get accelerated up to

119



Figure 6.5: Average transit speed (in km s−1) versus average heliocentric distance (in AU)
plotted along with the best fit power law (green curve) to the data. The relative difference
between the initial CME speed and the solar wind speed measured near 1 AU for that specific
conjunction event (in km s−1) is presented as a second scale in color bar.

the solar wind speed. This general trend was clearly visible by comparing the fast and slow

CMEs in Figure 6.2 and Figure 6.4 respectively, although there was significant event-to-event

variability. Previous studies have indicated the deceleration to stop at different heliocentric

distances: within Mercury’s orbit (Liu et al., 2013) or at 0.76 AU (Gopalswamy et al., 2001)

or anywhere between 0.3 AU and 1 AU (Reiner et al., 2007; Winslow et al., 2015).

Figure 6.6 showed the distribution of average CME deceleration/acceleration (calculated

as V2−V1
∆t

) against the average heliocentric distance between the two points where we had

speed observations/measurements/estimations, with the relative difference between the ini-

tial CME speed and the solar wind speed for that specific conjunction event as a second

variable. We used the initial CME speed, average estimated impact speed at Mercury and

Venus from the DBM, and the maximum CME speed measured at STEREO/Wind/ACE to

determine the average deceleration/acceleration of CMEs. The scatter plot highlighted that

the rate of deceleration/acceleration was predominantly driven by the relative speed differ-
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ence between the CME and the solar wind, resembling assumptions from previous studies

(e.g. Gopalswamy et al., 2000; Vršnak et al., 2004; Yashiro et al., 2004) that beyond 20 Rs,

CME dynamics is solely governed by the drag force. Figure 6.6 used the average heliocentric

distance as the mid-point between the two points used to calculate the deceleration/acceler-

ation. For example, a heliocentric distance of 0.27 AU in Figure 6.6 represented the average

CME deceleration/acceleration between the first point of CME observation (at the Sun: 0.09

AU) and the second point of in-situ measurement (at MESSENGER: 0.44 AU). We observed

the CMEs to undergo the maximum amount of deceleration in their propagation from the

Sun to MESSENGER, with an average (median) deceleration of 10.9 (2.5) m s−2. With

increasing heliocentric distance, this deceleration decreased but did not become negligible,

until beyond Venus’s orbit, with an average (median) deceleration of 7.4 (1.5) m s−2 from

MESSENGER to Venus Express, and 0.2 (0.1) m s−2 from Venus Express to STEREO/L1.

This provided additional evidence for the argument that CME deceleration continues past

the orbit of Mercury (e.g. Winslow et al., 2015), at least to Venus’s orbit. In the case of

some slow CMEs [with initial (measured CME speeds near 1 AU) CME speeds of 177 (340),

282 (375), 313 (350), 318 (460), and 643 (780) km s−1], we did observe an actual increase

in speeds during their propagation from the Sun to near-Earth. A similar trend was also

observed for one intermediate CME [with initial (measured CME speed near 1 AU) CME

speed of 716 (720) km s−1].

6.8 Magnetic field intensity

We listed the mean and the standard deviation of the maximum magnetic field intensity

within each of the substructures (sheath and ME) measured at MESSENGER, Venus Ex-

press, and STEREO/Wind/ACE in Table 6.1. As expected, the values of the magnetic field

intensities decreased from MESSENGER to near 1 AU.

We also listed the ratios between the maximum magnetic field intensity measured in the

sheath to that of the ME in Table 6.1. We found the ratios to remain relatively constant,
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Figure 6.6: Distribution of average CME deceleration/acceleration (in m s−2) versus average
heliocentric distance between the two observation points (in AU) with the relative differ-
ence between the initial CME speed and the solar wind speed measured near 1 AU for
that specific conjunction event (in km s−1) as a second scale in color bar. The heliocen-
tric distance here represents the average distance of the points between which the average
CME deceleration/acceleration is estimated. Shaded regions (from left to right): 0.18-0.30
AU [Sun-MESSENGER], 0.38-0.44 AU [Sun-Venus Express ], 0.50-0.60 AU [MESSENGER-
Venus Express ], 0.62-0.80 AU [MESSENGER-STEREO/Wind/ACE], 0.82-0.94 AU [Venus
Express-STEREO/Wind/ACE].

Table 6.1: Mean and the Standard Deviation of the Maximum Magnetic Field Inten-
sities (Bmax) within the Sheath and the ME at MESSENGER, Venus Express, and
STEREO/Wind/ACE. The Standard Deviations Represent 1σ Uncertainty.

Bmax MESSENGER Venus Express Near 1 AU
Sheath (in nT) 99±63 28±11 18±8

Sheath:Fast CMEs (in nT) 118±84 36±12 24±8
Sheath:Slow CMEs (in nT) 69±26 20±5 14±5

ME (in nT) 95±47 28±18 16±7
ME:Fast CMEs (in nT) 109±64 47±23 20±10
ME:Slow CMEs (in nT) 75±24 20±7 13±4

Bmax,sheath/Bmax,ejecta 1.04±0.27 1.04±0.41 1.18±0.45
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even with increasing heliocentric distance: 1.04 at MESSENGER, 1.04 at Venus Express,

and 1.18 at STEREO/Wind/ACE, consistent with the statistical findings obtained for non-

conjunction events by Janvier et al. (2019). It is important to note here that these ratios

should only be considered rough estimates, as CME distortion and the possibility of the

observing SC traversing through different structures within the CME were not considered.

However, interpreting multi-SC observations of the same CME can be really difficult, as

seen from the analysis of six possible multi-SC observations by STEREO-A, Wind, and

STEREO-B, listed by Kilpua et al. (2011). For the CME in the interval of 21-22 May

2007, both STEREO-A and STEREO-B observed this CME at a LS of 9◦. Even for this

small amount of separation, clear differences were reported in the magnetic field structures

from the STEREO observations. At STEREO-B, the FR strucutre was clearly evident,

while at STEREO-A, the CME strucutre was more complex. The maximum magnetic field

measured at the SC differed by a factor of ∼2 (9.9 nT at STEREO-A and 17.6 at STEREO-

B). They presumed that the MC was crossed through the center by STEREO-B, while

STEREO-A encountered its flank. However, for the 19 November 2007 CME, even for a

large LS of 40.8◦, the maximum magnetic field measured at the SC were more comparable

(12.3 nT at STEREO-A and 17.2 nT at STEREO-B). Farrugia et al. (2011) conducted a

comprehensive analysis of this event and found almost similar fitted magnetic field strength

at STEREO-B and Wind (21.9 nT at STEREO-B and 23.2 nT at Wind). Lugaz et al. (2018)

analyzed 35 CMEs with Wind and ACE observations and highlighted that differences in the

total magnetic field strength from one observing SC to another at 1 AU varies slowly with

increasing non-radial separation, compared to the magnetic field components. They indicated

that even with non-radial separation of 4 - 7◦, almost zero correlation can be expected in the

observed magnetic field components, whereas in the case of the total magnetic field strength,

this range is clearly higher (14-20◦).

We plotted the maximum magnetic field strength measured in the sheath and the CME

(Figure 6.7) as a function of heliocentric distance. We used a multi-linear robust regression
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Figure 6.7: Maximum magnetic field strength (in nT) measured at MESSENGER, Venus
Express, STEREO, and Wind/ACE plotted as a function of heliocentric distance (in AU).
The green line represents the best linear fit to this data set. (top) Maximum magnetic field
strength in the sheath, (bottom) maximum magnetic field strength in the ME. The color-
coded lines connect measurements of the same CME at two SC of those events for which the
separation was less than 10◦ (10 events, top panel) or 6◦ (12 events, bottom panel).
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fitting technique in logarithmic space to fit a power law curve to our data set. Robust

regression uses iteratively reweighted least-squares with a bi-square weighting function to

ensure that less weight is attributed to outliers than in ordinary least-squares fitting. The

best fit power law was: Bmax,sheath= 17.12+2.37
−2.09 r

−1.7±0.21 , Bmax,ejecta= 14.01+1.95
−1.71 r

−1.91±0.25

where Bmax,sheath and Bmax,ejecta are the maximum magnetic field strength in nT measured

in the sheath and the CME respectively and r is in AU. The uncertainties represented the

95% confidence interval associated with the fits.

The maximum magnetic field strength in the sheath fell off as ∼ rα where α is -1.7 ± 0.21.

In the case of the CME, the maximum magnetic field strength fell off as ∼ rα where α was

-1.91 ± 0.25, which was in reasonable agreement with previous theoretical considerations

(e.g. Démoulin & Dasso, 2009) and empirical fits (e.g. Farrugia et al., 2005; Leitner et al.,

2007; Wang et al., 2005; Winslow et al., 2015).

We also calculated this drop-off not only in a statistical way, as done above, but using the

fact that we had conjunction between two SC for each event. Rather than fitting Bmax vs

rH , we calculated the exponential decrease of Bmax,sheath and Bmax,ejecta between the two SC

for each conjunction event, similarly to Dumbović et al. (2018a) (see Equation 6.1).

α =
log(B2/B1)

log(r2/r1)
(6.1)

Here, indices 1 and 2 correspond to the first (closer to the Sun) and second (further away

from the Sun) SC respectively.

Using this, we found an average (median) α for the sheath to be -1.55 (-1.60). The 25th -

75th percentile range was between -1.85 and -1.29. In the case of the CME, average (median)

α was -1.75 (-1.65) and 50% of the α values lied in the range between -2.29 and -1.35. Here,

we found that the average behavior (obtained as the fit to the data) was not the same as the

typical individual behavior. This highlighted the fact that there might not be one unique
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behavior for all CMEs, which is masked by performing fits. It also showed that there can

be CME-to-CME variability much larger than the typical reported error bar on these fits,

as the 95% confidence interval for the CME was -2.16 to -1.66. Such large spread in radial

dependencies could be a direct consequence of the LSs between the measuring SC. If LS

was indeed the primary influencing factor, we expected larger deviations from the regression

line for events with higher separations. In Figure 6.7, we made an attempt to qualitatively

represent this correlation between longitudinal separation and CME-to-CME variability. For

small LSs (less than 10◦), we observed the scaling of the maximum magnetic field strength

in the sheath to more or less follow the power law fit equation (see top panel in Figure 6.7).

However, in the case of the maximum magnetic field strength in the CME, the trend was not

as straightforward. For even smaller LSs (less than 6◦), we found the scaling of the maximum

magnetic field strength in the CME, for a larger number of events, show significant deviations

from the regression line (see bottom panel in Figure 6.7).

This finding prompted us to further explore the possible correlation between LSs and devia-

tions from the regression line. We made an attempt to quantify it in a statistical manner. Us-

ing the maximum magnetic field strength measured in the CME at SC 1, we used the scaling

constant derived from our robust regression fitting (α= -1.91) to find the expected maximum

magnetic field strength in the CME at SC 2, using the following equation: Bmax2,expected=

Bmax1,measured R
−1.91, here R is the ratio of positioning of SC 2 (in AU) to positioning of SC

1 (in AU). Then, we determined the difference between this expected value and the actual

measured maximum magnetic field strength at SC 2 and called it ∆B. We normalized the

values of ∆B to the measured maximum magnetic field strength in the CME at SC 2. We fit

the normalized values against LSs, using a linear-least squares fitting technique in Figure 6.8.

The fit results confirmed the randomness of the maximum magnetic field strength in CME

(seen in bottom panel in Figure 6.7) and found almost zero correlation with LSs.
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Figure 6.8: Normalized values of ∆B (for the ejecta, details in the text) plotted as a function
of LS (in degree). The green line represents the best linear-least squares fit to this data set.

6.9 Sheath duration

We used the CME shock/discontinuity and the CME arrival times to estimate the sheath

duration at MESSENGER, Venus Express, STEREO, and Wind/ACE. We used a linear-

least squares fitting of the sheath duration (in hours) against heliocentric distance (in AU)

and found the relationship between them to be Tsheath= 15.28 rH - 3.67 (see Figure 6.9).

R2 of the linear regression line was 0.60, which represented a decent correlation between

the parameters. The large positive slope indicated a linear increase in sheath duration with

increasing heliocentric distance. This confirmed commonly held knowledge that the CME

sheath increases with heliocentric distance. We did not have enough data to test whether

this increase was anything but linear. We also find the sheath duration on average to be

fairly independent of the initial CME speed throughout the inner heliosphere. At Mercury,

we found (on average) the sheath duration of fast CMEs to be 1.74 hours and slow CMEs to

be 2.22 hours. At Venus, the average sheath duration for fast and slow CMEs increasd by

a factor of ∼4 and ∼3 respectively compared to Mercury, with an avearge sheath duration
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of 7.30 and 6.57 hours for fast and slow CMEs respectively. Near 1 AU, the average sheath

duration for fast and slow CMEs were 13.74 hours and 10.98 hours respectively. This finding

ran contrary to commonly held expectation that slower CMEs have larger sheaths than fast

CMEs, though our sample size for the analysis was small. This belief is mostly based on

comparison with planetary magnetosheaths. However, as explained by Siscoe & Odstrcil

(2008), CME sheaths differ in many respects from planetary magnetosheaths. It should also

be noted that if sheath thickness was considered rather than sheath duration, according

to this finding, fast CMEs would have thicker sheaths. It was an interesting revelation,

contradicting the results of Russell & Mulligan (2002); Savani et al. (2011), where stand-

off distance of the shock (the separation distance from the magnetic obstacle to the shock)

decreased with Mach number (ratio of the speed of the shock in the solar wind frame to

the fast-magnetosonic speed), meaning slower CMEs, rather than fast ones should have

thicker sheaths. Important thing to note that we did not take into consideration (for lack of

measurements) the CME shape, radius of curvature, and the distance to the CME nose.

6.10 Case study of the 3 Nov 2011 CME

6.10.1 CME propagation

Good et al. (2015, 2018) studied this same CME to examine the change in the expansion

speed, self-similarity nature, and FR fit. Our primary focus was on the relation between the

expansion speed and change of Bmax, as well as the development of the sheath.

The CME counterpart first appeared in the LASCO C2 FOV on 3 November 2011 at 23:48

UT. This CME emerged from the Sun’s western limb at 22:54 UT on 3 November, when

viewed from STEREO-A and from the Sun’s eastern limb at 23:10 UT on 3 November, when

viewed from STEREO-B (Figure 6.10). The listed non-linear speed at 20 Rs for the CME

in the CDAW catalog was 946 km s−1.

We expected the non-linear speeds listed in the CDAW catalog to produce comparable esti-
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Figure 6.9: CME sheath duration (in h) plotted as a function of heliocentric distance (in
AU) from MESSENGER, Venus Express, STEREO, and Wind/ACE measurements with
the relative difference between the initial CME speed and the solar wind speed measured
near 1 AU for that specific conjunction event (in km s−1) as a second scale in color bar. The
coefficient of determination and the best linear least-squares fit (green straight line) to the
data are shown.

Figure 6.10: COR2 (outer coronagraph) observations of the 3 November 2011 CME event
from STEREO-B (left) and STEREO-A (right).
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mated arrival times to observed arrival times at different heliocentric distances. Even under

the assumption of minimum drag (drag parameter of 0.1× 10−7 km−1), the DBM estimated

arrival time of this CME at MESSENGER was not in reasonable agreement with the listed

arrival time at MESSENGER by Winslow et al. (2015). We attributed this discrepancy in

timing to the listed non-linear speed at 20 Rs being an estimate from coronagraph observa-

tions. As a result, we used two known constraints: listed CME onset time at 20 Rs in the

CDAW catalog and the listed shock arrival time at MESSENGER, under the assumption

of minimum drag, to estimate the speed of the CME at 20 Rs. Under these conditions, the

DBM required the CME speed at 20 Rs to be at least 1140 km s−1. With this minimum

speed of 1140 km s−1 at 20 Rs, we also estimated the arrival time of the CME at Venus

Express, under the assumption of minimum drag. We found the DBM estimated arrival

time at Venus Express to be in perfect agreement with the time listed by Good & Forsyth

(2016), which verified our assumption about the listed non-linear speed at 20 Rs for this

CME in the CDAW catalog to be not entirely accurate. This process also eliminated a sec-

ond coronagraphic CME candidate (LASCO onset time of 01:25 UT on 4 November 2011,

with 716 km s−1 as the listed non-linear speed at 20 Rs) as it was considerably slower than

the chosen event. However, the observed complex in-situ signatures of the magnetic field at

Venus Express prompted us to query about possible interactions between these two CME

candidates. Interactions of the two candidate CMEs as they propagate were unlikely, espe-

cially at MESSENGER and STEREO-B, in light of the clear CME signatures, quite different

from the possible in-situ manifestations of CME-CME interactions (see Lugaz et al., 2017b).

Figure 6.11 showed the positioning of the inner heliosphere planets and SC and WSA-ENLIL

model with cone extension (Odstrčil et al., 2003, 2004) simulated propagation of the CME at

three different time steps of interest: at Mercury, Venus, and STEREO-B. The simulations

were illustrations of the CME arrival at the points of interest and were not meant for precise

timing of arrival. These simulations were taken from SWRC CATALOG of Space Weather

Database Of Notifications, Knowledge, Information (DONKI). Initial CME speed of 1100
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km s−1 and half angular width of 65◦ were used for this simulation.

Figure 6.11: WSA-ENLIL model simulation with CME cone extension of the 3 November
2011 CME: when it reached Mercury (left), Venus (middle) and STEREO-B (right).

Due to the close longitudinal alignment of the inner solar system planets, about ∼15 hours

after the CME eruption, the shock arrived at MESSENGER on 4 November at 15:09 UT,

with an estimated impact speed of 834 km s−1 (from the DBM). The heliocentric distance of

MESSENGER was 0.44 AU. The signatures of the FRs were observed at MESSENGER from

00:21 UT to 15:21 UT on 5 November with the arrival of the leading edge, ∼9.2 hours after

the shock arrival. Using 1-s high-resolution data from the MAG, on board the MESSENGER

SC, the magnetic field profile of the sheath and the CME were presented in Figure 6.12. In

the plot, t=0 h corresponded to the shock arrival. Intervals when MESSENGER traversed

the magnetosphere of Mercury were excluded. The start time and end time of the CME at

MESSENGER were estimated to lie at the start period of the Bn rotation (t=9.2 h) to the

period after which the magnetic field returned to its pristine condition (t=24.2 h). Our choice

of the CME boundaries was consistent with Winslow et al. (2015) except the start time of

the CME, which was significantly different. They defined the start of the CME at t=2.23

h and end of the CME at t=24.5 h. The reason behind adjusting the boundaries was that

Winslow et al. (2015) defined the boundaries using only magnetic field measurements. In
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our case, we had the knowledge that this same event was also observed at STEREO-B where

we had plasma measurements. So, we used both magnetic field and plasma measurements

at STEREO-B to determine the CME sheath and then back-tracked to MESSENGER.

Figure 6.12: MESSENGER measurements of the CME on 4-5 November 2011. The four
panels show magnetic field data in RTN coordinates. Vertical grey dashed lines (from left
to right) denote the crossing time of the CME shock (t=0 h), ME, and CME end. The data
gap corresponds to MESSENGER’s passage through Mercury’s magnetosphere.

The shock signature was observed in the MAG on board the Venus Express SC on 5 November
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3:42 UT, with estimated impact speed of 768 km s−1 (from the DBM). The heliocentric

distance of Venus Express was 0.73 AU. We defined the boundaries in the same manner as

MESSENGER. The FR was approximated to start at 07:25 UT on 5 November and end

at 00:36 UT on 6 November. Figure 6.13 showed the magnetic field measurements in the

sheath and the CME at Venus Express. In the plot, t=0 h corresponded to the shock arrival.

Intervals of induced magnetic field when Venus Express was inside the magnetosphere of

Venus were shaded. Our choice of the start of the CME was consistent with Good & Forsyth

(2016). They approximated the CME to start anywhere between 3.23 and 7.37 hours after

the shock arrival, while we defined the boundary to start at t=3.72 h. However, we defined

the end of the CME to be at t=20.9 h where they listed the CME to end at t=12.12 h.

A weak shock-like discontinuity was observed at 5:11 UT on 6 November at STEREO-B

(in the plasma and magnetic field data). The heliocentric distance of STEREO-B was 1.09

AU. At 22:50 UT on 6 November, ∼47 hours after the arrival of the FR at MESSENGER,

the same rope arrived at STEREO-B. The SC encountered the CME for a period of ∼37

hours with the trailing edge arriving on 8 November at 12:11 UT. The leading edge of

the FR had a speed of 617 km s−1, while the trailing edge had a speed of 446 km s−1.

The considerable difference between the speeds of the leading edge and the trailing edge

represented an expanding CME. Using magnetic field data from the IMPACT instrument

and plasma data from the PLASTIC instrument, on board STEREO-B, the sheath and the

CME measurements were presented in Figure 6.14. In the plot, t=0 h corresponded to the

discontinuity arrival. The boundaries of the CME at STEREO-B were estimated in a similar

way to MESSENGER but in this case we also had in-situ plasma data. We defined the FR

to start at t=17.67 h and end at t=55h. Our leading edge boundary was consistent with

Jian et al. (2018). However, our trailing edge approximation was ∼16 h ahead of them.
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Figure 6.13: Venus Express measurements of the CME on 4-6 November 2011. The four
panels show magnetic field data in RTN coordinates. Vertical grey dashed lines (from left to
right) denote the crossing time of the CME shock (t=0 h), ME, and CME end. Yellow shaded
regions represent the two magnetospheric crossings of Venus Express during the event.
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6.10.2 Sheath and CME

In Table 6.2, we listed the total magnetic field intensities measured at the three SC. The ratio

of the measured maximum magnetic field strength in the sheath to the measured maximum

magnetic field strength in the CME at MESSENGER, Venus Express, and STEREO-B were

1.86, 0.66, and 1.80 respectively. Except at Venus Express, this ratio stayed almost constant,

which was consistent with our findings (see Table 6.1). At Mercury, the duration of the

sheath was ∼ 9 h, with MESSENGER observing the CME for a period of ∼ 15 h. Venus

Express spent ∼ 4 h in the sheath and ∼ 17 h in the CME. The same sheath was observed

by STEREO-B for a ∼ 18 h period with the CME lasting ∼37 h. Looking at the WSA-

ENLIL model with cone extension simulated propagation of the CME (see Figure 6.11),

it was evident that both MESSENGER and STEREO-B observed the flank of the CME,

whereas Venus Express observed its nose. We believed this to be the reason for a much

shorter sheath period than expected at Venus Express and a more magnetized CME than

the sheath.

Table 6.2: Total Magnetic Field Intensities within the Sheath and the ME at MESSEN-
GER, Venus Express, and STEREO-B. [Note: Avg Bsh= Average Magnetic Field Strength
Measured in the Sheath, Avg Bej= Average Magnetic Field Strength Measured in the ME,
Bm,sh= Maximum Magnetic Field Strength Measured in the Sheath, Bm,ej= Maximum Mag-
netic Field Strength Measured in the ME]

SC Avg Bsh (nT) Avg Bej (nT) Bm,sh (nT) Bm,ej (nT)
MESSENGER 40 35 80 43
Venus Express 22 25 35 53

STEREO-B 10 8 18 10

6.10.3 CME expansion

We wanted to take advantage of the conjunction to compare the expansion speed measured

at 1 AU and the change in the magnetic field strength during propagation. We determined

the full expansion speed of the CME at STEREO-B through a linear least-squares fit of the
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Figure 6.14: STEREO-B measurements of the CME on 6-8 November 2011. The six panels
show magnetic field data in RTN coordinates (first four from top) and plasma measurements
(last two). Vertical grey dashed lines (from left to right) denote the crossing time of the
CME shock-like discontinuity (t=0 h), ME, and CME end. Yellow shaded region in the fifth
panel indicate the time interval where a near linear trend in the solar wind speed is observed
in the ME.
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solar wind speed in the time interval where a near linear trend was present (yellow shaded

region on the fifth panel in Figure 6.14), like Gulisano et al. (2010). Then we used the linear

fit to define the speeds at the CME boundaries (see Equation 6.2). The expansion speed of

the CME at STEREO-B was ∼ 135 km s−1.

∆V =
Vfit(tLE)− Vfit(tTE)

2
(6.2)

∆V =
Vfront − Vback

2
(6.3)

Here, Vfit(tLE) and Vfit(tTE) are the CME speeds at the boundaries defined with the linear

fit and Vfront and Vback are the CME speeds at the boundaries defined by the database.

Without linear fitting, the expansion speed (see Equation 6.3) was ∼86 km s−1. This expan-

sion speed was nearly identical to that obtained by using the relation between the leading

edge and expansion speed [Vexp (km s−1)= 0.266VLE (km s−1) - 70.6 (km s−1), Owens et al.

(2005)] which was ∼ 94 km s−1. Typical expansion speeds at 1 AU are 40 - 60 km s−1

(Richardson & Cane, 2010) and this CME was found to be expanding fast based on this

metrics.

We also estimated the non-dimensional expansion rate ζ Gulisano et al. (2010) of the CME

at STEREO-B (1.09 AU), see Equation 6.4.

ζ =
∆V

∆t

D

V 2
c

(6.4)

Here ∆V/∆t was the slope of the best linear fit, D was the distance to the Sun, and Vc

was the plasma speed (469 km s−1) measured at the center of the FR (see fifth panel in

Figure 6.14).

We found ζ to be 1.5, that represented a very fast expanding CME, as for non-perturbed MCs,

typical ζ≈ 0.8 (e.g. Gulisano et al., 2010), with the typical spread being ±0.19 Démoulin
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(2010). We examined the variation of this expansion parameter, as Démoulin & Dasso

(2009) showed this parameter to stay relatively constant with distance. According to them,

the magnetic field in the CME falls off as ∼ rα (see also Dumbović et al., 2018a), where α≈

-2ζ. Thus for this conjunction event, with the value of ζ being 1.5, we expected the magnetic

field in the CME to fall off as ∼ r−3. The maximum magnetic field strength in the CME

at 0.44 AU (Mercury) was 43 nT, it was 53 nT at 0.73 AU (Venus) and 10 nT at 1.09 AU

(STEREO-B). The exponent decrease of the magnetic field were therefore αM,V Ex = 0.41

between Mercury and Venus, αV Ex,STB = -4.16 between Venus and STEREO-B, and αM,STB

= -1.61 between Mercury and STEREO-B. We did not consider the αB values for Venus as it

encountered the nose of the CME, whereas Mercury and STEREO-B encountered the flank.

The value of αB between Mercury and STEREO-B was smaller than the median found in

section 6.8. This showed that the decrease of B was slower than typical inside this CME. We

were left with an unexpected result: the CME was found to expand quickly at 1 AU, but the

decrease of the magnetic field was consistent with a weaker-than-average expansion. This

might have been due to the fact that the CME flank was encountered at both MESSENGER

and STEREO-B.

6.11 Inconsistencies between local and global measures of CME expansion

This section is formed from the publication Lugaz et al. (2020a) on which I am the second

author. I performed the analysis of Venus Express and STEREO in-situ measurements and

participated in analysing the results. Some background of this work:

Radial expansion is one of the fundamental characteristics of CMEs (see Burlaga et al.,

1982). In association with this increase in radial size, the magnetic field strength inside

the CME decreases as the CME propagates to larger heliocentric distances (e.g. Bothmer &

Schwenn, 1998). The knowledge about the increase in radial size and decrease in magnetic

field inside CMEs are obtained from statistical studies of in-situ measurements of different

MEs at different heliocentric distances. Based on measurements by Helios, ISEE-3, IMP-8,
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ACE, Wind, and Voyager, using different boundaries and different subsets of CMEs, past

studies have found that the radial size of a CME increases as r0.6 to r0.9 and the magnetic

field decreases as r−1.4 to r−1.9 (e.g. Bothmer & Schwenn, 1998; Leitner et al., 2007; Gulisano

et al., 2010). This was revisited using STEREO, ACE, and MESSENGER data for SCy 24

by Winslow et al. (2015), yielding a similar index of radial dependency, -1.95 ± 0.19. This

approach provides a measure of the average global expansion and assumes that there is a

unique typical behavior of CMEs.

Another measure of CME expansion can be obtained from the direct analysis of in-situ

measurements at a given location, as the large majority of CMEs have decreasing speed

profiles. This is clearly a local measure of expansion where the expansion speed, defined as

half the front-to-back speed difference (see Owens et al., 2005). Figure 6.15) shows schematic

representations of the various measures of CME expansion.

At the conceptualization stage of this work, only few select studies have investigated the

CME size or expansion from multiple in-situ measurements in near conjunction for more

than one CME (e.g. Leitner et al., 2007; Good et al., 2019; Vršnak et al., 2019). The goal

of this work was to compare the local measures (i.e., the expansion speed) with the global

measures (changes in CME size and magnetic field with distance) of CME expansion. In

this work, the comprehensive catalog of radially aligned CMEs by Salman et al. (2020b)

is adopted to investigate whether the large CME sizes observed near 1 AU are related to

a larger expansion near the Sun or simply due to a large front-to-back speed differences

near-Earth.

Snippets of the detailed analysis by Lugaz et al. (2020a) are given in the following sub-

sections.
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Figure 6.15: Schematic representation and definitions of the global and local measures of ME
expansion. The idealized ME cross section and associated magnetic field measurements are
shown at two locations at different heliocentric distances. Comparing measurements from
these two locations define the global expansion. At the second SC, measurements of the
plasma velocity allow the derivation of various measures of the local expansion. Adapted
from Lugaz et al. (2020a).

140



6.11.1 Average values of global and local expansion metrics

The average value of αBmax found for the full data set was -1.81± 0.84 but -1.67± 0.43 for the

conjunctions between MESSENGER and near 1 AU and -1.93 ± 1.06 for the conjunctions

between VEx and near 1 AU. In all the cases, the average values of αBmax were similar

compared to the results of previous studies based on statistical estimations (-1.73 reported

by Farrugia et al. (2005), -1.64 ± 0.40 by Leitner et al. (2007), -1.89 ± 0.14 reported by

Winslow et al. (2015), -1.76 ± 0.04 by Good et al. (2019)) but with a much larger standard

deviation, for example Winslow et al. (2015) found a 3σ value of ±0.14. Combining all past

studies, a range for the exponent decrease of Bmax can be obtained as -1.75 ± 0.4. Only 20

out of the 42 events studied in this work fell within this range. For αBav, we found an average

of -1.96 ± 0.90 (-1.85 ± 0.07 reported by Gulisano et al. (2010), -1.95 ± 0.19 reported by

Winslow et al. (2015)). The average value for ζ was 0.86 ± 0.83, comparable to past studies

(0.81 ± 0.19 reported by Démoulin et al. (2008), 0.70 ± 0.61 reported by Gulisano et al.

(2010)). We note that we were able to identify a linear trend in the ME speed profile for

82% ± 22% of the ME duration (for 31 events, a trend is identified for more than 60% of

the ME duration).

The average expansion speed found was 32 ± 44 km s−1 (or 39 ± 35 km s−1 if excluding three

contracting events) and that of the dimensionless expansion was 0.067 ± 0.09 (0.083 ± 0.06

if excluding these three contracting events). The average size of the MEs near 1 AU was

0.29 ± 0.14 AU, comparable to that found from all ACE MEs by Richardson & Cane (2010).

This number was larger than the canonical 0.21 AU from Lepping et al. (2018) but the latter

was obtained for a force-free fit to the data, whereas our number and that by Richardson

& Cane (2010) were derived by integrating the solar wind speed with time during the ME

passage. For all quantities, the average values found were within the typical ranges from

past studies, highlighting that our data set was not biased.
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6.11.2 Comparison of local and global measures of CME expansion

Figure 6.16: Global (y-axis) vs. local (x-axis) measures of CME expansion. The top panels
show the index decrease of the magnetic field, α, as compared to the dimensionless expansion
parameter near 1 AU, ζ. The line shows the expected value of α = 2ζ. The bottom panels
show α as compared to the ME expansion speed near 1 AU (left) and the ratio of the ME
expansion to center speeds (right). The thin line shows the linear relation for the best fit:
-αBav = 1.66 + 0.0075 Vexp. All data points are color coded with the angular separation
between the two SC with the scale in degrees given on the right-hand color bar. Adapted
from Lugaz et al. (2020a).

In the top panels of Figure 6.16, we showed the plots of αBmax and αBav as compared to

ζfit and ζmes, as well as the values when the first SC is MESSENGER rather than Venus

Express, since the α values have less variability when the former is the first SC rather than

the latter. The symbols were color coded with the SC angular separation and the top panels

showed the line α = 2ζ, which was the expected trend. The data was uncorrelated for ζfit
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(obtained by fitting to the slope of the velocity), while there was a very weak correlation

with ζmes (calculated using the measured expansion speed) with the highest correlation

coefficient, r=0.3 for the average magnetic field. In the bottom panels of Figure 6.16, αBmax

and αBav were compared to Vexp and Vexp/Vcenter (here Vcenter is the speed at the center of

the ME). This again compared the global quantities of CME expansion (in the y-axis) to

the local quantities of CME expansion near 1 AU (in the x-axis). The largest correlation

coefficient was found between the α index for the average magnetic field and the expansion

speed (r=0.378). Other correlation coefficients were below 0.25. From these plots and the

correlation values, it was evident that, irrespective of the exact quantities being compared,

the local and global measures of CME expansion were at best weakly related. In particular,

even for the smaller angular separations and large radial separations (the MESSENGER

plot), small and large values of α were associated with typical values of ζ, around its average

of 0.7.

143



CHAPTER 7

Prediction of southward Bz

This chapter is formed from the publication Salman et al. (2018). Hourly near-Earth OMNI

data (King & Papitashvili, 2005) of Bz component in Geocentric Solar Magnetospheric

(GSM) coordinates, extracted from NASA/GSFC’s OMNI data set through OMNIWeb has

been used in Section 7.2. For the rest of the analysis in this work, 1-minute high resolution

data from the Wind Magnetic Field Investigation (MFI; Lepping et al., 1995) instrument

and 90-second resolution plasma data from the Solar Wind Experiment (SWE; Ogilvie, 1995)

instrument have been used.

7.1 Background

Strong interaction of the solar wind with Earth’s magnetosphere can give rise to GSs (e.g.

Fairfield & Cahill, 1966). Southward Bz opens the subsolar magnetopause through mag-

netic reconnection that allows the transfer of energy, plasma, and momentum to the mag-

netosphere. By late 1980s, it was evident that the southward component of the IMF is

directly responsible for intense geomagnetic disturbances (Gonzalez & Tsurutani, 1987; Wil-

son, 1987). Later on, Echer et al. (2008) studied 90 intense GSs (when Dst reached below

-100 nT) during SCy 23 (1996-2006) and found all of them to be associated with strong

southward Bz.

A criterion for intense GSs is the presence of a long period (>3h) of large, and negative

(<-10 nT) IMF Bz (Gonzalez & Tsurutani, 1987). While not infallible, (see Farrugia et al.,

1998), this is generally a very useful criterion. Wilson (1987) made the critical connection
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between CMEs and GSs, that was further validated with future studies (e.g. Zhang et al.,

2007; Ontiveros & Gonzalez-Esparza, 2010). However, the driver of such storms can also be

the sheath of shocked plasma upstream of a CME, CIR, or a combination of these structures

(e.g. Zhang et al., 2007).

Intense GSs are often preceded by storm sudden commencements (SSCs). SSCs serve as

an indicator of the first impact of a travelling disturbance, associated with a strong dy-

namic pressure change on the magnetosphere (Joselyn & Tsurutani, 1990). The disturbance

compresses the magnetosphere, resulting in an abrupt increase of the Dst (e.g. Ontiveros &

Gonzalez-Esparza, 2010). Shock waves driven by fast CMEs are the primary causes of SSCs

(see Russell et al., 1974; Echer et al., 2008). Gold (1955) initially suggested this association

of SSCs with interplanetary shocks, which was validated by later studies (e.g. Iucci et al.,

1988; Russell et al., 1992).

Due to this existence of a strong correlation between southward Bz and GSs, reliable pre-

diction of Bz can be thought of as a primary basis for accurate space weather forecasting.

At the conceptualization stage of this work, several studies were carried out to predict Bz

with empirical approaches such as pattern recognition/analogue ensemble (e.g. Owens et al.,

2017b; Riley et al., 2017), Bayesian framework (e.g. Chen et al., 1997, 2012), conservation of

magnetic helicity (Helicity-CME or H-CME model; Patsourakos, 2016), semi-empirical mod-

els such as the The ForeCAT In Data Observer (FIDO; Kay et al., 2017), 3DCORE (Möstl

et al., 2018), FRiED (Isavnin, 2016). However, as the IMF frequently fluctuates, predicting

southward Bz is full of uncertainties (Jurac et al., 2002). Prediction models based on remote-

sensing observations can in theory provide sufficient lead times for forecast (∼2-3 days) but

the efficiency of predictions are constrained by numerous uncertainties (i.e., estimation of

the initial CME state with white-light observations, heliospheric evolution of CMEs). Pre-

diction models based on near-Earth in-situ measurements do not face such hurdles but the

lead times for forecast is critically short (∼1 hour). The purpose of this work was to imple-

ment the first iteration of a physics-based statistical approach, based on near-Earth in-situ
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measurements that could possibly extend the lead times for forecast while minimizing the

inherent drawbacks for predictions based on the framework construction.

In this work, we forecasted strong southward Bz periods that are preceded by fast-forward

shocks. To do so, we constructed a forecasting model based on pattern recognition (see Riley

et al., 2017). It is known that CME speed is somewhat correlated with the CME magnetic

field strength (e.g. Möstl et al., 2014). Slow CMEs and minor shock disturbances are not

associated with significant geomagnetic activity (see Gosling et al., 1991). Therefore, fast

CMEs can be expected to drive the majority of the strong southward Bz periods. Near 1 AU,

CMEs are the main drivers of fast-forward shocks (e.g. Berdichevsky et al., 2000). The strong

southward Bz periods were therefore likely to be preceded by a fast-forward shock, driven by

the CME. This led to our first hypothesis that the majority of strong southward Bz periods

were caused by CMEs and as a result we decided to build our ensemble of analogues only

from past periods around fast-forward shocks. The level of geomagnetic activity stimulated

by the Earth passage of a shock or a CME is related directly to the magnitude of the flow

speed, magnetic field strength, and southward field component (e.g. Akasofu, 1981; Baker

et al., 1984). This led to our second hypothesis that prediction of these variable solar wind

conditions in near-Earth space can be important for space weather forecasting (Owens et al.,

2005).

7.2 Examining the proportion of strong southward Bz periods

We first examined the association between fast-forward shocks and subsequent strong and

long-duration southward Bz periods to determine if the proposed approach of focusing on pe-

riods following fast-forward shocks was appropriate. All instances in the period 01/01/1995-

05/27/2017 where Bz<-10 nT for 3 consecutive hours or more were listed. We found 129 such

instances. Then, we used two shock databases to match these instances with fast-forward

shocks (with Mms>1) observed by the Wind spacecraft within the pre-48h interval of an

instance. The first database was the IPshocks database (also used in Chapters 4 and 5) and
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the second one is the shock database of Harvard Smithsonian Center for Astrophysics, which

can be found at https://www.cfa.harvard.edu/shocks/ and referred to as CFASDB from

now on. However, we mainly focused on the IPshocks database. Using this, we found that 81

(63%) instances were preceded by at least one fast-forward shock, occurring within the pre-

48h interval. Then, we used the CFASDB to look for Wind shocks which were not listed in

IPshocks database but may be preceding the 48 negative (not preceded by any fast-forward

shock occurring within the pre-48h interval) instances. We found that 6 of these negative

instances were indeed preceded by a fast-forward shock not listed in IPshocks database but

in CFASDB. We then used both IPshocks database and CFASDB to look for ACE shocks

which may have preceded the 42 remaining negative instances. We found that 11 of these

were preceded by a fast-forward shock observed by the ACE spacecraft at L1. In total we

found that, 98 of these instances (76%) were preceded by at least one fast-forward shock,

occurring within the pre-48h interval. This validated the assumption that a large portion of

the strong and long-duration southward Bz periods were preceded by fast-forward shocks.

We also had 2 negative instances on 10/29/2013 and on 10/30/2013 which had been reported

as being preceded by shocks but considerable data gaps in the pre-48h interval might have

led to a no shock observation.

We then looked at the reverse association in the period 01/01/1995-05/27/2017. We treated

multiple southward Bz periods within a 24-h time interval as one. If multiple southward

Bz periods were preceded by the same shock, we counted that shock only once. Also, there

were instances where a single southward Bz period was preceded by multiple shocks. There

were 490 fast-forward shocks (with Mms>1 and listed in the IPshocks database) observed

by Wind spacecraft at L1 and we matched them with the 129 strong and long-duration

southward Bz periods. Out of these shocks, 100 were followed by strong and long-duration

southward Bz periods. Integration of the CFASDB and inclusion of ACE shocks from the

IPshocks database gave us 17 more such shocks (6 Wind shocks from CFASDB and 11 ACE

shocks from the IPshocks database). So, out of the 507 shocks studied in this time span, 117

147

https://www.cfa.harvard.edu/shocks/


(regardless of the spacecraft type) were followed by strong and long-duration southward Bz

periods, which accounted for 23% of total. This led to the understanding that, although the

large portion of the strong and long-duration southward Bz periods occured within 48 hours

after the arrival of fast-forward shocks at L1, only a small portion of fast-forward shocks

were actually followed by strong southward Bz periods. We combined our shocks list with

the CME list of Richardson & Cane (2010) as done in Lugaz et al. (2017a) and found that 86

(∼74%) of these 117 shocks were CME-driven shocks. So, the majority of shocks followed by

southward Bz periods were driven by CMEs, although CME-driven shocks only represented

about 72% of all fast-forward shocks at 1 AU (Kilpua et al., 2015b).

The time interval of our study was roughly 22.4 years. The forecast model was constructed

to function by monitoring 3-day windows, 1 day training window (TW) and 2 days forecast

window (FW) around a fast-forward shock arrival at L1. Removing the fast-forward shock

concept from the picture, the forecast model had an uphill task of distinguishing 129 strong

southward Bz windows (3.2% of total) from 4088 windows. This forecasting scheme was

implemented by Riley et al. (2017) with only moderate success to predict the southward

magnetic field. In addition, testing different approaches based on the 22.4-year span of data,

and the full range of solar wind plasma and IMF parameters with different weights would

have required a dedicated and complex data analysis study, which may not have been a

significant improvement over their model. In our current approach, as proposed here, we

searched for physics-based constraints to narrow down the total number of windows that

were “candidates” as having strong southward Bz. We did so by considering those windows

preceded by a fast-forward shock. Limiting ourselves to windows around fast-forward shocks

enabled to develop a model aimed at distinguishing the 23% positive windows out of 507,

instead of 3.2% out of 4088. However, it was achieved at the cost of not being able to predict

24% of strong southward Bz events, those not preceded by a fast-forward shock.

Jurac et al. (2002) examined the influence of shock parameters on geomagnetic disturbances

within 48 hours following the shock arrival at the Earth. They studied 107 fast-forward
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shocks observed by the Wind spacecraft from 1995 to 2000. They identified the angle between

the shock normal and the upstream IMF, θu to be a good indicator of future geoeffectivness

of a shock. They found that shocks with θu between 70 - 90◦ were followed by intense storms

38 - 50% of the time. They found an even better correlation using the angle between the

shock normal and the downstream IMF, θd. They found that shocks with front normals

orthogonal to the downstream IMF (θd>80◦, i.e., perpendicular shocks) were likely to be

followed by intense storms 40% of the time. This study highlighted the potential for some

fast-forward shocks to provide an “advanced warning” of an incoming strong southward Bz

period depending on the shock parameters.

We expanded upon the study of Jurac et al. (2002) by considering the time period 1995-2017

rather than 1995-2000 and we carried out a similar examination of 507 fast-forward shocks

during this period. We found 190 shocks with upstream angles between 70 - 90◦. However,

only 42 of them were followed by an intense southward Bz period within 48 hours after

the shock arrival, which accounted for 22% of the total. For another shock parameter, the

downstream angle, we found 200 shocks with downstream angles greater than 80◦ and 50 of

them were followed by an intense southward Bz period within 48 hours after the shock arrival,

which accounted for 25% of the total. Therefore, the correlation between shock angles and

geoeffectiveness seen by Jurac et al. (2002) did not hold true for an expanded interval and

increased number of shocks. The proportion we observed for shocks with angles between 70

- 90◦ was almost identical to the proportion we found for all fast forward shocks (23% of

fast-forward shocks were followed by intense storms within 48 hours after the shock arrival at

L1, regardless of any parameter criteria). As our probabilistic forecast model was based on

periods following fast-forward shocks, this finding led us to consider different combinations

of upstream parameters.

By examining the time intervals between fast-forward shocks and the start time of their

corresponding strong and long-duration southward Bz periods, we found the mean and me-

dian of these intervals to be 13.87 hours and 11.59 hours respectively. This indicated that
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Figure 7.1: Distribution of time intervals between fast-forward shocks and the start time of
their corresponding strong and long-duration southward Bz periods.
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a forecast of strong and long-duration Bz periods based on shock arrival at L1 may give on

average a 14-hour advanced warning. Examining these intervals more precisely, we observed

a large range (from a minimum time interval of 15 minutes to a maximum time interval of

approximately 47 hours). It was also seen that half of the time intervals lied in the range

between 5.19 hours (25th percentile) and 19.15 hours (75th percentile). To first order, this

25 - 75% range corresponded to southward Bz starting towards the back of a sheath or the

beginning of the CME (typical sheath duration is ∼7.5 hours) to the second half of the CME

(after a 7.5-hour sheath and 11.6 hours of the ∼20-hour CME). The shortest durations were

expected for shocks inside CMEs. The greater than 75% may be at the back of a CME or

in the wake or due to multiple CME interaction (Lugaz et al., 2017b). Figure 7.1 showed

the theoretical distribution which best fit these time intervals. It was a Gamma distribution

with a shape parameter of 1.67 and a scale parameter of 8.30.

7.3 Identification of closest matches

At the core of the forecasting technique was the idea that the shock parameters may contain

information related to the driver of the shock. For example, the speed of a CME-driven

shock is certainly related to the speed of the CME front. As this method was meant to be

used in near-real time, it was simpler and faster not to calculate the shock speed, normal

direction, etc. from the RH relationships but instead to rely on data from the shock ramp.

As such, our TW, where the closest matches to a reference event were identified, included the

period before the shock as well as the shock ramp itself. In details, we used the combination

of the pre-shock (23.75 hours) interval and the shock itself (± 0.25 hours around the shock)

as the TW and the post-shock (47.75 hours) interval as the FW. As we found from the time

intervals that 90% of strong and long-duration southward Bz periods occured at least 1.85

hours after a shock arrival at L1, it enabled us to include the post shock 0.25 hours period in

the TW. For any reference event, we used the TW to determine the closest matches to the

solar wind conditions to be forecasted and used observations of the corresponding post-shock
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intervals to make a probabilistic forecast for the reference event (see Section 7.4 for further

details).

The closest matches to any reference event were found based on the variations of four so-

lar wind and IMF parameters of the database events (the magnetic field magnitude (B),

z-component of the magnetic field (Bz) in GSM coordinates, solar wind proton number

density (Np), and x-component of the solar wind velocity (Vx in GSM coordinates), in com-

parison with the reference event in the TW. These variations were quantified using the

RMSE method. We made the RMSE of a particular parameter dimensionless by dividing it

with the average in the TW of that parameter of the reference event. All errors were done

on dimensionless values because we did not want the RMSE of one of the parameters to

dominate the calculation of TRMSE, as the range of speed for example (250 - 1500 km/s)

was very different than that of the magnetic field (2 - 100 nT). The dimensionless RMSE

for each of the four parameters (B, Bz, Np, and Vx) were then added to get the total RMSE

(TRMSE, see Equation 7.1).

TRMSE =
4∑
i=1

Zi (7.1)

Here, Zi is the dimensionless RMSE of a parameter, and i runs from 1 to 4 (four parameters

in consideration).

Based on the values of the TRMSE (the lower the value of TRMSE, the closer was a event

to the reference), the closest matches to a reference event were identified.

7.4 Probabilistic forecast and error of forecast

With the closest matches to a reference event identified, we first made a probabilistic forecast

for Bz in the FW. Our focus was on Bz reaching a pre-defined threshold, here -10 nT for 3

consecutive hours or more in the FW. If we focused on N number of closest matches, and if

M of those had Bz reaching the threshold, a probability of M/N that the reference event may
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have Bz reaching the threshold in its FW was assigned. For each probabilistic forecast, the

error of the forecast was also calculated. If the reference event indeed reached the threshold,

the correct forecast was 1 and the probabilistic error was
√

1− (M/N)2. If the reference

event did not reach the threshold, the correct forecast is 0 and the probabilistic error was

M/N.

The primary goal of our probabilistic forecast model was to outperform the random (i.e.,

coin flipping) forecast, which had an error of 0.5, irrespective of whether the reference event

reached the threshold or not. A perfect forecasting method would have an error of 0, error

of 1 meant no or zero skill. We tried to minimize the error of our probabilistic forecasts.

As our statistics showed that 23% of fast-forward shocks were precursors to a strong and

long-duration Bz period, the best naive guess was to assign a probability of 0.23 to every

fast-forward shock. This best zero-skilled approach led to a RMSE of 0.421. Ideally, we

would like to beat this, to show that our forecast model not only had more skill than a

random forecast, but also possessed more skill than the best possible average-based forecast.

7.5 Modifications to the model

In order to minimize the error, we randomly selected 100 events from the 496 fast-forward

shocks (490 listed in the IPshocks database + 6 additional from CFASDB) observed by the

Wind spacecraft in the period 01/01/1995-05/27/2017 and removed them from the database.

This way the training set was fully different from the events set and cross-contamination was

negated. We then randomly sliced these 100 events into four individual sets (24, 25, 25, and

26 events respectively). We used these events to form the basis of our model and referred

to them as “reference events” from now on. The goal was to identify how to construct the

TRMSE to minimize the error of forecasts.
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7.5.1 Training window weighting constant pair (TWWCP)

The TW was split into two intervals: the first interval was the period of 24 hours to 0.25

hours prior to the shock and the second interval was the period of 0.25 hours prior to the

shock to 0.25 hours after the shock arrival (it captured the shock jump). For the former

interval, we binned the magnetic field and plasma data into 15-minute averages. For the

latter one, the 1-minute and 90-second data was used as it is. Figure 7.2 showed the way

the time interval was split and averaged.

Figure 7.2: Wind observations of the fast-forward shock on 25 May 1997. The panels
show: i) variation of GSM Bz component (top left) using 1-min resolution data over a 3-day
window around the shock, from 24 May 1997 to 27 May 1997. The red dashed lines represent
the interval of 0.25 hours prior to the shock arrival and 0.25 hours after the shock arrival ii)
variation of GSM Bz component (top right) using 1-min resolution data and 15-min averaged
data for the interval of 24 hours to 0.25 hours prior to the shock arrival iii) variation of GSM
Bz component (bottom left) using 1-min resolution data for the interval of 0.25 hours prior
to the shock arrival to 0.25 hours after the shock arrival iv) variation of GSM Bz component
(bottom right) using 1-min resolution data and 15-min averaged data for the interval of 0.25
hours to 48 hours after the shock arrival.
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For both intervals, we found the dimensionless RMSE of a parameter individually, multiplied

them with a weighting constant pair, and added them to get the RMSE for that particular

parameter. Five sets of weighting constant pairs were tried: (1,0), (3
4
, 1

4
), (1

2
, 1

2
),(1

3
, 2

3
), and

(1
4
, 3

4
).

A weighting constant pair (m, 1-m) meant that in calculating the RMSE of a parameter in

the TW, we were putting 100m% weight into the variations in the -24 h to -0.25 h interval

and 100(1-m)% weight into the variations in the -0.25h to +0.25 h interval. Introduction of

the weigthing constant pair provided a key insight into the importance of both intervals to

the prediction of southward Bz periods. If the probabilistic forecast improved by adding more

weight into the variations of a parameter in the -0.25 h to +0.25 h period, it would suggest

that what happens in the vicinity of the shocks play the prominent role in the occurrence

of southward Bz periods. If the probabilistic forecast did not improve or worsened, it would

suggest that the pre-shock interval was the important one.

7.5.2 Varying weights of parameters

Additionally, when the TRMSE was calculated by adding the dimensionless RMSE of the

four solar wind and IMF parameters, different weights were assigned to each parameter.

For example, a set of weights, a1=1, a2=1, a3=0, a4=0, assigned to B, Bz, Np, and Vx

respectively indicated that the TRMSE in the TW was calculated with an equal weight for

B and Bz, whereas the variations in Np and Vx were neglected. These weights could have

values ranging from 0 to 1, with 1 representing the maximum weight. We tried out different

sets of weights. In our model, the weight assigned to a particular parameter was the same

for both intervals of the TW. As such, the TRMSE was now defined by:

TRMSE =
4∑
i=1

ai[mZ1i + (1−m)Z2i] (7.2)

Here, Z1i was the RMSE of a particular parameter in the pre-shock 23.75 hours period, Z2i
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was the RMSE of a particular parameter in the 0.5 hours period around the shock, and ai

represented the weights assigned to the four parameters.

7.5.3 Threshold-based forecast

In addition to the probabilistic forecasts, it could be interesting to develop dichotomous

forecasts (YES/NO) that assigned a probability of 100% or 0% to an event occurring. To

do so, we imposed a threshold on our forecasts. As our model provided forecasts based on

observations in the FWs of 15 closest matches, we had 15 thresholds to choose from. In our

analysis, we extensively tried 5, 10, and 15 closest matches. Using the 15 closest matches to

identify a threshold was found to work better than using 5 or 10 closest matches. We did

not try to determine if a number of closest matches larger than 15 would have been better.

As there were only 106 positive events in our database and many of them having different

characteristics, using a larger number of closest matches was unlikely to improve the model

in a meaningful manner. We also found that using 10 or 15 closest matches were relatively

similar.

Now, the thresholds in consideration could be generalized as n
15

where n=1, 2, 3,...........15.

Any probabilistic forecast exceeding the threshold would be considered a YES and any

probabilistic forecast below the threshold would be considered a NO. Let us assume that the

threshold criterion selected for the probabilistic forecasts was 0.4 or 6
15

. So any probabilistic

forecast would be considered a YES if it was greater than or equal to 0.4 (number of closest

matches satisfying the Bz criterion was ≥ 6) and would be considered a NO if it was lower

than 0.4 (number of closest matches satisfying the Bz criterion was < 6).

The skill of our threshold-based forecast model was quantified using the Heidke Skill Score

(HSS, see Table 7.1) (Heidke, 1926). Negative skill scores would indicate that the model

was fairing worse than the random model, and positive skill scores would indicate that the

model was performing better than the random model. The perfect forecast obviously would

attain a HSS of 1 and a HSS of 0 would have meant no skill.
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Table 7.1: Contingency table for HSS.

Forecast Observed
YES NO Marginal Total

YES a (Hit) b (False Alarm) a+b
NO c (Miss) d (Correct Negative) c+d

Marginal Total a+c (Observed YES) b+d (Observed NO) a+b+c+d (Total)
HSS = 2 (ad-bc) / [(a+c)(c+d) + (a+b)(b+d)]

7.6 Example of the model

We demonstrated the forecasting model for a reference event, observed by the Wind space-

craft on 18 June 2003 at 04:42 UT (see Figure 7.3). This reference event corresponded to a

shock inside a CME (see Lugaz et al., 2016b). Though it was not a traditional event with

a shock impacting the Earth first followed by the CME, our motivation was to present this

event as an example because it illustrated the pattern of improving probabilistic forecasts

better than any of the other reference events we used in our analysis. Through this event, it

was possible for us to showcase how including more than one parameter and putting more

weight into the variations closer to the shock significantly improved the forecasts in a clear

manner.

For this reference event, the TW extended from 17 June 2003, 04:42 UT to 18 June 2003,

04:57 UT and the FW was the following 47.75 hours. Our goal was to predict the occurence

of at least one Bz<-10 nT period of 3 consecutive hours or more within the FW. For this

reference event, 17 minutes after the shock arrival, there was the start of a period of four

consecutive hours where Bz<-10 nT. Our expectation from the probabilistic model was to

generate a probabilistic forecast as close as possible to 1.

Initially, we started with our baseline (only considering Bz variations and no shock info) set

of weights: B=0, Bz=1, Np=0, Vx=0 and choose (1,0) as the training window weighting con-

stant pair (TWWCP). Choice of these weights and TWWCP suggested that only variations

of Bz in the -24 h to -15 min interval prior to the shock arrival was considered. This set of
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Figure 7.3: Wind observations of the fast-forward shock on 18 June 2003. The panel shows
the variation of magnetic field strength and GSM Bz component over a 3-day window around
the shock, from 17 June 2003 04:42 UT to 20 June 2003 04:42 UT.

weights and TWWCP gave a probabilistic forecast of 0.07 (see in Figure 7.4).

This probabilistic forecast was far from ideal as the prediction was a 7% probability for the

occurence of Bz<-10 nT periods of 3 consecutive hours or more in the FW, compared to an

observed 100% probability. To improve the probabilistic forecast, the TWWCP was changed

from (1,0) to (1
2
, 1

2
), keeping the parameter weights fixed. It gave a probabilistic forecast of

0.33. This probabilistic forecast was an improvement for sure. Next, more weight was put

into the variations of Bz closer to the shock by selecting TWWCP (1
4
, 3

4
) and using the same

set of weights. It gave a probabilistic forecast of 0.40 (see in Figure 7.5). This improvement

of the probabilistic forecasts from 0.07 to 0.33 and then to 0.4 showed that putting more

weight into the variations closer to the shock improved the probabilistic forecast for this

particular event.

We then monitored the evolution of probabilistic forecasts by changing the weights and

TWWCPs. For each reference event, we accomplished this through numerous combinations

of weights and TWWCPs. The goal of these repeated procedures was to identify the pattern

158



Figure 7.4: Probabilistic forecast for the event following the 18 June 2003 shock shown in
Figure 7.3 for TWWCP (1,0) and weights (0, 1, 0, 0) (Navy=reference event, other colors=15
closest matches).
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Figure 7.5: Same as Figure 7.4 but for TWWCP (1
4
, 3

4
).

of improving probabilistic forecasts. Thereby for this reference event, we now considered

variations of both B and Bz in the TW. Use of a set of weights (0.5, 1, 0, 0) and TWWCP

(1
4
, 3

4
) gave a probabilistic forecast of 0.53 (see in Figure 7.6).

This improvement in the probabilistic forecast indicated that considering variations of more

than one parameter in finding the 15 closest matches supposedly make the forecast better.

This assumption was validated by a probabilistic forecast of 0.13, previously 0.07 for the set

of weights (0.25, 1, 0, 0) (previously (0, 1, 0, 0)) with TWWCP (1,0) and a probabilistic

forecast of 0.47, previously 0.33 for the set of weights (1, 1, 0, 0) (previously (0, 1, 0, 0)) with

TWWCP (1
2
, 1

2
). We also observed improvements in the probabilistic forecasts by increasing

the weights of B.

After that, variations of Np with the variations of B and Bz in the TW was considered. The

set of weights (1, 1, 0.25, 0) with TWWCP (1
4
, 3

4
) gave a probabilistic forecast of 0.53 (see
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Figure 7.6: Same as Figure 7.4 but for TWWCP (1
4
, 3

4
) and weights (0.5, 1, 0, 0).

Figure 7.7: Same as Figure 7.4 but for TWWCP (1
4
, 3

4
) and weights (1, 1, 0.25, 0).
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in Figure 7.7) and the set of weights (1, 1, 0.25, 0) with TWWCP (1
2
, 1

2
) gave a probabilistic

forecast of 0.47. The general observed trend was that adding the parameter Np either kept

the forecast constant or improved it.

Finally, the influence of the fourth parameter (Vx) on the probabilistic forecasts was exam-

ined. The observed trend was that adding Vx generally worsened the probabilistic forecasts.

Two such scenarios were presented for a fixed TWWCP (1
2
, 1

2
). The probabilistic forecast

of 0.47 for the set of weights (1, 1, 0, 0) dropped to 0.2 (see in Figure 7.8) for the set of

weights (including Vx) (1, 1, 0, 0.5). Similarly a probabilistic forecast of 0.47 for the set

of weights (1, 1, 0.25, 0) dropped to 0.27 for the set of weights (including Vx) (1, 1, 0.25,

0.25). Important thing to note that this model only provided probabilistic predictions for

the occurence of strong and long-duration southward Bz periods following a fast-forward

shock. The parameter Vx might have influence on the prediction of Kp or Dst.

Figure 7.8: Same as Figure 7.4 but for TWWCP (1
2
, 1

2
) and weights (1, 1, 0, 0.5).
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We also highlighted the threshold-based forecast. As shown in Section 7.7, a good criterion

was a probabilistic forecast of at least 0.4.

For the reference event discussed above, the set of weights (1, 1, 0.25, 0) with TWWCP (1
4
, 3

4
)

gave a probabilistic forecast of 0.53. So, for a threshold criterion of 0.40, this probabilistic

forecast was considered a YES and it correctly predicted the occurence of Bz<-10 nT periods

of 3 consecutive hours or more in the FW. Similarly, the set of weights (1, 1, 0, 0.5) with

TWWCP (1
2
, 1

2
) gave a probabilistic forecast of 0.20. So, for the threshold criterion of 0.40,

this forecast was considered a NO and the outcome was a missed prediction.

Figure 7.9: Wind observations of the fast-forward shock on 29 March 2011. The panel shows
the variation of magnetic field strength and GSM Bz component over a 3-day window around
the shock, from 28 March 2011 15:09 UT to 31 March 2011 15:09 UT.

Figure 7.9 represented a second reference event for which the model was demonstrated. This

event was observed by the Wind spacecraft on 29 March 2011 at 15:09 UT. This reference

event lied in the opposite side of the spectrum compared to the first reference event, as there

was no Bz<-10 nT period of 3 consecutive hours or more in the FW. Thereby, the ideal

probabilistic forecast needed to be as close to 0 as possible.
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Figure 7.10: Probabilistic forecast for the event following the 29 March 2011 shock shown in
Figure 7.9 for TWWCP (1,0) and weights (0, 1, 0, 0).
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For the baseline set of weights (0, 1, 0, 0) and TWWCP (1,0), a probabilistic forecast

of 0.07 was obtained (see in Figure 7.10). This probabilistic forecast was almost the ideal

forecast. However, recognizing the pattern of optimum probabilistic forecast was the primary

goal. The trend observed from the first reference event was that adding more parameters

and putting more weight into the variations closer to the shock generally improved the

probabilistic forecast. However, the probabilistic forecast worsened when the variations of

Vx in the TW was considered. These assumptions developed from the analysis of the first

reference event were put to the test here. For the set of weights (1, 0.25, 0, 0) with TWWCP

(1,0) a probabilistic forecast of 0.07 was obtained (see in Figure 7.11). The probabilistic

forecast was not improved by adding a new parameter (B) like the first reference event but

did not worsen either.

Figure 7.11: Same as Figure 7.10 but for weights (1 , 0.25, 0, 0).

Next, the third parameter Np was added and more weight was put into the variations closer

to the shock. For the set of weights (1, 1, 0.5, 0) with TWWCP (1
3
, 2

3
) and (1, 1, 0.5, 0)
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with TWWCP (1
4
, 3

4
) (see in Figure 7.12), probabilistic forecasts of 0.07 were obtained for

both the cases.

Figure 7.12: Same as Figure 7.10 but for TWWCP (1
4
, 3

4
) and weights (1, 1, 0.5, 0).

However, for the set of weights (1, 1, 1, 1) with TWWCP (1
2
, 1

2
), probabilistic forecast of

0.20 was obtained. Similarly for the set of weights including Vx, like (1, 0.5, 0.25, 0.25), (1,

1, 0, 0.5), and (0, 1, 0.25, 0.25) with fixed TWWCP (1
2
, 1

2
), probabilistic forecasts of 0.20,

0.13, and 0.13 were obtained respectively, which confirmed the assumption that adding the

parameter Vx generally makes the forecast worse. Now, for the same selected threshold of

0.40 as the first reference event, all of the predictions discussed above for the second reference

event were considered a NO and the outcome was the correct prediction.

The pattern observed through the analysis of reference events (only 2 shown) was consistent

for both positive (Bz<−10 nT periods of 3 consecutive hours or more in FW) and negative

(no Bz<−10 nT period of 3 consecutive hours or more in FW) events. The probable best
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combination corresponded to maximum weights assigned to parameters B and Bz, inclusion

of parameter Np with reduced weight in comparison with B and Bz, exclusion of parameter

Vx, and increased weight in the 30 minutes interval around the shocks.

7.7 Results from the model

Based on the construction of our model and selection of sets of weights and TWWCPs,

several thousands of different combinations can be used. However, the main goal of this

work was to show that such a probabilistic and threshold-based forecast model had skills to

define the groundwork for more detailed experimentation in the future.

7.7.1 Best probabilistic forecast for all 100 reference events

We tried out different combinations of sets of weights and TWWCPs for the first set of

24 reference events in a way similar to what is shown for the two events in Section 7.6.

We then determined the probabilistic forecast for the forecast parameter (Bz<−10 nT for

a period of 3 consecutive hours or more). The error of each probabilistic forecast for each

reference event was calculated, as well as the RMSEs. This allowed us to select the seven

best performing combinations, as well as the baseline forecast based only on Bz and no shock

info (see Table 7.2).

Table 7.2: Seven best performing and the baseline combinations of sets of weights and
TWWCPs for the first set of reference events and their corresponding RMSE of probabilistic
forecasts.

Set of Weights
B Bz Np Vx TWWCP RMSE (Set-I)
0 1 0 0 1,0 0.387
1 0.5 0 0 1/4,3/4 0.318
1 0.5 0.25 0 1/4,3/4 0.310
1 0.5 0.5 0 1/3,2/3 0.311
1 0.5 0.5 0 1/4,3/4 0.309
1 1 0 0 1/3,2/3 0.303
1 1 0.25 0 1/4,3/4 0.289
1 1 0.5 0 1/4,3/4 0.310
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Looking at this list of 8 combinations, it was observed that the highest RMSE of 0.387

belonged to the baseline set of weights (0, 1, 0, 0) with TWWCP (1,0) and the lowest RMSE

of 0.289 belonged to the set of weights (1, 1, 0.25, 0) with TWWCP (1
4
, 3

4
). An important

thing to note was that RMSEs for these eight combinations were well below 0.5 which meant

each of them was able to provide a probabilistic forecast substantially better than a random

forecast. The best non-skilled forecast could be obtained by assigning a probability of 0.23

to all fast-forward shocks, resulting in a RMSE of 0.421. The baseline combination had a

RMSE which was 8.08% lower than this, whereas the best RMSE was significantly lower (by

31%).

Then, for each of these eight combinations, we calculated the errors of forecasts (see Ta-

ble 7.3) for the other three sets of reference events (25, 25, and 26 reference events respec-

tively).

Table 7.3: Seven best performing and the baseline combinations of sets of weights and
TWWCPs for the other three sets of reference events and their corresponding RMSE of
probabilistic forecasts.

Set of Weights RMSE
B Bz Np Vx TWWCP Set-II Set-III Set-IV
1 0.5 0 0 1/4,3/4 0.3161 0.3773 0.4716
1 0.5 0.25 0 1/4,3/4 0.3331 0.3795 0.4420
1 0.5 0.5 0 1/3,2/3 0.3564 0.3564 0.4369
1 0.5 0.5 0 1/4,3/4 0.3403 0.3612 0.4287
0 1 0 0 1,0 0.3814 0.3268 0.4427
1 1 0 0 1/3,2/3 0.3128 0.3588 0.4618
1 1 0.25 0 1/4,3/4 0.3435 0.3838 0.4551
1 1 0.5 0 1/4,3/4 0.3356 0.3915 0.4629

Finally, we calculated the average RMSE for each of these 8 combinations for all the 100

reference events (see Table 7.4). Then, we selected 5 combinations from these 8 combinations,

4 in terms of the lowest average RMSEs and the fifth one was the baseline combination. The

lowest average RMSE belonged to the set of weights (1, 1, 0, 0) with TWWCP (1
3
, 2

3
), which

had an average RMSE of 0.3592.
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Table 7.4: Average RMSE of probabilistic forecasts corresponding to the seven best per-
forming and the baseline combinations of sets of weights and TWWCPs for the four sets of
reference events.

Set of Weights
B Bz Np Vx TWWCP Average RMSE
1 0.5 0 0 1/4,3/4 0.3708
1 0.5 0.25 0 1/4,3/4 0.3662
1 0.5 0.5 0 1/3,2/3 0.3652
1 0.5 0.5 0 1/4,3/4 0.3597
0 1 0 0 1,0 0.3845
1 1 0 0 1/3,2/3 0.3592
1 1 0.25 0 1/4,3/4 0.3678
1 1 0.5 0 1/4,3/4 0.3750

7.7.2 Threshold-based probabilistic forecast

Then, we moved to the second step. For each of these 5 combinations, we tried to find the

best threshold criterion out of 15 (see in Section 7.5.3) corresponding to the optimum HSS.

To find the optimum HSS, we considered the probabilistic forecasts of the 100 reference

events. Looking at the scores (see Table 7.5), we found that the lowest best HSS of 0.31

belonged to the baseline combination for a threshold of 0.33 or 5
15

. The highest best HSS of

0.44 belonged to the set of weights (1, 1, 0, 0) with TWWCP (1
3
, 2

3
) for a threshold of 0.40

or 6
15

. This HSS represented a 42% improvement over the baseline HSS.

Table 7.5: Threshold criterion corresponding to the optimum Heidke Skill Score for the four
best performing and the baseline sets of weights and TWWCPs.

Set of Weights Bz<-10 nT
B Bz Np Vx TWWCP Best HSS Threshold Criterion
0 1 0 0 1,0 0.31 0.33
1 1 0 0 1/3,2/3 0.44 0.40
1 0.5 0.25 0 1/4,3/4 0.42 0.40
1 0.5 0.5 0 1/4,3/4 0.39 0.33
1 0.5 0.5 0 1/3,2/3 0.34 0.33

Now, we used this threshold of 0.40 and the set of weights (1, 1, 0, 0) with TWWCP (1
3
, 2

3
) to

find the HSS for 10 randomly chosen sets, each with 166 reference events (166 events account
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for slightly more than 1
3

of our database (see Table 7.6). In this phase, only one forecast was

generated at a time by removing only the event in consideration from the database.

Table 7.6: Average contingency table and HSS for 10 randomly chosen sets of 166 reference
events each.

Forecast Observed
Average set YES NO Marginal Total

YES 18 (Hit) 4 (False Alarm) 22
NO 12 (Miss) 132 (Correct Negative) 144

Marginal Total 30 (Observed YES) 136 (Observed NO) 166 (Total)
HSS 0.64

When we examined these 10 sets, each with 166 threshold-based forecasts (see Table 7.6), the

best combination provided (on average) 22 YES forecasts, 18 of them were correct predictions

and 4 were false alarms (average False Alarm Ratio of 0.18 indicated that on average in 2
11

of the forecast for Bz periods, strong and long-duration Bz were not observed). Average

Threat Score or Critical Success Index was 0.53, indicating that on average slightly greater

than 1
2

of strong and long-duration Bz periods (observed and/or predicted) were correctly

forecast. However, the model correctly predicted (on average) 18 out of the 30 events that

occurred (average Probability of Detection Yes was 0.60, indicating that on average 60% of

the observed Bz periods were correctly predicted).
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CHAPTER 8

Summary and discussions

This thesis is based on the integration of five research articles. A summary and brief discus-

sions on the five articles included in this thesis are given here.

8.1 Paper-I

This paper outlined solar wind plasma and IMF properties in 142 ME-driven sheath regions,

measured by one of the twin STEREO spacecraft near 1 AU during 2007 - 2016 (see Chap-

ter 4). The MEs were classified into three categories, based on whether a ME drives a shock

and a sheath (106 MEs), or only a sheath (36 MEs), or neither (46 MEs). MEs driving

both shocks and sheaths were observed, as expected to be the fastest MEs, propagating

through typical solar wind, and MEs driving only sheaths were found to be the slowest MEs,

propagating through the slower solar wind.

Our findings suggested that the shock driving rate of MEs varies in phase with the SCy

activity (see also Lindsay et al., 1994; Gopalswamy, 2003; Jian et al., 2011, 2018). We found

that a ME with a leading-edge speed as low as 316 km s−1 drove a shock near 1 AU, whereas

another with a leading-edge speed of 701 km s−1 did not. Such instances can be subjected to

the variation of the background solar wind plasma and IMF conditions for individual cases

(e.g. Shen et al., 2007) or the effect of drag during the propagation of MEs in IP space (e.g.

Lugaz & Kintner, 2013; Vršnak et al., 2013).

The primary objective of Paper-I was to explore SQ-I (how different are sheaths not preceded

by shocks as compared to sheaths preceded by shocks, even for similar drivers?). From our
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statistical analysis, on average, sheaths preceded by shocks were observed to be hotter, faster,

compressed, and magnetized with higher magnetic field fluctuations and dynamic pressure

compared to sheaths without shocks. Some of the differences in the sheaths became smaller

when sheaths, driven by MEs (with and without shocks) with similar in-situ speeds were

compared, though even in this case, the average proton density, magnetic field strength,

and dynamic pressure remained statistically higher for sheaths with shocks than sheaths

without shocks. These properties are some of the most important ones to determine the

effect of solar wind structures on geospace, both in terms of reconnection and compression.

Therefore, sheaths preceded by shocks are expected to substantially affect the radiation belt

and magnetosphere for a given speed than sheaths not preceded by shocks.

The lack of correlation found between the radial thickness of sheaths and the speed profile and

associated Mach numbers of the driving ME, irrespective of the sheath type, was surprising.

However, it was in perfect agreement with (see Salman et al., 2020b), who found typical

sheath durations throughout the inner heliosphere independent of the initial ME speed.

This finding indicated that accumulation of the solar wind before the ME drives a shock is

the dominant mechanism that forms sheaths near 1 AU rather than the shock compression.

For shock compression, the stand-off distance (the radial separation between the magnetic

obstacle boundary and the shock front) is expected to be related to the ME speed or the shock

Mach number (e.g. Russell & Mulligan, 2002; Savani et al., 2011). Important to note that

this study primarily covered the significantly weak SCy 24 compared to SCy 23 (McComas

et al., 2013), where the fraction of fast CMEs was not dominantly high (see Figures 7 and 18

in Jian et al., 2018). Further studies extending this, for example, with ACE or Wind data,

can allow for improved statistics and the inclusion of more and faster CMEs from the more

active SCy 23.
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8.2 Paper-II

This paper further categorized the 106 ME-driven sheaths (preceded by shocks) of Paper-I

with two different schemes (see Chapter 5). The first categorization was based on their poten-

tial formation mechanisms (PSs and ESs). The second categorization was based on observed

speed variations within sheaths [constant (Cat-A), increasing (Cat-B), decreasing (Cat-C),

and complex (Category-D) speed profiles], quantified with linear least-squares regression.

Figure 8.1: Categorizations of CMEs (especially CME sheaths) presented in Chapters 4
and 5.

Statistical differences between 28 PSs and 18 ESs were identified based on in-situ measure-

ments (with ANOVA) and compared with theoretical arguments of previous studies (e.g.

Siscoe & Odstrcil, 2008). It was observed that ESs were statistically faster and thicker (in

the radial direction). The difference in the radial thickness was presumably not due to SC

crossings (see Gopalswamy, 2006) because the shock normal angles with respect to the ra-
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dial direction (a proxy for the distance of the SC crossing from the shock nose, θnr) for both

sheaths were similar. It was also seen that PSs were statistically denser, a possible conse-

quence of the driving MEs propagating in the denser and slower solar wind (see Temmer

et al., 2021).

For the second categorization (26 Cat-A, 24 Cat-B, 20 Cat-C, and 36 Cat-D), it was seen

from the results of ANOVA that the associated shock properties and SCy phase do not

impact the occurrence of such speed variations within sheaths. The ANOVA results also

indicated that SC crossings were presumably not the primary drivers of the observed speed

variations, differing from the analysis of Paulson et al. (2012), that attributed Cat-B sheaths

(with increasing speed profiles) to the possibility of SC crossing away from the shock nose.

The findings also suggested that complex speed profiles (Cat-D) within sheaths were not

mere anomalies (seen quite often) and were more likely for SC crossing further away from

the nose of the shock.

The possibility of these speed variations being driven by intrinsic ME parameters was exam-

ined with LR, similarly to Riley & Richardson (2012), who used LR analysis to identify the

likelihood for a CME to be classified as a MC based on several predictor variables. From

LR, surprisingly, the ME expansion speed did not seem to influence this categorization. LR

suggested that the magnetic field strength and the ME speed in the solar wind frame are

the likely drivers of these speed variations.

The rationale behind Paper-II was to inspect SQ-II (what are the physical mechanisms con-

tributing to the observed variabilities in CME sheaths near 1 AU?). The two categorizations

of CME sheaths mentioned above lead to the hypothesis that the observed variabilities in

CME sheaths near 1 AU are likely to be coupled to the sheath formation mechanisms and

properties of the driving MEs, rather than the preceding shock parameters and SCy phases.

174



8.3 Paper-III

This paper presented a comprehensive list of 47 CMEs observed in conjunction in the inner

heliosphere (see Chapter 6). Previously compiled databases of CMEs at MESSENGER,

Venus Express, STEREO, and L1 were used in association to build the database. Each

conjunction event was identified based on strict directional and temporal criteria.

On average, fast CMEs were observed to experience significantly higher speed variations

(45%) during their propagation in the inner heliosphere than slow CMEs (5%). Beyond

the orbit of Venus, both the variations in propagation speeds and average CME decelera-

tion/acceleration was observed to become negligible. While the use of the DBM to determine

the CME impact speeds (at Mercury and Venus) might have influenced this result, it was

consistent with past studies (e.g. Gopalswamy et al., 2001; Reiner et al., 2007).

The overarching goal of Paper-III was to probe SQ-III (how much do CME features inferred

from statistical estimations differ from the individual analysis of CMEs with multi-point

observations?). Multi-linear robust regression fitting showed the maximum magnetic field

strength within the ME to scale as r−1.91 in the inner heliosphere, consistent with previous

statistical estimations with the same (e.g. Winslow et al., 2015) and different fitting tech-

niques (e.g. Farrugia et al., 2005; Good et al., 2019). It was observed that this decrease of

the maximum magnetic field strength within the ME, compared to that within the sheath,

showed significant CME-to-CME variability, even for smaller longitudinal separations. A

significant number of CMEs (37 out of 45 CMEs in our catalog) had a decrease outside of

the 95% confidence interval based on the statistical approach. In addition, the individual

analysis revealed a slower rate of decrease (r−1.75) within the ME, leading to the under-

standing that CME-to-CME variability may not be well represented by fits, such as those

performed by Bothmer & Schwenn (1998); Leitner et al. (2007); Gulisano et al. (2010) and

should be interpreted with caution.
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A decent linear correlation was observed between the sheath duration and heliocentric dis-

tance when examined. However, to our surprise, the sheath duration was seen to be reason-

ably independent of the initial CME speed throughout the inner heliosphere, with compa-

rable sheath durations for fast and slow CMEs at Mercury, Venus, and near 1 AU. Detailed

analysis considering CME shapes and SC crossings could provide further insights regarding

this.

8.4 Paper-IV

This paper utilized the catalog presented in Paper-III (excluding the 5 CME conjunctions

with no plasma measurements at both the measuring spacecraft) to compare the global and

local measures of ME expansion in the inner heliosphere during SCy 24 (see Section 6.11).

The underlying motive of Paper-IV was also to investigate SQ-III (how much do CME

features inferred from statistical estimations differ from the individual analysis of CMEs with

multi-point observations?). The exponent decrease of the magnetic field with heliocentric

distance (α) provided a measure of global expansion (see Dumbović et al., 2018a), whereas

the local expansion was characterized with the expansion speed and expansion parameter ζ

near 1 AU (see Démoulin & Dasso, 2009; Gulisano et al., 2010). The results only indicated a

weak correlation between global and local measures of ME expansion. This discrepancy can

be attributed to the fact that global measure of ME expansion is primarily governed by the

processes occurring below 0.8 AU, with a significant dependence on the initial magnetic field

strength, whereas the local measure of ME expansion is primarily controlled by the change

in the solar wind pressure (e.g. Démoulin & Dasso, 2009) that does not depend on the initial

magnetic field strength of the ME.
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8.5 Paper-V

This paper highlighted a two-step threshold-based probabilistic model for forecasting Bz<-

10 nT periods of 3 consecutive hours or more, in the 48 hours after a fast-forward shock arrival

at L1 (see Chapter 7). The model was constructed with the association between fast-forward

shocks and strong and long-duration southward Bz periods as the basis (76 % of such periods

occur within 48 hours of a shock arrival at L1). In the first step, a probabilistic forecast was

generated based on pattern recognition (see Riley et al., 2017). Closest matches to reference

solar wind conditions were found through quantifying variations of four solar wind and IMF

parameters (B, Bz, Np, Vx) in a TW (24 hours before the shock to 0.25 hours after the

shock arrival), using a RMSE approach. Historical observations of these closest matches in

the post-shock FW (48 hours) were used to achieve a probabilistic forecast. Then, a pre-

defined threshold was imposed to generate a dichotomous forecast. Any probabilistic forecast

exceeding this threshold was considered a “YES” and any forecast below this threshold was

considered a “NO.” Different combinations of sets of weights (attached to the parameters

and the TW) were tested. The best combination (with the highest HSS) performed 14.7%

better than the non-skilled forecast and 28% better than the random forecast.

The model was further evaluated with 10 sets of reference events. Each set consisted of 166

events, randomly chosen from ∼500 Wind events. On average, the best combination had a

False Alarm Ratio of 0.18, indicating that on average, in 2
11

of the forecast for Bz periods,

strong and long-duration Bz were not observed. The average Probability of Detection Yes was

0.60, indicating that, on average, 60% of the observed Bz periods were correctly predicted.

The research goal of Paper-V was to look into SQ-IV (can utilization of prior knowledge

of solar wind variations in the vicinity of fast-forward shocks provide sufficient lead times

for space weather forecasting?). Preliminary statistics showed that the model based on the

association between shocks and strong and long-duration southward Bz periods performed

measurably better than a random model. The model also highlighted that solar wind varia-
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tions near shocks can provide essential information regarding an upcoming intense southward

Bz period. Such a model would be able to provide (on average) a 14-hr warning, placing it in

between the L1/nowcast forecast (∼30 minutes) and those based on solar/coronal data (1-3

days). However, the model had not been entirely successful in providing accurate and action-

able forecasts, leading to the assumption that more parameter combinations and extending

the TW to include sheath formation can be utilized in future works.
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CHAPTER 9

Concluding remarks and future proceeding

The thesis centers on the global modifications of CME sheaths, manifesting as consequences

of their propagation away from the Sun. The impact of this thesis varies from highlighting the

large-scale physical mechanisms driving the observed variabilities within sheaths near 1 AU

to possible future improvements in space weather predictions with physics-based approaches.

This integration of five research articles significantly contributes to the status quo of CME

science while providing frameworks for exciting future projects to continue the proceedings

set in this thesis.

Paper-I is the first dedicated study of CME sheaths that are not preceded by shocks. Pre-

viously, only CME sheaths with shocks have been investigated at this level of detail (e.g.

Kilpua et al., 2019). Paper-II underlines statistical differences between propagation and ex-

pansion sheaths with in-situ measurements that have been previously done with theoretical

arguments and MHD simulations (e.g. Siscoe & Odstrcil, 2008). Thus, Papers-I and II to-

gether present an entirely different view of the near-Earth characteristic features of CME

sheaths.

Future investigations are required to examine the SQs these papers give rise to. Inspections

of the compositional signatures in CME sheaths without shocks can provide insights about

the formation of these sheaths in the swept-up solar wind, ahead of the CMEs, before the

formation of the shocks. Sheaths with complex speed profiles, especially those 10 - 12 with

definite bi-linear trends need to be evaluated in detail to probe the physical mechanisms

responsible for such intricacies.
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Papers-III and IV emphasize the need to examine the complex observational manifestations

of CME dynamics and kinematics in the heliosphere with multi-spacecraft studies. Previous

works on this aspect were either focused on case studies (e.g. Good et al., 2015; Winslow

et al., 2016; Good et al., 2018) or statistical estimations of the radial evolution from one

heliospheric distance to another (e.g. Winslow et al., 2015; Janvier et al., 2019), that did not

necessarily mirror the radial evolution within individual CME structures. Paper-III is the

first comprehensive study of the radial evolution of CMEs with an extensive list of radially

aligned CMEs. Paper-IV provides a detailed outlook of discrepancies in ME expansion

identified on local and global scales. Therefore, Papers-III and IV together represent a

significant advancement in the radial evolution of CME structures.

Present missions such as the PSP and SO can be utilized in future studies to study the

significant variabilities observed in the radial evolution of CMEs in future projects. Equipped

with the ability to make plasma measurements, high-resolution data obtained from these

missions, closer to the Sun than any previous spacecraft, can provide newer insights into the

early evolution of CMEs. In addition, detailed comparisons of longitudinal variations in CME

signatures with small and large angular separations between the measuring spacecraft would

be valuable in providing a context of the influence of spacecraft crossings on measurements.

Paper-V demonstrates the importance of physics-based approaches in forecasting extreme

geomagnetic events. The findings suggest that prior knowledge of the shock and early sheath

properties can provide vital information for space weather forecasting. At present, we do

have continuous, consistent, and long-ranging observations of the Sun. However, the uncer-

tainties attached to the heliospheric propagation of CMEs and a slender data set of extreme

geomagnetic events critically constrain any quantitative forecasting model.

In the future, data assimilation with ML algorithms can be adopted to overcome the lim-

itation of sparse extreme geomagnetic activities and improve the space weather prediction

accuracy.

180



Figure 9.1: Position of a future spacecraft at the L5 point, located ∼60◦ to the east from
Earth. Image credit: ESA.
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In conclusion, the heliophysics community is ready to embrace data-driven discoveries with

future missions and innovative heliospheric modeling. In addition, existing missions still

have much life left in them to offer possibilities of expanding our understanding of solar wind

transients. In the near future, with a possible L5 mission, as conceptualized in Figure 9.1

(e.g. Vourlidas, 2015) and the world’s largest, most powerful solar telescope, the Daniel K.

Inouye Solar Telescope (DKIST; see Rimmele et al., 2020) will open the door to a new

horizon of solar observations. We are slowly progressing towards the time when we will be

able to link remote-sensing observations and in-situ measurements with significant precision.

This thesis, hopefully, will contribute, even if small, towards achieving that end goal.
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Möstl, C., Farrugia, C. J., Miklenic, C., et al. 2009b, J. Geophys. Res., 114, 4102, doi: 10.
1029/2008JA013657
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Rodriguez, L., Maśıas-Meza, J. J., & Dasso, S. 2016, Solar Phys., 291, 2145, doi: 10.1007/
s11207-016-0955-5

Rodriguez, L., Mierla, M., Zhukov, A., West, M., & Kilpua, E. 2011, Solar Phys., 270, 561,
doi: 10.1007/s11207-011-9784-8
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Žic, T., Vršnak, B., Temmer, M., & Jacobs, C. 2008, Solar Phys., 253, 237, doi: 10.1007/
s11207-008-9173-0

Vourlidas, A. 2015, Space Weather, 13, 197, doi: 10.1002/2015SW001173

Vourlidas, A., Colaninno, R. C., Nieves-Chinchilla, T., & Stenborg, G. 2011, Astrophys.
Journ. Lett., 733, L23, doi: 10.1088/2041-8205/733/2/L23

Vourlidas, A., Howard, R. A., & Esfandiari, E. 2010, The Astrophysical Journal, 722, 1522,
doi: 10.1088/0004-637X/722/2/1522

Vourlidas, A., Lynch, B. J., Howard, R. A., & Li, Y. 2013, Solar Phys., 284, 179

Vourlidas, A., Patsourakos, S., & Savani, N. P. 2019, Phil. Trans. R. Soc. A, 377, doi: 10.
1098/rsta.2018.0096
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APPENDIX A

CME conjunction catalog

Table A.1 lists 47 CME events observed in longitudinal conjunction between MESSENGER,

Venus Express, STEREO, and Wind/ACE, as described in Chapter 6.

In Table A.1:

Column 1 is the event tag associated with each conjunction event. The first digit represents

the chronological order of appearance of an event in the catalog and the last four digits refer

to the year of occurrence. Column 2 is the month and day the CME was launched from

the Sun. Column 3 is the hour, minute, and second the CME was launched from the Sun

(average CME onset time as calculated in the CDAW catalog for LASCO observations or

the time of the first STEREO/COR image containing the CME for STEREO observations).

Column 4 is the 2nd order non-linear CME speed (in km s−1) listed in the CDAW cata-

log (second-order polynomial fit to the height-time measurements evaluated when the CME

was at a height of 20 Rs) or the maximum speed (in km s−1) listed in the CACTus cata-

log. Column 5 is the initial/abbreviation of the two spacecraft in longitudinal conjunction

(M=MESSENGER, VEx= Venus Express, STA= STEREO-A, STB= STEREO-B). Col-

umn 6 is the longitudinal separation (in degress) between the two spacecraft in conjunction

in Heliographic Inertial (HGI) coordinates. Column 7 is the month, day, hour, and minute

(for the year refer to the last four digits of the event tag) the CME arrived at SC1. Column

8 is the month, day, hour, and minute the ME leading-edge arrived at SC1. Column 9 is

the month, day, hour, and minute the CME ended at SC1. Column 10 is the heliocentric

distance (in AU) of SC1 from the Sun at the CME onset time. Column 11 is the month,
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day, hour, and minute (for the year refer to the last four digits of the event tag) the CME

arrived at SC2. Column 12 is the month, day, hour, and minute the ME leading-edge

arrived at SC2. Column 13 is the month, day, hour, and minute the CME ended at SC2.

Column 14 is the heliocentric distance (in AU) of SC2 from the Sun at the CME onset

time.
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APPENDIX B

CMEs with and without shocks and sheaths

Tables B.1 to B.3 list the 106 Cat-I CMEs (with shocks and sheaths), 36 Cat-II CMEs (with

sheaths but no shocks), and 46 Cat-III CMEs (with no shocks and sheaths), respectively,

measured by STEREO near 1 AU, as categorized in Chapter 4.

In Table B.1:

TCME, Tle, and Tte are the arrival timings of the shock, ME leading-edge, and ME trailing-

edge at STEREO (in UT). Tsheath is the sheath duration (in h), Tmodel is the ASIA predicted

sheath duration (in h), and TME is the ME duration (in h). No value in the Tmodel column

indicates that the ASIA did not identify any sheath upstream of the ME. Mms is the shock

magnetosonic Mach number. vsw is the upstream solar wind speed (in km s−1). Nsheath is

the average sheath density (in cm−3), Bsheath is the average sheath magnetic field (in nT),

vsheath is the average sheath speed (in km s−1), and Psheath is the average sheath dynamic

pressure (in nPa). vle is the ME leading-edge speed (in km s−1).

Table B.2 is almost similar to Table B.1, but TCME represents the start of the sheath (as

Cat-II CMEs do not have associated shocks).

In Table B.3, TCME is the start of the ME because Cat-III CMEs do not have shocks and

sheaths. NME is the average ME density (in cm−3), BME is the average ME magnetic field

(in nT), vME is the average ME speed (in km s−1), and vle is the ME leading-edge speed (in

km s−1).
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APPENDIX C

Propagation and expansion sheaths

Tables C.1 and C.2 list the 28 propagation sheaths and 18 expansion sheaths, respectively,

as defined in Chapter 5.

In Tables C.1 and C.2:

Tshock, Tle, and Tte are the arrival timings of the shock, ME leading-edge, and ME trailing-

edge at STEREO (in UT). Tsheath and TME are the sheath and ME durations, respectively

(in h). Mms is the shock magnetosonic Mach number. vsw is the upstream solar wind speed

(in km s−1), vsheath is the calculated average speed of the sheath (in km s−1), and vms is the

fast magnetosonic speed of the local solar wind (in km s−1). Both vsw and vms are calculated

as the average in a 2-hr time interval upstream of the shock. Mexp and Mprop are the ME

Mach numbers associated with the expansion and propagation of the ME, respectively, with

respect to the background solar wind (see Chapter 5).
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