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ABSTRACT

Our brain consists of billions of neurons, properly coordinating to process information

and realize brain functions. Among them, there are two types of neurons: excitatory neurons

and inhibitory neurons. The firing of excitatory neurons increases the membrane potential

of downstream neurons, and thus excites other neurons to fire. The firing of inhibitory

neurons, in contrast, decreases the membrane potential of downstream neurons, and thus

inhibits other neurons to fire. The interplay of excitatory and inhibitory neurons shape the

spiking activity in the population. Thus, the ‘balance of excitation and inhibition’ plays

an important role in cortical processing and brain functions. An imbalance towards either

excitation or inhibition leads to dysfunctional circuit mechanisms, and is related to many

brain disorders. Here, we explore the influence of the balance of excitation and inhibition on

cortical states and a devastating neurodevelopmental disorder - Rett syndrome (RTT). In

Chapter 1, we built a family of models where varying the ratio of inhibitory synaptic strength

relative to excitatory synaptic strength tunes the network dynamics to two possible cortical

states - criticality and asynchronous dynamics. And our work shows that the two distinct and

competing scenarios can be generated in the same neural system, when the excitation and

inhibition are properly balanced. In Chapter 2, we studied how the RTT-related imbalance of

excitation and inhibition influences cortical dynamics and motor function in freely behaving

rats by comparing normal rats with a transgenic rat model of RTT. Our results suggest that

excessive inhibition in RTT gives rise to an excessive synchrony in primary motor cortex,

which is related to stereotyped intracortical and cortex-body interactions and less complexity

in movement.
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1 Tuning Cortical States from Criticality to Asynchrony by Inhibitory

Modulation

Abstract

According to many experimental observations, neurons in cerebral cortex tend to

operate in an asynchronous regime, firing independently of each other. In contrast, many

other experimental observations reveal cortical population firing dynamics that are relatively

coordinated and occasionally synchronous. These discrepant observations have naturally led

to competing hypotheses. A commonly hypothesized explanation of asynchronous firing is

that excitatory and inhibitory synaptic inputs are precisely correlated, nearly canceling each

other, sometimes referred to as ‘balanced’ excitation and inhibition. On the other hand, the

‘criticality’ hypothesis posits an explanation of the more coordinated state that also requires

a certain balance of excitatory and inhibitory interactions. Both hypotheses claim the same

qualitative mechanism - properly balanced excitation and inhibition. Thus, a natural ques-

tion arises: how are asynchronous population dynamics and critical dynamics related, how

do they differ? Here we propose an answer to this question based on investigation of a sim-

ple, network-level computational model. We show that the strength of inhibitory synapses

relative to excitatory synapses can be tuned from weak to strong to generate a family of

models that spans a continuum from critical dynamics to asynchronous dynamics. Our re-

sults demonstrate that the coordinated dynamics of criticality and asynchronous dynamics

can be generated by the same neural system if excitatory and inhibitory synapses are tuned

appropriately.
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1.1 Introduction

Mounting experimental evidence supports the hypothesis that the cerebral cortex op-

erates in a dynamical regime near criticality [1, 2, 3, 4, 5, 6, 7, 8, 9]. In the context of our

work here, criticality refers to a boundary in the space of possible dynamical regimes. On one

side of the boundary, population activity tends to be orderly with strong correlations among

neurons. On the other side, neurons fire more independently of each other resulting in asyn-

chronous population dynamics. At criticality, population dynamics are more diverse, rarely

exhibiting synchronization that spans the network, but often showing coordinated firing

among groups of neurons at small and intermediate scales [10, 11, 12]. Direct evidence that

the cerebral cortex may indeed operate near such a boundary comes from experiments and

models in which the balance of excitation (E) and inhibition (I) is disrupted. These studies

show that one can push cortical dynamics from a dynamical regime consistent with criticality

to a hyperactive synchronous regime by suppressing inhibition (GABA antagonists) or to a

low-firing asynchronous state by increasing inhibition (GABA agonists) [13, 14, 15, 16, 17].

Also, critical dynamics can be pushed into a low-firing asynchronous regime by suppressing

excitation (AMPA and NMDA antagonists) [15, 16, 17]. These observations support the

hypothesis that the cortex may operate near criticality under normal conditions, but only if

the proper balance of E and I is maintained.

However, not all observations of the cortex under ‘normal conditions’ exhibit the

diverse multi-scale coordination that is expected near criticality. Indeed, many experimental

measurements have revealed relatively asynchronous firing, particularly in vigilant and active

behavioral conditions [18, 19, 20, 21, 22, 23]. The stark difference between the observations of
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coordinated critical dynamics and asynchronous dynamics has traditionally fueled a debate

about which is a better description of the cortex.

A prominent class of models, often referred to as ‘balanced networks’, offers an ex-

planation of this more asynchronous activity. Beginning with the ‘chaotic balanced state’

hypothesis [24, 25], the idea is that E and I inputs to any given neuron wax and wane

together, nearly canceling each other most of the time. During brief moments the E-I can-

cellation is imperfect and neurons can fire, contributing to an asynchronous and irregular

activity. Over last two decades, numerous numerical and theoretical studies have addressed

the dynamics and function of balanced networks (a few examples include [26, 27, 28, 29, 30]).

Experiments supporting this possibility show the balance between excitation and inhibition

based on whole cell recordings of E and I inputs [31, 32, 33, 34].

Both critical dynamics and asynchronous dynamics have been observed in awake

animals and both seem to require balanced E and I. However, the difference in coordination

of population activity for criticality versus asynchronous activity is stark. How can we

reconcile these two types of neural activity? When should we expect to see the coordination

of criticality; when should we expect to see asychronous activity?

Recent computational modeling efforts have begun to tackle these questions. They

have shown several different ways that tuning one or a few simple parameters can result in

a shift from asynchronous dynamics to critical dynamics or vice versa [35, 23, 36, 37]. For

example, Priesemann and colleagues showed that tuning the input and an effective branch-

ing parameter (m in their terminology) can generate a family of models ranging from fully

asynchronous to critical [35, 38]. Although very useful, this model was too abstract to

identify specific biological mechanisms that might be responsible for changing m. Buendia
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et al. studied networks of excitatory and inhibitory neurons and found that, for sufficiently

sparse networks, a new regime emerges near criticality with weak flucutations around a mod-

erate mean firing rate, reminiscent of some asynchronous activity [36]. Dahmen et al. also

studied sparse networks of excitatory and inhibitory neurons, highligting how increasing the

heterogeneity of synaptic strengths can change the dynamics of a system from traditional

criticality (as discussed here) to a different type of critical regime at the “edge of chaos” which

manifests with asynchronous dynamics [23]. Most recently, Girardi-Schappo et al. studied

a more complex model of probabilistic leaky integrate and fire neurons [37], showing that

Brunel’s classic parameter space [39] includes a critical point that is adjacent to the ‘asyn-

chronous regular’ regime and nearby the ‘asynchronous irregular’ regime studied by Brunel

and others. (Touboul and Destexhe have pointed out that the ‘synchronous irregular’ state

in Brunel’s model is not consistent with criticality [40]). These models suggest a revision of

the traditional debate; instead of asking which is a better description of cortical dynamics

- criticality or asynchronous dynamics - we should acknowledge that cortex can generate

both types of dynamics. Our work here builds on this premise, with the goal of exploring

possible models of how a single cortical network might shift between critical dynamics and

asynchronous dynamics.

We hypothesize that criticality requires a different kind of E/I balance than that

needed to generate asynchronous activity. We address this possibility using a network-

level model of probabilistic, binary neurons. By tuning excitatory and inhibitory synaptic

strengths (keeping network structure and the input to the network fixed), we find that we

can generate a family of models, spanning a continuum from criticality to the asynchronous

networks. When synapses are strong and balanced, asynchronous network activity results.
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When synapses are relatively weak and balanced, criticality results. Our results offer a

possible explanation for the variety of experimental observations, suggesting that the cortex

could shift its dynamical regime from near criticality to asynchrony and a continuum of

intermediate states between these extremes, all while maintaining a certain type of balanced

excitation and inhibition.

1.2 Methods

1.2.1 Network structure

We build a family of recurrent networks to model the connected neurons and study

the behavior of the neural system. We construct the recurrent network with N = 1000 binary

neurons, in which 80% neurons are excitatory and 20% neurons are inhibitory. We define

α = 0.2 as the fraction of the inhibitory neurons in the recurrent network. Interactions among

neurons are described by an N ×N connection matrix J . The element Jij in the connection

matrix represents the synapse strength from neuron j to neuron i. Jij = 0 if the there is no

connection from neuron j to neuron i. Each neuron randomly connects to other neurons with

a probability p = 0.2. This probability is set according to connection probabilities found

in experiments [41, 42]. The outgoing synapse strengths from an inhibitory neuron to its

downstream neurons are drawn from a uniform distribution in (0,−gw]; the outgoing synapse

strengths from an excitatory neuron to its downstream neurons are drawn from a uniform

distribution in (0, w]. While other parameters are fixed, we tune the two parameters w and

g to change the excitatory and inhibitory interactions. From the definitions, w represents

the average synaptic strength, and g represents the relative strengths of inhibitory synapses
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to excitatory synapses on average, which we name as I/E weight ratio in our work.

1.2.2 Eigenvalue spectrum

The behavior of the neural system largely depends on the properties of the neural

network structure. One important property of network structure is eigenvalue spectrum of

the connection matrix. We analyze eigenvalue spectrum of the networks based on random

matrix theories in previous studies [43, 44, 45]. The connection matrix of neural network we

construct has two important properties. Firstly, the matrix is a sparse matrix due to the

low connection probability p = 0.2. Secondly, because all the out-going links from inhibitory

neurons are negative and and all the out-going links from excitatory neurons are positive,

the matrix consists of either negative columns or positive columns. Thus, the connection

matrix can be written as:

J = [JE JI ] , (1.1)

where JE corresponds to the sub-network containing connections from excitatory neurons

and JI corresponds to the sub-network containing connections from inhibitory neurons. Ac-

cording to random matrix theories, such a matrix has two real eigenvalues determined by

the global synaptic strength and balance of excitation and inhibition. One of the real eigen-

values is 0; the other real eigenvalue λb depends on the overall excitation and inhibition in

the matrix:

λb = ωE(1− fI)− ωIfI , (1.2)

where fI is the fraction of inhibitory column; ωE and ωI are the expected summation of the

elements in each excitatory column and inhibitory column, respectively. In addition, there

is a group of complex eigenvalues locating in a circle centered at the origin on the complex
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plane. The radius of the circular cloud of complex eigenvalues is determined by the more

nuanced variances in the excitatory and inhibitory sub-networks:

R =
√
N [(1− fI)σ2

E + fIσ2
I ], (1.3)

where N is network size; fI is the fraction of inhibitory columns; σ2
E and σ2

I are variance of

the elements (including zeros) in the excitatory sub-network and inhibitory sub-network, re-

spectively. These eigenvalue spectrum properties will be used when we analyze the eigenvalue

spectrum of network models. They further reveal the dynamics properties of the models.

1.2.3 Dynamics

We apply a probabilistic dynamics on the recurrent network. The state of each neuron

is either 1 or 0, corresponding to the neuron being active or quiescent, respectively. At each

time step t, the probability of neuron i being active depends on two independent factors:

synaptic inputs from other neurons and external inputs. Synaptic inputs from other neurons

depend on the spiking of upstream neurons. In our model, the total synaptic input to neuron

i from other neurons at time step t is defined as Ii(t), and calculated as

Ii(t) =
N∑
j=1

Jijsj(t− 1), (1.4)

where sj(t − 1) is the state of neuron j at time step t − 1. Then, the probability pi due to

synaptic inputs from other neurons within the network is determined by the total synaptic

input Ii(t):

pi(t) =



1 for Ii(t) ≥ 1

Ii(t) for 0 ≤ Ii(t) < 1

0 for Ii(t) < 0

. (1.5)
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The probability pext due to external inputs is set as 0.005/N , corresponding to 1 externally-

driven spike every 200 time steps over the network on average. The low rate of external input

is chosen because one important property of critical dynamics is that they are self-sustainable

without strong external input driving the system. Moreover, high rates of external input are

known to preclude critical dynamics [3].

After we run the dynamics, we use the fraction of active neurons to represent spike

rate at time t, and standard deviation of it throughout the trail to represent fluctuation in

dynamics.

1.2.4 Branching function

Branching function is a theoretical tool developed in previous work as an alternative

to mean field theory when theoretically analyzing population activity near criticality [46].

Mean field theory, a widely used method to study the behavior of high-dimensional systems

in statistical physics, fails to characterize the dynamical properties near criticality. Previous

study has shown that mean field theory does not work when the I/E weight ratio is low [29].

Branching function can be understood as the expected level of activity in the system

at the next time step for a certain level of activity at the current time step. Mathematically,

the definition of branching function Λ(S) is the expected value of S(t+ 1) divided by S for

a given current level of activity S(t) = S:

Λ(S) = E
[
S(t+ 1)|S(t) = S

]
/S, (1.6)

where S is the fraction of active neurons in the network. If Λ(S0) > 1, the system tends

to have a higher level of activity S > S0 at the next time step on average; If Λ(S0) < 1,
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the system tends to have a lower level of activity S < S0 at the next time step on average.

Λ(S0) = 1 means the level of activity tends to stay at the current level S0 on average. It

may either increase or decrease due to noise or external input. Numerically, we obtain the

branching function by running the model one time step forward many times for each possible

level of activity. For a certain level of activity S0, we set S(1) = S0 and run the the model

one time step forward to obtain S(2) many times, and calculate the average S(2)/S(1) as

the branching function Λ(S0) in simulation.

1.2.5 Neural avalanche

Neural avalanche is a way to validate whether a system operates near criticality. An

expectation of a system operating at criticality is that distributions of neuronal avalanche

durations and sizes are power-law distributions [47, 48, 13]. Similar to previous work [15, 49,

46, 13], a neural avalanche is defined as a period of time when the number of active neurons

exceeds a threshold, as shown in Fig. 1.4a. Then, the duration and size of an avalanche

are defined as the number of time steps and the number of spikes during the avalanche,

respectively. The threshold of the activity level for avalanches is selected based on branching

function as in previous work [46]. Specifically, we set the threshold at level S† when the

branching function Λ(S†) = 1.01 in our work.

We run the dynamics long enough to get a large number of neural avalanches in order

to examine the distributions of neuronal avalanche durations and sizes. After obtaining

distributions, we calculate a measurement κε to examine if the distributions are close to
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power-law distributions with exponent −ε as in previous work [16]. κε is defined as

κε = 1 +
1

10

10∑
i=1

FNA
ε (βi)− F (βi), (1.7)

where F is the cumulative distribution function of the examined avalanche duration or size,

while FNA
ε is the cumulative distribution function of the reference power-law distribution with

exponent −ε. βi is the ith representative sample taken into calculation in the cumulative

distribution function. We take 10 logarithmically spaced points as representative samples

along the measured distribution in our work. From the definition of κε, if the examined

distribution is close to the reference power-law distribution, κε is close to 1. In contrast,

κε deviates form 1 if the examined distribution does not match the reference power-law

distribution well. κε > 1 means the examined distribution has more large avalanches than

the reference power-law distribution; κε < 1 means the examined distribution has fewer large

avalanches than the reference power-law distribution.

1.2.6 Synaptic input

To examine how the balance of excitation and inhibition is reflected in synaptic

current at the single cell level, we calculated the total synaptic input, excitatory synaptic

input, and inhibitory synaptic input for each neuron. The total synaptic input Ii(t) to neuron

i at time step t is separated into excitatory synaptic input IEi (t) and inhibitory synaptic input

I Ii (t) by counting only positive connections (when Jij > 0) or negative connections (when

Jij < 0), respectively. When excitatory synaptic current and inhibitory synaptic current are

tightly balanced, IEi (t) and I Ii (t) cancel each other and the total synaptic input Ii(t) is close

to 0. We define an E/I tension Ti to measure how tightly the IEi (t) and I Ii (t) are balanced
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for neuron i:

Ti = 1− 〈Ii(t)〉
〈IEi (t)〉+ 〈|I Ii (t)|〉

, (1.8)

where 〈·〉 represents time average. From the definition, Ti is close to 1 if IEi (t) and I Ii (t) are

tightly balanced for neuron i. Then, we use the average of Ti over all neurons to obtain the

E/I tension T of the network.

1.2.7 Cross-correlogram

Whether the neurons are weakly or strongly correlated across network and time is

an important property of the population activity. To examine this property, we look at

the population-averaged cross-correlogram (CCG) of synaptic inputs. We plot the CCGs by

calculating the cross correlations of synaptic inputs across neurons with time lags from −20

to 20 time steps. The larger the area under the CCG curve is, the stronger the neurons are

correlated across time; in contrast, the smaller the area under the CCG curve is, the weaker

the neurons are correlated across time.

CCGs are especially used for testing an essential property of asynchronous dynamics:

there is weak correlations of synaptic input across neurons and time. Previous work has

shown that the weak correlation of total synaptic input comes from the closely traced and

canceled excitatory and inhibitory synaptic input [19]. Thus, in addition to total synaptic

input (Total-Total), we also examine CCGs of excitatory synaptic inputs (E-E), inhibitory

synaptic inputs (I-I), and excitatory and inhibitory synaptic inputs (E-I, I-E). Based on the

areas under the CCG curves, we define a desynchronization η to measure how much the

asynchrony of the total synaptic input is caused by the cancellation of the synchronized
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excitatory and inhibitory synaptic inputs:

η = 1− ATotal

(AEE + AII)/2
, (1.9)

where ATotal is the area under CCG of total synaptic input, and AEE and AII are the area

under CCGs of excitatory and inhibitory synaptic, respectively.

1.2.8 Inter-spike intervals

The inter-spike interval (ISI) is another important feature of population activity. The

coefficient of variation (CV) of inter-spike intervals is larger when the population activity

is more bursty. Especially, asynchronous dynamics is often associated with Poisson firing,

where the CV of ISI is near 1. We calculate the distributions of ISIs in our models, as well

as CV of ISI, to examine if the population activity is close to Poisson firing.

1.3 Results

We study the recurrent networks described in Methods varying two parameters: the

average synaptic weight and the relative strengths of inhibitory and excitatory synapses (the

I/E weight ratio). Thus, there is a family of models on the two-dimensional parameter space.

We first look at behavior of the dynamics, including firing rate and fluctuations. Then,

we theoretically analyze the eigenvalue spectrum of the networks and branching function

of dynamics to explain the behavior of the family of models. Next, we examine dynamic

properties regarding criticality in the family of models. Last, we examine dynamic properties

regarding asynchronous activity in the family of models.
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1.3.1 Behavior of the network dynamics

We first consider how the average spike rate and its standard deviation depend on the

two parameters, as shown in Fig. 1.1a, b. Through simulation, we find that a majority of the

top-left area in the two-dimensional parameter space is occupied by a high spike rate with

low standard deviation, dominated by excitation. In contrast, a majority of the bottom-right

area is occupied by a low spike rate with low standard deviation, dominated by inhibition.

In these two areas, the dynamics either saturate or die out with no fluctuation, and thus are

not realistic models for cortical network dynamics. The boundary between these two areas,

however, has moderate spike rate and standard deviation, i.e. reasonable level of activity

and fluctuation. Along this boundary, neither excitation nor inhibition dominates, and the

dynamics are realistic models for cortical network dynamics.

We are particularly interested in the dynamics along the boundary where realistic

cortical dynamics occur. To identify this boundary more precisely, we look at the largest

eigenvalue of the connection matrix for the models (Fig. 1.1c). In the high spike rate region

(top-left), the largest eigenvalue is greater than 1; In the high spike rate region (bottom-

right), the largest eigenvalue is smaller than 1. The largest eigenvalue along the boundary,

however, is near 1. Having the largest eigenvalue near 1 indicates that the dynamics do not

systematically grow nor decay as time passes, which reasonably models real brain activity.

We indicate models having the largest eigenvalue equal to 1 with green line in Fig 1.1a-

c. The line closely fits the boundary when the I/E weight ratio is low (bottom-left). Small

deviation from the line leads to saturating or dying-out dynamics in this regime. The setting

of parameters in this regime are similar to models used in previous studies of criticality

13



[50, 51, 15], where parameters are set such that the largest eigenvalue equals to 1. As the

I/E weight ratio increases along the boundary, the dynamics deviate from criticality. A larger

region in the parameter space results in a sustainable dynamics without saturating or dying-

out (top-right). In this regime, the dynamics are sustained through another mechanism.

Since the line of having the largest eigenvalue equal to 1 always lies in the boundary between

the high spike rate and low spike rate regions, and well represents different regimes for

reasonable dynamics modeling brain activity, we study the dynamics along this line in more

detail.

We first look at the average spike rate and its standard deviation along the line of

having the largest eigenvalue equal to 1 (Fig. 1.1d, e). The spike rate and its standard

deviation vary along the line, but always fall in a reasonable range. Counterintuitively, as

the I/E weight ratio increases from 0 to around 3, the average spike rate increases along

with a higher inhibition. However, this is consistent with previous study that inducing

inhibition helps to maintain the dynamics sustainable [46]. As I/E weight ratio further

increases from around 3 to beyond 4, the average spike rate decreases to a lower level. The

standard deviation of spike rate, i.e. fluctuation in the dynamics, increases as I/E weight

ratio increases from 0, and reaches the peak when I/E weight ratio is around 1. After I/E

weight ratio goes beyond 1, the standard deviation gradually decreases to a low level.

We wonder how the excitatory and inhibitory synaptic strengths change as functions

of the I/E weight ratio to keep the largest eigenvalue equal to 1. As shown in Fig. 1.1f, the

change of synaptic strengths is not linear. Excitatory synaptic strength increases to counter-

balance the larger inhibitory synaptic strength as I/E weight ratio goes up. Therefore, at the

bottom-left regime in the two-dimensional parameter space, it is when the weak excitation
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is balanced by a weak inhibition; at the top-right regime in the two-dimensional parame-

ter space, it is when the strong excitation is balanced by a stronger inhibition. These two

different types of balance between excitation and inhibition generate very different dynamics.

We find the behavior of dynamics varies dramatically along the boundary with dif-

ferent types of balance between excitation and inhibition. We take two examples on the

line of having the largest eigenvalue equal to 1 (λmax = 1): at the blue triangle and pink

triangle in Fig. 1.1a-c. For weak synapses and smaller I/E ratios (near the blue triangle in

Fig. 1.1a-c), the λmax = 1 boundary is sharply defined. Population activity is synchronous

and coordinated fluctuations are large. Fig. 1.1g shows the raster plot of the dynamics at

the blue triangle in the two-dimensional parameter space. It is noteworthy that our model

operates at criticality when λmax = 1 and I/E = 0 according to previous study [52]. In

contrast, for stronger synapses and higher I/E ratios, the boundary is less sharply defined

(near the pink triangle in Fig. 1.1a-c). Population activity is asynchronous and fluctuations

are less prominent. Fig. 1.1h shows the raster plot of the dynamics at the pink triangle in

the two-dimensional parameter space. The eigenvalue spectra of the connectivity matrix for

weak-synapse regime and the strong-synapse regime also differ qualitatively. The eigenvalue

spectrum in the weak-synapse and low I/E regime is dominated by a single outlying eigen-

value 1 (Fig. 1.1i). The eigenvalue spectrum in the strong-synapse and high I/E regime,

however, consists of cloud of eigenvalues in the complex plane with radius 1 centered at the

origin, without any dominant eigenvalue (Fig. 1.1j).
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Figure 1.1: Synchronous and asynchronous dynamical regimes along the λmax = 1 bound-
ary. (a) Time averaged population spike rate as a function of I/E weight ratio and synaptic
weight. The λmax = 1 boundary (green line) divides a high firing rate regime (black) from
a low firing rate regime (white). (b) Standard deviation of the population spike rate across
time as a function of I/E weight ratio and synaptic weight. Fluctuations are largest along
the λmax = 1 boundary. (c) The largest eigenvalue λmax of the synaptic weight matrix as a
function of I/E weight ratio and synaptic weight. λmax > 1 in the high firing rate regime and
λmax < 1 in the low rate regime. (d) Shown is the spike rate along the λmax = 1 boundary.
The spike rate is moderate all along the boundary. (e) Shown is the amplitude of spike rate
fluctuations (standard deviation across time) along the λmax = 1 boundary. (f) Excitatory
and inhibitory synaptic weights balance each other but become stronger as I/E weight ratio
is increased along the λmax = 1 boundary. (g,h) Example spike rasters for the low and high
I/E ratio regimes, corresponding to the blue and pink triangles in panels a-c, respectively.
(i,j) Eigenvalue spectra for the two examples in panels g and h.
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1.3.2 Theoretical analysis

To better understand how the models show dramatically different behaviors, we theo-

retically analyze eigenvalue spectrum of the networks and branching function of the dynam-

ics, as described in Methods.

Eigenvalue spectrum

The connectivity matrix in our models has two real eigenvalues and a group of complex

eigenvalues according to random matrix theories in previous studies [43, 44, 45]. The two

real eigenvalues are determined by the global synaptic strength and balance of excitation

and inhibition. One is 0 and the other one is determined by Eq. 1.2 in Methods:

λb = ωE(1− fI)− ωIfI .

Specifically in our models, the fraction of inhibitory columns is fI = α; the expected sum-

mation of the elements in an excitatory column is ωE = Npw/2; the expected summation

of the the elements in a inhibitory column is ωI = Npgw/2. Thus, the magnitude of the

non-trivial real eigenvalue is

λb =
w

2
Np(1− α)− gw

2
Npα. (1.10)

On the other hand, the group of complex eigenvalues are related to the substructure

of excitation and inhibition in the matrix. They consist a circular cloud centered at the

origin on the complex plane. The radius of the cloud is determined by Eq. 1.3 in Methods:

R =
√
N [(1− fI)σ2

E + fIσ2
I ].
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Again, the fraction of inhibitory columns is fI = α in our models. The variance of all the

elements in the excitatory sub-network σ2
E and inhibitory sub-network σ2

I can be derived as

follows. For the excitatory sub-network, there are Np(1 − α) positive numbers uniformly

distributed in [0, w] and N(1 − p)(1 − α) zeros. Thus, the variance of the excitatory sub-

network is

σ2
E = EX2 − (EX)2

= p

(
1

w

∫ w

0

x2dx

)
−
[
p
(w

2

)]2
=
p

3
w2 − p2

4
w2

=

(
p

3
− p2

4

)
w2.

(1.11)

Similarly, the variance of the inhibitory sub-network is

σ2
I =

(
p

3
− p2

4

)
(gw)2. (1.12)

Therefore, the radius of the cloud of complex eigenvalues is

R =
√
N [(1− α)σ2

E + ασ2
I ] , (1.13)

where σ2
E and σ2

I are expressed in Eq. 1.11 and Eq. 1.12, respectively.

Taken together, the largest eigenvalue of the connectivity matrix of the models is the

larger one of the real non-trivial eigenvalue λb and the radius of the complex eigenvalue cloud

R:

λmax = max (λb, R) . (1.14)

Whether λb or R is larger determines the behavior of dynamics. Having a dominating

largest eigenvalue at 1, i.e. λb = 1 and is markedly larger than R, is a condition of the

system operating at criticality. In this scenario, the dynamics are relatively coordinated and
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synchronous as seen in Fig. 1.1g. In contrast, when there is not a dominating eigenvalue, the

dynamics are influenced by more eigenvalues, which results in a high-frequency fluctuation

and asynchronous dynamics as seen in Fig. 1.1h.

We next seek to quantitatively determine when the models fall into which scenario.

Setting λb = R, we have

w

2
Np(1− α)− gw

2
Npα =

√
N

[
(1− α)

(
p

3
− p2

4

)
w2 + α

(
p

3
− p2

4

)
(gw)2

]
. (1.15)

We find that after w cancels out on each side, the only varying parameter left in the equation

is the I/E weight ratio g. Thus, whether λb or R is larger depends only on the I/E weight

ratio g, and is independent of the synaptic strength w. We further rearrange the equation

to find the switching point g∗:

g∗ =
p(1− α)α +

√
p2(1− α)2α2 −

[
pα2 −

(
4
3
− p
)
α/N

] [
p(1− α)2 −

(
4
3
− p
)

(1− α)/N
]

pα2 −
(
4
3
− p
)
α/N

.

(1.16)

With the parameters set in our model (N = 1000, p = 0.2, and α = 0.2), the switching point

is at g∗ = 3.34. This explains the turning point on the line of having the largest eigenvalue

equal to 1 in Fig. 1.1a-c. It is noteworthy that this turning point is under the condition of

a limited network size. At large limit N , we have

g∗ =
p(1− α)α

pα2
= (1− α)/α. (1.17)

With the widely used fraction of inhibitory neurons α = 0.2, we have g∗ = 4.

We validate that the theoretical analysis of eigenvalue spectrum well explains the

largest eigenvalue in simulations. Fig. 1.2 shows the largest eigenvalue calculated theoreti-

cally, which highly agrees with the largest eigenvalue obtained from simulations (Fig. 1.1c).
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Figure 1.2: The theoretical largest eigenvalue of the synaptic weight matrix as a function
of I/E weight ratio and synaptic weight derived in Sec. 1.3.2. Green line indicates the line of
λmax = 1. Blue and pink triangles indicates the dynamics corresponding to the spiking rasters
in Fig. 1.1g and Fig. 1.1h, and eigenvalue spectra in Fig. 1.1i and Fig. 1.1j, respectively.

Branching function

We next use branching function as a theoretical tool to analyze the average spike rate

and fluctuation of the dynamics. The branching function was developed in previous work to

theoretically analyze population activity near criticality [46]. This approach is an alternative

to using mean field theory, which fails to characterize the dynamical properties when the

I/E weight ratio is low [29]. First, we define S(t) as the fraction of neurons in the network

that are firing at time t. Then, the branching function Λ(S) is defined as the expected value

of S(t+ 1)/S(t) conditioned on the level of activity S(t), as defined in Eq. 1.6 in Methods:

Λ(S) = E
[
S(t+ 1)|S(t) = S

]
/S.

By combining the definition of branching function and the dynamics in our models, we obtain

a prediction for the branching function:

Λ(S) =
1

S
E

[
σ

(
nE∑
i=1

JEi
−

nI∑
j=1

JIj

)]
, (1.18)
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where nE and nI are the number of active presynaptic excitatory and inhibitory neurons, re-

spectively. Here, σ is the step-wise linear function with the same form as the firing probability

due to synaptic inputs, pi = σ(Ii(t)), in Eq. 1.5. JEi
and JIj represent the ith excitatory and

jth inhibitory synaptic strength, respectively. Considering the synaptic strength on average,

we have

Λ(S) =
1

S
E
[
σ
(w

2
nE −

gw

2
nI

)]
=

1

S

N∑
nE=1

N∑
nI=1

P (nE)P (nI)σ
(w

2
nE −

gw

2
nI

)
,

(1.19)

where P (nE) and P (nI) are probabilities of having the number of active presynaptic excita-

tory and inhibitory neurons equal to nE and nI , respectively. We further assume nE and nI

are Poisson variables with means µE = Np(1−α)S and µI = NpαS to have specific forms of

P (nE) and P (nI). With this semi-analytical method, we obtain a good prediction for Λ(S)

(solid lines in Fig 1.3a) compared to simulations (dash lines in Fig 1.3a).

The shape of branching function reveals the properties of dynamics. We find two

distinct shape of branching functions in the weak-synapse and strong-synapse regimes. In

the weak-synapse, the synchronous regime, the branching functions have a wide range near

Λ(S) = 1 (blue line in Fig 1.3a). Since Λ(S) = 1 means the level of population activity does

not systematically grow or decay in the next time step, the ‘flat’ branching function indicates

that the system is able to wander through various population firing rates. This has been

considered as a hallmark of criticality in previous work [46]. In this regime, the population

activity often fluctuates greatly around the mean, as expected due to a wide range near

Λ(S) = 1 in the branching function. In contrast, in the strong-synapse, the asynchronous

regime, the branching function has a substantial slope, crossing Λ(S∗) = 1 at a particular
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value of S = S∗ (pink line in Fig 1.3a). In this scenario, the firing rate is relatively stable

with small fluctuations around S = S∗.

We use the shape of branching function to predict the properties of dynamics in the

two-dimensional parameter space. We first use the semi-analytical method described above to

determine the shape of the branching function. Then, we use the crossing point of Λ(S∗) = 1

to predict the average spike rates as S∗. We are able to obtain good qualitative predictions

(Fig 1.3b) of the average spike rates that we observe when we run our model (Fig 1.1a). To

predict the fluctuations in the dynamics, we define a ‘critical range’ ρ to measure the range

of the branching function that stays within a certain distance of 1. Critical range is defined

as ρ = S2 − S1, where S1 and S2 are the fractions of active nodes when Λ(S1) = 1.05 and

Λ(S2) = 0.95, as shown in Fig 1.3a insert. The large critical range in the synchronous regime

(Fig 1.3c) fits reasonably well with the large standard deviation in simulations (Fig 1.1b).

The weak-synapse regime has large critical range, while the strong-synapse regime has small

critical range.

In conclusion, both simulation and theoretical analysis indicate that along the line

of having the largest eigenvalue equal to 1 (λmax = 1), the dynamics in low I/E and weak-

synapse regime operate at criticality, while the dynamics in high I/E and strong-synapse

regime are asynchronous dynamics. In the remainder of this chapter, we examine differ-

ences between these two regimes: the synchronous regime at a low I/E weight ratio and

weak synaptic strength, and the asynchronous regime at a high I/E weight ratio and strong

synaptic strength. We examine properties of dynamics traditionally associated with critical-

ity including neuronal avalanche size and duration distributions [46, 13, 47]. We also examine

several aspects of dynamics related to asynchronous neural dynamics including cancellation
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Figure 1.3: Analysis of branching functions explains model behavior. (a) Branching func-
tions Λ are distinctly different for networks in the synchronous regime (blue) and asyn-
chronous regime (pink). Solid lines are calculated semi-analytically and dash lines are ob-
tained from simulating the model. Inset: The critical range ρ is defined as the range of S
for which Λ(S) lies between 1.05 and 0.95. (b) Crossing point where Λ = 1 as a function
of I/E weight ratio and synaptic weight, which successfully reproduces average spike rate in
simulations. (c) Critical range as a function of I/E weight ratio and synaptic weight.

of E and I inputs, correlation functions, and inter-spike intervals [19, 26, 31]. In agreement

with previous work, we will show that the weak-synapse λmax = 1 boundary corresponds

with criticality, while strong synapses and λmax = 1 result in asynchronous dynamics.

1.3.3 Properties related to criticality

We examine the distributions of neuronal avalanche sizes and durations along the

boundary of λmax = 1 (green line in Fig 1.1 and Fig 1.3). An important expectation near

criticality is that distributions of neuronal avalanche sizes and durations should have power-

law form [47, 48, 13]. Similar to previous work [49, 46, 13], we define an avalanche as a

period of time during which the number of active neurons exceed a threshold, as shown in

Fig 1.4a. The duration and size of an avalanche are defined as the number of time steps

and the total number of spikes that occurred during the avalanche, respectively. We find

that both avalanche duration and size distributions change dramatically along the line of
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having λmax = 1 (Fig 1.4b). When the I/E weight ratio is low, the avalanche duration and

size distributions are close to power-law distributions (blue lines in Fig 1.4b), as expected

at criticality. As the I/E weight ratio increases, the distributions of avalanche duration and

size deviate from power-law distributions (green, yellow, orange, and red lines in Fig 1.4b),

with large avalanches becoming less prominent.

We use κε to quantify how much a distribution deviates from a power-law distribution

with exponent −ε as described in Methods, which origins from previously studies [15, 5, 13,

49]. If the distribution is close to the power-law distribution, κε is close to 1, which occurs for

both avalanche duration and size distributions when the I/E weight ratio is low. We consider

ε = 1.5 for the size distributions and ε = 1.7 for the duration distributions, which are the

best-fitted exponents with g = 0 and λmax = 1. Moreover, 1.5 has been widely observed

as the exponent for avalanche sizes at criticality [47, 53, 54]. Any deviation in κε from 1

means a deviation from the power-law distribution. As the I/E weight ratio grows larger,

κε starts to deviate from 1, then varies erratically for intermediate I/E before settling near

κε = 0.8 as I/E approaches 4. Since power-law avalanche size and duration distributions

are a necessary condition for criticality, we conclude that our model deviates from criticality

as the I/E weight ratio is increased along the λmax = 1 boundary. This is consistent with

previous work with similar models [50, 51, 15].

1.3.4 Properties related to asynchronous activity

We study properties predicted by some theories to occur in asynchronous neural

activity. We first examine the excitatory and inhibitory inputs to the model cells. For

all I/E ratios, E and I inputs are strongly correlated, but as we increase the I/E ratio,
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Figure 1.4: Avalanche distributions indicate deviation from criticality as I/E ratio is in-
creased. (a) An avalanche is defined as a time period during which the number of active
neurons (solid line) exceeds a threshold (dashed line). Avalanche duration is the number of
time steps included in an avalanche, while avalanche size is the number of spikes included
in an avalanche. (b) The probability distributions of avalanche duration and size for dif-
ferent I/E weight ratios. Color represents different I/E weight ratios as in panels c and d.
Vertical axis is logarithmic with the scale bar showing 3 orders of magnitude. Distributions
are shifted vertically for comparison. (c) Deviation from a power law with exponent −1.7
is measured by κ1.7 for avalanche duration as a function of I/E weight ratio. (d) Deviation
from a power law with exponent −1.5 is measured by κ1.5 for avalanche size as a function of
I/E weight ratio. For each I/E, we generate multiple realizations (dots) and average them
to obtain the mean (solid line).
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the dynamics are tuned from a state in which excitatory input dominates (is not canceled

by inhibition) to a state in which inhibitory input cancels the excitatory input more and

more exactly (Fig 1.5a-c). We define ‘E/I tension’ to measure how tightly the excitatory

and inhibitory inputs cancel each other (Methods). Fig 1.5d shows that the E/I tension

gradually increases as the I/E weight ratio increases, and reaches as high as 1 when the I/E

weight ratio is 4. This result is consistent with previous work showing that tightly balanced

E and I currents canceling each other leads to asynchrony [26].

Another essential property of asynchronous population activity is that neurons should

be weakly correlated across neurons and across time. Thus, we next examine the population-

averaged input cross-correlogram (CCG) for different I/E weight ratios (Fig 1.5e-g). When

the I/E weight ratio is low, CCGs of excitatory, inhibitory and total inputs all reveal strong

correlations across neurons and over long timescales. As the I/E weight ratio increases,

CCGs decrease in amplitude and timescale. When the I/E weight ratio is high, although the

excitatory and inhibitory input CCGs remain relatively high at zero delay, the total input

CCG is weak due to balance between excitatory and inhibitory inputs. We quantify asyn-

chrony based on decreases in temporal and cross-neuron correlations. For this, we define η to

be inversely proportional to the area under CCG for total input (normalized as defined in the

Methods). As shown in Fig 1.5h, asynchrony η sharply increases when the I/E weight ratio

goes beyond 2, and reaches a high value when the I/E weight ratio is over 3, consistent with

the turning point in the eigenvalue analysis. Therefore, strong inhibition makes excitatory

and inhibitory inputs balanced and leads to asynchronous activity. This is in accordance

with the result in previous work that the population-averaged firing correlation is weak when

inhibition is strong and fast [19]. Considering together the balance of E and I inputs and the
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asynchronous firing, we conclude that high I/E with strong synaptic strength in our model

is consistent with two prominent expectations for asynchronous network activity.

Finally, we consider the coefficient of variation (CV) of inter-spike-intervals (ISI). For

Poisson firing, which is often associated with asynchronous dynamics, the CV of ISI is near 1,

while more bursty firing will have CV of ISI greater than 1. We find that in the weak-synapse,

synchronous regime, ISI distributions are similar across neurons, while in the strong-synapse,

asynchronous regime, ISI distributions are more varied across neurons (Fig 1.5i-k). Moreover,

as I/E weight ratio is increased, the CV of ISI (averaged across neurons) is high for low I/E

ratios, decreasing to near 1 in the asynchronous regime (Fig 1.5l).

1.4 Discussion

We have shown that the population activity of neural networks can vary dramatically

depending how excitation and inhibition are balanced. If weak excitation is balanced by

weak inhibition, we found that the dynamics exhibit large fluctuations and rather coordinated

activity at criticality. If stronger inhibition balances stronger excitation in a higher “tension”

balance, we found that the dynamics are asynchronous and steady. Along with other recent

studies [35, 36, 23, 37], our findings suggest that the same cortical network could be tuned

from criticality to asynchrony, by tuning inhibition and excitation appropriately.

How do our results compare to other recent studies relating critical dynamics to

asynchronous dynamics? In the work of Priesemann and colleagues, they found that critical

dynamics can shift toward asynchronous dynamics when they reduced the efficacy of activity

propagation (their m parameter), while increasing the input to the network [35, 38]. They

have also shown how homeostatic plasticity mechanisms can act to give rise to a range of
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Figure 1.5: Excitatory inputs cancel inhibitory inputs in asynchronous regime for high
I/E. (a-c) Synaptic inputs when the I/E weight ratios are 1, 2 and 4, respectively. The
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input (black). (d) E/I tension as a function of the I/E weight ratio. For each I/E, we gen-
erate multiple realizations (dots) and average them to obtain the mean (solid line). (e-g)
Population-averaged cross correlograms (CCGs) of total synaptic inputs (black), excitatory
inputs (green) and inhibitory inputs (red) when the I/E weight ratios are 1, 2 and 4, respec-
tively. (h) The level of desychronization η as a function of I/E weight ratio. For each I/E, we
generate multiple realizations (dots) and average them to obtain the mean (solid line). (i-k)
Distributions of inter-spike-intervals (ISI) are similar across neurons for the low I/E regime,
more varied across neurons for the high I/E regime. (l) The coefficient of variation (CV) of
ISI as a function of the I/E weight ratio. CV of ISI is high for small I/E and approaches 1
as the I/E weight ratio is increased. For each I/E, we generate multiple realizations (dots)
and average them to obtain the mean (solid line).
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dynamical regimes including criticality and asynchronous states, depending on the input

to the system [55]. In contrast, in our model, we kept input to the network fixed while

strengthening synapses to tune the network from criticality to asynchrony. Since stronger

synapses are more effective for propagating activity, we suspect our work points to a different

mechanism than that discussed by Priesemann and colleagues. Buendia et al. focused on the

‘low-activity intermediate’ (LAI) regime, which had small fluctuations similar asynchronous

regimes [36]. Their LAI regime emerged when they reduced the density of connections to

a sufficiently sparse level (less than 0.01). In our model the density of connections was 0.2,

which suggests that our model is dealing with a different type of asynchronous regime. Our

observed changes in eigenvalue spectra as we tuned our model from criticality to asynchrony

are similar to those studied by Dahmen et al. when they compared two types of critical

dynamics [23]. As the outlying real eigenvalue comes closer to the bulk of complex eigenval-

ues, while maintaining a largest eigenvalue near 1, traditional criticality (like that discussed

here) is replaced with “edge of chaos” criticality. Like our case, this change in eigenvalues

and dynamics was also accompanied by changes in the relative strengths of excitatory and

inhibitory synapses in their model. These similarities suggest that the asynchronous regime

in our model might correspond to “edge of chaos” criticality, but, considering the differ-

ences in their model (firing rate) and ours (probabilistic binary neurons), a more careful

study would be required to test this possibility. Finally, we note that Girardi-Schappo et

al. found that a network of probabilistic leaky-and-fire neurons can be tuned from critical-

ity to an ‘asynchronous irregular’ regime (as defined by [39]) by strengthening inhibition

relative to excitation (increasing their g parameter) [37]. Our model, considered together

with the work of Girardo-Schappo et al. and Dahmen et al. suggests that there may be a
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general principle governing our models; perhaps increasing the strength of inhibition relative

to excitation, while maintaining balance, will always result in a shift away from criticality,

towards asynchronous dynamics. Additional theoretical work will be required to test this

possibility.

In our work here, our goal was to start with a model that is well-understood to oper-

ate at criticality and then push that model away from criticality to generate asynchronous

dynamics. Other studies have approached a similar question starting from models with well-

understood asynchronous dynamics and pushing them into regimes with larger population-

level fluctuations (but not criticality). For example, Ostojic found that the asynchronous

balanced state can become unstable with large population-level fluctuations (termed the ‘het-

erogeneous asynchronous state’) [29]. They implemented this change by increasing synaptic

strengths, starting with λmax < 1 and resulting with λmax > 1. Other recent studies have

extended asynchronous balanced networks to regimes with coherent activities [30, 56]. How-

ever, none of these studies approached the critical regime.

One interesting hypothesis that emerges from our work concerns metabolic efficiency.

First, we note that maintaining a “strong” synapse depends on metabolically expensive

biophysical mechanisms - greater presynaptic vesicle pool, greater density of postsynaptic

receptors, etc. Since the high I/E regime and the low I/E regime have similar mean firing

rates, it stands to reason that the strong synapses of the high I/E scenario would consume

more metabolic resources than the lower I/E scenario. Moreover, the critical dynamics we

observed at low I/E are associated with a number of functional benefits [12, 4, 13]. On

the other hand, the lower fluctuations found in the high I/E regime may be beneficial for

functions that require lower “noise” [26, 24, 4]. When low noise is not required, perhaps the
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brain could tune itself to the low I/E regime where energy consumption is less. This is con-

sistent with the observation that resting, awake animals tend to exhibit greater fluctuations

in population activity compared to alert, active animals. Experimental tests of this idea

would be challenging, requiring comparisons of synaptic strengths across behavioral states.

We would predict that alert, active states would exhibit stronger synapses (i.e. excitatory

and inhibitory postsynaptic potentials that are larger in magnitude) than those found in

quiescent, resting states.

Our model, in agreement with other recent models, suggest that a single cortical net-

work can shift between two dramatically different dynamical regimes that have traditionally

been viewed as incompatible: criticality and asynchronous dynamics. By bridging the gap

between these two points of view, we are optimistic that our results help resolve the debate

over what kinds of dynamical regimes can manifest in the cortex.
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2 Disrupted Cortical Dynamics and Motor Function in Freely Moving Rats

due to E/I Imbalance and MeCP2 disruption

Abstract

Rett syndrome (RTT) is a devastating neurodevelopmental disorder, caused by dis-

ruptions to the MeCP2 gene, and resulting in severe cognitive and motor impairment. Pre-

vious work strongly suggests that healthy MeCP2 function is required to have a normal

balance between excitatory and inhibitory neurons. However, the details of how neural cir-

cuit dynamics and motor function are disrupted remain unclear. How might imbalanced

excitation/inhibition (E/I) cause problems for motor function in RTT? We addressed this

question in the motor cortex of awake, freely behaving rats, comparing normal rats with a

transgenic rat model of RTT. We recorded single-unit spiking activity while simultaneously

recording body movement of the rats. We found that RTT rats tend to have excessive syn-

chrony among neurons in the motor cortex and less complex body movements. Importantly,

greater synchrony was correlated with greater stereotypy of relationships between neurons

and body movements. To further test how our observations were related to an E/I imbalance,

we pharmacologically altered inhibitory synaptic interactions. We were able to recapitulate

many of the phenomena we found in MeCP2-deficient rats by enhancing inhibition in nor-

mal rats. Our results suggest that RTT-related E/I imbalance in the motor cortex gives

rise to excessive synchrony and, consequently, a stereotyped motor code, which may underlie

abnormal motor function in RTT.
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2.1 Introduction

Rett syndrome (RTT), named after physician Andreas Rett, is a devastating post-

natal neurodevelopmental disorder that affects various brain functions such as cognitive,

sensory, emotional, motor and autonomic function [1]. RTT is mostly found in females

with approximately 1 of every 10000 female births worldwide. Girls with RTT start to

have developmental stagnation as early as six to eighteen months after birth, followed by

rapid deterioration including loss of both communication skills and purposeful use of hands.

Patients further develop autistic-like social behavior defects, cognitive impairment, motor

abnormalities such as gait disturbances and stereotypical repetitive movements.

Due to the severity and frequency of RTT, decades of effort have been put into iden-

tifying the pathological mechanisms and clinical treatment of RTT. It has been identified

that RTT is caused by mutations in the MeCP2 gene on the X chromosome, which encodes

methyl-CpG binding protein 2 (MeCP2). MeCP2 is involved in the development of neuronal

functions through neurogenesis, synaptic plasticity and establishment of neuronal circuits [2].

The loss of MeCP2 affects different cell types in multiple brain regions and developmental

stages. On neural circuits level, the disruption of the MeCP2 gene in RTT alters the excita-

tory and inhibitory neurons differently, and thus complexly disturbs the excitation-inhibition

(E/I) balance [57]. It has been found that MeCP2-mutant mice have excessive excitation

over inhibition in visual cortex [58] and hippocampus [59], while a higher ratio of inhibition

to excitation is found in primary somatosensory cortex and motor cortex of MeCP2-mutant

mice [60, 61, 62]. Nevertheless, how the imbalance of excitation and inhibition affects the

circuit mechanisms of motor cortex in RTT has largely remained unknown.
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One important aspect of brain function is coordination among neurons. Orchestration

of complex body movements requires some, but not too much, coordination among neurons

in motor cortex; neither total synchrony nor total asynchrony will do. Indeed, theoretical

studies have shown that excessive correlations can limit the information capacity of any

neural code [63, 64, 65] - if all neurons are perfectly synchronized, then different neurons

cannot encode different functions. Precisely how much and what kind of synchrony is best for

motor coding and how motor function depends on changes in synchrony is poorly understood.

It is well known, however, that the balance of excitation and inhibition plays a key role in

modulating correlations among neurons. For instance, many computational models suggest

that synchrony is strongly dependent on E/I interactions [21, 13, 66, 39]. Likewise, in

experiments, pharmacological manipulation of E/I causes changes in synchrony [13, 17] and

the excessive synchrony that occurs during epileptic seizures is often attributed to an E/I

imbalance [67, 68]. Moreover, in our previous study, we found that the E/I imbalance

alters the correlations among neurons in normal rat’s primary motor cortex [69]. Thus, it is

reasonable to hypothesize that the imbalance of excitation and inhibition in RTT leads to

a dysfunctional coordination among neurons, and further causes abnormal motor function

and behavior.

Here we test the hypothesis by recording neural activities and body movements simul-

taneously in primary motor cortex of rats under two conditions. First, we studied a trans-

genic rat model of Rett syndrome (RTT), which has disrupted expression of the MeCP2

gene. Second, we studied normal rats with acutely altered inhibitory neural interactions.

Both these cases are associated with an imbalance of excitation and inhibition and, possibly,

abnormal synchrony. Comparing MeCP2 disruption and excessive inhibition with the control
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group (normal rats without altered inhibition), we show that both MeCP2 disruption and

excessive inhibition lead to excessive synchrony in motor cortex. The degree of synchrony

is correlated with the degree of abnormality of behavior and motor coding. Our findings

suggest that RTT-related motor dysfunction may be due, in part, to excessive inhibition and

synchrony in motor cortex.

2.2 Methods

2.2.1 Animals

We studied normal Sprague–Dawley male rats (n = 3, Harlan Labs, TX, USA) and

transgenic MeCP2 knockout female rats (n = 4, HET KO, SD-Mecp2tm1sage, Horizon Lab,

MO, USA). The raw data from the normal rats was collected and first reported in our

previous study [69], but reanalyzed here. The RTT rats have a 71 base pair deletion in

Exon 4, and are maintained by breeding heterozygous females with wild type males, both

with Sprague Dawley backgrounds. This animal model has been shown in other studies to

recapitulate important dysfunctions and behaviors found in RTT humans including breathing

abnormalities, unusual social interactions, exaggerated response to auditory stimuli, reduced

gross locomotion, weak grip, and shortened lifespan [70, 71]. In addition, these rats have

also been shown to manifest many of the same behavioral abnormalities found in some RTT

mouse models including stunted body growth, maloccluded teeth, and reduced interest in

social novelty [70]. All procedures followed the Guide for the Care and Use of Laboratory

Animals of the National Institutes of Health and were approved by University of Arkansas

Institutional Animal Care and Use Committee (protocol #14048).
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2.2.2 Inhibitory modulation

To explore how the balance between inhibition and excitation influences the cortical

states in Rett syndrome, we used two different drugs to systematically manipulate the level

of inhibition. Both drugs target GABAA receptor, which respond to the major inhibitory

neurotransmitter GABA. Muscimol is used as an agonist of GABAA receptor to increase the

strength of inhibitory signaling, while Pentylenetetrazol (PTZ) is used as an antagonist of

GABAA receptor to decrease the strength of inhibitory signaling.

The rats were given either 2 ml sterile saline or drug (muscimol or PTZ) diluted saline

solution through intraperitoneal (IP) injection. For normal rats, the dose for muscimol was 2

mg/kg body weight; for RTT rats, we applied lower doses varying from 0.25 to 2 mg/kg body

weight because these animals seemed to be more sensitive to excessive inhibition than normal

rats. The dose for PTZ was 30 mg/kg body weight for both normal and RTT rats. After

injection, we left 50 minutes before recording in order to let the drug sufficiently diffuses

and affects the target region. The same waiting time was given to the control group for

consistency, although pharmacologically unnecessary. On each recording day, we performed

one no-drug recording first and then either one muscimol recording or one PTZ recording.

The recordings were separated at least 1 hour for each rat.

2.2.3 Recording system setup

Since both neuronal activity and body movement are needed to examine the relation-

ship between population coupling and body coupling, the recording system setup is designed

to simultaneously record neuronal activity and body movement in freely moving rats. The

recordings took place in a dark cubic space enclosed by black plastic boards, as shown in
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Figure 2.1: Recording system setup. The body tracking system consists of 8 infra-red
cameras attached on the beams around the centered platform. The rats were able to to
freely move on the platform placed at the center of the recording space. A lightweight cable
with a proper length is used to connect the headstage of the electrode implanted on the rats
to the neural recording system.

Fig. 2.1. During a 30-minute recording, the rats were allowed to freely move on a 30 cm × 30

cm platform placed at the center of the recording space. The platform is 2 feet height from

the ground sustained by four pillars. 8 infra-red (IR) cameras are attached on the aluminum

beams of the recording space. A commutator is attached on the ceiling of the recording

space, with a lightweight cable to connect the headstage of the electrode on the rats. The

length of the cable is carefully measured so that it does not impede the free movement of the

rats. Each rat went through three acclimatization sessions before recording with the same

setup to avoid stress and anxiety.
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Figure 2.2: Body tracking setup. (a) Eight reflective beads were placed on the rats along
the spine from neck to tail and on each lateral side of rear hips before recording. (b) Three-
dimensional trajectories of the beads were tracked by the infra-red camera system, and were
edited using Motive after recordings were completed.

2.2.4 Motion tracking

As in our previous work [69], body movement was recorded with a infra-red camera

motion tracking system (OptiTrack Flex:V100R2). The motion tracking system captures the

three-dimensional coordinate of eight reflective beads (MCP1125, Naturalpoint, 3 mm diam-

eter) temporarily adhered on the rats along the spine from neck to tail and on each lateral

side of rear hips, as shown in Fig. 2.2a. The tracking system has 10 ms time resolution and

submillimeter spatial resolution. After recordings were completed, the tracking trajectories

were manually corrected with the software, Motive (https://optitrack.com/software/motive),

as shown in Fig. 2.2b. The tracking data was then smoothed by a 5 Hz low-pass filter in

Matlab.
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2.2.5 Electrophysiology

Microelectrode arrays were chronically implanted 1300 um deep in a 2 mm × 2 mm

craniotomy with the center located 0.5 mm posterior to bregma and 2 mm lateral from

midline, as shown in Fig. 2.3a-b. Thus, the recorded neurons were located in deep layers of

the primary motor cortex and at positions associated with a wide range of body movements

[72]. For the normal rat recordings, we used one type of microelectrode array (A8x4–2mm-

200–200–413-CM32, Neuronexus); for RTT rats, we used a different type of microelectrode

array (Buzsaki32-CM32, Neuronexus) for improved spike sorting [73]. For both groups, the

plane of microelectrode arrays was oriented perpendicular to the dorsal surface and parallel

to the midline. The craniotomy was closed with silicone adhesive (Kwik-Sil). To ensure the

implantation is stable, 5 holes were drilled peripheral to the craniotomy and screws were

half-way deep placed in the holes, as shown in Fig. 2.3c. Dental cement was applied to

adhere and cover the exposed area, where an anchor was included beside the probe to keep

the connector tightly connected to the probe during recordings, as shown in Fig. 2.3d.

After implantation surgery, the rats recovered for at least 2 weeks before recordings

began. During each 30-minute recording, extracellular voltage fluctuations were recorded

with 30 kHz sample rate (Cerebus, Blackrock Microsystems), as shown in Fig. 2.4. Sig-

nals were digitized by a headstage connected to the electrode, and transmitted by a com-

mutator connected to the recording system. Spike sorting was done with the Kilosort

(https://github.com/cortex-lab/KiloSort), a fast and accurate spike sorting algorithm for

high-channel count probes [74]. Then, we manually curated the spike sorting results with

the graphical user interface Phy (https://github.com/cortex-lab/phy), as shown in Fig. 2.5.
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Figure 2.3: Chronic implantation surgery. (a) Location of craniotomy and screws. (b)
Marked location of craniotomy and screws on skull. (c) Half-way drilled screws peripheral
to the craniotomy. (d) Implanted probe and anchor covered by dental cement.
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Figure 2.4: Signals shown on the Blackrock Microsystems interface during recording.

Criteria for a good unit included clear and distinct waveform shapes, refractory periods

in auto-correlograms, stability in amplitudes, and distinct principal components in feature

space (Fig. 2.6).

2.2.6 Body tracking data analysis

We considered two aspects of body movement: general motility and complexity of

movements. We used the distance traveled by the rat during the recording to represent the
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Figure 2.5: Graphical user interface Phy for manually curated the spike sorting results.
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Figure 2.6: Example of good units in spike sorting. a, Spike waveforms for three units
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algorithm based on the different spike waveforms across channels. b, Autocorrelograms for
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(blue and green) are well separated in the principle component space of certain channels.
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general motility. The distance traveled was calculated for each recording as the cumulative

distance traveled by the center of mass of the tracking beads. Complexity of movements was

assessed by principle component analysis on the speed of 8 beads. The speed of center of mass

and beads were then obtained by calculating differentiated positions. Time periods when the

rats were at rest for more than 1.5 s were excluded. We defined the animal to be ‘at rest’ if it

met two conditions: 1) speed of center of mass less than 0.8 cm/s; 2) speed of each bead less

than 1 cm/s. Brief periods of motion, shorter than 0.5 s, preceded and followed by rest were

considered rest. After excluding rest periods and applying principle component analysis, we

counted the number of principal components that explains 95 percent of variance, defined

as N95. If only a few principal components are needed to explain most of the variance, the

data is largely correlated and low-dimensional; if more principal components are needed to

explain the variance, the data is more complex and high-dimensional. Thus, the N95 we

defined represents the complexity of movements.

2.2.7 Spiking data analysis

We examined a few aspects of the spiking data: spike rate, synchrony, cortical stereo-

typy, and motor stereotypy. While synchrony directly measures correlations in the spiking

activity among neurons, cortical stereotypy reveals more detailed temporal structures in spike

timing among neurons. Motor stereotypy captures the interaction between neural activities

and body movements.

Specifically, spike rate of a recording was obtained by the average spike rate across

all units during the recording. Synchrony is defined as the average of pairwise correlations of

spike count time series across all pairs of neurons. The spike count time series were calculated
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for each neuron using 1 second time bin.

Cortical stereotypy is defined to capture stereotypy in intracortical interactions (ICI).

For each neuron (trigger neuron), we counted the number of spikes from the population

(with 10 ms time bin) in a ±1 second time window centered on the spike times of the trigger

neuron. We then averaged these spike-triggered spike count waveforms across all spikes

from the trigger neuron to obtain the ICI waveforms. Cortical stereotypy was calculated by

averaging pairwise correlations of ICI waveforms across all pairs of units as a single number

for each recording.

Motor stereotypy is defined to capture stereotypy in body-cortex interactions (BCI).

Similar to ICI waveform, we obtained a BCI waveform for each neuron (the trigger neuron)

by averaging the speed of center of mass in a ±1 second time window centered on the spike

times of the trigger neuron. The waveform was then smoothed by a 1.5 Hz low pass filter and

normalized by its mean. Motor stereotypy is defined as the average of pairwise correlations

of BCI waveforms across all pairs of units to obtain a single number for each recording.

2.2.8 Statistics

We examined the statistical significance of the difference between different groups

using p-value of t-tests. The p-value represents the probability of accepting the null hypoth-

esis that the means of two groups are not different. For correlations, we used the correlation

coefficient and its corresponding p-value to test the statistical significance of correlations

between two quantities. The p-value represents the null hypothesis that the two quantities

are uncorrelated.
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2.3 Results

We performed experiments with rats freely behaving, e.g. walking, grooming, and

changing posture, on a 30 cm × 30 cm platform inside a dark enclosure as shown in Fig. 2.7a.

We simultaneously recorded body movements and spiking activity of many single neurons

in motor cortex during each 30 minute recording (Fig. 2.7b). Our goal is to quantitatively

assess differences in body movements, neural activity, and the neuron-to-body relationship

of different experimental groups: wild-type rats and RTT rats with different pharmacological

manipulation.

In this section, we first compared wild-type rats, wild-type rats with enhanced inhi-

bition (Muscimol), and RTT rats. We expected to see that enhanced inhibition in normal

rats and RTT rats causes deviation in the same direction compared to normal rats. We

also included RTT rats with enhanced inhibition in comparison to validate if it pushes the

deviation further from normal rats. We then compared wild-type rats and RTT rats with

reduced inhibition (PTZ) to see if reduced inhibition in RTT rats could tune the neural

activity, neuron-to-body relationship, and behavior back towards normal.

We obtained n = 255 recordings with at least 8 good units in total. Among them,

there are n = 39 recordings for wild-type rats with no drug, n = 17 recordings for wild-type

rats with muscimol, n = 20 recordings for wild-type rats with PTZ, n = 86 recordings for

RTT rats with no drug, n = 37 recordings for RTT rats with muscimol 0.25 mg/kgbw,

n = 14 recordings for RTT rats with muscimol 0.5-2 mg/kgbw, and n = 42 recordings for

RTT rats with PTZ. After spike sorting (Kilosort [74]), we obtained 6685 single units in

total (n = 27 units per recording on average).
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Figure 2.7: Reduced behavioral complexity due to MeCP2 disruption and ex-
cessive inhibition in motor cortex. a, An example movement path (white line) of a rat,
obtained by tracking the positions of eight beads attached to the rat. b, Body speed and
single unit neural activity were recorded simultaneously. c, Both wild-type (WT) rats and
RTT rats moved less due to enhanced inhibition (WT no drug vs. MUS: p = 0.022; RTT
no drug vs. MUS low dose: p = 0.017). d, Complexity of movements is reduced for RTT
rats compared to WT rats (p < 0.001). The reduced complexity is also found in WT rats
with enhanced inhibition (p = 0.018). e, Spike rate is reduced for enhanced inhibition (WT
no drug vs. MUS: p = 0.010; RTT no drug vs. MUS high dose: p < 0.001), but is not dif-
ferent between WT and RTT rats (p = 0.978). In c-e, asterisks indicate t-test significance:
*p < 0.05, **p < 0.01. Dark and light boxes delineate 0.25-0.75 and 0.05-0.95 quantiles,
respectively. White lines mark median. Black lines mark mean in d.
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2.3.1 Behavior

We first examined general motility of the rats. We used the speed of representative

beads to calculate the total distance traveled by the center of mass during the 30 min record-

ing, and found that administering muscimol resulted in reduced animal motility (Fig. 2.7c).

Although RTT rats were more variable, they did not exhibit significantly different amount

of movement on average compared with normal rats (Fig. 2.7c).

However, a more subtle analysis revealed that RTT rats exhibited less complex (i.e.

lower dimensional) body movement compared to normal rats (Fig. 2.7d). We assessed com-

plexity of movements based on principle component analysis of the 8-dimensional bead speed

data, considering only times when the animal was active to avoid confounding movement

complexity with general motivation to move (see Methods). We counted how many principal

components were needed to account for 95 percent of the variance of bead speed fluctua-

tions; we called this count N95. We found that normal rats moved with more complex,

higher dimensional body motion, requiring significantly more principal components (greater

N95) than RTT rats. In addition, we found that, when muscimol was applied, the average

N95 of normal rats dropped to a similar level as RTT rats. Thus, we found a less complexity

of movement in RTT rats and normal rats with enhanced inhibition compared to normal

rats.

2.3.2 Spike rate

Next, we analyzed our neural recordings seeking correlates of the reduced complexity

in behavior induced by MeCP2 disruption and excessive inhibition. We first looked at the

basic statistics of neural activities, i.e. spike rate. We compared spike rates across the
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different experimental groups. We found that muscimol resulted in decreased spike rates

for both normal and RTT rats (Fig. 2.7e). However, the difference in spike rates between

normal and RTT rats was not significant (Fig. 2.7e). Thus, other measurements are needed

to capture the difference in neural activities between normal and RTT rats.

2.3.3 Synchrony

We examined correlations in the spiking activity. For each recording, we computed the

correlation of every pair of simultaneously recorded neurons (Fig. 2.8a) and then averaged

these pairwise correlations across all pairs (Fig. 2.8b) to obtain a single number, called

‘synchrony’ in Fig. 2.8c (more detail in Methods). Although synchrony varied greatly across

recordings, we found a significant increase in synchrony for the RTT rats compared to the

normal rats. Similarly, application of muscimol resulted in a large increase in synchrony for

both normal and RTT rats. This result is somewhat surprising considering that stronger

inhibition is often associated with reduced synchrony in theory [21, 75] and GABA agonists

can result in reduced synchrony [13], but our finding is consistent with a recent study that

applied muscimol in motor cortex of awake rats [69]. In conclusion, we found a higher

synchrony in motor cortex for RTT and enhanced inhibition.

These results suggest that the increased synchrony we observed in RTT rats and for

enhanced inhibition could be responsible for reduced behavioral complexity. Consistent with

this possibility, we found that synchrony was negatively correlated with distance traveled

(Fig. 2.8d) and behavioral dimensionality N95 (Fig. 2.8e). Thus, we concluded that higher

synchrony in M1 is related to reduced mobility and reduced movement complexity.
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Figure 2.8: Increased synchrony due to MeCP2 and excessive inhibition corre-
lates to reduced behavioral complexity. a, Example spike rasters from a WT no drug
recording (recording 1) and a RTT no drug recording (recording 2) show different level of
correlations. b, Distributions of pairwise correlations of spike trains reveal larger correla-
tions on average in recording 2 compared to recording 1. We defined the average across
all pairs as ‘synchrony’. c, Summary of all recordings shows increased synchrony in RTT
rats compared to WT rats (p < 0.001). Similarly, increasing inhibition results in increased
synchrony (WT no drug vs. MUS: p < 0.001; RTT no drug vs. MUS high dose: p < 0.001).
Asterisks indicate t-test significance: **p < 0.01. Dark and light boxes delineate 0.25-0.75
and 0.05-0.95 quantiles, respectively. White lines mark median. d, Mobility is negatively
correlated with synchrony (Pearson ρ = −0.21, p = 0.003). e, Complexity of movements is
negatively correlated with synchrony (Spearman ρ = −0.22, p = 0.002). Color represents
different groups in d and e.
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2.3.4 Cortical stereotypy

The synchrony results presented in Fig. 2.8 provide a limited view of the relation-

ships among neurons. In particular, such average pairwise correlations assess instantaneous

relationships and miss any temporally structured interactions among neurons, which may

be important if spike timing matters for motor coding. To better account for such temporal

relationships, we next examined spike-triggered average histogram waveforms of population

activity for each neuron (Fig. 2.9a); hereafter we refer to these as intracortical interaction

(ICI) waveforms. Similar to previous studies of population coupling [76, 69, 77], we define

the population activity as the spike count time series of all recorded neurons, excluding the

trigger neuron (the one whose spike times are used to do the spike-triggered average). The

shape of an ICI waveform reveals whether and how the trigger neuron leads or lags the

activity of the network in which it is embedded. A flat line in the ICI waveform would indi-

cate a neuron that fires independently of the population. After obtaining an ICI waveform

for each single neuron, we then compared ICI waveforms across neurons. We found that for

normal rats, ICI waveforms were diverse; some neurons lead, others lag the population; some

neurons had sharply peaked ICI waveforms, others had broader peaks (Fig. 2.9a, gray). In

contrast, in the RTT rats, neurons tended to have stereotyped ICI waveforms (Fig. 2.9a).

This means that each neuron tends to participate with the population in the same way in

RTT M1. We quantified this cortical stereotypy by calculating correlations between all pairs

of ICI waveforms (Fig. 2.9b) for each recording and then averaging across all pairs, to ob-

tain a single ICI stereotypy number for each recording. Comparing across our experimental

groups, we found that ICI stereotypy was much greater in RTT rats than in normal rats
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(Fig. 2.9c). Similarly, we found that application of muscimol resulted in greatly increased

ICI stereotypy for both normal and RTT rats (Fig. 2.9c). We conclude that diversity of

temporal relationships among neurons in M1 is compromised in MeCP2 deficient rats in a

way that is consistent with an increase in inhibition in M1.

Given the conceptual similarity between synchrony and ICI stereotypy, one might

expect that these two quantities are directly linked. However, we found that synchrony and

ICI stereotypy were nearly uncorrelated for normal rats (Fig. 2.9d). In contrast, for RTT

rats and for normal rats with increased inhibition, synchrony is strongly correlated with ICI

stereotypy (Fig. 2.9d). We conclude that, even though synchrony can be high in normal rats,

this ‘normal synchrony’ does not come with stereotyped intracortical interactions.

2.3.5 Motor stereotypy

So far, we have shown reduced complexity of neural activity (i.e. higher synchrony

and greater ICI stereotypy) and reduced complexity of behavior (lower N95) in RTT rats

compared to normal rats. Since neurons in M1 influence the body movements of these

animals, it stands to reason that the relationships between neurons and body movements,

i.e. the motor code, might also be compromised and less complex in RTT rats. Alternatively,

it could be that higher-level decision making or movement planning circuits are altered in

RTT rats, and that motor coding remains intact. To begin to distinguish these possibilities,

we next measured stereotypy of body-cortex interactions (BCI). Similar to our approach

with ICI stereotypy, we calculated spike-triggered average waveforms of body speed - termed

BCI waveforms (Fig. 2.10a, more details in methods). We obtained one BCI waveform for

each neuron. A complex motor code would manifest with different neurons firing in relation
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Figure 2.9: Stereotyped interactions among M1 neurons due to MeCP2 disrup-
tion and excessive inhibition. a, Spike-triggered average population acitivity (i.e. ICI
waveform) for six example neurons from a WT rat (recording 1) and from a RTT rat (record-
ing 2). Stereotyped ICI waveforms in recording 2 indicate that intracortical interactions are
less diverse than in recording 1. b, ICI waveforms were compared for each pair of neurons.
Distributions of pairwise correlations of ICI waveforms reveal greater diversity of waveforms
in recording 1 compared to recording 2. We defined the average across all pairs as ‘cortical
stereotypy’. c, Summary of all recordings shows that RTT rats have greater cortical stereo-
typy than WT rats (p < 0.001). Increased cortical stereotypy is also caused by enhanced
inhibition (WT no drug vs. MUS: p < 0.001; RTT no drug vs. MUS low dose: p = 0.002).
Asterisks indicate t-test significance: **p < 0.01. Dark and light boxes delineate 0.25-0.75
and 0.05-0.95 quantiles, respectively. White lines mark median. d, Excessive synchrony links
to increased cortical stereotypy for RTT rats and enhanced inhibition. Cortical stereotypy
and synchrony are nearly uncorrelated for WT rats (ρ = 0.32, p = 0.046), but strongly
correlated in RTT rats (ρ = 0.61, p < 0.001) and enhanced inhibition (WT MUS: ρ = 0.83,
p < 0.001; RTT MUS low dose: ρ = 0.47, p = 0.003; RTT MUS high dose: ρ = 0.78,
p = 0.001). Color represents different groups. Dashed lines show the best linear fit when
p < 0.01.
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to different aspects of body movement, i.e. diverse BCI waveforms across neurons. For each

recording session, we quantified stereotypy of BCI waveforms by calculating the average

pairwise correlation of all BCI waveforms (Fig. 2.10b). Similar to our ICI stereotypy results,

we found that BCI waveforms were very diverse in normal rats - BCI stereotypy was low

(Fig. 2.10c). In RTT rats, BCI stereotypy was highly variable and slightly increased on

average compared to normal rats, but not significantly. However, the extreme values of BCI

stereotypy (say, above 0.7) that we saw in some RTT rats never occurred for normal rats.

Increased inhibition resulted in dramatic increases in BCI stereotypy for both normal and

RTT rats. How does BCI stereotypy relate to synchrony? Similar to ICI stereotypy, we

found that BCI stereotypy was strongly correlated with synchrony for RTT rats and for

conditions with excessive inhibition (Fig. 2.10d). Moreover, for normal rats, BCI stereotypy

was not significantly correlated with synchrony. We conclude that the synchrony that occurs

naturally among healthy M1 neurons does not entail a low-dimensional motor code like it

does in RTT rats and for excess inhibition.

2.3.6 Reduced inhibition

Next, we applied all the analysis above on normal rats and RTT rats with reduced

inhibition (PTZ) to further explore the role of inhibition in our RTT rat model. Our orig-

inal motivation for this was the possibility of rescuing normal motor function in RTT rats.

However, we found that partially blocking inhibition did not recover normal motor function

as shown below.

The total distance traveled by the rats with reduced inhibition is significantly in-

creased, for both normal rats and RTT rats (Fig. 2.11a). The complexity of movements,
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Figure 2.10: Stereotyped body-cortex interaction due to MeCP2 disruption and
excessive inhibition. a, Each line (BCI waveform) is a spike-triggered average of body
speed from one neuron. These example BCI waveforms are more diverse for the WT rat
(recording 1) than for the RTT rat (recording 2). b, Summary of BCI waveform similarity
(correlation) for all pairs of neuron in recording 1 compared to recording 2. We defined the
average across all pairs as motor stereotypy. c, Enhanced inhibition caused increased motor
stereotypy (WT no drug vs. MUS: p < 0.001; RTT no drug vs. MUS high dose p < 0.001).
Asterisks indicate t-test significance: **p < 0.01. Dark and light boxes delineate 0.25-0.75
and 0.05-0.95 quantiles, respectively. White lines mark median. d, Synchrony correlates
with motor stereotypy for RTT rats (ρ = 0.66, p < 0.001) and enhanced inhibition (WT
MUS: ρ = 0.80, p < 0.001; RTT MUS low dose: ρ = 0.72, p < 0.001; RTT MUS high dose:
ρ = 0.65, p = 0.012), but not for WT rats (p = 0.558). Note that extreme values of motor
stereotypy (¿0.7) were not observed in normal rats. Color represents different groups. Dash
lines show the best linear fit when p < 0.01.
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Figure 2.11: Mobility, complexity of movements, and spike rate for normal rats
and RTT rats with reduced inhibition. a, Wild-type (WT) rats and RTT rats moved
much more due to PTZ application (WT no drug vs. PTZ: p < 0.001; RTT no drug vs. PTZ:
p < 0.001). The increase for RTT rats was larger than for WT rats. b, No significant differ-
ence in complexity of movements was found for reduced inhibition (WT no drug vs. PTZ:
p = 0.246; RTT no drug vs. PTZ: p = 0.774). c, Spike rate is not different in WT rats
with reduced inhibition (p = 0.827), but is reduced in RTT rats with reduced inhibition
(p = 0.001). Asterisks indicate t-test significance: **p < 0.01. Dark and light boxes delin-
eate 0.25-0.75 and 0.05-0.95 quantiles, respectively. White lines mark median. Black lines
mark mean in b.

however, is not affected by reduced inhibition (Fig. 2.11b). Furthermore, reduced inhibition

does not cause difference in spike rate for normal rats, but decreases spike rate for RTT rats

(Fig. 2.11c).

We examined synchrony, cortical stereotypy (ICI), motor stereotypy (BCI) for normal

rats and RTT rats with reduced inhibition. While reduced inhibition decreases synchrony

in RTT rats and pushes it back towards synchrony in normal rats (Fig. 2.12a), it does not

cause significant difference in ICI stereotypy and BCI stereotypy for RTT rats (Fig. 2.12b-c).

Moreover, while reduced inhibition turns the relationship of ICI stereotypy and synchrony

uncorrelated in RTT (Fig. 2.12d), BCI stereotypy and synchrony stays significantly corre-

lated for RTT rats with reduced inhibition (Fig. 2.12e). Thus, we concluded that reducing

inhibition with PTZ does not recover normal motor function.
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Figure 2.12: Synchrony, cortical stereotypy, motor stereotypy, and their corre-
lations for normal rats and RTT rats with reduced inhibition. a, Synchrony is
not significantly changed by PTZ for WT rats (p = 0.146), but decreases in RTT rats with
reduced inhibition (p = 0.031). b, No significant difference is found in cortical stereotypy for
reduced inhibition (WT no drug vs. PTZ: p = 0.587; RTT no drug vs. PTZ: p = 0.111). c,
Reduced inhibition caused increased in motor stereotypy for WT rats (p = 0.010), but not
for RTT rats (p = 0.475). In a-c, asterisks indicate t-test significance: *p < 0.05, **p < 0.01.
Dark and light boxes delineate 0.25-0.75 and 0.05-0.95 quantiles, respectively. White lines
mark median. d, Cortical stereotypy and synchrony stayed uncorrelated for WT rats with
reduced inhibition (p = 0.552). For RTT rats, the correlation of cortical stereotypy and
synchrony was weakened with reduced inhibition (ρ = 0.38, p = 0.012). e, Motor stereotypy
and synchrony stayed uncorrelated for WT rats with reduced inhibition (p = 0.160), and
stayed correlated for RTT rats with reduced inhibition (ρ = 0.76, p < 0.001). In d-e, color
represents different groups. Dash lines show the best linear fit when p < 0.01.
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2.4 Discussion

Here we have shown that MeCP2 disruption and increased inhibition cause a similar

reduction in complexity of the motor system. Compared to normal rats with intact inhibi-

tion, this reduced complexity manifested in four ways: body movements were simpler (lower

dimensional), neural activity became less diverse (i.e. more synchronous) across the neural

population in M1, interactions among neurons in M1 became more stereotyped, and rela-

tionships between M1 neurons and body movements became more stereotyped. Returning

to the questions we posed at the start, one interpretation of our observations is that MeCP2

disruptions cause an imbalance favoring inhibition in M1, which results in excessive neural

synchrony, thereby limiting the information capacity of the motor code; the commands sent

to the spinal cord from M1 are less diverse. In this view, the reductions in complexity of

behavior and neuron-to-body relationships are a natural consequence of the less complex

commands issued from neurons in M1.

However, our more careful look at our results adds nuance to this interpretation.

Elevated synchrony in M1 does not always coincide with a general reduction in complexity of

the motor system. Indeed, our measurements demonstrate that normal healthy rats exhibit

a wide range of synchrony, varying greatly from one recording to another. As shown in

Fig. 2.8c, the 5%-95% range of measured synchrony values in normal rats was 0.04-0.16, which

overlaps substantially with the 5%-95% range measured in RTT rats - 0.04-0.25. But, even

the highest levels of synchrony we observed in normal healthy rats did not come with dramatic

reductions in motor complexity. Considering this fact, a more accurate conclusion from our

results would be that enhanced inhibition and MeCP2 disruption result in a dysfunctional
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type of synchrony, that reduces motor complexity and is different from the synchrony found in

healthy M1 circuits. In agreement with this idea, previous work has highlighted the beneficial

role of synchrony in M1, “binding” functional groups of neurons which are associated with

distinct muscle groups [78, 79] or motor planning [80]. Our measurements of ICI stereotypy

suggest that one way in which this unhealthy synchrony differs from normal synchrony lies in

the temporal aspects of relationships among neurons. Very high ICI stereotypy (above 0.9),

which was not observed in our recordings of normal rats, implies that all neurons have very

similar temporal relationships - firing with the same lag or lead relative to the population.

In the normal rats, high synchrony could coexist with diverse temporal relationships among

neurons.

Application of muscimol in normal rats recapitulated many of our observed differences

between RTT rats and normal rats. This observation is consistent with previous studies

that point to an imbalance favoring too much inhibition in forebrain areas as a circuit-level

problem associated with RTT [60, 61, 62]. However, this observation also deserves more

careful attention. Not all aspects of our measurements of RTT rats paralleled the effects

of muscimol application in normal rats. For example, spike rates were not significantly

different between normal and RTT rats. This suggests that if excessive inhibition is indeed

an important aspect of RTT, then there are also compensatory mechanisms to keep spike

rates in a normal range. Such compensatory mechanisms are a well known challenge of

studying long term E/I imbalance in neural disorders [81].

Our work highlights the complex role of synchrony in motor system function and

dysfunction. We show that MeCP2 disruption can lead to excessive synchrony and a collapse

of complexity in the relationships among M1 neurons and the relationships between M1
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neurons and the body. Our findings suggest that stereotypy at the level of motor coding

may play an important role in the stereotyped body movements of Rett syndrome.
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