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Abstract 

A huge amount of user-generated data in the form of tweets or reviews on social media can be collected and 

analyzed for making informed decisions. This paper uses the novel deep learning model, namely the Elite 

Opposition-based Bat Algorithm for Deep Neural Network (EOBA-DNN) for performing polarity classification of 

the social media data. The proposed method includes three major steps, such as preprocessing, term weighting, and 

sentiment classification for identifying the polarity of the data. The results show that the EOBA-DNN outperforms 

other existing algorithms with improved accuracy for Sentiment Classification.  
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1. INTRODUCTION 

The way populace consume, converse, collaborate together with create is being revolutionized by 

Social Media (SM) [1, 2, 3]. Technologies categorized as "social media" contain online sites 

namely Facebook, Instagram, along with Twitter [4], message boards, blogs, etc [5]. For every 

firm, several benefits are brought by social media, namely the capability of extending to bigger 

audiences, the competence of driving sales via social commerce, accompanied by the skill to 

create trust and reputation [6]. A rising method for comprehending the individual‟s opinions 

through social networks is Sentiment Analysis. [7].   

When implemented to the comments of Social Media network users, their views are 

ascribed as being positive, neutral, or negative [8]. SA is applied by numerous preceding studies 

[9, 10] into a goods or movie review for deeper understanding their customer and making the 

required decision to ameliorate their product or services [11]. For conducting Sentiment 

Analysis, Lexicon along with Machines Learning (ML)-centered approaches is utilized. When 

informal language is employed, Lexicon-centered algorithms lose their efficacy [12]. Generally, 

huge datasets are processed utilizing ML classifiers. But, physical labeling of text aimed at ML 

is difficult and tedious to perform [13]. Deep Neural Networks (DNN) assists the algorithms to 

study by resolving the issue of training the complex models with comparatively bigger datasets 

with the progression in Artificial Intelligences [14]. A DL is proposed here, namely EOBA-DNN 

for executing Sentiment Classifications (SC) of Social media data. 
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This paper has been categorized as: Section 2 provided the associated work. Section 3 

briefly describes the proposed work. Section 4 exhibits the proposed method‟s results together 

with a discussion. Lastly, a conclusion is delineated in section 5. 

2. LITERATURE REVIEW 

Nadia Chouchani et al., [15] introduced a polarity classification method for executing SA of 

SM data by exploring social network structures. The information regarding social influence 

processes had improved SA. The model had surpassed an approach that deemed only information 

concerning homophily as revealed by the results. But, only on a smaller twitter dataset, the 

technique was tested. 

Sanur Sharma and Anurag Jain [16] introduced a Twitter SA by crawling real-time Twitter 

data and implementing ML techniques for effectively classifying the data. The tweet sentiments 

were effectively classified by the results into positive as well as negative with 87.2% accuracy. 

But, immense datasets were needed by the ML algorithms for system training and were 

extremely liable to errors. 

Srishti Vashishtha and Seba Susan [17] provided a SA of SM posts utilizing a compilation of 

fuzzy rules including multiple lexicons and datasets. Higher performance was yielded by the 

experiments upon benchmark datasets for the approach as analogized to the top-notch. But, the 

fuzzy logic was not always precise. Therefore, grounded upon the assumption, the outcomes 

were perceived so it mightn‟t be extensively accepted. 

SoYeop Yoo et al., [18] offered a system aimed at examining and predicting users' sentimental 

trajectories for events analyzed in real-time out of the enormous SM contents. The SA‟s 

accuracy was ameliorated by employing the DL technique as demonstrated by the results. But, 

the training time was improved by the DL algorithms without optimization and the traditional 

use of loss function caused miss classification error. 

3. PROPOSED METHODOLOGY 

A Deep Learning approach, such as EOBA-DNN, is proposed aimed at executing Sentiment 

Analysis of data. As of the publicly accessible database, the SM data is gathered initially. For 

eliminating the noise on the inputted data, preprocessing operations are executed. Next, utilizing 

a weighting scheme, like TFIDF-DFS, Feature Extractions (FE) of the preprocessed data is done. 

Lastly, for SC, the features (extracted) of the inputted data are rendered to the EOBA-DNN that 

classified the sentiment of provided inputted data into positive, negative, along with neutral. The 

proposed method‟s framework is exhibited in Figure 1. 



Annals of R.S.C.B., ISSN: 1583-6258, Vol. 25, Issue 5, 2021, Pages. 5769 - 5778 

Received 20 May 2021; Accepted 25 May 2021. 

 5771 
lsofrscb.rolsofrscb.ro http://annalsofrscb.ro 

 

Figure 1: Proposed framework 

3.1 Preprocessing 

An essential procedure for SA which includes cleaning and filtering of data is Pre-processing. 

Lots of noisy information, say, mis-spelled, slang words, user-generated abbreviations, and also 

white spaces that could demean the classifier‟s accuracy is contained by the amassed data of an 

openly available database. Therefore, preprocessing is performed, which encompasses (a) 

tokenization: a whole sentence is separated into smaller units named tokens, (b) stop word 

removal: the frequently utilized words are removed which are not likely to be obliging for 

learning, (c) stemming: a word is lessened to its word stem that affixes to suffixes and prefixes 

and (d) Removal of Hashtag, URL, and Username: the hashtags marked using a number sign (#) 

before a word on a sentence are removed and if an URL or username exists on a sentence, it is 

eliminated. 

3.2 Feature extraction 

 FE is performed after preprocessing. A weight is allotted for every term utilizing the TFIDF-

DFS scheme in the FE stage. Distinguishing feature selector (DFS) allots scores to every term 

deeming their distinguishing power. Terms frequency (TF) is a raw term frequency (total times a 

term takes place within a document), together with Inverse Documents Frequency (IDF) is 

the logarithmically scaled inverse part of the documents that encompass the word (acquired by 

division of the complete documents with the total documents encompassing the term with the 

logarithm of that quotient is taken). The paper utilizes the unification of these „3‟ techniques, 

which is expressed in Equation (1).  
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Wherein M  indicates the total classes on the amassed data,  ki dtTF , signifies the 

occurrence frequency of term it  in the document kd , the 2
nd

 term in equation (1) signifies the 
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IDF (class frequency) of term it , and 3
rd

 term symbolizes the DFS scheme.  In the 3
rd

 term, zict  

denotes the class zc including the term it , zict is the class zc  does not contain the term it , zict  signifies 

that the term it  is not a member of the class zc , and zict  implies the total sentences that did not 

comprise the term it  in other classes. 

3.3 Classification 

The EOBA-DNN is engaged for polarity classification after TW. The DNN [19][20] comprises 

an input layer, an output layer (OL), and above „1‟ Hidden Layer (HL) in between. The DNN‟s 

weight learning is deemed as a heavy complicated optimizing process of parameter system. 

EOBA is applied for increasing the computation speed and prediction‟s accuracy of DNN that 

encompasses a great ability for global searching, and rapidly converging is employed efficiently 

to ascertain the weights corresponding to different connections. Therefore, the proposed work is 

termed EOBA-DNN. The algorithmic procedure of DNN is provided as follows 

Step 1: Get the term weight of every term acquired by TFIDF-DFS on the dataset, which is taken 

as the input. 

Step 2: Create optimized weights values for each data (input) that is rendered on the input layer 

using EOBA and allocate it to the HL neurons in tandem with the OL neurons.  

Step 3: Gauge the HL‟s output using equations (2) and (3). The proposed work utilizes „2‟ HLs 

for polarity classification.  
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 Wherein  and , ,21 ii bandb signifies the 1
st
 and 2

nd
 HL‟s bias values, 2i1  wandiw  indicates 

the optimized weight values of the HL „1‟ and „2‟, and iT  signifies the input data values as of the 

earlier step. 

Step 4:  Assess the output by multiplication of the final HL with the weight of the same HL‟s 

output that is exhibited in equation (4).  
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Wherein,  G  signifies the nonlinear activation function, iw  signifies the optimized 

weight of the final HL‟s output, and ib represents the bias value of the last HL‟s output and iP  

signifies the output unit. The EOBA-DNN‟s output indicates „3‟ data classes: positive, negative, 

along with neutral.  
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Step 5: Calculate the OL‟s activation function with the learning error is envisaged by the loss 

function. The activation along with loss function engaged on the proposed EOBA-DNN are 

ReLU (ensured no negative outputs and ReLU surpassed the other activity functions owing to 

less training- and validating-time) along with cross-entropy which are formulated in equations 

(5) and also (6)  

   TTG w ,0max                     (5) 
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 Wherein, n  signifies the number of data points (inputs), J  signifies the total outputs, 

ijF ,
implies the j

th
 target value for data point i , and 

ijP ,
indicates the j

th
 output attained for data 

point i . The weight optimization executed by DNN employing EOBA is elucidated in the below 

section.  

3.3.1 EOBA for weight optimization of DNN 

Centered upon the microbats‟ echolocation behavior, the Bat Algorithms (BA) [21] was inspired 

through differing pulse rates of emission along with loudness. The algorithm includes the 

drawbacks of falling into a local optimum solution along with premature convergence. For 

overcoming this, an elite opposition-centered (EO) learning approach is added in the BA. An 

efficient search mechanism that could augment population diversity and improve global 

searchability is the EO. Therefore, the algorithm is labeled EOBA. 

 In a D -dimensional Search Space (SS), once the time is t , the frequency  if , the 

position is  tiT , the bat‟s speed  t

iv  in the populace are updated as exhibited in equations (7) - 

(9). 
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Wherein,  1,0  is an arbitrary variable that complies with uniform distribution; here 

T  denotes the existing global optimum position. In the local search, the updated local position 

formula is provided as follows: 

     toldnew QTT 
                                    (10)
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Where  tiT  symbolizes the existing optimal solution set, tQ  signifies the mean response 

of bats at the same time period and   denotes a random value. Pulse loudness  tQ  along with 

pulse rate iS is constantly updated throughout the iteration. The updated formula is:  

t

i
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                                                 (11) 
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Where   and  are constants and 0,10   . When t , 0,0 i
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correspondingly, and the formula is exhibited in equation (13). 
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Wherein n  signifies the population‟s size, D  is the SS dimension, k  ∈ (0, 1), and 
jxa  

and 
jxb imply the dynamic boundaries of j

th
 decision variable, which are gauged as exhibited in 

equations (14) and (15). 

 t

jij Txa ,min                                           (14) 

 t

jij Txb ,max                                           (15) 

The fixed boundary is changed by the dynamic boundary of the SS, which is employed 

for preserving the optimum solution. The inverse solution jumps out 
jj xbxa ,  is deemed as a 

feasible solution in equation (16). 
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4. RESULTS AND DISCUSSION 

 

The proposed EOBA-DNN for SC of SM data is executed in Python and the publicly accessible 

Twitter dataset is employed here for examining the results. The proposed EOBA-DNN‟s results 

with the existent classifiers namely Support Vectors Machine, Naive Bayes (NB), along with 

Artificial Neural Networks concerning f-measure and accuracy was examined by this section 

[22]. The technique‟s f-measure together with accuracy are contrasted with different weighting 

schemes, namely Word to Vector (W2V), TF, TF-IDF, DFS, and proposed TFIDF-DFS, which is 

displayed in Figure 2.  
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(a)           

Figure 2 (a): Results of proposed and existing classifiers 

 

Figure 2 (b): Results of proposed and existing classifiers 

 

Figure 2 (a) and (b) confirms that the proposed EOBA-DNN attains the highest level of 

accuracy and f-score when compared to other algorithms. It attains the accuracy values of 87.56, 

88.95, 90.25, 91.58, and 93.99 and attains the f-score values of 87.46, 88.85, 90.45, 91.68, and 

93.99 for the weighting schemes W2V, TF, TFIDF, DFS, and TFIDF-DFS. The NB attains the 

very lowest value of f-score and accuracy for all weighting schemes. The ANN attains an 

average level of performance when compared to all. Comparing all weighting schemes, W2V 
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attains the very lowest performance for all classifiers and the proposed weighting scheme attains 

the highest level of performance for all classifiers. So the results of techniques finally show that 

when using the proposed weight scheme, the polarity classification of the Twitter data is 

performed more accurately. 

5. CONCLUSION 

 

This paper proposes an Elite Opposition-based Bat Algorithm for Deep Neural Network (EOBA-

DNN) classifier for Sentiment Analysis of social media data that can predict the future events of 

the particular domain. With the polarity classification (positive, negative, and neutral) of the 

social media data, the decision-making process has been done in various applications, such as 

business, politics, government intelligence, summarization, recommender system, etc. The 

current EOBA-DNN achieved improved accuracy when compared to other classifiers and when 

using the proposed term weighting approach the classification techniques attain the highest level 

of the f-score and accuracy. In the future, this work has been extended to develop a deep learning 

model with the feature selection algorithm for performing sentiment classification of both textual 

and visual data. 
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