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Abstract: Sgnature verification system is always the most sought after biometric verification system. Being a
behavioral biometric feature which can always be imitated, the researcher faces a challenge in designing such a
system, which has to counter intrapersonal and interpersonal variations. The paper presents a comprehensive
way of off-line signature verification based on two features namely, the pixel density and the centre of gravity
distance. The data processing consists of two parallel processes namely Sgnature training and Test signature
analysis. Signature training involves extraction of features from the samples of database and Test signature
analysis involves extraction of features from test signature and it’s comparison with those of trained values from
database. The features are analyzed using Principal Component Analysis (PCA). The proposed work provides a
feasible result and a notable improvement over the existing systems.

Keywords. Biometrics, Centre of gravity distance, Off-line signature verification, Pixel density, Principal
Component.

l. Introduction

Identification of individuals is a very important aspect of security. Thatification techniques opted
may vary according to conveniences and requirements. The identificatiobhar@yried out by identity cards,
pin codes, smart cards etc., but these are easily misused. A better walyvigfual identification is on a
biological scale which is biometric verification. The biometric verification involvedtifitation of individuals
based on physiological and behavioral features. The physiological featureg imduéace, finger print, DNA
etc., and the behavioral features include voice, signature, gait which are tonegperson.

Signatures have been a primary method of identification of a persahfields for purposes such as
credit cards, contract agreements, cheques, wills, and other impdotaments. Thus a signature is widely
used behavioral biometric for identifying a person. In day to deytillions of signatures need to be verified;
this tends to be impossible by visual inspection and therefore an aut@ystteh is necessary for determining
the authenticity of the signature. Several decades have withessed intense res#acfield of signature
verification, especially in the Off-line signature verification. Signatureication is a process of discriminating
between genuine and forged set of handwritten signatures arddifficult task as the signatures are a result of
the physical and psychological status of an individual process.

Several techniques including different features of signature have e&etopked for the purpose of
signature verification. The signature verification can be of two maiestyime on-line or dynamic verification
system and the off-line or static verification system. The main stepsgoéture verification system are
preprocessing, thinning, feature extraction, and verification. Feature selantioextraction are fundamental
processes in any verification system. The features used in theefidinature verification are signature image
area, length to width ratio, geometric centers, angle and distance ofldrpm a reference point, signature
height and width. On-line signature verification system has featuodsas pen pressure, tilt, velocity, number
of strokes required etc. The feature sets provide an ambiguous pederrhance signature verification has
become a challenging task.

Off-line verification of signatures is done by considering an imaghekignature which is obtained
by using a scanner or a camera and extracting its features. Singigrthrire is scanned from a paper, it is
considered as a static image. Off-line signature verification is difficult due to limitedint of features which
can be extracted and the absence of dynamic features. Thus Off-lineagiddatal features are extracted from
the original signature and fed into the system and are later comparadstisignatures using various
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comparison techniques such as Support Vector Machine, Neural Networks, Hiddkov Models, Time
warping, Principal Component Analysis (PCA) etc.

In the decision making phase, the forged images can be classified in three gapugsddm, (b) simple,
and (c) skilled. Random forgeries are formed without any knowledge ofighers name and signatuie shape.
Simple forgeries are produced knowing the name of the signer but withaghan example of sigries signature.
Skilled forgeries are produced by people looking at an original instance of ttetusey attempting to imitate as
closely as possible. The disadvantages of on-line verification are : (i) lseayyutational load and (ii) warping
forgeries. The disadvantages of off-line verification are: (i) the signature can befeagly as compare to on-line
signature and (ii) features like pen pressure, and velocity cannot be acquired.

As mentioned earlier there are three important steps in signature verificagrarth Preprocessing,
Feature extraction and Data comparison. Preprocessing can be performeidun watys. Preprocessing is
carried out to make the data extraction and the data verification processazmbiefficient. The various
preprocessing methods are binarization, background elimination, noisgioed width normalization, thinning,
rotation normalization, smoothing, and size normalization. The next pracélss Feature extraction. Many
local and global features are extracted from the preprocessed signatugeaimdegy database is created using the
various learning and comparison techniques. Comparison is performedragting the features from the test
signature and by comparing it with those of the originals usingnigeds such as correlation, analysis of
variance, measuring Euclidean and Hamming distance etc,.

Motivation: Identities of individuals have been depicted and forged simes tunknown. Previously
the seals of kings and important people were forged and with @elvent of time and technology, the modern
biometric features are also prone to forgery. But the most misused o &llotinetric features is the signature.
Signatures are being widely used in the banking and legal purposethiangecessitates verification of
thousands of signatures everyday which are used on cheques, willBhistprocess by manual means is an
unachievable task since the processing speed does not meet the denthedsaadrity is diluted. This provides
means for various types of fraudulent activities and has motivatedme ap with an innovative off-line
signature verification system.

Contribution: In this paper, Offline Signature Verification using Principan@anent Variances is
proposed. The system could be efficiently used for real time peligemtification applications. The proposed
OSPCV produces better Equal Error Rate by effectively differentiatingebatgenuine and forgery signature
samples. The algorithm overcomes the intra and inters signature veriatid provides better Equal Error Rate
(EER). Organization of the paper: The following sections hereon aaminegl as follows. The related work is
presented in section Il. We discuss about the background work fionsdd. The proposed signature
verification model is described in section IV. The OSPCV algorithm is descrilsettion V. The experimental
results and the performance analysis are presented in section VI and the\skatimtains the conclusion.

. Related Work

Mustafa et al., [1] proposed an off-line signature verification sysieponsidering four main features:
Pixel density, Centre of gravity, Angle and Distance. The analysiasedbon a technique called ANOVA
(Analysis of Variance). The results also show that the combination of cangeavity and pixel density
features is the best for distinguishing between genuine and skilbgetifs.

Prakash and Guru, [2] developed a method for symbolic representatiffdiné signatures based on
relative distances between centroids. Distances between centroids of dfiglagures are used to form an
interval valued symbolic feature vector for representing signatures. Siigilatwes are clustered in each class
and the cluster based symbolic representation for signature verification isvaistigated.

Ismail et al., [3] proposed an off-line signature verification modiglguan Artificial Neural Network.

Before the extraction of features, the pre-processing stage of noiseateand normalization is performed to
prepare the signature so that the features can be extracted. The featurewavbitctacted are moment features
which are global shape characteristics described by moment, grey-scale co-cecunedrices which are
matrices of size N*N. When the size of the matrix is too large for direct msasurements such as
homogeneity, contrast, entropy and energy are used. The Principal @arhgknalysis is used for feature
extraction and a database is created. The originality of the test signature is \gyifiedking use of the
Artificial Neural Network for comparison.

Blankers et al., [4] proposed that the participants were given the ldfeutsing two kinds of datasets
that is off-line datasets that contained only the statistical data and the on-line dataséteddoth statistical
as well as the dynamic data hence a vast number of signatures were availabidyfis.afll the signatures
were stored previously in the systems, the on-line files were saved as tHedextents and the off-line files
were saved as the PNG images. The markings for the teams were aecttiedasis of the binary codes that is
0 for a wrong match and 1 for the correct match. and the progrsedsfor evaluations were Linux or windows-
win32 command line and the standards for declarationeofrabults were already prese by the NFI
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(Netherlands Forensic Institute) on the basis of the EER (Equal Eate}, FRR (False Rejection Ratio) and
FAR (False Acceptance Ratio).

Vargas et al., [5] proposed a signature verification system based osigudilgressure distribution in
signature. The pixel density is more if the pressure is more and viea, ¥ee pressure feature is captured in
form of pixel density. The technique used is called as Pseudo-Cepstral métiwdnethod involves the
calculation of histogram of grey scale image and used as spectrumalfardation of Pseudo-Cepstral
coefficients. The Pseudo-Cepstral coefficients are used to estimate the unijmermiphase sequence. The
sequence is used as feature vector for signature verification. Tineabpr most desirable Pseudo-Cepstral
coefficients are selected for best performance.

loana et al., [6] proposed an off-line signature verification model taedr large number of features
from the scanned signature and including a couple of new distancefbasaés. First, the image is scanned
and converted into a digital image and then edited to the dimension ef@®pPixels. The noise is removed and
the image is binarized and skeletonised. The features extracted are globakfediich are of the five main
categories: extreme point position, number of pixels, histogram, pixel positidnangular value. For
classification they have first considered two methods namely the NayesBmethod and the Multilayer
Perceptron classifier. The Naive Bayes classifier is found to have more gccurac

Vargas et al., [7] developed a system where in features representingotineatidn of High Pressure
Points from a handwritten signature image are analyzed for offdiriication. An approach for determining
the high pressure threshold from grey scale images has beasguodwo images are taken with one having
the high pressure points extracted and the other being a binary verdioa ofiginal signature. They are
transformed to polar coordinates using which the pixel density ratiebatthem is calculated. The polar space
is divided into angular and radial segments using which the local anafysie high pressure distribution is
done. Eventually two vectors having the density distribution eaocalculated for nearest and farthest points
from geometric centre of the original signature image. Experiments havederd out using a database with

160 peoplés signatures. The accuracy of system for simple forgeries is teigheliNN and PNN. KNN stands
for K-Nearest Neighbor, it is a technique to classify a new object by utsndistances to the nearest
neighboring training samples in the feature space. Probabilistic Neural KetRdN) is a 3-layer, feed-
forward, one pass training algorithm used for mapping and clasgitye data.

Ismail et al., [8] have developed a method in which Fourier Descriptor and Cbdées are used as
features for representing the signature image. Chain codes representdarpdayna connected sequence of
straight-line segment of specified length and direction. Identificatioogss is divided into two different sub-
processes, they are recognition and verification. The recognition presgseys the Principle Componen
Analysis and the verification process consists of a multilayer feweafd artificial neural network. Different
distances are measured between the chain code feature vectors to evateatdtshef recognition process.

Chen and Srihari [9] proposed the use of embedded deformable templdéd Ibased on the
philosophy of the multi-resolution shape features, i.e., chain codesgiogeind extrema extraction in order to
reduce the problem involved in graph matching. This processing wesuding threshold based binarization
which was initially applied to the first image of the signature and chainawdeur extraction was performed.
Another technique used for the purpose was measuring deformationiriiytg point matching. This was
performed by matching the end points of each of the letter in the refesgymaure. The thin-plate spline
mapping using a deformation template model was introduced which usqulatérsplines for two dimensional
interpolations. GSC (Gradient, Structural and Concavity) algorithm (Region Mgtdfersion) was also
developed in order to measure the image characteristics at different scales lgsjpeciallti resolutional
signatures.

Emre et al., [10] proposed an off-line signature verification and rétmgrsystem based on global,
directional and grid features of signatures. The comparison was doneSugipgrt Vector Machines (SVM).
One against all approach is used for training signatures. The database obt8ig8Gssignatures taken from 40

persons. A total of 480 forged signatures are taken for testesying is done in two different ways;
verification and recognition. Verification stage involves the decision aboethehthe signature is genuine or
forged. Recognition stage involves the process of finding the identificatithe signature owner.

Banshider et al., [11] proposed a method using geometric centre apgovafgature extraction.
Euclidean distance model was used as parameters for classification of sigidtteskold selection is based
on average and standard deviations of the Euclidean distance. The metblodsirscanning the signature
image, centering it and later extracting the feature points by horizomdalertical splitting. For increasing the
accuracy, especially in case of skilled forgeries, the split images or subpaftgther split to smaller units
which achieve better accuracy. Piyush et al., [12] proposed a signatification system based on Dynamic
Time Wrapping (DTW). The system involves extracting the vertical piioje¢eature from the test signature
image and then comparing it with the data set using elastic matchindafmase used for the purpose
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consists of signatures of hundred persons. The system usdadtcaisa modified discrete time wrapping
algorithm which captures a 1-dimensional vertical projection.

Yacoubi et al., [13] proposed off-line signature verification based odddidMarkov Model approach
(HMM). The system automatically sets an optimal acceptation / rejedéioision threshold for each signature.
The experiment is carried out on two databases called as DB-I and DB-Il.cDisists of 40 signers each
contributing 40 signatures. The 40 signatures are divided into pgriist group consists of 30 signatures used
for training and next 10 signatures for testing. DB-Il consistsOokifners each contributing 40 signatures
which are divided as above.

Simone et al., [14] initially worked on preprocessing work which wetloperations like binarization,
noise reduction, skew detection and character thinning and then the lagtygisawas performed. Later on
document analysis was done for performing the segmentationcafrémts. Pixel classification was initially
applied to the binarization of document images. Region and Page classifications weexfalsoed. Further
improvements were done on the basis of the character segmentation edootipdsed a sequence of characters
into individual symbols which was performed by identifying touchitgracters and location of the cutting
points. Analysis on OCR (Optical Character Recognition) and Word Ritimogwas performed for feature
extraction and learning algorithms. The most important characteristic oégbarch was Time Delay Neural
Networks which was used to deal with temporal sequences.

Robert et al., [15] proposed off-line signature verification based attiinal Probability Density
Function (PDF) and completely connected feed forward Neural Networks {Ni)experiment is conducted
over a database containing 800 signature images signed by 20 indivichealesults were improved by using a
rejection criterion. The threshold adjustments have to be carried out tyaougét an acceptable global error
rate and rejection rate.

Muhammad et al., [16] proposed off-line signature verification sydiased on a special type of
transform called Contourlet Transform (CT). They suggested thab@et transform can be used in feature
identification and feature extraction. The given signature was first pregged to remove noise and then was
re-sized according to the requirements. The modified signature was ugettie unique features by applying a
special form of Contourlet transform. The paper presents feature extraatied on Contourlet transform. This
method is helpful to verify signatures of different languages whichclasely related by alphabets. False
Acceptance Rate (FAR), False Rejection Rate (FRR), Equal Error Rate (ERRpreidered as important
aspects of comparison and verification.

Stephane et al., [17] proposed that several steps are involved in verificht® signature which
includes conversion of the data into a portable bit map, boundary extradafideatnre extraction using MDF-.
Centroid feature was another important aspect inculcated in this reseavbitinthe signature was separated
into two equal parts and center of gravity of each part was calculaterdnto increase the accuracy of the
feature describing the surface area of any signature, triSurface feaarintwoduced. The length feature
represented the length of the signature. Finally two neural classifiers sedenamely the Resilient Back
Propagation (RBP) neural network and the Radial Basis Function (RBF) netwakk for the testing purposes.

Ye et al., [18] proposed an off-line signature verification system basedifierent scale wavelet
transforms used in the curvature signature signals transformatiersytem works in 3 main steps (i) extract
the inflections of the signature curves using wavelet transform @tchmthe inflections of the template
signature sequence with test signature sequence and divide signatwt®ke®o (i) match the corresponding
strokes of the template signature sequence and the unknown sigeaueace to arrive at the decision about
originality or forgery. The database consists of 240 genuine sigsauom 20 Chinese authors each
contributing 12 signatures each. Six signatures are used for trainipgspuand the forged set consists of
random and skilled forgeries.

Das et al., [19] tried to improvise on the problems in biometric methogsdppsing an approach for
off-line representation of the signatures. The application introduced was DirécRooizability Density
Function (PDF) and feed forward NN with back propagation learning to masignatures in the verification
process. A number of methods were tried using the NN algorithm bonthéhat proved to be beneficial was
the implementation of the PSO-NN algorithm. Particle Swarm Optimization (PSOjttatgavas executed by
simulating social behavior among individuals and the NN structundda a simple and effective way as a
search algorithm. This research solved the problems based on optimization.

Oliveira et al., [20] brought a revolution in the writer specific approacthefoff-line signature
verification which was tedious and time consuming. Studies proved tha RReceiver Operating
Characteristic) graphs were the required factor for the off-line verificafibus Writer Independent Approach
was introduced which was based on forensic document examination apgroeadmpacts of choosing different
fusion strategies to combine the partial decision achieved by the SVM clasgiieesanalyzed and the
experiments proved that the Max rule was more efficient than the alrigiting method proposed. Hence the
Writer Independent Approach proved to be more efficient in comparisbrtivetWriter Specific Approach.
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Juan and Youbin [21] present an offline signature verification sy$tased on pseudo-dynamic
features both in writer-dependent and writer-independent mode. Featuresrbgsay level are extracted using
Local Binary Pattern (LBP), Gray Level Co-occurrence Matrix (GLCMJ histogram of oriented gradients.
Writer-dependent SVM and Global Real Adaboost are used in classification.

Burcer et al., [22] designed a Conic Section Function Neural Network (CSFNMNjflfoe signature
recognition. It is a framework for Multi-Layer Perceptron (MLPY d&adial Basic Function (RBF) networks.
The CSFNN is trained by chip in the loop learning technique to compensate pnadegs variations. The
recognition is performed on CSFNN hardware using two different signdatasets. Guerbai et al., [23] design
an offline Handwritten Signature Verification System (HSVS). The curvelesfolan and One-Class SVM
(OC-SVM) are used conjointly for the genuine signature verification.

Gady and Suneel [24] Explore an approach for reducing the variabilibgiaesd with matching
signatures based on curve warping. It utilizes particle dynamics to minimast function through an iterative
solution of first-order differential equation and is evaluated by measthmgrecision and recall rates of
documents based on signature similarity. The Proposed approacte aased as a stand-alone system or
preprocessing stage to better aligns signatures before applying thersigaatgnition techniques.

Saulo and Cleber [25] develop a neural network of Radial Basis Funcptinized by differential
evolution algorithm with the features that discriminates between gesignatures of simulated forgery. The
proposed method is better than in [26]. Histograms and symboliccdatde incorporated to improve the
performance.

Othman et al., [27] address the offline signature verification using artifieizdal network approach. It
addresses and compares various approaches and challenges to develop the vesystationfor secure
services. A number of algorithms using ANN to address the issudinogaffgnature verification are evaluated.

1. Background

The comparison of various off-line signature verification methods iges gn the Table 1. The brief
explanation is as follows.

Shekar and Bharathi [28] propose an Eigen-signature: A Robusararfficient offline signature
verification, Eigen and GLCM features model, consisting of two stggegrocessing and Eigen-signature
construction. The signature is preprocessed and Eigen signataomssucted. Then the image undergoes
Signature recognition process which is computed using Euclidian distaataase used is MUKOS explicitly
for kannada, containing 1350 signatures from 30 individuals.

Mustafa et al., [29] propose an Offline Signature Verification using Gkrs§lombination of HOG
and LBP Features. Database used is GPDS-300. The system performancaiiedneasg the skilled forgery
tests of the GPDS methods-160 signature dataset. The SVM is used as classifier.

Miguel et al., [30] propose a Robustness of Offline Signature Verifitaiased on Gray Level
Features. Signature is acquired from MCYT and GPDS database, Check fromdakedzkse. Signature is
preprocessed and Features are extracted and LBP, LDP and LDerivP areStéMhend histogram oriented
kernels ory Kernel are used as a classifier.

Manoj and Puhan [31] investigate the trace transform based affine invée&tnores for offline
signature verification. The features are obtained from a normalized associatedwiatioshn using trace and
diametric functional. The affine relationship between intra-class and interetiass functions are converted to
a simple scale and shift correspondence through normalizationsiiflarity measures for same-writer and
different-writer pairs are used to decide the threshold. The propostemsys effective over a large
unconstrained database.

Mujahed et al., [32] propose an Offline Handwritten Signature Verificatiote8y&sing a Supervised
Neural Network Approach based on back propagation algorithm. The rebolts accuracy, speed and
throughput is better on comparison with the benchmark algorithms arxlimes less time for choosing
signature using available modern hardware.

Table 1: Comparison of various Off-line Signature Verification M ethods

Author Appr oaches Database Performance/Result Advantages Disadvantages
Shekar and| Eigen-signature and MUKOS Suitable for 5 samples of| Used for Kannadg Other state-of - art
Bharathi [28] | GLCM feature based any dimension feature| offline signature: Approaches give
algorithm vector better performance
Mustafe et| HOG and LBP Features|] GPDS300 LBP-Grid feature] System does not| Not work for
al.,[29] outperforms all other types | require alignment of two
skilled forgeries of | signatures and
the enrolling use gradient magnitudes
Miguel et al.,| Gray Level Features GPDS960 Gray | LDerivP gives bette result| Used for Signaturey Processin  requires|
[30] Signature for all dimension feature| on check blendinc of  check
MCYT vector and sigt
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Manoj and| Trace CEDAR Receiver Operating possibility of design| It cannot verify for
Puhan [31] Transforn and circus| Characteristics curve showg of new function more functional
functions better result invariants
Mujahed  et| Neural Network| Database with | Supervised learning is bette| Signatures No specific Database
al,, [32] Approach 900 signatures | than unsupervised learning | verification  can bq is used
performec either
offline or online
Prashantl et| Geometric points,| GPDS 960 gray | Geometric  points are| Simple and easy| Geometric points
al., [34] Standard Scoreq images databasq compared using correlation | implementation alone are enough
Correlation
Ramachandra| Cross Validation and| GPDS96( gray | Geometric features  are| Verification  resultq Euclidean distance is
et al., [35 Graph matching| images databasq compared using Euclideal are cross validated | inferior toother
Euclidean distance distance methods
Nguyen et al.,| Enhancec Modified| GPDS96( gray | Signature samples are| Directional featured PCA outperforms|
[36] Direction Feature| images databasq trained by NN are compare using| EMDF and NN
Neural Networks, NN
Support Vector Machine
Proposed Pixel density ,,AND“ | GPDS 960 gray| The system is trained for| Efficient and error| --
OosPcCvV Centre  of Gravity| images intra signature variations rate is lower
method distance, PCA

V.

System Model

In this section the definitions and the block diagram of Off-line Sigea/erification by Analysis of
Principal Component Variances (OSPCV) system are discussed.

Definitions:

i. Signature: It is a handwritten illustration of a persoauthentication depicted through lines and curves.
i. False Accept Rate (FAR): The ratio of total number of forged signaturesteddeptotal number of
signatures used for comparison.
iii. False Rejection Ratio (FRR): The ratio of total number of original signatajested to total number of
signatures used for comparison.

iv.

Equal Error Rate: It is the point of intersection of the FAR and FR&®eswn the plot of FAR/FRR against

Threshold. It can also be defined as the common threshold at which bothrdARR are equal.
v. Average Error Rate: It is the average of the FAR and the FRR at a commouwlthresh

Vi.

after splitting.
Vii.

corner of the cell.
OSPCV System:

Pixel Density: It is defined as the number of black pixels pertainingetsignature in the cell of size 5*5

Centre of gravity distance: It is the distance of the centre black pixeéinell from the left hand bottom

Fig.1 shows the block diagram of the OSPCV system. This systédieséne authenticity of the given
signature of a person provided a set of genuine signatures are givesfef@nce. The signature database
consists of signatures from various individuals which are digitisedsiiyg a scanner. The pseudo dynamic
features are considered for the comparison. These features are extractediry e image into smaller cells,
and each cell provides two features. The PCA tool is used for feature verificatio

| INPUT SIGNATURES |

| PREPROCESSING |

| FEATURE EXTRACTION |

y

DATA PROCESSING

A

DATA TRAINING |

TEST SIGNATURE

ANALYSIS

COMPARISON }J

]

DECISION |

Fig.l1. The block diagram of the OSPCV system.
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1. Database: The Grupo de Procesado Digital de Senales (GPDS) database is used as input tonthdt syste
consists of signatures from 960 individuals each having 24 gemsigmatures and 30 forged signatures. The
first one hundred individuas signatures are used for testing the algorithm. Sample original aedyfsignals

are as shown in Fig. 2.
;: @a

Original signature Forged signature
Fig.2. GPDS database signature samples.

2. Pre-processing: The scanned signature image obtained is pre-processed. Thegssprg stage consists of
the following steps: (i) The RGB image scanned is converted into esga#g/ image and the intensities of pixels
are normalised to range from 0 to 1; (ii) The image is passed throughsaig@efilter to eliminate any noise if
present; (iii) The pixels whose intensity is less than 0.77 is mauev®intensity 0 and others are made to have
intensity 1. This is done in order to retain only the pseudwmijc features such as the high pen pressure
region; (iv) The boundaries of the signature are determined, and the pmtisandrnot necessary are deleted;
(v) The image is resized to 100*200; (vi) The resized image is then splgnraber cells of size 5*5. The idea

is properly elaborated in the Fig. 3, which shows a window of sigeskid across the entire image area, in other
words the entire image is split into smaller cells of size 5*5 from efashioh the features are extracted.
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Fig.3. Extraction of 5

3. Feature Extraction: The pre-processed signature image contains 800 smaller cells ofsiZevd features
are extracted from each of the cells; they are pixel density and cemgravitf/ distance. Therefore we obtain
800 numbers of pixel density features and 800 number of cefingravity distance features which gives a total
of 1600 feature points. Extraction of pixel density feature: Pixels aractadr by counting the total number of
black pixels present in an image cell. The Fig. 4 shows the cell which hasplieédrom the signature image.

0|1 1 1 1
01010 1 1
1 110 0 1
1 1[0 0 1
1] I 1 0 0
Fig.4. A 5x5 cell.

In this cell all the black pixels i.e., the pixels with intensity 0 are considerkdhantotal number of
black pixels is counted by using a counter in the program. The black fuxetscounted are shown darkened in
Fig. 5, and the counting is done according to (1):

0|1 |1 1 1
0 (0|0 1 1
11110 0 1
1 (160 0 1

1 0 0

1 1
Fig.5. Cell showing the Black Pixels to be counted for Pixel Density.
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Extraction of centre of gravity distance features: The COG distance femmxtracted by dividing the
total number of pixels in a cell by two and by taking the ceilingevalithat number. This gives the centre of
gravity of the cell; it is given by (2). The pixel at this count issidered and the position of this pixel is
extracted. The coordinates of this pixel is used to find its distance froteft bottom corner of the cell. The
Fig.6 illustrates the process and the same is represented in the forthel@3j

0 1 1 1 1
0 0 0 1 1
k1 ]1 3

0
1 0 0 1
0

xy)

Fig.6. Process of finding the CoG distar

CoG = ceil — (2)

4. Data Processing: The pixel density and centre of gravity distance features are procegsedncipal
Component Analysis. The PCA concept is explained as follows.

4.1 Principal Component Analysis (PCA): It involves a mathematical procedure that transforms a number of
possibly correlated variables into a smaller number of uncorrelated variablespeaitédal components. The
first principal component accounts for as much of the variabilithéndata as possible, and each succeeding
component accounts for as much of the remaining variability as possible.

It is used as a tool in exploratory data analysis and for making predictidels. PCA involves the
calculation of the Eigen value decomposition of a data covariance matiingatas value decomposition of a
data matrix, usually after mean centring of the data for each attributee§uies of a PCA are usually discussed
in terms of component scores and loadings. PCA is the simplest ofutheigenvector based multivariate
analyses. Often, its operation can be thought of as revealing the intaroalrstiof the data in a way which best
explains the variance in the data.

4.1.1 Computing PCA using the covariance method

A detailed description of PCA using the covariance method is explainéé fioltowing section. The
main aim of PCA is to convert a given data set X of dimension M &ltamative data set Y of smaller

dimension L. So, we are to find the matrix Y, wherns the Karhuner_oéve transform (KLT) of matrix X, it is
shown in the (4):

Y=KLTX —— (4)

(a) Organizing the data set
Consider a data set of observations of M variables, which need to be redticatiesich observation
can be described with only L variables, L < M. The data is arranged as a sgataf Wectors, X, ,....X y with

eachX y representing a single grouped observation of the M variakleX , ,....X y are taken as column
vectors, each of which has M rows. The column vectors are placea siigle matrix X of dimensions M x N.

(b) Calculation of the empirical mean

m=1M
The empirical mean along each dimension is found. The calculated mean values are placed into an
empirical mean vectas of dimensions M x 1 and this is given by the (5):

um= T Xma mmmmeee—e———————— (5)
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(c) Calculation of the deviations from the mean

Mean subtraction is an integral part of the solution for finding a pahcipmponent as it minimizes
the mean square error of the approximation of the data. When meaacBabtis not performed, the first
principal component will correspond to the mean of the data. Hence it isi@bgolecessary to perform mean
subtraction (or "mean centering"), so that it ensures that the first @iincimponent describes the direction of
maximum variance, which can be used for the deciphering. Thereforeetitering of data is performed by
subtracting the empirical mean vector u from each column of the datx iaffihe mean-subtracted data is
stored in the M x N matrix B, as given by the (6):

B=X-uh (6)
Where, h denotes a 1 x N row vector of all 1's, which is given in thedb(7):
h[n]=1 for n=1...N ---(7)

(d) Finding the covariance matrix
The M x M empirical covariance matrix C is found by using the formu(&):

1

C=E[BRQ B]=EB.B* = _ B.B* ———— (8)
Where,
%denotes the expected value operator,

denotes the outer product operator, and
* denotes the conjugate transpose operator.

(e) Find the eigenvectors and Eigen values of the covariance matrix

C
The matrix of eigenvectors which diagonalizes the covariance matris calculated using the (9):

— (%}
D is the diagonal matrix which has the eigenvalues ofThe Matrix D will take the form of an M x M
diagonal matrix, where:

The (10) is the rtnh Eigen value of the covariance matrix C, and (11):

DIp,ql= 0 for ptq ——- (]_]_}

Matrix V, is also of dimensions M x M, containing M column vectors, eafckength M, which
represent the M eigenvectors of the covariance matrix C. The Eigen valuefgandectors so obtained are

ordered and paired. Thus théhrﬁigen value corresponds to théhmigenvector.

(f) Rearranging the Eigenvectors and Eigen values

The columns of the eigenvector matrix V and Eigen value matrix D @ttedsin the order of
decreasing Eigen value, to make sure that the first principal compaeetitcthmaximum variation.

(g) Computation of the cumulative energy content for each Eigenvector

The Eigen values denote the distribution of the energy of source datg aach of the eigenvectors,
where the eigenvectors form a basis for the data. The sum of thg epatgnt across all of the Eigen values

from 1 through m is the cumulative energy content g for tWeB'rgenvector. Itis as shown in the (12):

gm= 01" Dlaal form=1.M - (12)

(h) Selection of a subset of the eilgenvectors as basis vectors
The first L columns of V are saved as the M x L matrix W, this is illustiatéti3):

WI[p,q]= V[p,q] for p=1...M, g=1..L --—--(13)

Where ISL <M
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The vector g is used as a guide in choosing an appropriate valueThe aim is to choose a value of L as
small as possible while achieving a reasonably high value of g orcenpege basis. For example, L may be
chosen so that the cumulative energy g is above a certain threshold, fleec@@t. In this case, the smallest
value of L is chosen such that (14) is satisfied:

g[m = 11> 90%------------ (14)
(i) Convert the sour ce data to z-scores

An M*1 empirical standard deviation vector S is created from the squatrefreach element along the main
diagonal of the covariance matrix C, as given in (15):

S=slml}= o (15)

The M x N z-score matrix is calculated by using the (16); it should &@ensure that the division is
performed elemertty-element. While this step is useful for various applications as it normdfigedata set
with respect to its variance, it is not integral part of PCA/KLT:

- = (16)
() Project the z-scores of the data onto the new basis
The projected vectors are the columns of the matrix given by the (17
Y=W . Z=KLT{X}--mmmmmr 17)

WhereW is the conjugate transpose of the eigenvector matrix. And the cobfmmegrix Y represent the
Karhunen Loéve transform (KLT) of the data vectors present in the columns okm¥atr

(k) Derivation of PCA using the covariance method

ConsiderX to be a d-dimensional random vector expressed as column vectoruiMtsiog generality, assume
X has zero mean. We need to find & d orthonormal transformation matrix P such that (18) is satisfied, with

. . . . —1 T
the constraint thatov(Y ) is a diagonal matrix an@ ~ =P :

V11— (18)
By substitution, and matrix algebra, we obtain (19), which is fudimeplified to obtain (20).
Cov(V)=E[YY'] e (19)
=E[P X)(P.X)]
= E{P(P X)(TX P)]
=P E[XX]P
=P cov(X)P

We now have
Pcov(Y) = Plgcov(X)P e
= cov(X)P

P is rewritten as d number of d x 1 column vectors, so

P= [ P_|_1P2,--..,Pd] ------------ (21)
and cov(Y) as

Substituting (21) and (22) into (20), we obtain (23).

[%1P1, %2 P2 .... hd Pd] = [COV(X)Py, COV(X)R,.... COV(X)Pg]  -memsmsmammmaennas (23)

It is noted that ink; P; = cov(X)P; . Pi is an eigenvector of the covariance matrix of X. Thysinding the eigenvectors of the covariance matrix ofvi find a projection matrix P that satisfies the origumstraints.
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The data analysis by PCA consists of two stages. They are: (i) Sgytraiming and (ii) Test signature
analysis by PCA, which is explained as follows.

(i) Signature training: In this process eight original signatures are taken and dntmésd different groups of four
each, named as M and N. The M group signatures are considered as reference sighatteatures extracted
from the signatures are analysed separately. The pixel density features of the gigmatipes are arranged in a
matrix A with each signature representing a column. The N group signatures areakah a time and its
features are inserted as the last column in the matrix A. The principal comportetsnaitrix A are found. The
variances of the principal components and the cumulative sum of the variances drelfaufirst value in the
cumulative sum array is stored in another matrix B. The same procesrsngerfor the other 3 signatures of
group N and the array B is filled in. The average of the arrayf@uisd and the threshold value is added to the
truncated value of the average. This forms the ideal comparison value (1@ fOSIRCV system. The process is
repeated for the centre of gravity feature also.

(i) Test Signature Analysis: The pixel density features of the M group signaturesasugedrin a matrix T with
each signature representing a column. The test sigfiatfeatures are inserted as last column in the matrix T.
The principal components of the matrix T are found. The variances of th@ppficomponents and the
cumulative sum of the variances are found. The first value in the cumulativarsayn(K) is the value to be
compared with the ideal comparison value (I). The process is repeated for the cemtvéyofaature also.

V.  Comparison and Decision

The variances are represented by the energy of the Principal Compomnenisted for by its Eigen
values. Thus if principal component has more energy then it belongméogsaup. Hence the values K and |
are compared as follows: If K < | which means that if the test signaturke$menergy than the reference
signatures then the signature is forged else if K >= | which meansntrgy of test signature is more than
reference signature then the signature is genuine.

VI. OSPCV Algorithm
Problem definition:
Given a signature whose authenticity is to be verified, the goal is to:
(i) Pre-process the obtained signatures.
(if) Extract the centre of gravity distance and the pixel density features.
(iii) Test the authenticity of the test signature by using Principal Component Variances.

Table 1 shows the algorithm for the proposed system knownea®$8PCV, which verifies the
authenticity of a given test signature. Digitising the test signature angettiuine signature database is done
using a scanner. The signhature is pre-processed as per the stepsrstie algorithm. The image is split into
smaller cells and features are extracted from each cell. The features are ROAM obtain the similarities of
the signature. And the decision is made based on similarities betweenegamdiitest signatures.

Table1: OSPCV Algorithm

Input: Database of genuine and forgery signatures.
Output: Decision stating matching or not matching.

(i) Acquire the signature images from the database chosen asswied test signature.

(i) The RGB images are converted to gray scale images. Onlx#wt signature area is considered for
further processing. Noise removal, thinning are perfdrme

(iii) The image obtained from the previous stage is resiz&80200 and split into smaller cells of size 5*5.

(iv) The pixel density and centre of gravity distanceuiezst are extracted from each of the cells.

(v) The extracted features are processed using the PCA.

(vi) The value obtained from PCA for the test signaturethediatabase are compared.

(vii) The decision is made on the basis of relation betweerirst value in the cumulative sum array (
and the ideal comparison value (l).

)

VIl.  Experimental Results and Performance Analysis
The experiment is carried out on the GPDS960 database [33], which saisssgnatures from 100
individuals each having 24 genuine signatures and 30 forged sigmatinich amount to a total of 6400
signatures having 2400 genuine and 3000 forged signatures. Alntdges are resized to 100*200. The
programming software used for execution of the proposed algoistthe MATLAB.
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Table2: FAR and FRR vs. the Threshold valuesfor the PD, CoG distance, PD OR CoG distance and PD
AND Centre of Gravity distance feature for GPDS database [100x200]

Pixel Density | Centreof Gravity | PD OR CoG | PD AND CoG
Threshold (PD) distance distance distance

FAR FRR FAR FRR FAR FRR FAR FRR
-5 84.18 [1.6 80.76 0.42 88.8 1.6 76.15 | 0.42
-4 71.53 [4.16 66.83 2.02 77.6 4.7 60.7€ | 1.49
-3 56.49 [8.65 51.36 4.8 63.07 9.4 44.7¢ | 4.05
-2 38.97 |15.38 |33.41 11.85 44.7 17.2 27.6¢ | 10.04
-1 23.58 |25.42 ]18.03 21.58 27.52 27.99 |15.1 19.01
0 12.05 |39.42 [9.14 37.82 15.55 43.8 5.64 33.44
1 4.27 53.09 |3.33 54.48 5.55 60.47 |2.05 47.11
2 1.45 64.95 | 0.76 68.91 1.88 71.79 |0.34 62.07
3 0.34 75.32 10.17 77.77 0.42 80.02 | 0.08 73.07
4 0.08 82.26 |0 82.37 0.08 84.72 |0 79.91
5 0 86.32 |0 84.5 0 87.28 |0 83.54

TABLE 2 shows variation of FAR and FRR with threshold valwestlie case of Pixel Density (PD),
centre of gravity distance, PD OR CoG distance and PD AND CoG distance$edthe threshold is varied
from -5 to +5 and the corresponding FAR and FRR are tabulated. Itecaedn that FAR and FRR vary
inversely, that is an increase in FAR means decrease in FRR and vaeAmrmptimum threshold is chosen
such that both FAR and FRR are in permissible limits. Experimental reauisshown that optimum FAR and
FRR are obtained when threshold lies in range of -2 to 0.

The four graphs of FAR and FRR against threshold in case of GRaBade obtained for four
different features are shown in Figure 7. As threshold increases, the¥/&R& increases and FAR decreases.
The value of EER obtained for pixel density and center of gravitgrdie features is 24.07 and 20.2
respectively for optimal threshold of -1.0722 and - 1.141 aira pdere FAR equals to FRR. The PD and CoG
distance features are fused by logical operations OR and AND. The codiegpgraphs are also shown in the
Fig.7. It is found that the value of EER is 27.81 and 17.06 foa@RAND operations respectively at optimal
threshold of -1.01 and -1.217.

FAR and FRR v/s Threshold for pixel density FAR and FRR w/s Threshold for centre of Gravity distance
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Fig.7. FAR/FRR against Threshold plot for Pixel density, Centre of Gravity dist@iz®R CoG distance
andPD and CoG distance features for GPDS database [100x200]
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Receiver Operating Charecteristics

i ——rD
80 —4—Co6 |
| —b— PDICoG
I PD&COG |

FRR

FAR
Fig.8. Receiver Operating Characteristics of OSPCV system.

The Receiver Operating Characteristics for different features of OSPCV sgstbown in Fig.8. The
ROC consists of plot of FRR versus FAR for the features of pixdityertentre of gravity distance, pixel
density OR centre of gravity distance, and pixel density AND centreawftgrdistance. The graph shows that
system performance for pixel density AND centre of gravity distanoetier than other cases.

Table 3 shows the comparison of performance of the OSPCV modebthiéh contributions, which
have used the same GPDS database and it shows a notable improvement whesddortipase systems.

Table 3. Comparison of EER values of the proposed model with the existing modelsfor GPDS database.

Reference M ethod % EER
Prashanth et al.,, [34]]| Pixel density and geometric point: Standard 30.04
(SSCOSV) Scores Correlatior )
Ramachandr et al., [35]| Cross Validation and Graph  matching 24.0
(SCGMC) Euclidean distanc )

Enhanced Modified Direction Feature, Neure
Networks, Support Vector Machin

Pixel density ,,AND“ Centre of Gravity
Proposed OSVPCV method distance, Analysi¢ of Principal Componel| 17.06
Variances

Nguyen et al., [3€ 20.07

The graphical comparison of percentage EER values of the proposed OSAQlkal density AND
centre of gravity distance feature with publically reported results @G®DS database is shown in the Fig.9.
The figure shows that the performance of the proposed systegités than others [26, 27, 28] using the GPDS
database.

Comparison of Receiver Operating Charecteristics
90 T T
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Fig.9. Comparison of Receiver Operating Characteristics of the proposed OSB&m syith other methods.
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VIIl.  Conclusons

In this paper, Off-line Signature Verification using Principal Compbnéariances is presented. In
signature verification process, two problems are encountered. Thieyrarperson variations (variations of the
same persdis signature taken at different time instances), and inter-person variatioiaigns between the
same signatures signed by two different people). Both the probi@westo be successfully counterbalanced by
the system. The proposed system uses Pixel density and Cegtevitf distance features for representing the
signature image and the Principal Component Variances to analyse the faatlersve at a suitable solution
for verifying signatures. All experimental results have demonstratedhibgiroposed method achieves high
performance. Hence we conclude that the proposed system can beffestigely for Off-line Signature
Verification purpose with great reliability as it gives minimum error comparedigstrexsystems.

Since we have developed our own technique for incorporating the PCreclien that this algorithm
can be effectively extended to other areas of biometric verifications like the rEeognition, Retina
Identification, Fingerprint verification with small modifications. The perfarosmof the system can further be
improved by fusing the current technique with other techniques such asaBd/Meural Networks.
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