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A B S T R A C T

The computation of the grass reference evapotranspiration with the FAO56 Penman-Monteith equation (PM-ETo)
requires data on maximum and minimum air temperatures (Tmax, Tmin), actual vapour pressure (ea), shortwave
solar radiation (Rs), and wind speed at 2m height (u2). Nonetheless, related datasets are often not available, are
incomplete, or have uncertain quality. To overcome these limitations, several alternatives were considered in
FAO56, while many other procedures were tested and proposed in very numerous papers. The present study
reviews the computational procedures relative to predicting the missing variables from temperature, i.e., the PM
temperature approach (PMT), and estimating ETo with the Hargreaves-Samani (HS) equation. For the PMT
approach, procedures refer to predicting: (a) the dew point temperature (Tdew) from the minimum or the mean
air temperature; (b) shortwave solar radiation (Rs) from the air temperature difference (TD=Tmax-Tmin) com-
bined with a calibrated radiation adjustment coefficient (kRs); and (c) wind speed (u2) using a default value or a
regional or local average. The adequateness of computing Tdew from air temperature was reassessed and the
preference for using an average u2 has been defined. To ease the estimation of Rs, for the PMT approach and the
coefficient of the HS equation, multiple linear regression equations for predicting kRs were developed using local
averages of the temperature difference (TD), relative humidity (RH) and wind speed as independent variables.
All variables were obtained from the Mediterranean set of CLIMWAT climatic data. Two types of kRs equations
were developed: climate-focused equations specific to four climate types - humid, sub-humid, semi-arid, and
hyper-arid and arid -, and a global one, applicable to any type of climate. The usability of the kRs equations for
the PMT and HS methods was assessed with independent data sets from Bolivia, Inner Mongolia, Iran, Portugal
and Spain, covering a variety of climates, from hyper-arid to humid. With this purpose, ETo estimated with PMT
and HS (ETo PMT and ETo HS) were compared with PM-ETo computed with full data sets to evaluate the usability
of the kRs equations. Adopting the climate-focused kRs equations with ETo PMT, the RMSE averaged 0.59, 0.64,
0.65 and 0.72mm d−1 for humid, sub-humid, semi-arid, and arid and hyper-arid climates, respectively, while
the RMSE values relative to ETo HS when using the respective climate-focused kRs equations averaged 0.58, 0.60,
0.60 and 0.69mm d−1 for the same climates. These results are similar to those obtained with the kRs global
equation. The accuracy of the PMT approach when using the kRs equations was also evaluated when one, two, or
all three Tdew, Rs and u2 variables are missing and the resulting goodness-of-fit indicators demonstrated the
advantage of the combined use of observed and estimated weather variables. The usability of the kRs equations
for an efficient parameterization of both the PMT approach and the HS equation is demonstrated with similar
performance of PMT and HS procedures for a variety of climates. Because the ETo HS results depend almost
linearly on temperature, the PMT approach, using estimates of the weather variables, is able to mitigate those
temperature impacts, which trends may be contrary to those of other variables that determine ETo. The clear
advantage of the PMT approach is that it allows using the available weather data in combination with estimates
of the missing variables, which provides for more accurate ETo computations.
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1. Introduction

Evapotranspiration (ET) is a key variable in the hydrological cycle
to quantify the water balance at all scales, from the field to the basin,
aiming at better understanding the hydrological behaviour of natural
and man-made landscapes, and improving water resource planning and
management (Jensen and Allen, 2016). Multipurpose projects in irri-
gation, hydropower, water transportation, flood control, and municipal
and industrial water uses require accurate estimation of ET. As com-
petition for water is increasing and water resources are gradually de-
pleted, the need to cope with water scarcity makes knowledge and
accuracy of ET estimates increasingly relevant. Reducing the water use
in agriculture in response to global change and environmental chal-
lenges requires improved use of ET information, namely reference ET at
various scales. For most of those purposes, the accuracy in estimating
the grass reference evapotranspiration (ETo, mm d−1), often referred as
potential evapotranspiration, plays an essential role (Allen et al., 1998;
Pereira et al., 2009; Pereira, 2017).

Agricultural water management practices require that crop water and
irrigation requirements be accurately estimated, which in turn demands
accurate knowledge of crop evapotranspiration (ETc, mm d−1). There are
various approaches for measuring and estimating ET at the various
scales, depending upon the available data and the goals of each study
(Farahani et al., 2007; Allen et al., 2011; Jensen and Allen, 2016).
McMahon et al. (2016) reviewed a variety of equations and model ap-
proaches on ET, from the work of Dalton, published by 1802, to present.
A commonly used ETc estimation method at the field scale consists of
using the Kc-ETo approach combining the grass reference evapo-
transpiration (ETo) with a crop coefficient (Kc) (Allen et al., 1998). In this
approach ETo represents the evaporative demand of the atmosphere
(Allen et al., 1998; Pereira et al., 1999) and Kc embodies an integration of
the effects of the main characteristics that distinguish the crop from the
grass reference. Applications worldwide are quite successful as recently
overviewed (Pereira et al., 2015a, 2020a,b,c).

The computation of the Penman-Monteith ETo equation (PM-ETo),
described in next section, requires data on maximum and minimum air
temperatures (Tmax and Tmin), solar radiation, air humidity and wind
speed. However, in many regions and locations these weather variables
are not observed, are not freely available from the relevant meteor-
ological services, or are of poor quality due to insufficient quality
control. It results that only reduced data sets are available, often con-
sisting of Tmax and Tmin only. Research has developed a variety of tools
and procedures to overcome the unavailability of data, namely by using
alternative ET equations or heuristic approaches that use reduced
weather data sets. However, various among those developed solutions,
mainly the heuristic ones, do not use the basic physics underlying the
PM-ETo equation (Pereira et al., 2015a), which is considered relevant
when selecting alternative approaches to compute ETo with reduced
data sets.

As previously reviewed by Pereira et al. (2015a), limitations in
using the PM-ETo equation led to numerous studies comparing results of
a variety of equations and approaches with the PM-ETo. Temperature-
based evapotranspiration equations have shown to be quite useful in
those conditions, but comparisons extended to a wide number of
equations, including several versions of the Penman equation. More-
over, recently, various researchers tried to assess the validity of the PM-
ETo equation comparing ETo computed values with lysimeter ETo
measured under non-standard grass conditions, thus not under com-
parable conditions. However, the PM-ETo equation resulted from the
Penman-Monteith combination equation (Monteith, 1965) when cali-
brated for grass adopting standard grass aerodynamic parameters
(Smith et al., 1991; Allen et al., 1994a, 1994b, 1998; Pereira et al.,
1999). Former lysimeter grass ETo studies were developed focusing on
the ET processes and their results contributed to improve the use of the
PM-ETo equation, namely in advective environments (Berengena and
Gavilán, 2005), and mainly proposing different day and night bulk

surface resistances (Todorovic, 1999; Wright et al., 2000; Lecina et al.,
2003; Steduto et al., 2003) as adopted for the hourly calculation of ETo
(Allen et al., 2006). Thus, contrarily to the former studies, the recent
ones did not contribute to improving the concept of reference evapo-
transpiration, nor on its use in practice. Different ETo research ap-
proaches were meanwhile developed to search the use of diverse
sources of weather data, such as reanalysis weather and ETo data pro-
ducts, gridded weather data of various sources, or geostationary sa-
tellite data. In addition to computation with reduced data sets, this
review also provides for an overview of alternative solutions that allow
overcoming related difficulties.

The main goal of this article, as a part of the current Special Issue on
FAO56 crop water requirements method, is to present a consolidated
step-by-step method to parameterize the FAO Penman-Monteith tem-
perature (PMT) approach and the Hargeaves-Samani (HS) equation.
The specific objectives consist of: (1) proposing a coherent metho-
dology for estimating the lacking weather variables from temperature
and then computing ETo with the PMT approach, namely using multiple
linear equation to estimate the radiation adjustment coefficient kRs
from local long-term average TD, RH and u2; (2) developing a new and
simple procedure to parameterize the Hargreaves-Samani (HS) equa-
tion, also estimating kRs from local TDavg, RHavg and u2 avg; (3) assessing
the usability of the kRs equations by evaluating the accuracy of ETo
estimates by both approaches when compared with PM-ETo computed
with full datasets, and (4) discussing about the relative advantages of
both computational approaches.

Following the current introduction of the subject of this study,
Section 2 consists of a review of various approaches to compute ETo
with reduced data sets. Section 3 refers to Material and Methods, thus
including descriptions of the datasets used, of the approach adopted for
parameterizing the PMT and HS methods, as well as of the goodness-of-
fit indicators adopted for validating the various ETo estimation ap-
proaches using reduced datasets comparatively to the PM-ETo compu-
tation with full data sets. Section 4 consists of describing and testing the
PMT approach for computing ETo when only temperature data are
available, as well as when only relative humidity, wind speed and/or
solar radiation data are lacking. Section 5 focus on parameterizing the
HS equation from characteristic local climate variables and assessing
the resulting performance of the HS equation. Finally, Section 6 dis-
cusses the previous analysed applications and provides recommenda-
tions for users.

2. Grass reference evapotranspiration and its computation with
reduced datasets

ETo is defined as the rate of evapotranspiration from a hypothetical
reference crop with an assumed crop height h=0.12m, a fixed daily
canopy resistance rs=70 s m−1, and an albedo of 0.23, closely resembling
the evapotranspiration from an extensive surface of green grass of uniform
height, actively growing, completely shading the ground and not short of
water (Allen et al., 1998). This definition corresponds to the application of
the Penman-Monteith combination equation (Monteith, 1965) to a grass
crop cultivated in standard, optimal conditions, with ETo (mm d−1)
described by the daily PM-ETo equation:
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where Rn is the net radiation at the crop surface (MJ m−2 d-1), G is the soil
heat flux density (MJ m−2 d-1), Tmean is the mean daily air temperature at
2m height (°C) computed from maximum and minimum air temperature
(Tmax and Tmin, °C), u2 is the wind speed at 2m height
(m s-1), es–ea is the vapour pressure deficit (VPD, kPa) computed from the
saturation vapour pressure (es, kPa) and the actual vapour pressure
(ea, kPa), Δ is the slope of vapour pressure curve (kPa °C−1), and γ is the
psychrometric constant (kPa °C−1). That definition has been further
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extended to hourly time steps adopting different parameters for day- and
night-hours (Allen et al., 2006). Main equations used to compute the
parameters of the PM-ETo Eq. (1) are given as Supplementary Information.

Due to its easier application to compute ETo with temperature data
only, the main focus of research has been on the use of the Hargreaves-
Samani (HS) equation (Hargreaves and Samani, 1982, 1985;
Hargreaves et al., 1985; Hargreaves, 1994). Following the re-
commendation by Allen et al. (1998), and due to its simplicity, the HS
equation became the most popular approach to compute ETo (Eq. 1)
when only reduced data sets are available. This equation may be
written as

= +ET R T T T0.0135 k ( ) ( 17.8)o HS Rs
a

max min mean
0.5

(2a)

where ETo-HS corresponds to the daily grass reference evapotranspira-
tion (mm d−1), Tmax, Tmin and Tmean are respectively the maximum,
minimum and mean temperature (°C), λ is the latent heat of vapor-
ization (2.45MJ kg−1), kRs is the empirical radiation adjustment coef-
ficient (°C−0.5), Ra is the extraterrestrial radiation (MJ m-2 d-1), 0.0135
is a factor for conversion of units from the American to the International
System, and 17.8 is an empirical factor related to temperature units
used in the original formulations. Often, Eq. (2a) is written with the
Hargreaves coefficient (CHS = kRs 0.0135/λ), thus not explicitly re-
ferring the kRs coefficient:

= +ET C (T T ) R (T 17.8)HS meano HS max min
0.5

a (2b)

Jensen et al. (1990) have shown the appropriateness for using
ETo-HS when only reduced data sets are available. The HS equation was
tested extensively, and good estimation results are often reported
(Almorox et al., 2015). However, since it does not account for the ef-
fects of wind speed and humidity, it is less accurate in humid climates
(Nandagiri and Kovoor, 2006; Trajkovic and Kolakovic, 2009; Martinez
and Thepadia, 2010; Tabari, 2010), under high wind speeds (Temesgen
et al., 2005; Gavilán et al., 2006; Raziei and Pereira, 2013a; Ren et al.,
2016a; Paredes et al., 2018b), as well as in mountain and high elevation
environments (Garcia et al., 2004; Ravazzani et al., 2012). Conse-
quently, numerous authors, aiming at improving its performance, de-
veloped a variety of approaches to calibrate the respective coefficients
as reviewed in Section 5.

The HS equation is often used with a default kRs value, commonly
0.17 °C−0.5 (Almorox et al., 2015). However, a great deal of research
aimed at a more accurate estimation of ETo-HS led to search for optimal
values for CHS and kRs, and/or for other parameters of the HS equation
originally expressed by constant values in Eq. (2), the additive constant
17.8 and the exponent 0.5. While there is a rational in optimizing kRs
because it relates to the atmospheric conditions that influence the
availability of incoming solar radiation at the surface, thus the avail-
ability of energy for evaporation, searching for improved values for the
exponent and the additive constant makes it more difficult to para-
meterize the HS equation because all three parameters interact and
influence each other values. Moreover, it was observed that the gain in
accuracy was generally relatively low while the HS equation became
more difficult to parameterize since three parameters must be selected.
Various authors noticed that there is advantage in seeking for the best
value for kRs, or for CHS, but not for the other parameters, namely the
exponent, e.g., Hargreaves and Allen (2003); Ravazzani et al. (2012)
and Berti et al. (2014). Other researchers added terms to consider im-
pacts of rainfall, wind, or elevation, e.g. Annandale et al.(2002),
Diodato and Bellocchi (2007), Kra (2014), Patel et al. (2014), while
others searched for regionalization of CHS, e.g. Gavilán et al. (2006) and
Mendicino and Senatore (2013).

When only reduced data sets are available, at limit with Tmax and
Tmin data only, FAO56 (Allen et al., 1998) proposed the computation of
ETo with using estimates of the missing variables. This calculation ap-
proach is often called the Penman-Monteith temperature or PMT ap-
proach. Various methods, including the use of data from a nearby

weather station, were proposed in FAO56 (Allen et al., 1998) for esti-
mation of the missing variables Rs, ea and/or u2 required to compute
ETo (Eq. (1)) if only reduced data sets are available.

When relative humidity or psychrometric data are missing, it was
recommended to compute ea assuming that the dew point temperature
(Tdew, oC) could be well estimated by Tmin. This approach holds when
applied to a reference site where temperature and humidity are mea-
sured over an extensive and actively growing grass crop completely
shading the ground and not short of water, which corresponds to the
conditions assumed when defining the PM-ETo. Confirming this asser-
tion, studies have shown that this approach does not hold when ob-
servations are performed in non-reference sites and when sites are af-
fected by dryness and local advection, which cause that Tmin>Tdew
(Allen, 1996; Kimball et al., 1997; Temesgen et al., 1999; Paredes and
Pereira, 2019; Allen et al., 2020). Tdew = Tmin was adopted in various
applications performed under conditions assumed as reference sites
(e.g., Liu and Pereira, 2001; Pereira et al., 2003; Trajkovic, 2005;
Popova et al., 2006; Jabloun and Sahli, 2008; Córdoba et al., 2015;
Wable et al., 2019), or not affected by dryness (Cai et al., 2007;
Martinez and Thepadia, 2010). Considering that most of worldwide
applications refer to sites where information on grass cover conditions
are limited, there is the need for different approaches in estimating Tdew
from Tmin or Tmean that minimize impacts of dryness of the sites on ETo,
particularly when computations are based upon temperature data only.
Various approaches were reported by several authors, e.g., Temesgen
et al. (1999), Hubbard et al. (2003), Todorovic et al. (2013), Ren et al.
(2016a), Upreti and Ojha (2017) and Paredes et al. (2018a). A con-
solidated one was reported by Paredes and Pereira (2019) and is pro-
posed hereafter in Section 4.

The HS Eq. (2) contains an estimate of the incoming solar radiation
from the temperature difference TD = T Tmax min (oC), the Hargreaves
and Samani radiation equation:

=R k (T T ) Rs HS R max min
0.5

as (3)

where Rs HS is daily shortwave solar radiation (MJ m−2 d-1) directly
expressed as influenced by kRs. Therefore, coherently with the re-
commendation on the use of the HS equation, Allen et al. (1998) pro-
posed to estimate Rs with Eq. (3). Previous studies have shown that kRs
varies with the site climate, namely dryness/wetness and wind speed
(Raziei and Pereira, 2013a; Ren et al., 2016a; Paredes et al., 2018a, b).
Paredes and Pereira (2019) reviewed the use of various Rs estimation
methods from temperature and developed multi-linear regression
equations to estimate kRs. Their test has shown useful for an accurate
computation of ETo with the PMT approach for reduced data sets
(ETo PMT). These kRs equations are considered herein and their usability
is tested in Section 4, hereafter. More recently, the use of Rs from
geostationary satellite LSA-SAT and from ERA5 reanalysis were also
tested for computing ETo PMT (Paredes et al., 2020).

When wind speed data are not available, solutions for the applica-
tion of the PMT approach include the use of the world average wind
speed value u2 def = 2m s−1 as the default estimator of wind speed
(Allen et al., 1998), and the use of average local or regional wind speed
(u2 avg) data (Popova et al., 2006; Jabloun and Sahli, 2008; Djaman
et al., 2016; Paredes et al., 2018a).

Most studies using the FAO-PMT approach report on its good ac-
curacy when compared with full data PM-ETo (Liu and Pereira, 2001;
Annandale et al., 2002; Pereira et al., 2003; Popova et al., 2006;
Jabloun and Sahli, 2008; López-Moreno et al., 2009; Sentelhas et al.,
2010; Almorox et al., 2018). More recent studies report quite good
accuracy of ETo estimates when using the above referred procedures for
estimating Tdew, Rs and u2 (Raziei and Pereira, 2013a; Todorovic et al.,
2013; Ren et al., 2016a; Paredes et al., 2018a, b). Various authors re-
ported that the PMT approach provided for better results than the HS
equation or other temperature based equations, namely for climates
marked by humidity (Trajković et al., 2011; Pandey and Pandey, 2016;
Ren et al., 2016a; Tomas-Burguera et al., 2017; Ferreira et al., 2019;
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Quej et al., 2019). However, other studies as the one by Singh et al.
(2018) applied to India report on the superiority of the HS equation.
Aiming at using weather forecasts for irrigation scheduling, the super-
iority of the PMT approach was reported by Yang et al. (2019a, b).

Recent approaches to estimate ETo combine the use of remotely
sensed radiation with ground observations or reanalysis data (Bois
et al., 2008; Shwetha and Kumar, 2018). Hart et al. (2009) reported on
using the NOAA Geostationary Operational Environmental Satellite
(GOES) visible satellite data to develop a methodology to extend the
California Irrigation Management Information System (CIMIS) ETo
station estimations to spatial daily ETo maps of California. Vyas et al.
(2016) used Rs from the Indian geostationary satellite, Kalpana-1 VHRR
combined with operational high-resolution short-range weather fore-
casts on temperature, humidity, and wind speed from the Weather
Research and Forecasting (WRF) model to compute ETo. De Bruin et al.
(2010, 2016) proposed the LSA-SAF methodology to estimate ETo from
daily values of downward solar radiation obtained with radiometers on-
board the geostationary satellite Meteosat Second Generation (MSG),
and from air temperature at 2m provided by operational weather
forecasts from the European Centre for Medium-range Weather Fore-
casts (ECMWF). Other applications were reported by Cammalleri and
Ciraolo (2013), Cruz-Blanco et al. (2015) and Ramírez-Cuesta et al.
(2017). The advantage of using the LSA-SAF methodology to compute
ETo was recently discussed by Trigo et al. (2018) and De Bruin and
Trigo (2019), namely to overcome problems referring to non-reference
weather sites, including the effects of aridity and advection. An analysis
of the performance of using the Rs from LSA-SAF in combination with
ground-observed Tmax, Tmin, RH and u2, as well as of using the ET re-
ference product of LSA-SAF in continental Portugal and the islands of
Azores is included in the current Special Issue (Paredes et al., 2020). In
addition, the successful application of satellite Rs in conjunction with
ground temperature to compute ETo PMT is reported by Shwetha and
Kumar (2018) and Paredes et al. (2020). Overall, the use of LSA-SAF
products, or similar products from other geostationary satellites, show a
great potential to be used for computing ETo when only reduced data
sets are available.

To overcome the uncertainties inherent to using reduced data sets,
an alternative solution is using reanalysis weather data with the PM-ETo
equation since global atmospheric reanalysis datasets provide the
weather variables data required for ETo estimation with high temporal
and spatial resolution. The reanalysis products are constructed from
numerical weather prediction and data assimilation systems using a
variety of atmospheric and sea surface observations to provide for long-
term, continuous fields in time and space of atmospheric and land
surface variables (Sheffield et al., 2006). However, the use of these data
for ETo computation may require appropriate bias correction (Hwang
et al., 2014; Srivastava et al., 2015; Martins et al., 2017; Paredes et al.,
2018c). Main advantages of the reanalysis products are their spatial and
temporal consistency and free access (Sheffield et al., 2006). In con-
trast, limitations of reanalysis products include latency and variable
reliability, which depends upon the climatic variable considered, lo-
cation, period of study and season (Boulard et al., 2016).

Global reanalysis data are available from various sources, namely
the ECMWF, presently providing for the ERA5 reanalysis products
(Hersbach et al., 2018, 2019), which application for continental Por-
tugal and Azores islands is reported in this Special Issue by Paredes
et al. (2020). Performance assessments when computing PM-ETo are
reported by various authors, e.g. Srivastava et al. (2016) using ECMWF
ERA-interim and NOAA NCEP reanalysis datasets, Martins et al. (2017)
relative to NCEP/NCAR products, and Paredes et al. (2018c) relative to
ERA-Interim products. The great potential of using reanalysis products
for PM-ETo computation is shown by Tian et al. (2018) who evaluated
the China Meteorological Assimilation Driving Datasets for the SWAT
model (CMADS) reanalysis in estimating PM-ETo using 836 weather
stations across China.

Gridded weather data are often used for computing ETo since

commonly available variables include solar radiation, near-surface air
temperature, air humidity and wind speed. Abatzoglou (2011) com-
pared GRIDMET data with data from 1618 weather stations and found
that grass reference evapotranspiration computed with the ASCE
Penman-Monteith method showed a median bias of positive 0.5mm
d−1. The evaluation of the GDAS-based ETo from the gridded NOAA
Global Data Assimilation System against daily CIMIS reference ET es-
timates from 85 stations of California was earlier reported by Senay
et al. (2008). Other comparisons of gridded-based ETo with observa-
tions-based ETo are reported such as for Iran (Raziei and Pereira,
2013b) and relative to the North-American Land Data Assimilation
System, the NLDAS (Lewis et al., 2014). The assessment of six North-
American gridded data sets, including those referred before, is pre-
sented by Blankenau et al. (2020) in the current Special Issue. More-
over, this study focuses on correcting gridded data affected by aridity to
irrigation environment conditions, thus avoiding positive biases in solar
radiation, air temperature and wind speed, and a negative bias in va-
pour pressure.

Interpolation of observed weather data from nearby stations is an-
other alternative to estimate ETo when data is limited or lacking. Such
approach was assessed by Tomas-Burguera et al. (2017) for the Iberian
Peninsula. They concluded that the best solution was to first interpolate
weather data and then compute monthly ETo. This conclusion was also
reported by Raziei and Pereira (2013b) when comparing monthly PM-
ETo computed from observations and gridded data for Iran, and by
McVicar et al. (2007) in an application to the Loess Plateau of China.
Other examples of interpolation and mapping using gridded databases
include the study by Daly et al. (2015) relative to dew point and
minimum and maximum vapour pressure deficit, and the one by Strong
et al. (2017) focusing on ETo and the variables used to its computation.

3. Material and methods

As stated before, the main goal of this article is to present a con-
solidated step-by-step method to parameterize the FAO Penman-
Monteith temperature (PMT) approach and the Hargeaves-Samani (HS)
equation. Following the related review presented above, the consequent
methodology essentially consists of:

1 Reassessing the usability of the kRs multiple linear regression
equations developed with the CLIMWAT database (Smith, 1993) for
parameterizing the solar radiation Eq. (3) to be used with the PMT
approach (Paredes and Pereira, 2019) through computing the PM-
ETo with the PMT approach (ETo PMT) using the available in-
dependent observation datasets relative to Bolivia, Inner Mongolia,
Iran, continental Portugal and Azores islands, and Spain.

2 Developing similar kRs multiple linear regression equations for use
with the HS equation (2) using the same CLIMWAT database.

3 Assessing the usability of the developed kRs equations through
computing the HS equation using the same observation datasets
relative to Bolivia, Inner Mongolia, Iran, continental Portugal and
Azores islands, and Spain.

4 Discussing the results of both applications to PMT and HS, mainly in
terms of the usability of both approaches.

As referred above, several data sets were used in this study. Data
used to derive the predictive kRs equations consisted of the CLIMWAT
database (Smith, 1993). Its current version 2.0 consists of observed
long-term monthly mean climatic data from over 5000 meteorological
stations worldwide including maximum and minimum temperature
(Tmax and Tmin, °C), short wave incoming radiation (Rs, MJ m−2 d−1),
mean relative humidity (RH, %) and wind speed (u2, km d−1). The
CLIMWAT database has been used in several evapotranspiration stu-
dies, namely those reported by Allen (1996, 1997), Temesgen et al.
(1999), Droogers and Allen (2002) and Todorovic et al. (2013). Data
used in this study refer to the Mediterranean countries with a total
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number of 588 weather stations, hereafter called Med-Climwat.
The independent data sets used to assess the usability of the kRs

equations with both the PMT approach and the HS equation consist of
monthly weather data of Iran (Raziei and Pereira, 2013a,b) and Inner
Mongolia (Ren et al., 2016a,b), and daily data of the Altiplano of Bo-
livia (Chipana et al., 2010), continental Portugal and the Azores Islands
(Paredes et al., 2018a,b). Daily data relative to the Spanish weather
stations used in the present study were provided by the Spanish Agro-
climatic Information System for Irrigation (SIAR) which data spans, for
most cases, from 1999 to 2016. Data provided by SIAR were used in
various studies on reference evapotranspiration assessment, from
Gavilán et al. (2006) to Martins et al. (2017). Data refers to all climatic
variables required to compute PM-ETo, thus Tmax (oC), Tmin (oC), RH
(%), Rs (MJ m−2 d−1) and u2 (m s−1). Data quality could be assumed as
appropriate since all, but few Portuguese weather stations are synoptic
weather stations; data from the non-synoptic weather stations were
checked for quality and completeness. Available information allowed
assuming that the selected weather stations could be considered as re-
ferences sites as recommended by Allen et al. (1998). In addition, the
efforts of FAO and WMO should be recognized when building the
CLIMWAT database aimed at computing the PM-ETo with data from
synoptic weather stations assumed as reference sites (Smith, 1993).
However, there is insufficient information about weather stations
management and related local dryness, aridity or advection impacts,
which justifies that Tdew cannot be assumed equal to Tmin (Temesgen
et al., 1999; Todorovic et al., 2013; Ren et al., 2016a; Paredes and
Pereira, 2019), thus requiring specific estimation procedures when
computing ETo PMT as described in the following. As demonstrated in
two other papers in this Special Issue (Allen et al., 2020; Blankenau
et al., 2020), despite observations could be performed in a reference
site, the observed temperature could be larger, up to 5 °C, than that
observable for the same site when under irrigation, which would call
for a generalized correction of observed air temperatures and humidity.
Nevertheless, the approaches proposed herein provide for a correction
of station data to approach reference site conditions, in line with more
refined propositions by Allen et al. (2020) and Blankenau et al. (2020).

All data sets are distributed into four climate groups defined ac-
cording to the United Nations Environment Programme (UNEP) aridity
index AI (UNEP, 1997) defined as:

AI= Pt/PETTH (4)

where Pt (mm) is the mean annual precipitation and PETTH (mm) is the
mean annual potential climatic evapotranspiration (Thornthwaite,
1948), both desirably computed from a series of 30 years data or longer.
Both Pt and PETTH may be estimated from a nearby weather station.

The distribution of all weather stations by climate types is given in
Table 1. Ranges of elevation, ETo and kRs computed with the PMT ap-
proach are presented in Table 2 referring to the considered climate
types. These data ranges evidence that both the Med-Climwat dataset
and the datasets used to assess the usability of the developed kRs
equations cover a wide range of environmental conditions.

The usability of the developed kRs predictive equations for both the
PMT and HS approaches focused on the pairwise comparison between
the PM-ETo values computed using all observed variables (Oi) and the
corresponding predicted ETo PMT or ETo HS values (Pi). As for previous
ET studies, the following set of statistical goodness-of-fit indicators
(Legates and McCabe Jr., 1999; Pereira et al., 2015b) were used:

a) The regression coefficient (b0) of a linear regression forced to the
origin relating Pi with Oi, which allows assessing the equality be-
tween ETo PMT or ETo-HS and the corresponding PM-ETo values, with
a target value b0= 1.0, with b0<1.0 indicating that Pi under-
estimates Oi while b0>1.0 indicates overestimation;

b) The coefficient of determination (R2) of the ordinary least squares
regression between Pi and Oi, which evaluates the percentage of the
variance of Oi that is explained by the Pi computational approach of
ETo PMT or ETo-HS when using the derived kRs equations. The target
value R2= 1.0 indicates a perfect match and 100 % of variance of
the PM-ETo explained by the ETo PMT or ETo-HS models;

c) The root mean square error (RMSE, mm d−1), which represents the
square root of the quadratic mean of the differences between pre-
dicted and observed values, i.e. between ETo PMT or ETo HS and the
corresponding PM-ETo value. Therefore, the target value is a null
difference; and

d) The modelling efficiency (EF), proposed by Nash and Sutcliffe
(1970), which measures the relative magnitude of the mean square
error (MSE=RMSE2) relative to the observed data variance
(Legates and McCabe Jr., 1999). Consequently, the best match refers
to a minimal MSE, thus to an EF close to 1.0. Acceptable EF values
have to be positive since that condition corresponds to a MSE of the
predicted ETo PMT or ETo HS smaller, desirably much smaller than the
variance of PM-ETo.

4. Computing PM-ETo from temperature, the PMT approach

4.1. Background and computational procedures for PMT

The consolidated method to compute the PM-ETo temperature ap-
proach (PMT) with reduced data sets follows previous studies applied to
a wide range of climates (Todorovic et al., 2013; Raziei and Pereira,
2013a; Ren et al., 2016a; Paredes et al., 2018a; Paredes and Pereira,
2019). It consists of a combination of approaches for estimating: (a) the
dew point temperature (Tdew) from Tmin, or from the mean temperature
(Tmean) in case of humid climates; (b) the short wave incoming radia-
tion (Rs) from the temperature difference (TD=Tmax-Tmin); and (iii)
the wind speed u2 using default or regional average values.

(a) Estimating ETo when air humidity data are missing:

When relative humidity data or psychrometric observations are
missing, Allen et al. (1998) recommended to compute the actual vapour
pressure (ea, kPa) assuming that Tdew could be acceptably estimated by

Table 1
Number of weather stations of the various datasets and respective climate as defined with the UNEP aridity index.

Climate and aridity index Number of weather stations per type of climate

Used to derive the kRs equations Used for assessing the usability of the kRs equations

Med-Climwat* Bolivia** Iran* Inner Mongolia* Portugal** Spain** Total

Arid and hyper-arid climates, AI< 0.20 83 – 13 13 0 6 32
Semi-arid, 0.20≤AI≤0.65 89 – 14 27 1 65 107
Moist and dry sub-humid, 0.65<AI<1.00 281 4 5 7 28 3 47
Humid, AI≥1.00 135 – 5 – 27 4 36
Total 588 4 37 47 56 78 222

*Monthly data; **daily data.
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Tmin (Eq. SI3), thus resulting:

= =
+

e e (T ) 0.611 exp 17.27 T
T 237.3a

o
dew

min

min (5)

This approach holds when applied to a reference site covered by an
extensive and actively growing grass crop completely shading the
ground and not short of water since the PM-ETo definition implies the
consideration of such grass cover conditions. Allen (1996) and
Temesgen et al. (1999) have shown that Eq. (5) does not hold when
observations are performed in non-reference sites and/or when sites are
affected by dryness and local advection, which cause that Tmin>Tdew.
Kimball et al. (1997) also observed that: (i) Tmin> Tdew in arid sites
where average daily differences between ea computed from Tmin and
Tdew of 0.8–1.2 kPa occur; (ii) in sites with semi-arid climate those
differences vary from 0.1 to 0.6 kPa for winter and summer months,
respectively; and (iii) in other less arid conditions, e.g. humid con-
tinental and humid subtropical climates, those daily differences average
less than 0.3 kPa.

As reviewed before, numerous studies assumed Tdew = Tmin and
were likely applied for conditions not far from reference sites. The study
by Cai et al. (2007) reported good results of using Eq. (5) except for a
site located in a hyper-arid region, typically a site affected by dryness
and local advection. Other studies reported less adherence of PMT to
humid conditions but do not refer specifically to Tdew estimation
(Martinez and Thepadia, 2010). However, the majority of worldwide
weather data are likely reported from sites affected by dryness and
advection, thus adopting Tdew = Tmin may cause less accurate estimates
of ETo. Recently, De Bruin and Trigo (2019) discussed inaccuracies
related with non-reference sites and Allen et al. (2020) and Blankenau
et al. (2020) discussed about station aridity impacts. In addition, but
often not mentioned in literature, data quality also plays a role in the
accuracy of estimates (Allen et al., 2011; Kwon and Choi, 2011).

The need for temperature correction to make Tdew<Tmin was dis-
cussed by Allen (1996), Allen et al. (1998), Temesgen et al. (1999) and
Annandale et al. (2002). Corrections of 2 or 3 degrees to approach Tmin
of Tdew were referred. Recently, Upreti and Ojha (2017) adopted

seasonal correction values varying from 0 °C during the wet season to
3 °C during the summer months. Alternative approaches have been
considered such as computing Tdew from Tmin, Tmean and the tempera-
ture difference TD (Hubbard et al., 2003). Using the CLIMWAT data-
base relative to 555 stations in the Mediterranean countries, Todorovic
et al. (2013) proposed Tdew = Tmin - aT where the correction factor aT
should vary with the site characteristic aridity index AI (Eq. 4), so that
aT is larger for hyper-arid locations and null for moist sub-humid sites.
In addition, Todorovic et al. (2013) proposed a different correction for
the humid sites, Tdew = Tmean – aD, where daily Tdew is expected to be
above Tmin. The appropriateness of this approach was confirmed in
applications to Iran (Raziei and Pereira, 2013a), Inner Mongolia (Ren
et al., 2016a), the Azores islands (Paredes et al., 2018a) and continental
Portugal (Paredes and Pereira, 2019).

Following the referred developments, it is assumed that temperature
corrections depend upon the local climate as defined by the UNEP
(1997) aridity index (AI, Eq. (4)). The best approaches for computing
Tdew are then (Paredes and Pereira, 2019):

Tdew = Tmin - aT if AI< 1.00 (6a)

Tdew = Tmean – aD if AI≥ 1.00 (6b)

The subtractive correction factors vary with the aridity index of the
sites as follows:

a) Hyper-arid locations, AI< 0.05, aT= 4 ℃,
b) Arid locations, 0.05≤AI< 0.20, aT= 2 ℃,
c) Semiarid locations and dry sub-humid locations, 0.20≤AI<0.65,
aT= 1 ℃,

d) Moist sub-humid locations, 0.65≤AI< 1.00, aT= 0 ℃,
e) Humid climates, AI≥ 1.00, aD = 2 ℃.

Replacing those Tdew values (Eq. 6) in the saturation vapour pres-
sure equation, it results in the following ea equations to be used when
there are no observations of air moisture

Table 2
Ranges of basic characteristics of the sites included in the datasets used: elevation (m), ETo (mm d−1) and kRs (°C−0.5).

Datasets Climates

Humid Moist and dry sub-humid Semi-arid Arid and Hyper-arid

Ranges of elevation (m)
Used to derive the kRs equations Med-Climwat [1, 1916] [0, 1775] [-200, 1585] [-276, 1378]

Used to test the usability of derived kRs equations Bolivia – [3789, 3950] – –
Iran [-26, -18] [13, 1373] [143, 2048] [7, 1754]
Inner Mongolia – [286, 997] [241, 1490] [940, 1561]
Portugal [28, 1020] [5, 693] [-, 190] –
Spain [340, 429] [467, 750] [32, 1212] [77, 435]

Ranges of ETo (mm d−1)
Used to derive the kRs equations Med-Climwat [0.2, 7.9] [0.1, 8.8] [0.4, 9.4] [0.8, 11.3]

Used to test the usability of derived kRs equations Bolivia – [1.2, 6.3] – –
Iran [0.5, 5.7] [0.5, 9.1] [0.4, 11.2] [0.5, 13.7]
Inner Mongolia – [0.01, 6.1] [0.03, 7.9] [0.1, 12.5]
Portugal [0.2, 11.2] [0.2, 10.9] [0.3, 10.2] –
Spain [0.2, 6.8] [0.09, 7.2] [0.38, 10.9] [0.43, 11.8]

Ranges of kRs (°C−0.5)*
Used to derive the kRs equations Med-Climwat [0.14, 0.24] [0.13, 0.24] [0.13, 0.24] [0.13, 0.24]

Used to test the usability of derived kRs equations Bolivia – [0.13, 0.14] – –
Iran [0.17, 0.24] [0.12, 0.23] [0.11, 0.23] [0.09, 0.24]
Inner Mongolia – [0.09, 0.16] [0.16, 0.23] [0.18, 0.33]
Portugal [0.15, 0.26] [0.11, 0.25] [-, 0.15] –
Spain [0.13, 0.17] [0.10, 0.11] [0.09, 0.23] [0.14, 0.22]

*kRs was computed with the Eq. (3) using a trial and error procedure applied to every site aiming at minimizing the difference between ETo PMT and PM-ETo.
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(b) Estimating ETo when solar radiation data are missing:

In the absence of solar radiation and sunshine duration data, Allen
(1997) and Allen et al. (1998) proposed to estimate Rs using the Rs
estimator of the equation of Hargreaves and Samani (1982, 1985),
which expresses Rs as a linear function of the square root of the tem-
perature difference TD=Tmax-Tmin as:

=R k (T T ) Rs R max min
0.5

as (3bis)

where kRs is the radiation adjustment coefficient (°C−0.5) and Ra is the
extraterrestrial radiation (MJ m−2d−1).

Numerous studies focused on the accuracy of Eq. (3) and of other Rs
equations expressing a dependency on TD. Paredes and Pereira (2019)
reviewed related applications, mainly when aimed at computing ETo,
and found that reported accuracies were depending on model para-
meterization, objectives of applications and goodness-of-fit indicators
selected. In alternative to the Eq. (3), the one by Bristow and Campbell
(1984) received the preference of various authors, while the model by
Thornton and Running (1999) is preferred by others, e.g. Jensen and
Allen (2016). Nevertheless, studies aimed at computing the reference
ET often ranked high the HS-Rs equation (e.g. Almorox et al., 2011,
2013; Aladenola and Madramootoo, 2014; Jahani et al., 2017; Quej
et al., 2017). Since numerous applications have demonstrated the ap-
propriateness of Eq. (3) for estimating Rs for the PM-ETo computations
with reduced data sets, the option in recent studies with the PMT ap-
proach has been to adopt this Eq. (3). In addition, this equation is
simple, which was a main reason why it was originally proposed in
FAO56 (Allen et al., 1998).

Although many authors keep using in Eq. (3) the default kRs values
0.16 and 0.19 °C−0.5 for respectively inland and coastal sites as pro-
posed in FAO56 (Allen et al., 1998), research has provided for an ac-
curate estimation of kRs for a variety of environments, including when
estimating the empirical coefficient CHS of the HS Eq. (2). kRs relates to
the atmospheric conditions that influence the availability of incoming
solar radiation at crop and natural surfaces, so the availability of energy
for evaporation. Allen (1997) suggested estimating kRs as a function of
elevation to account for the effect of the thickness of the atmosphere on
the volumetric heat capacity of the atmosphere. A similar approach was
adopted by Annandale et al. (2002). To ease the use of the HS equation
without requiring local calibration of kRs, Samani (2000) adopted a
polynomial relationship with the long-term average temperature dif-
ference TDavg (°C). Similarly, Thepadia and Martinez (2012) developed
a linear kRs prediction from the Tavg/TDavg average ratio. Studies show
that kRs varies spatially, not only with site elevation but also with the
distance to large water bodies, as earlier discussed by Hargreaves and
Samani (1982, 1985), Allen (1997) and Hargreaves and Allen (2003).
The effect of the proximity to large water bodies, particularly the ocean,
may refer to the peculiar behaviour of both wind and air moisture in
coastal areas, which were supposed to increase kRs relative to inland
areas. In addition, recent studies reported that kRs increases with the
aridity of the site and with wind speed (Raziei and Pereira, 2013a; Ren
et al., 2016a; Paredes et al., 2018a).

First studies reporting the use of Eq. (3) when computing Rs with
reduced data sets include those by Liu and Pereira (2001), Pereira et al.
(2003), Popova et al. (2006) and Jabloun and Sahli (2008), which used
simple tests to get the best kRs values. Later, aiming at the calibration of
kRs, trial and error procedures were used by Todorovic et al. (2013),
Raziei and Pereira (2013a), Ren et al. (2016a) and Paredes et al.
(2018a) to minimize the differences between PM-ETo computed with

full data and ETo PMT computed with Rs estimated with Eq. (3).
Once calibrated kRs values were available from past studies for a

large number of locations and diverse climates, Paredes and Pereira
(2019) developed various single and multiple linear regressions relating
locally calibrated kRs values with various average climatic variables
characterizing the same site using data for all 588 Med-Climwat sites.
The kRs calibration was performed using a trial and error procedure to
minimize the differences between ETo PMT and PM-ETo for all of these
sites. Considering the statistical significance of the developed equa-
tions, the multiple linear regression Eq. (8) relating kRs with the site
averages of TD, RH and u2 was selected:

= +k TD u RH0.3648 0.0099 0.0194 0.0017Rs avg avg avg2 (8)

This global equation (Eq. (8)) refers to a wide panoply of climates
and allowed explaining 69 % of the variance of kRs. In practice, the site
averages may be computed from available local observations or from a
nearby weather station where climate would be similar.

When grouping the sites into four AI defined climate types, the
equations selected for each climate type, designated climate-focused kRs
equations, are the following:

a) Humid climates (AI≥ 1.00)

= +k TD u RH0.5191 0.0104 0.0188 0.0035Rs avg avg avg2 (9a)

b) Moist and dry sub-humid climates (0.50≤AI <1.00)

= +k TD u RH0.3958 0.0105 0.0186 0.0021Rs avg avg avg2 (9b)

c) Semi-arid climates (0.20≤AI< 0.50)

= +k TD u RH0.3880 0.0095 0.0224 0.0022Rs avg avg avg2 (9c)

d) Arid and hyper-arid climates (AI< 0.20)

= +k TD u RH0.2169 0.0042 0.0352 0.0011Rs avg avg avg2 (9d)

The statistical indicators relative to the regression equations 8 and 9
are provided by Paredes and Pereira (2019), which show a strong linear
relationship between the dependent variable (kRs) and the independent
variables (TDavg, u2 avg, RHavg) with values for the multiple coefficient
of correlation higher than 0.83, R2 > 0.70, and adjusted R2 above 0.69.
The climate-focused regression Eqs. 9 explain 82, 78, 77 and 74 % of
the kRs variance relative to the sites located in humid, sub-humid, semi-
arid, and arid and hyper-arid climates, respectively. Thus, most of the
variance of kRs is explained by the linear multiple regression Eqs. 8 and
9. In these equations, TDavg has a negative regression coefficient, which
likely relates to the fact that clear-sky conditions occur when TD is high,
and more energy is lost as long wave radiation. The wind speed average
has a positive regression coefficient, which is likely associated with the
clearness of the atmosphere through transporting air moisture away
from the evaporation surface. This fact was noticed when first studies
defined a larger kRs for coastal areas, where wind is often higher than
inland (Allen, 1997; Hargreaves and Allen, 2003), as well as in studies
by Raziei and Pereira (2013a), Ren et al. (2016a) and Paredes et al.
(2018a). RHavg has a negative regression coefficient which may indicate
that this variable represents the influence of cloudiness and air
moisture, thus with less incoming radiation when RH is high. However,
these interpretations must be considered with care since in a multiple
regression all independent variables play complementary, not in-
dividual roles.

(c) Estimating ETo when wind speed data are missing:

Two alternatives are considered when reduced data sets do not in-
clude wind speed data: the use of the world average wind speed value
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u2=2m s−1 as the default estimator as proposed by Allen et al.
(1998), or the local or regional average wind speed data as considered
by Popova et al. (2006), Jabloun and Sahli (2008), Raziei and Pereira
(2013a) and Paredes et al. (2018a). Generally, impacts of wind speed
are less important than those of other variables except for windy and
arid areas (Allen et al., 1998); however, the accuracy of ETo estimation
for windy sites in arid Iran (Raziei and Pereira, 2013a) and in the humid
islands of Azores (Paredes et al., 2018a) was higher when using average
u2 values characterizing the local climate.

4.2. The PMT approach

The above referred approaches for estimating ea, Rs and u2 when
only reduced data sets are available allow computing the PM-ETo using
the PMT approach, i.e. those variables when missing are replaced by
their respective estimators. The PMT approach is summarized in the
flow chart of Fig. 1 to be used as a guide for users. The flow-chart of
Fig. 1 indicates the procedures proposed to estimate Rs and ea from
temperature, and u2 as a local or regional average or as a default value.
When any of these weather variables is observed during the entire
period of calculation, or for some restricted period only, the flow-chart
procedure is applied using the observed values of the variable of in-
terest, not its estimate.

Relative to the kRs computation with Eqs. 8 and 9, the average va-
lues for TD, RH or u2 refer to local averages or to averages computed
with data of nearby weather stations with similar climate, which are
then used as default values relative to the targeted site.

4.3. Assessing ETo when Tdew is estimated from Tmin or Tmean

The PMT approach is proposed herein with an appropriate correc-
tion of the temperature for estimating Tdew (Eqs. (6) and (7), and
Fig. 1). Table 3 presents a comparison of the goodness-of-fit indicators
relative to the computation of ETo PMT using the Iranian database
(Raziei and Pereira, 2013a) when assuming Tdew = Tmin or using
temperature corrections to estimate Tdew (Eqs. (6) and (7)). By com-
paring the regression coefficients b0 relative to computing ETo PMT

without or with temperature correction it can be observed (Table 3)
that the range of b0 values is reduced for the latter, with b0 becoming
closer to 1.0. The underestimation trend observed when assuming Tdew
= Tmin is avoided for sub-humid and semi-arid climates, while for arid
and hyper-arid such trend is highly reduced. For all climates, b0 values
result closer to 1.0, although results for arid and hyper-arid climates
may keep some trends for under-estimation. This result is due to re-
ducing the effects of site aridity as often discussed, earlier by Allen
(1997), Allen et al. (1998) and Temesgen et al. (1999), and presently by
Allen et al. (2020) and Blankenau et al. (2020). The range and the mean
of the R2 values are highly improved, becoming closer to 1.0, while the
respective standard deviation (s.d.) are reduced for all climates. The
average and s.d. of RMSE decrease for all climates, with reductions of
the mean close to 20 %, which are particularly evident for the climates
marked by aridity. These changes are likely the consequence of con-
trolling the station aridity impacts. Nevertheless, very large RMSE va-
lues observed in a few hyper-arid locations could not be avoided but
just decreased.

This example using the Iranian datasets demonstrates the usefulness
of using improved estimates of Tdew for computing ETo PMT. These re-
sults also indicate that for sites marked by great aridity there may exist
also large impacts of local advection, especially when wind speed is
high, although, sites having a very large RMSE may also have a poor
management and a deficit irrigated grass cover, which deviate those
sites from the reference conditions. However, in general, correcting
Tmin for computing Tdew is positive.

4.4. Assessing ETo when using default u2 vs. local or regional u2 averages

To examine the impact of alternative methods to estimate wind
speed when calculating ETo PMT, their estimates were compared with
full data PM-ETo for some arid and windy stations of Inner Mongolia
considering two alternatives for estimating u2:

(a) the default value u2 def = 2m s−1, and
(b) the average seasonal value u2 avg.

Both alternatives were assessed using three distinct approaches for
computing kRs:

(1) a trial and error procedure to minimize differences between
ETo PMT and PM-ETo;

(2) the global kRs Eq. (8); and
(3) the climate-focused kRs Eq. (9d) for arid and hyper-arid climates.

Results in Fig. 2 show that when kRs values were locally calibrated
using a trial and error procedure it is indifferent to use u2 def or u2 avg
(Fig. 2a and d) because the u2 impacts are overcome by the appro-
priateness of kRs. This result is similar to those observed in other stu-
dies, e.g., Paredes et al. (2018a,b) and likely relates to the fact that
when kRs is optimized also solar radiation is best estimated as per Eq.
(3). Differently, wind speed estimates play a role when kRs is computed
with one of the Eqs. (8) or (9), which lead to improve but not to op-
timize solar radiation. Hence, a clear trend for under-estimation of ETo
is observed if using u2 def; contrarily, that under-estimation trend is
avoided when using u2 avg (Fig. 2a and b). This behaviour is quite
evident in this application, with the average b0 increasing from 0.85 to
1.00 or from 0.89 to 1.03 when, respectively, the global (Eq. (8)) or the
arid climate-focused Eq. (9d) were applied. Recent studies relative to
the application of PMT to the Sahel region (Djaman et al., 2016) and to
the use of PMT in China (Yang et al., 2019a,b) have shown that a long-
term average wind speed data produced better results than adopting the
u2 def, thus in agreement with results shown above. Therefore, it may be
concluded that using a long-term average of wind speed, namely ob-
served in a nearby weather station, contributes to the accuracy of PMT
calculations.

4.5. Assessing ETo when Rs is estimated from the temperature difference

When radiation or sunshine duration measurements are not avail-
able, the PMT method uses Rs computed with Eq. (3) with kRs values
obtained through:

a) A trial and error procedure to select the kRs value that minimizes the
difference between full data PM-ETo and ETo PMT,

b) The global predictive Eq. (8), or
c) The appropriate climate-focused Eq. (9).

The mean and standard deviation (s.d.) of the kRs values computed
for every data sets of Bolivia, Inner Mongolia, Iran, Portugal and Spain
for those alternatives when using the PMT approach are given in
Table 4. Results show that the highest locally calibrated mean kRs va-
lues refer to the hyper-arid climates, where TD is higher, RH is smaller
and u2 is often large, followed by the humid climates, where TD is
small, RH is the highest and u2 may also be large in sites near the ocean
or in oceanic islands. Samani (2000) reported a similar behaviour when
presenting a kRs polynomial function of TD. The lowest values are for
the sub-humid climates, likely because they are less affected by climate
extremes. The method used to compute kRs seems to play a minor role
on the variability of the computed kRs since mean values and standard
deviations are similar when using the global or the climate-focused Eqs.
(8) and (9).
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Aiming at assessing the usability of the kRs Eqs. (8) and (9), ETo PMT
were computed for all independent data sets of Bolivia, Iran, Inner
Mongolia, Portugal and Spain, thus assuring a great variety of en-
vironmental and climate conditions (Tables 1 and 2). These ETo PMT

computations were performed with Tdew estimated with Eqs. (6) and
(7), u2 estimated as for previous studies with the default value 2m s−1,
while for Rs three alternative ways of calculating kRs were used: site

calibration using a trial and error procedure and kRs estimation with the
global and the climate-focused Eqs. (8) and (9). All three sets of ETo PMT
were compared with PM-ETo for the same site, thus providing the re-
spective goodness-of-fit indicators described in Section 3: b0, R2, RMSE
and EF. These results are summarized in Table 5 grouped according to
the climate of the sites, e.g. the humid climate group referring to 36
sites. Paired comparisons of ETo PMT and PM-ETo are shown in scatter

Fig. 1. Flow-chart of the PMT approach to compute ETo with reduced data sets when kRs is estimated with a global or climate focused predictive equation as a
function of locally observed or estimated average climatic variables TDavg, RHavg and u2 avg, with climates defined according to the UNEP Aridity Index (AI) (adapted
from Paredes and Pereira, 2019).
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plots in Fig. 3, also grouped according to the climate of the sites, for
example using 94,730 pairs in the humid set. The analysis in Fig. 3
complements the one in Table 5. Results in Fig. 3 show b0 values close
to 1.0 for all cases, with the lowest value (0.96) for the arid and hyper-
arid using Eq. (9). R2 values are smaller for humid climates, likely
where the variability of climate data is highest. Results in Fig. 3 also
show that the highest values of PM-ETo tend to be under-estimated by
the PMT approach because these extreme ETo values are due to high
windy conditions and, in this assessment, the default u2 is used. These
results agree with those in Section 4.4, therefore leading to propose that
u2 should be estimated by a local or regional wind average, namely
computed with data from a nearby weather station.

Table 5 shows the ranges, means and standard deviations of the
statistical indicators relative to every site of the independent data sets
grouped according to the climate of the sites. The regression coeffi-
cients b0 vary in a very small range when kRs is site-calibrated and vary

in wider ranges when kRs are computed with the Eqs. 8 and 9, with the
widest range for the global Eq. (8) in arid and hyper-arid sites. Using
site calibration of kRs, since calibration is performed to minimize dif-
ferences between ETo PMT and PM-ETo sets, the effects of extreme values
of any weather variable are controlled. Differently, using a computed
kRs value extreme values of weather variable may lead to site-specific
trends in ETo PMT, thus to the occurrence of b0 much larger or smaller
than 1.0, therefore enlarging the range of computed b0. This is the case
of sites having wind speed much different than the default value used.
Hence, results for the goodness-of-fit indicators would be slightly better
if u2 avg were used instead. When comparing all pairs of ETo PMT and
PM-ETo relative to the sites grouped by climate, it may be observed
(Fig. 3) that the resulting b0 are all close to 1.0; the lowest b0 is 0.96 for
arid and hyper-arid sites when kRs is computed with Eq. (9d). For all
other cases, there are no notable differences between results relative to
Eqs. (8) and (9).

Table 3
Assessing the effectiveness of the temperature adjustment for the estimation of Tdew (Eqs. (6a) and (6b)) when computing ETo PMT for Iranian datasets: ranges, mean
and standard deviation of various goodness-of-fit indicators relative to various climates (adapted from Raziei and Pereira, 2013a).

Climate Assuming Tdew = Tmin Estimating Tdew from Eqs. (6a) and (6b)

b0 R2 RMSE (mm d−1) b0 R2 RMSE (mm d−1)

Humid 0.97 to 1.05 0.88 to 0.96 0.24 to 0.39 0.99 to 1.03 0.94 to 0.98 0.19 to 0.32
0.90 (±0.03) 0.34 (±0.06) 0.95 (±0.02) 0.27 (±0.05)

Moist and dry sub-humid 0.89 to 0.97 0.80 to 0.96 0.43 to 0.65 0.99 to 1.03 0.93 to 0.97 0.36 to 0.50
0.91 (±0.07) 0.52 (±0.10) 0.95 (±0.02) 0.42 (±0.05)

Semi-arid 0.88 to 0.99 0.83 to 0.98 0.38 to 0.88 0.99 to 1.03 0.88 to 0.98 0.30 to 0.77
0.93 (±0.04) 0.57 (±0.17) 0.95 (±0.03) 0.46 (±0.12)

Arid and hyper-arid 0.61 to 0.95 0.66 to 0.98 0.36 to 3.67 0.67 to 1.03 0.67 to 0.98 0.28 to 3.29
0.89 (±0.09) 0.88 (±0.76) 0.91 (±0.07) 0.73 (±0.71)

*kRs was obtained using a trial and error procedure applied to every location; u2 def= 2m s−1 was used.

Fig. 2. Comparing ETo PMT with PM-ETo for hyper-arid windy sites of Inner Mongolia when using the default u2= 2m s−1 (a, b and c) or local average u2 (d, e, and f)
and the radiation coefficient kRs is site-calibrated with a trial and error procedure (a and d), or is computed with the global Eq. (8) (b and e), or is computed with the
Eq. (9d) for arid and hyper-arid climates (c and f).
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When comparing mean and standard deviations of R2, it may be
observed (Table 5) that differences among the three sets of ETo PMT

relative to alternative ways of determining kRs are nearly nil, i.e. results
referring to Eqs. 8 and 9 are similar to those when kRs was site-cali-
brated. Differences among climate groups are also small; the smaller
mean and larger s.d. concern the humid climates, likely due to its larger
variability of climate variables relative to other climates. Results in
Fig. 3 show that R2 are generally high, from 0.88 to o.90, except for
humid climates where R2 varies from 0.79 to 0.84, with the lowest
value relative to using Eq. (9a). Overall, R2 results let assuming the
usability of Eqs. (8) and (9).

The mean RMSE values are generally low. However, values relative
to ETo PMT computed with calibrated kRs are smaller than those relative
to using Eqs. (8) and (9), although differences between the latter are not
notable. Higher mean and s.d. values refer to arid and hyper-arid cli-
mates. Lower means refer to humid climates and the smaller s.d. con-
cern semi-arid climates. Mean results are proportional to the corre-
sponding average ETo (Table 2), highest in arid and hyper-arid climates
and lowest in humid climates. Differently, s.d. values likely relate with
climate variability, lesser in semi-arid climates. Overall, EF are quite
high, particularly when calibrated kRs are used since then mean errors
of estimate are small. Nevertheless, differences of EF values resulting
from computations using Eqs. (8) and (9) are small. Results for all the
five indicators allow to consider a good usability of both the global and
the climate-focused kRs equations.

Comparing the frequency of occurrence of b0 and RMSE per class of
accuracy relative to the use of the kRs Eqs. (8) and (9) (Fig. 4) a few
differences were noticed. The frequency of occurrence of b0 values
ranging 0.95–1.05, i.e. not showing a tendency for under- or over-es-
timation, is the highest for all climate groups except for the humid

climates where this condition is only observed for the case of Eq. (9a).
When using Eq. (8), the most common interval for b0 is 1.05–1.15, thus
indicating a trend for over-estimation. RMSE values ranging 0.50 to
0.75mm d−1 are the most frequent for all climates. Overall, small
differences are apparent relative to using Eqs. (8) and (9). Results in
Fig. 4 also contribute to assume the usability of Eqs. (8) and (9) to
predict kRs; however, differences among climates may support the
preference for using the climate-focused Eq. (9).

4.6. Computation of ETo with PMT when one, two or three weather
variables are missing

One advantage of the PMT approach is that when there are ob-
servations of one or two weather variables these may be used together
with estimators of those that are missing. Software aimed at estimating
ETo when some weather data are missing includes the option for
combining observed and estimated weather variables in PMT
(Annandale et al., 2002; Gocic and Trajkovic, 2010). Various studies
reported on this combined use of observed and estimated variables
when wind, air humidity and/or radiation data are missing (Liu and
Pereira, 2001; Popova et al., 2006; Jabloun and Sahli, 2008; López-
Moreno et al., 2009; Trajkovic and Kolakovic, 2009; Sentelhas et al.,
2010; Córdoba et al., 2015; Majidi et al., 2015; Djaman et al., 2016;
Paredes et al., 2018a,b; Yang et al., 2019a). However, results are in-
fluenced by the fact that, often, neither Tdew nor kRs are calibrated, thus
not always evidencing advantages on using PMT approach proposed in
this article. Therefore, it is important to evaluate the goodness-of-fit
indicators relative to using the PMT approach for various combinations
of missing weather variables using the best estimators of the missing
variables. Applications to the Azores islands, which climate is humid

Table 4
Mean and standard deviation (s.d.) of the kRs (°C−0.5) values for using with the PMT approach obtained with all testing datasets when kRs is computed with a trial and
error procedure, using the global Eq. (8), or using the appropriate climate-focused Eq. (9).

Procedure used to obtain kRs Mean and (s.d.) of kRs (°C−0.5) values relative to the climate of the sites

Humid Sub-humid Semi-arid Arid & hyper-arid

kRs locally calibrated using a trial and error procedure 0.20 (± 0.03) 0.14 (± 0.03) 0.17 (± 0.04) 0.22 (± 0.05)
kRs estimated with the global Eq. (8) 0.21 (± 0.04) 0.15 (± 0.02) 0.18 (± 0.03) 0.20 (± 0.03)
kRs estimated with the adequate climate-focused Eq. (9) 0.23 (± 0.06) 0.15 (± 0.02) 0.18 (± 0.04) 0.19 (± 0.04)

Table 5
Mean and standard deviation (s.d.) of the goodness-of-fit indicators relative to compute ETo PMT when solar radiation is estimated with kRs (°C−0.5) calibrated for
every site or computed with the Eqs. (8) or (9) using independent data sets of Bolivia, Inner Mongolia, Iran, Portugal and Spain.

Number of b0 (range) R2 RMSE (mm d−1) EF

Observations Sites Mean and (s.d.) Mean and (s.d.) Mean and (s.d.)

kRs site-calibrated
Humid 94,730 36 0.94 - 1.01 0.78 (±0.14) 0.54 (±0.16) 0.76 (±0.15)
Moist & Dry sub-humid 145,326 47 0.97 - 1.03 0.88 (±0.11) 0.59 (±0.14) 0.86 (±0.15)
Semi-arid 412,368 107 0.96 - 1.02 0.91 (±0.04) 0.61 (±0.14) 0.90 (±0.04)
Arid & Hyper-arid 47,791 32 0.96 - 1.02 0.91 (±0.07) 0.65 (±0.21) 0.90 (±0.07)
All data 700,215 222 0.94 - 1.03 0.88 (±0.10) 0.60 (±0.16) 0.87 (±0.11)

kRs computed with the global Eq. (8)
Humid 94,730 36 0.84 - 1.17 0.78 (±0.14) 0.61 (±0.15) 0.70 (±0.21)
Moist & Dry sub-humid 145,326 47 0.90 - 1.18 0.88 (±0.11) 0.63 (±0.12) 0.83 (±0.17)
Semi-arid 412,368 107 0.91 - 1.16 0.92 (±0.04) 0.64 (±0.14) 0.89 (±0.05)
Arid & Hyper-arid 47,791 32 0.83 - 1.39 0.92 (±0.07) 0.74 (±0.27) 0.87 (±0.13)
All data 700,215 222 0.83 - 1.39 0.89 (±0.10) 0.65 (±0.16) 0.84 (±0.14)

kRs computed with the climate-focused Eq. (9)
Humid 94,730 36 0.86 - 1.17 0.78 (±0.14) 0.59 (±0.16) 0.71 (±0.19)
Moist & Dry sub-humid 145,326 47 0.88 - 1.16 0.88 (±0.11) 0.64 (±0.14) 0.84 (±0.15)
Semi-arid 412,368 107 0.91 - 1.16 0.92 (±0.04) 0.65 (±0.12) 0.89 (±0.05)
Arid & Hyper-arid 47,791 32 0.87 - 1.21 0.92 (±0.07) 0.72 (±0.22) 0.88 (±0.10)
All data 700,215 222 0.86 - 1.21 0.89 (±0.10) 0.64 (±0.15) 0.85 (±0.13)
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and windy, and continental Portugal, where the climate varies from
humid to semi-arid, are reported in Table 6 using the Tdew estimates
with Eqs. (6) and (7), Rs estimates using both the global and climate-
focused kRs Eqs. (8) and (9), and both default and regional average
wind speed.

When only air humidity data are missing, the ETo PMT is computed
associating the observed weather variables with Tdew estimated with Eqs.
(6) and (7). Results for Azores in Table 6 show that b0 varies in a large
range, with a tendency for under-estimation, which relates to the cli-
matic characteristics of these oceanic islands as discussed by Paredes

et al. (2018a, 2020). RMSE is small, averaging 0.40mm d−1, but varies
in a wide range, particularly related to sites located near the ocean and
where cloudiness varies widely. Nevertheless, EF are high, thus in-
dicating that the mean square error (MSE) of estimates is much lower
than the variance of the PM-ETo computed with full data sets. For con-
tinental Portugal, b0 varies in a shorter range than for Azores since the
variability of air humidity is smaller, despite data covers a wide range of
climates, from semi-arid to humid, and average R2 is higher (Table 6).
These conditions also influence RMSE (0.39mm d−1). Quite high EF
values indicate that MSE is much smaller than the variance of PM-ETo.

Fig. 3. Comparing EToPMT with PM-ETo when kRs is locally calibrated (1st column), is computed with the global Eq. (8) (2nd column), or is computed with the climate-
focused Eqs. (9) for humid, sub-humid, semi-arid, and arid and hyper-arid climates (3rd column). Application using data sets of Bolivia, Inner Mongolia, Iran, Portugal
and Spain.
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In case when only incoming solar radiation is estimated, two al-
ternative methods for computing kRs were used, the global Eq. (8) or the
climate-focused Eq. (9). At Azores, b0 shows a range of variation rela-
tively small and narrower than for continental Portugal, with a ten-
dency for over-estimation in the former. The RMSE are higher for the
Azores islands than for continental Portugal likely due to more frequent
and variable cloudiness. For both datasets, the mean RMSE are similar
when using the global or the climate focused equation (0.52 vs.
0.51mm d−1 in Azores and 0.36 vs. 40mm d−1 for continental Por-
tugal). Both R2 and EF are high for both data sets, the latter indicating
that the mean square error of estimate is very much smaller than the

variance of PM-ETo.
When only wind speed are missing, using the local average u2 avg

provides for slightly better results than using the default u2 def = 2m
s−1, which agrees with the analysis presented in Section 4.4 The RMSE
are smaller at Azores likely because all sites have a similar high wind
speed. That advantage of using u2 avg as estimator of missing wind
speed data is also evident when estimated u2 avg is combined with es-
timated values for Tdew and Rs.

When Tdew and Rs are both missing, their replacement leads to a
wider b0 range and larger RMSE with a trend for under-estimation of
ETo, more evident for the Azores islands likely due to the referred

Fig. 4. Frequency of occurrence of the goodness-of-fit indicators b0 and RMSE in various classes of accuracy when estimating ETo PMT with kRs computed with the
global Eq. (8) ( ) or with the climate-focused Eqs. (9) ( ). Results are grouped per climate: (a) humid, (b) sub-humid, (c) semi-arid, and (d) arid and hyper-arid.
Application using data sets of Bolivia, Inner Mongolia, Iran, Portugal and Spain.
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variability of cloudiness in the islands’ environment. RMSE are similar
when using the kRs Eqs. (8) and (9), respectively with mean RMSE of
0.67 and 0.66mm d−1 in Azores and 0.51 and 0.54mm d-1 in con-
tinental Portugal. R2 and EF are very high for latter, quite higher than
for Azores where cloudiness and air humidity variability influence the
estimates of Rs and Tdew. Nevertheless, the high EF values indicate that
MSE is generally much smaller than the variance of PM-ETo.

If the missing variables are Tdew and u2, the b0 ranges indicate that
there is a clear tendency for under-estimation of ETo in Azores, while a
lower under-estimation tendency is observed for continental Portugal.
This difference, as referred before relatively to replacing Tdew, is likely
related to the large variability of air humidity and wind conditions in
the oceanic islands. Results show that there is advantage in using u2 avg
relative to u2 def since smaller ranges for b0 are then produced. The
RMSE values are small, although higher in continental Portugal, where
errors are lower if using u2 avg (0.45 vs. 0.56mm d−1). Nevertheless,

quite large mean values for R2 and EF are observed.
When Rs and u2 are missing, b0 values indicate a tendency for over-

estimation of ETo in case of Azores, particularly if u2 def is used; how-
ever, these effects are not visible relative to RMSE. Effects of selecting
the global or the climate-focused equation (Eqs. (8) and (9)) are not
notable, nor when selecting u2 def or u2 avg. RMSE are small particularly
in continental Portugal; while the high variability of cloudiness and
wind speed in Azores lead to higher values for RMSE and smaller values
for R2 and EF relative to those in continental Portugal. However, EF
values are high. When all three variables have to be estimated, R2 and
EF decrease relative to all other cases while RMSE increase, more evi-
dently in the Azores oceanic environment. These results show that there
is advantage in using the PMT approach combining observed and es-
timated weather variables, which is confirm in studies referred above.
That advantage is not notable when u2 is the only observed variable in
addition to temperature, however, a very rare situation. Overall, results

Table 6
Mean values and standard deviations (s.d.) of the goodness-of-fit indicators relative to using the PMT approach for computing ETo when one, two or three weather
variables are missing; application to the Portuguese data sets.

Missing variable kRs estimator u2 estimator b0
Range

R2

Mean and (s.d.)
RMSE (mm d−1)
Mean and (s.d.)

EF
Mean and (s.d.)

Azores Islands
Tdew 0.81 - 1.04 0.90 (±0.05) 0.40 (±0.15) 0.84 (±0.10)

Rs Eq. (8) 1.01 - 1.14 0.82 (±0.05) 0.52 (±0.05) 0.75 (±0.08)
Eq. (9) 0.98 - 1.14 0.82 (±0.05) 0.51 (±0.06) 0.75 (±0.07)

u2 u2 avg 0.99 - 1.02 0.97 (±0.02) 0.17 (±0.06) 0.97 (±0.02)
u2 def 0.93 - 1.02 0.97 (±0.02) 0.19 (±0.07) 0.96 (±0.02)

Tdew and Rs Eq. (8) 0.88 - 1.15 0.66 (±0.07) 0.67 (±0.07) 0.57 (±0.12)
Eq. (9) 0.89 - 1.12 0.66 (±0.07) 0.66 (±0.07) 0.59 (±0.11)

Tdew and u2 u2 avg 0.81 - 1.03 0.89 (±0.06) 0.40 (±0.16) 0.84 (±0.11)
u2 def 0.81 - 1.04 0.89 (±0.06) 0.40 (±0.16) 0.84 (±0.11)

Rs and u2 Eq. (8) u2 avg 1.00 - 1.13 0.80 (±0.05) 0.54 (±0.06) 0.73 (±0.07)
Eq. (8) u2 def 0.99 - 1.15 0.78 (±0.05) 0.57 (±0.07) 0.70 (±0.10)
Eq. (9) u2 avg 0.97 - 1.14 0.80 (±0.05) 0.54 (±0.07) 0.73 (±0.07)
Eq. (9) u2 def 0.97 - 1.11 0.78 (±0.05) 0.56 (±0.07) 0.70 (±0.09)

Tdew, Rs and u2 Eq. (8) u2 avg 0.86 - 1.15 0.66 (±0.06) 0.67 (±0.07) 0.57 (±0.12)
Eq. (8) u2 def 0.87 - 1.17 0.66 (±0.06) 0.69 (±0.08) 0.56 (±0.13)
Eq. (9) u2 avg 0.88 - 1.11 0.66 (±0.06) 0.66 (±0.07) 0.59 (±0.10)
Eq. (9) u2 def 0.88 - 1.13 0.66 (±0.06) 0.67 (±0.08) 0.58 (±0.12)

Continental Portugal
Tdew 0.91 - 1.10 0.97 (±0.02) 0.39 (±0.17) 0.95 (±0.04)

Rs Eq. (8) 0.86 - 1.10 0.97 (±0.02) 0.36 (±0.08) 0.96 (±0.03)
Eq. (9) 0.82 - 1.12 0.97 (±0.02) 0.40 (±0.11) 0.95 (±0.04)

u2 u2 avg 0.98 - 1.03 0.97 (±0.02) 0.35 (±0.03) 0.97 (±0.03)
u2 def 0.92 - 1.08 0.97 (±0.02) 0.37 (±0.06) 0.95 (±0.04)

Tdew and Rs Eq. (8) 0.89 - 1.07 0.94 (±0.03) 0.51 (±0.08) 0.92 (±0.03)
Eq. (9) 0.86 - 1.10 0.97 (±0.02) 0.54 (±0.09) 0.92 (±0.04)

Tdew and u2 u2 avg 0.92 - 1.08 0.93 (±0.03) 0.45 (±0.09) 0.93 (±0.05)
u2 def 0.89 - 1.15 0.93 (±0.03) 0.56 (±0.10) 0.91 (±0.06)

Rs and u2 Eq. (8) u2 avg 0.87 - 1.10 0.94 (±0.02) 0.51 (±0.08) 0.93 (±0.03)
Eq. (8) u2 def 0.89 - 1.10 0.94 (±0.02) 0.50 (±0.07) 0.93 (±0.02)
Eq. (9) u2 avg 0.83 - 1.14 0.94 (±0.02) 0.54 (±0.09) 0.92 (±0.02)
Eq. (9) u2 def 0.86 - 1.15 0.94 (±0.02) 0.53 (±0.08) 0.92 (±0.03)

Tdew, Rs and u2 Eq. (8) u2 avg 0.90 - 1.08 0.90 (±0.03) 0.63 (±0.10) 0.89 (±0.03)
Eq. (8) u2 def 0.90 - 1.06 0.90 (±0.03) 0.65 (±0.09) 0.88 (±0.04)
Eq. (9) u2 avg 0.88 - 1.12 0.90 (±0.03) 0.65 (±0.10) 0.88 (±0.04)
Eq. (9) u2 def 0.88 - 1.09 0.90 (±0.03) 0.66 (±0.10) 0.88 (±0.04)

Tdew estimated with Eqs. (6a) and (6b); Rs estimated with Eq, 3 using kRs computed with Eqs. (8) or (9); u2 estimated by its site average u2 avg or default value
u2 def= 2m s−1.
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analysed above clearly indicate that, relative to any temperature
equation, it is preferable to use PMT including the observed variables
when their accuracy may be recognized.

5. Estimating ETo with the Hargreaves-Samani equation

5.1. Background

The Hargreaves-Samani equation (HS) requires only the input of
temperature data:

= +ET 0.0135 k (T T ) R (T 17.8)Rso HS max min
0.5

a mean (2a, bis)

where Tmax, Tmin and Tmean are respectively the maximum, minimum
and mean air temperature (°C) during the considered time step of cal-
culation (month, day, or seven-day), λ is the latent heat of vaporization
(2.45MJ kg−1), −kRs is the empirical radiation adjustment coefficient
(°C−0.5), Ra is the extraterrestrial radiation (MJ m−2 d−1), 0.0135 is a
factor for conversion of units from the American to the International
System, and 17.8 is an empirical factor related to temperature units
(Hargreaves et al., 1985). Commonly, the HS equation is written
adopting the Hargreaves coefficient CHS = 1 0.0135 kRs, thus

= +ET C (T T ) R (T 17.8)HSo HS max min
0.5

a mean (2b, bis)

Then, kRs is not any more visible but considering both Eqs. (2a) and
(2b) it may easily be evident that calibrating CHS leads to also calibrate
kRs and vice-versa. The formulation with the coefficient CHS (Eq. (2b,
bis)) does not allow the HS-Rs equation to be visible as part of the HS-
ETo equation

=R k (T T ) Rs HS R max min
0.5

as (3bis)

which highlights the conceptual approach behind the HS-ETo equation.
That radiation Eq. (3bis) was analysed in the precedent Sections 2 and
4.1 focusing on its use in the PMT approach.

The HS-ETo equation is simple to use and estimates ETo with high
accuracy for most locations. It has been tested extensively and good
estimates of ETo are reported for semiarid and arid environments.
Almorox et al. (2015) considered several temperature-based approaches
for various climates and reported that the HS-ETo equation provided the
most accurate global performance. However, since it does not account
for wind speed and humidity, it is less accurate in windy and wet cli-
mates. Almorox et al. (2015, 2018) reported on the relatively weak
dependence of evapotranspiration on the daily temperature differences
in tropical climates, where the HS-ETo equation might be less appro-
priate, such as in low latitudes where daily TD are small, thus leading to
underestimate ETo. Moreover, the HS-ETo equation has shown a general
trend for overestimation in humid and cold climates.

Numerous studies have demonstrated the relevance of properly se-
lecting kRs for estimating ETo (Samani, 2000; Raziei and Pereira, 2013a;
Todorovic et al., 2013; Ren et al., 2016a; Almorox et al., 2018; Paredes
et al., 2018b). In their worldwide assessment study, Almorox et al.
(2018) reported that kRs takes high values in the desert areas of Aus-
tralia, northern Africa and northern America, and averagely low values
in humid tropical areas of South America and Africa and in cold high
latitudes of the northern hemisphere. Coherently with information re-
lative to the PMT approach (Section 4), it has been observed that kRs
varies spatially with site elevation, the distance to large water bodies,
the aridity of the site and its wind speed. The calibration of CHS or kRs
minimizes errors associated with estimating global radiation, thus im-
proving ETo estimation (Samani, 2000; Vanderlinden et al., 2004;
Thepadia and Martinez, 2012; Mendicino and Senatore, 2013; Raziei
and Pereira, 2013a; Martí et al., 2015; Ren et al., 2016a; Paredes et al.,
2018a). However, several research studies not only aimed at calibrating
CHS but also the exponent and additive parameters of the HS equation 2
(e.g., Gavilán et al., 2006; Trajkovic, 2007). This approach resulted in a
variety of versions of the HS-ETo equation, however of local

applicability only. Moreover, there is no evidence that calibrating the
exponent and the additive coefficients of the HS equation would bring a
benefit in accuracy that would overcome the increased complexity of
the resulting equation and related parameterization.

Despite the HS equation (2) just uses temperature as input weather
data, the fact is that various studies aimed at modifying the equation
using other weather data or calibrating the coefficient CHS (or the kRs
coefficient) using approaches that refer to other than temperature
variables. Various studies have identified that CHS (or kRs) vary with
climate (Vanderlinden et al., 2004; Ravazzani et al., 2012). Jensen et al.
(1997) found that rainfall and u2 were the main variables explaining
the differences between ETo HS and PM-ETo, while both Raziei and
Pereira (2013a) and Ren et al. (2016a) identified the influence of ar-
idity on kRs and, particularly for locations marked by aridity, the in-
fluence of wind speed. Differently, impacts of wind speed on kRs were
referred by Paredes et al. (2018a) for humid oceanic islands. Various
authors also recognized impacts of wind speed, RH and rainfall on CHS
(Mendicino and Senatore, 2013. Gomariz-Castillo et al., 2018).

Annandale et al. (2002) considered seasonal influences on ETo HS
and Rs HS in relation with cloudiness, VPD and wind. To consider the
influence of precipitation or wetness in opposition to dryness condi-
tions, various authors adopted seasonal calibrated CHS values. Lee
(2010) and Aguilar and Polo (2011) calibrated CHS differently for the
dry and wet season, thus, to take into consideration wetness and dry-
ness effects instead of using a single CHS for each location.

An early study by Droogers and Allen (2002) introduced a monthly
rainfall parameter into the HS equation. Fooladmand et al. (2008)
followed this approach and adopted a rainfall parameter in the HS
equation. Diodato and Bellocchi (2007) modified the Droogers and
Allen (2002) HS equation and developed another HS equation, the re-
ference evapotranspiration model for complex terrains, REMCT, where
a parameter related to rainfall was adopted in addition to other para-
meters related to climate and elevation.

Martínez-Cob and Tejero-Juste (2004) calibrated CHS distinguishing
between windy and non-windy locations. Gavilán et al. (2006) con-
sidered the impacts of wind speed on CHS and adopted linear functions
of the temperature difference TD for computing three CHS values ac-
cording to a wind speed scale: low, moderate and high. Other authors
proposed additional parameters relative to wind speed to be used in
modified versions of the HS equation. Kra (2014) developed a HS ver-
sion where CHS was obtained as a function of u2. Similarly, Cobaner
et al. (2017) modified CHS using a linear function of u2. Martí et al.
(2015) calibrated CHS using multiple linear regression equations that
included u2 or wind speed levels in addition to geographic parameters.
Differently, Patel et al. (2014) used a fuzzy inference system to calibrate
CHS and the exponent term as a function of characteristic values of RH
and u2 for the location.

Taking into account the numerous research issues aimed at including
wind speed and humidity or rainfall parameters in the HS-ETo equation,
or considering wind speed and/or wetness when calibrating CHS or kRs, a
procedure similar to the one used with the PMT approach has been de-
veloped for estimating kRs for the HS equation. Thus, a multiple linear
regression equation was developed relating kRs with the long-term
averages of the temperature difference (TDavg= Tmax – Tmin, °C), relative
humidity (HRavg, %) and wind speed (u2 avg, m s−1), namely computed
with data from a nearby weather station.

5.2. Developing kRs regression equations for the HS equation

For every weather station of the Med-Climwat database, using a trial
and error iterative procedure, kRs values were calibrated. This proce-
dure consisted of searching the kRs value that minimizes the difference
between ETo computed with the HS equation (ETo-HS) and the PM-ETo.
After obtaining the kRs values for every weather station, a multiple
linear regression was developed using the climate variables TDavg,
RHavg and u2 avg of the same weather stations as independent variables.
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Following the same method used for the PMT approach (Paredes and
Pereira, 2019), a global regression equation was developed using data
from all weather stations and four climate-focused regression equations
were developed when using separately the data relative to the weather
stations located in humid, moist and dry sub-humid, semiarid, and arid
and hyper-arid climates.

The statistical results relative to the developed multiple linear re-
gressions are given in Table 7, which show a strong relationship between
the dependent variable and the three independent climate selected
kRs = f(TDavg, u2 avg, RHavg) is able to explain 73 % of the variance of
kRs relative to all weather stations, while the climate focused equations
are able to explain from 71 % to 83 % of the variance of kRs relative to
the four considered climates (Table 7). The F test gives p-values close to
zero, so rejecting the null hypothesis. Likewise, the p-values for the in-
tercept and regression coefficients relative to the three independent
variables are nearly null. Moreover, the confidence intervals for the in-
tercept and the regression coefficients do not include the null value
(Table 7). TDavg and RHavg have negative regression coefficients, while
the regression coefficients of u2 avg are positive similarly to results re-
lative to the PMT approach (Paredes and Pereira, 2019).

The global regression equation, with adjusted R2=0.73, writes as:

= +k TD u RH0.3023 0.0049 0.0151 0.0017Rs avg avg avg2 (10)

while the climate-focused equations, whose adjusted R2 varied from
0.71 to 0.83, are the following:

Humid climates (AI≥ 1.00)

= +k TD u RH0.3695 0.0066 0.0127 0.0024Rs avg avg avg2 (11a)

Moist and dry sub-humid climates (0.50≤AI<1.00)

= +k TD u RH0.3396 0.0059 0.0125 0.0020Rs avg avg avg2 (11b)

Semi-arid climates (0.20≤AI<0.50)

= +k TD u RH0.2962 0.0049 0.0117 0.0014Rs avg avg avg2 (11c)

Arid and hyper-arid climates(AI< 0.20)

= +k TD u RH0.2073 0.0023 0.0224 0.0009Rs avg avg avg2 (11d)

5.3. Assessing the usability of the kRs equations with independent datasets

The usability of Eqs. (10) and (11) was assessed by comparing the
goodness-of-fit indicators relative to the ETo-HS computed with a site
calibrated kRs using a trial and error procedure, the default
kRs= 0.17 °C−0.5, and kRs computed with the Eqs. (10) and (11). That
assessment was performed using the same independent data sets used
for the PMT usability analysis (datasets of Bolivia, Inner Mongolia, Iran,
Portugal, and Spain).

The mean and standard deviation (s.d.) of the kRs values obtained
with the above referred datasets when kRs is computed with a trial and
error procedure, or using the global Eq. (10), or the appropriate cli-
mate-focused Eq. (11) are presented in Table 8. Like for kRs computed
for PMT (Table 4), the highest mean kRs values refer to arid and hyper-
arid climates and the lowest are for sub-humid climates. Their varia-
bility is low and the respective s.d. are quite small. The mean and
standard deviation are similar among procedures used for obtaining the
kRs and, differently from the PMT, their values vary little among cli-
mates.

Aiming at understanding the performance of the commonly used
default value kRs= 0.17 °C−0.5 in comparison with the kRs computed
with Eqs. (10) and (11), all pairs ETo-HS - PM-ETo computed with HS
calculated with those three kRs modes were regressed. Fig. 5 shows the
respective scatter plots where the pairs ETo-HS - PM-ETo are grouped
according to the climate of the sites. It shows that when the common
default kRs= 0.17 °C-0.5 is used there is a clear tendency for under-es-
timation in the arid and hyper-arid climates, where kRs values are larger
than this default value (Table 8). Nevertheless, the scatter plots show
that when ETo HS is computed with that default value not only R2 are
reduced relative to the cases using the Eqs. (10) and (11), but also the
larger ETo HS values are smaller than the larger PM-ETo values, con-
trarily to the other cases. These results evidence that the referred de-
fault value (kRs= 0.17 °C−0.5) should not be used. Nevertheless,

Table 7
Statistical indicators of the selected multiple linear regressions using average TD, u2 and RH as predictors of kRs for the Hargreaves-Samani (global equation) and
when sites are grouped per type of climate defined with the UNEP Aridity Index AI (climate-focused equations) using the Med-Climwat datasets.

Indicators Global equation Climate-focused equations

Humid Moist and dry sub-humid Semi-arid Hyper-arid and arid

Number of sites 588 135 281 89 83
Regression coefficients β0 0.3023 0.3695 0.3396 0.2962 0.2073

β1 −0.0049 −0.0066 −0.0059 −0.0049 −0.0023
β2 0.0151 0.0127 0.0125 0.0117 0.0224
β3 −0.0017 −0.0024 −0.0020 −0.0014 −0.0009

Multiple R 0.85 0.91 0.88 0.85 0.89
R2 0.73 0.83 0.77 0.72 0.79
Adjusted R2 0.73 0.83 0.76 0.71 0.78
F value 490.9 194.7 282.3 76.9 90.8
Significance of F 6.4E-155 1.61E-45 2.57E-81 1.68E-24 2.09E-24

Standard error Intercept 0.0065 0.0137 0.0096 0.0139 0.0129
TD 0.0002 0.0006 0.0004 0.0005 0.0006
u2 0.0007 0.0013 0.0010 0.0015 0.0016
RH 6.32E-05 0.0001 0.0001 0.0002 0.0001

p-value Intercept 1.4E-192 2.78E-52 1.5E-101 1.74E-36 1.36E-25
TD 8.97E-70 7.29E-19 5.45E-43 6.25E-17 0.000346
u2 1.22E-75 1.56E-16 1.74E-28 1.16E-11 2.74E-22
RH 1.6E-98 2.91E-33 2.31E-46 1.08E-13 1.23E-12

Confidence interval Intercept 0.290, 0.315 0.342, 0.397 0.321, 0.358 0.269, 0.324 0.182, 0.233
TD −0.005, -0.004 −0.009, -0.005 −0.007, -0.005 −0.006, -0.004 −0.003, -0.001
u2 0.014, 0.016 0.010, 0.015 0.011, 0.015 0.009, 0.015 0.019, 0.026
RH −0.002, -0.001 −0.003, -0.002 −0.002, -0.001 −0.002, -0.001 −0.001, -0.0007
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similarly to the PMT approach, Fig. 5 shows that ETo HS under-estimates
the highest values of PM-ETo because these extreme values are due to
effects of wind, which is not considered in the HS equation.

All four sets of ETo HS referred previously are compared with PM-ETo
for each site, which provided for calculating the respective goodness-of-fit
indicators defined in Section 3: b0, R2, RMSE and EF. These results are
given in Table 9, grouped according to the climate of the sites. Table 9
shows the ranges of b0 values and the means and standard deviations of
R2, RMSE and EF relative to every site of the independent data sets, with
indication of the number of observations and sites in each climate group.
The regression coefficients b0 vary in a very small range when kRs is site-
calibrated, and vary in wider ranges when using the common default
kRs=0.17 °C−0.5, or kRs are computed with the global or the climate-
focused Eqs. (10) and (11). The widest range corresponds to using the
default kRs while ranges relative to using the kRs equations are closer to
the former. Wider ranges are for arid and hyper-arid sites while narrower
ones are for semi-arid sites. A trend of over-estimation is detected. Since
calibration is performed to minimize differences between ETo HS and PM-
ETo sets, using site calibration of kRs controls the effect of variables whose
extreme values produce low or high b0 values. Using a regression-pre-
dicted kRs value, does not exert such control of extreme values but helps
that ETo HS become closer to PM-ETo, so highly reducing the variability of
b0 for each climate group relative using a default value. Differently, R2

values change little with the procedure to get kRs but they change with
climate, with lower values for humid sites and larger for semi-arid. This
may happen because sites in humid climates have a larger variability of
climate characteristic variables than those in semi-arid climates.

Smaller RMSE and higher EF were obtained when site-calibrated kRs
were used and contrasting values were computed when the default kRs
was used. RMSE and EF close to the former were obtained for the cases
when Eqs. (10) and (11) were used. This means that errors are small,
particularly the high EF indicate a MSE much smaller than the variance
of PM-ETo. RMSE are small, ranging from 0.59 to 0.74mm d−1 for
humid, and arid and hyper-arid sites when using the global Eq. (10), and
ranging from 0.58 to 0.69mm d−1 for the same climates when using the
climate-focused Eq. (11). Results for both equations do not show notable
differences but the climate-focused equations may be preferable.

The frequency of occurrence of b0 and RMSE in various performance
classes is shown in Fig. 6 comparing the use of kRs computed with the
Eqs. (10) and (11) with the use of the default value 0.17 °C0.5. Data in
Fig. 6 allows distinguishing the behaviour of the various approaches
used, which was not possible if analysing only the aggregated data in
Table 9 and Fig. 5. First, Fig. 6 makes it evident that the frequency of
occurrence of b0 values in the various classes varies with the climate. In
humid climates, the larger occurrence in the class closer to 1.0, from 0.95
to 1.05, refers to the Eq. (10), while the highest occurrence relative to Eq.
(11) is in the class 0.80−0.95, thus indicating a trend for under-esti-
mation. Common to all classes is the occurrence of b0 values relative to
default kRs in the classes corresponding to larger over- or under-estima-
tion. These results, consequently, favour the use of Eq. (10) in humid
climates. Differently, in sub-humid climates the highest occurrence of b0
for both equations refers to the class 0.80−0.95, which indicates a
common trend for under-estimation; moreover, the frequency of occur-
rence in other classes is also similar relative to both equations. Therefore,

there is no preference of one over the other equation, while results when
using the default kRs indicate over-estimation. For semi-arid climates
results show that using Eqs. (10) and (11) refer dominantly to the class
closer to 1.0, with Eq. (11) showing more often a trend to over-estimate
differently to Eq. (10). The contrary happens for arid and hyper arid
climates, where the use of Eq. (10) may lead more often to over-esti-
mation of ETo. Mainly for arid and hyper arid climates, the use of the
default kRs leads to frequent under-estimations.

Relative to RMSE, the large frequency of occurrence (Fig. 6) for all
three kRs cases is the class 0.50−0.75mm d−1 with the remaining
occurrences in the low error class 0.20−0.50 in case of kRs Eqs. (10)
and (11). That frequency relative to the class 0.50−0.75mm d−1 de-
crease for the arid and hyper-arid climates where larger RMSE values
occur more often, mainly in case of using the kRs default value. Overall,
analysing the frequency of occurrence of both b0 and RMSE, the us-
ability of Eqs. (10) and (11) is confirmed since the resulting trends for
over- or under-estimation of ETo are less frequent than using the kRs
default value, while lower values for RMSE are more frequent, parti-
cularly for arid and hyper-arid climates. However, there is not an evi-
dent superiority of the climate-focused equations over the global one.

The statistical indicators in Table 9 are generally better than those
reported from other studies. Vanderlinden et al. (2004), for coastal
areas, reported RMSE ranging from 0.60 to 0.95mm d−1 while
Mendicino and Senatore (2013) reported a wider range of MAE esti-
mation errors, from 0.32 to 1.24mm d−1. Raziei and Pereira (2013a)
reported a RMSE<0.70mm d−1 for most locations in Iran, while Ren
et al. (2016a) reported RMSE ranging from 0.65 to 1.15mm d−1 in arid
areas, from 0.45 to 0.92mm d−1 in semiarid areas and 0.46 to 0.61mm
d−1 in moist sub-humid areas of Inner Mongolia. Paredes et al. (2018a),
for the humid and windy climate of Azores, reported RMSE ranging
from 0.47 to 0.86mm d−1. Therefore, results in Table 9 favour the use
of the kRs predictive Eqs. (10) and (11).

Considering the good performance of the HS equation when kRs is
computed with the global Eq. (10) or the climate-focused equations 11,
it is appropriate to propose a computational flowchart similar to that in
Fig. 1. It is presented in Fig. 7. The first step is to estimate the long-term
averages TDavg, RHavg and u2 avg that characterize the local, namely
using data from a nearby station. The second step is computing the
aridity index AI to provide for a general characterization of the regional
climate using long-term averages of the annual values of total annual
precipitation (Pt) and potential evapotranspiration (PETTH). Knowing
AI, the user may select to compute kRs through a global or a climate-
focused Eq. (10) or (11), which allows to finally compute ETo-HS.

6. Discussion and conclusions

The PMT approach has the potential for accurately estimating ETo
with reduced data sets. When air humidity data are not available,
adopting the temperature corrections to estimate Tdew have shown to be
highly advantageous relative to the simple assumption of equaling Tdew
= Tmin, thus overcoming the errors resulting from station dryness and
local advection. Using all data sets available and covering a wide range
of climates from humid to hyper-arid, the correction of temperature
using Eqs. (6a) through (7b) provides for improving RMSE by 15–20%,

Table 8
Mean and standard deviation (s.d.) of the kRs values for ETo-HS approach obtained with the testing data-sets when kRs (°C−0.5) is computed with a trial and error
procedure, or using the global predictive Eq. (10), or with the appropriate climate-focused Eq. (11). Application to the independent datasets of Bolivia. Inner
Mongolia, Iran, Portugal and Spain.

Procedure used to obtain kRs Mean and (s.d.) of kRs (°C−0.5) values relative to the climate of the sites

Humid Sub-humid Semi-arid Arid & hyper-arid

kRs locally calibrated using a trial and error procedure 0.17 (± 0.02) 0.16 (± 0.02) 0.17 (± 0.02) 0.20 (± 0.02)
kRs estimated with the global Eq. (10) 0.17 (± 0.02) 0.16 (± 0.02) 0.17 (± 0.02) 0.20 (± 0.03)
kRs estimated with the adequate climate-focused Eq. 11 0.16 (± 0.02) 0.16 (± 0.02) 0.17 (± 0.02) 0.19 (± 0.03)
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approximately. Nevertheless, despite other methods may be used to
correct station data for aridity and local advection, it is important to
recognize that correcting Tdew estimates from Tmin in case of arid cli-
mates, or computing Tdew from Tmean in case of humid climates, im-
proves the accuracy of ETo PMT estimates.

The radiation Eq. (3) can be accurately used when shortwave solar
radiation is not observed. Its use requires that kRs is accurately esti-
mated in alternative to its site calibration, which is time consuming and
data demanding because this option implies the availability of local, or
near local, full data sets to be used in the calibration process. The

alternative use of the regression Eqs. (8) and (9) consists of a simple and
accurate solution. The use of these equations requires the knowledge of
average values for TD, RH and u2 that characterize the site, namely
using data of a nearby station. Finally, when wind speed data are not
available, either u2 avg or u2 def may be used. Results analysed above
show that the use of u2 avg produces more accurate estimates of ETo,
which is important in windy areas and in sites marked by aridity.

The analysis performed herein has demonstrated the usability of the
proposed kRs regression Eqs. (8) and (9) to compute ETo-PMT, whose
goodness-of-fit indicators compare well with those relative to using site-

Fig. 5. Comparing ETo-HS with PM-ETo when using: (1) the default kRs= 0.17 °C0.5, (2) kRs computed with the global Eq. 10, or (3) kRs computed with the climate-
focused Eqs. 11 for humid, sub-humid, semi-arid, and arid and hyper-arid climates. Application using data sets of Bolivia, Inner Mongolia, Iran, Portugal and Spain.
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calibrated kRs values. It is important to recognize that these results were
obtained with independent data sets relative to various environments
and a large range of climates, from humid to hyper-arid. The in-
dependent variables TDavg, u2 avg and RHavg should be computed with
long time series of temperature, air humidity and wind speed of a
nearby station when such data are not available locally.

The usability of both equations 8 and 9 was also tested for various
combinations of missing data, i.e., Tdew, Rs and u2. Goodness-of-fit re-
sults have shown that using the PMT with reduced data sets combining
available weather data with estimators of the missing variables pro-
duces better performances for ETo estimation than using the PMT with
temperature data only. This analysis also has demonstrated that RMSE
change little when using kRs computed with Eq. (8) or (9), as well as
when missing wind speed is estimated with the default u2= 2m s−1 or
an average local value, despite the latter is generally preferable parti-
cularly for windy areas. This approach, combining observed and esti-
mated weather variables when these are missing, is certainly an ad-
vantage over the use of an ET temperature equation such as HS Eq. 2.

Following the very good results for the usability of the kRs Eqs. (8)
and (9) aimed at estimating Rs for use with the PMT approach, which
were developed through multiple linear regressions kRs = f(TDavg,
u2 avg, RHavg), other multiple linear regression equations were devel-
oped for kRs to be used with the HS equation, the Eqs. (10) and (11).
The independent variables are also the local or regional long-term
averages of TD, RH and u2 computed locally or using data of a nearby
weather station. The usability of both global and climate-focused kRs
equations were assessed through computing ETo HS with four ap-
proaches to calculate kRs, - site-calibration, default value
(kRs= 0.17 °C−0.5) and Eqs. (10) and (11) – and then determining the
respective goodness-of-fitting indicators relative to PM-ETo. It was ob-
served that the performance of ETo HS was poor when the default was

used, and that the statistical indicators relative to RMSE and EF relative
to using Eqs. (10) and (11) were close to those when site-calibrated kRs
were used. Therefore, since the errors of estimate are limited, the us-
ability of both Eqs. (10) and (11) was assumed, although the superiority
of the climate-focused equations was not evidenced. However, for both
equations, it was observed that the regression coefficient and RMSE of
ETo-HS varied with the climate of the sites used in the analysis.

It is important to notice that the goodness-of-fit indicators relative
to using the kRs equations relative to the PMT approach and to the HS
equation are very similar. Thus, results do not clearly support ad-
vocating the use of PMT or HS methods, very slightly better in case of
the HS equation, which may be due to using default wind speed instead
of a local u2 average value when computing with ETo PMT. These results
are different from those of former studies using the same datasets
(Todorovic et al., 2013; Raziei and Pereira, 2013a; Ren et al., 2016a;
Paredes et al., 2018a), which have shown that quite often PMT out-
performs HS: RMSE was smaller for PMT in 68 % of the sites of the
Mediterranean region, in 47.5 % of cases observed in Iran, in 76 % of
sites of Inner Mongolia and in 65 % of sites of Azores. These results
refer to using a site-calibrated kRs for both PMT and HS methods, which
are more accurate but much more demanding than using the kRs
equations assessed in the current study. Therefore, when only tem-
perature data are available, considering the simplicity of the HS
equation and its good accuracy when compared to the PM-ETo equa-
tion, it is possible to advocate the use of ETo HS for current practical
applications such as irrigation scheduling and planning, obviously with
kRs computed with the Eqs. (10) or (11). Differently, the PMT approach
is recommended when some weather variable in addition to tempera-
ture is available because those data may be used in PMT in combination
with estimates of the missing weather variables, then with errors of
estimates reduced relative to the use of temperature only.

Table 9
Mean and standard deviation (s.d.), or range, of the goodness-of-fit indicators relative to comparing ETo-HS with PM-ETo when kRs was calibrated for each site, the
default value kRs= 0.17 °C0.5 was used, or kRs was computed with the global Eq. (10), or with the climate-focused equations 11. Application to the independent
datasets of Bolivia. Inner Mongolia, Iran, Portugal and Spain.

Climate Number of b0 R2 RMSE (mm d−1) EF

Observations Sites range Mean and (s.d.) Mean and (s.d.) Mean and (s.d.)

kRs site-calibrated

Humid 94,730 36 0.94 - 1.04 0.77 (±0.14) 0.57 (±0.17) 0.75 (±0.17)
Sub-humid 145,326 47 0.95 - 1.04 0.89 (±0.11) 0.55 (±0.09) 0.88 (±0.12)
Semi-arid 412,368 107 0.95 - 1.03 0.93 (±0.04) 0.61 (±0.14) 0.90 (±0.05)
Arid & Hyper-arid 47,791 32 0.95 - 1.01 0.92 (±0.07) 0.63 (±0.19) 0.91 (±0.07)
All data 700,215 222 0.94 - 1.04 0.89 (±0.10) 0.60 (±0.15) 0.87 (±0.11)

kRs using the default value of 0.17 °C0.5

Humid 94,730 36 0.75 - 1.43 0.77 (±0.14) 0.71 (±0.19) 0.64 (±0.19)
Sub-humid 145,326 47 0.79 - 1.35 0.89 (±0.11) 0.71 (±0.17) 0.80 (±0.14)
Semi-arid 412,368 107 0.82 - 1.35 0.93 (±0.04) 0.69 (±0.17) 0.87 (±0.06)
Arid & Hyper-arid 47,791 32 0.65 - 1.39 0.92 (±0.07) 1.05 (±0.39) 0.77 (±0.17)
All data 700,215 222 0.65 - 1.39 0.89 (±0.10) 0.75 (±0.25) 0.81 (±0.15)

kRs computed with the global Eq. (10)

Humid 94,730 36 0.89 - 1.15 0.77 (±0.14) 0.59 (±0.17) 0.72 (±0.20)
Sub-humid 145,326 47 0.88 - 1.19 0.89 (±0.11) 0.58 (±0.11) 0.85 (±0.16)
Semi-arid 412,368 107 0.90 - 1.13 0.93 (±0.04) 0.60 (±0.13) 0.91 (±0.05)
Arid & Hyper-arid 47,791 32 0.87 - 1.43 0.92 (±0.07) 0.74 (±0.27) 0.86 (±0.16)
All data 700,215 222 0.87 - 1.43 0.90 (±0.10) 0.61 (±0.17) 0.86 (±0.14)

kRs computed with the climate-focused Eq. (11)

Humid 94,730 36 0.86 - 1.08 0.77 (±0.14) 0.58 (±0.15) 0.74 (±0.17)
Sub-humid 145,326 47 0.84 - 1.18 0.89 (±0.11) 0.60 (±0.13) 0.84 (±0.20)
Semi-arid 412,368 107 0.92 - 1.16 0.93 (±0.04) 0.60 (±0.12) 0.90 (±0.05)
Arid & Hyper-arid 47,791 32 0.84 - 1.21 0.92 (±0.07) 0.69 (±0.20) 0.88 (±0.13)
All data 700,215 222 0.84 - 1.21 0.89 (±0.10) 0.61 (±0.14) 0.86 (±0.14)
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For studies that imply knowing the trend of ETo, such as those re-
lative to climate change impacts on crop water and irrigation require-
ments, or on basin water balance and availability, the HS equation is
not recommended because ETo HS is almost linearly dependent of
temperature, thus producing a rising trend similar to that of tempera-
ture. Differently, the use of the PMT approach, where Tdew is computed
through correcting the temperature for aridity (Eqs. (6) and (7)), and an
average wind speed may be used, the dependence trend from tem-
perature is mitigated as observed for Inner Mongolia (Ren et al.,
2016b). In fact, trends from the various weather variables that de-
termine evapotranspiration are often contrary to temperature trends.
With those study objectives, it may be convenient to use estimated and

observed weather data in combination, including interpolated Rs from
geostationary satellites, as advocated by Paredes et al. (2020) relative
to LSA-SAF data, or from gridded sources (Allen et al., 2020), or from
nearby weather stations having full data sets (Tomas-Burguera et al.,
2017). For research studies where the accuracy of ETo is a must, such as
studies to define crop coefficients, the PM-ETo equation should be used.

The quality of data used for ETo calculation with the PM-ETo, the
PMT approach or the HS equation is paramount for the accuracy of
estimates. That quality depends not only from the equipment used and
related data handling, but also from the site characteristics and how
close it is from a reference site. QA/QC should cover all aspects influ-
encing ETo estimates. It is important to realize that numerous studies

Fig. 6. Frequency of occurrence of the goodness-of-fit indicators b0 and RMSE in various classes of accuracy when estimating ETo HS with kRs computed with the
global Eq. 10 ( ), computed with the climate-focused Eqs. 11 ( ), or using the default kRs= 0.17 °C0.5 ( ). Results are grouped per climate: (a) humid, (b) sub-humid,
(c) semiarid, and (d) arid and hyper-arid. Application using data sets of Bolivia, Inner Mongolia, Iran, Portugal and Spain.
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performed relative to reference evapotranspiration may be biased due
to data quality. Thus, quality control of station conditions and weather
data is definitely required, as it is also necessary the assessment of the
quality of gridded and reanalysis data when used to compute PM-ETo or
when satellite radiation data is used in combination with observed or
estimated ground data. Further research along these lines are required
as well as research complementing advances in the use of temperature
methods. The availability of accurate methods and data for computing
ETo is paramount to combine with updated Kc data when aiming at
matching irrigation supply and demand that can provide for irrigation
water savings and improved water productivity.
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