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Abstract 

Low back pain is a costly and debilitating disorder; however, most cases are categorized as being non-

specific: low back pain without an identifiable origin or cause. Non-specific low back pain can be broadly 

considered and treated as either musculoskeletal disorders or pain disorders. In the musculoskeletal case, 

mechanics and loading history are believed to disrupt or damage tissues in the low back, which then 

generate nociceptive signals to be interpreted as pain. If the low back pain is a pain disorder, the disruption 

or damage is not with the tissues of the lower back, but rather the nervous system that transmits or interprets 

these nociceptive signals. Additionally, these subcategories of non-specific low back pain are not wholly 

independent since mechanical exposures can influence nervous system activity and vice versa. A specific 

outcome of this interconnectedness between mechanics and neural encoding is that a mechanical exposure 

can alter our ability to detect mechanical loads or mechanical sensitivity. One mechanical exposure that is 

linked to low back pain development and has been documented to alter neural activity is lumbar spine 

flexion. The purpose of this thesis was to determine the extent and mechanisms underlying how lumbar 

spine flexion can alter lower back mechanical sensitivity through a combination of viscoelastic creep and 

muscle activity, and to determine the implications those changes could have on the development of low 

back pain. The methods undertaken to achieve this thesis’ purpose were a combination of in-vivo human 

laboratory experiments, ex-vivo benchtop histology and mechanical testing, and in-silico modelling across 

four studies. Studies 1 and 2 quantified how mechanical sensitivity was altered over time in response to 

static and repetitive lumbar spine flexion respectively, Study 3 quantified the innervation properties of 

lumbar spine tissues, and Study 4 simulated mechanical exposures before and after lumbar spine flexion 

exposures to determine the nociceptive neural activity those exposures and conditions could generate. 

The first two studies employed a similar design and methodology measuring mechanical sensitivity 

and biomechanical variables before and up to 40 minutes after a 10-minute lumbar spine flexion exposure. 

For Study 1, the exposure was a static, seated, maximal lumbar spine flexion exposure and for Study 2, the 

exposure was a repetitive, standing, maximal lumbar spine flexion exposure. A custom motorized pressure 

algometer was constructed for these studies and used to track three measures of mechanical sensitivity—

pressure-pain threshold, stimulus intensity, and stimulus unpleasantness—in the lower back and tibial shaft. 

Accelerometry was used in both studies to track the development and recovery from viscoelastic creep 

through lumbar spine flexion range of motion, and surface electromyography was used to determine 

flexion-relaxation (mean amplitude) in Study 1, and muscle fatigue (mean power frequency) in Study 2. 

Isometric joint strength and ratings of perceived exertion were also measured in Study 2. These data were 

fed into two main statistical processes: the first aimed to determine the time-course of mechanical sensitivity 

changes in the lower back relative to the tibial control site, and the second was to determine if any of the 

biomechanical variables (creep, muscle use, strength) or tibial mechanical sensitivities could predict lower 

back mechanical sensitivity changes.  

The static exposure generated a 10.3% creep response (4.4 ± 2.7°) in flexion range of motion that 

lasted for at least 40 minutes after the exposure. This exposure caused a transient increase in lower back 

stimulus unpleasantness but otherwise did not affect mechanical sensitivity nor did it affect flexion-

relaxation. The strongest predictor of lower back mechanical sensitivity throughout the static exposure was 

the tibial surrogate; however, the magnitude of creep was also a significant predictor of changes in lower 

back pressure-pain thresholds. Despite being significant, these significant predictors could not explain the 

majority to the variance in mechanical sensitivity, and these changes appear more related to emotional 
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affect than a physiological response. Study 1 concluded that a static lumbar spine flexion exposure that did 

not incorporate muscle activity did not alter nociceptive activity but could shape how nociceptive activity 

is experienced. 

The repetitive exposure generated a 5.0% creep response (2.7 ± 1.4°) in flexion range of motion 

dissipated within 5 minutes of the exposure ending. This exposure caused an immediate and transient 

decrease in lumbar spine extensor mean power frequency (5.1%) and lower back joint strength (9.8%) 

indicative of muscle fatigue, and a delayed 13.6% increase in lower back pressure-pain thresholds occurring 

10 minutes after the exposure ended. Like Study 1, tibial mechanical sensitivities were the strongest 

predictor of lower back mechanical sensitivities, however interaction terms between these tibial surrogates 

and either creep magnitude or fatigue indicators (mean power frequency and strength) were also significant 

predictors. The delayed desensitization following this repetitive exposure was believed to arise from a 

combination of creep development and muscle use. 

The third study used lumbar spine tissues harvested from four cadaveric donors to determine the 

relative concentration of four neural membrane molecules (Protein Gene Product 9.5 (PGP9.5), Calcitonin 

Gene-Related Peptide, Bradykinin B1-Receptor, and Acid-Sensing Ion Channel 3 (ASIC3)) relevant to 

detecting mechanical stimuli in three tissues (dermal skin, superficial posterior annulus fibrosus, and the 

supraspinous-interspinous ligament complex) using Western Blotting. Only PGP9.5 and ASIC3 were found 

consistently in any of the three tissues. PGP9.5 had similar concentrations in skin and ligament, both of 

which were at least 12.8 times higher than in annular tissues. ASIC3 was most common in skin, followed 

by ligament, then annulus fibrosus, however the ratio of ASIC3:PGP9.5 was highest in annular tissue. 

The fourth study documents a model of nociceptive activity that predicts the likelihood that three 

exposures (pressure-pain threshold, flexion range of motion, and tissue failure) would generate nociceptive 

activity in the brainstem given a tissue (skin, annulus, or ligament), a viscoelastic state, 𝜁(𝑡), and a muscle 

activity state, 𝜙(𝑡) . The model simulated a single tissue-exposure combination for a sample of 100 

mechanical sensitivities derived from the data in Studies 1 and 2. The model itself consisted of a Sensitivity 

Module that converted a tissue stress to an electrical current and a Neurological Module that used the 

electrical current to simulate the behaviour of a network of Hodgkin-Huxley neurons. The pressure-pain 

threshold exposure was used to validate the model and derive values for 𝜁(𝑡) and 𝜙(𝑡), which were then 

applied to the other two exposures in annular and ligament tissues. While 𝜁(𝑡), representing any effects 

related to creep following lumbar spine flexion, had minimal effects on nociceptive neural activity, 𝜙(𝑡), 

representing muscle activity-related effects of lumbar spine flexion, could inhibit nociceptive activity 

substantially. A major prediction from the model is that annulus fibrosus failure would be unlikely to 

generate any nociceptive activity in 12% of the population, and that characteristics of the exposure could 

increase that percentage to as many as 99.9% depending on the mode of failure. Flexion range of motion 

consistently generated no nociceptive activity in all tissues and conditions, and ligament failure consistently 

generated nociceptive activity regardless of other factors. 

While both viscoelastic creep and muscle activity related to lumbar spine flexion can influence 

mechanical sensitivity, the effects of muscle activity were more prominent, and could meaningfully 

influence the connection between tissue disruption and low back pain. These effects were most notable in 

exposures that have the potential to damage the annulus fibrosus. 
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Chapter 1 - Introduction 

Musculoskeletal pain is highly prevalent and burdensome on affected individuals and the healthcare system 

that attempts to mitigate pain (Murray and Lopez, 2013; Woolf and Pfleger, 2003). Musculoskeletal pain 

is the worldwide leading source of years living with disability (Vos et al., 2012), and a major source of lost 

time from work in high-income countries. While often an indicator of injury (bone fractures, ligament tear) 

or other pathology (osteoarthritis), pain can also be a disorder unto itself (fibromyalgia, chronic regional 

pain syndrome) (Arendt-Nielsen et al., 2011; Loeser and Melzack, 1999). There is an identifiable 

mechanical or biochemical initiator responsible for generating pain in many musculoskeletal disorders 

(Gallagher and Heberger, 2012; Kumar, 2001; Solomonow, 2004); the disorder is with the tissue and not 

the sensation of pain itself. In contrast, pain disorders are disorders where there are no clearly identifiable 

sources of pain other than the nervous system responsible for transmitting, modulating or interpreting pain 

(Ehrlich, 2003; Sterling et al., 2001). 

Low back pain occupies a problematic position in between a musculoskeletal injury or pathology, 

and a pain disorder since it may have mixed origins dependent on the specific case. A by-product of these 

mixed origins is that while cases related to an injury (disc herniation; (Gooyers et al., 2015; Veres et al., 

2009)) or diseased state (disc degeneration; (Hansen et al., 2015; Lao et al., 2015)) are given specific names 

and aetiologies, those stemming from pain disorders are lumped together as non-specific low back pain. 

Further complicating this issue, injuries or pathologies that cannot be adequately diagnosed are 

amalgamated into the definition of non-specific low back pain and may be treated as a pain disorder despite 

mechanical or biochemical origins or vice versa (Balagué et al., 2012; Foster et al., 2011). Misalignment of 

the underlying causes and treatments for low back pain results in people who live with low back pain 

seeking multiple treatment options and staying in the healthcare system for longer (Fritz et al., 2003; Gore 

et al., 2012), causing high treatment costs per person. 

Despite the uncertainty around its mechanisms, non-specific low back pain is often assumed to be 

related to the musculoskeletal system and have mechanical origins. The rationale for this conclusion is as 

follows:  

1) The main purpose of a functioning pain system is to alert the person to an actual or potential threat 

of tissue damage (Basbaum et al., 2009; Braz et al., 2014; Brodal, 2017; Loeser and Melzack, 

1999). 

2) One of the main functions of the musculoskeletal system is to support and transfer loads during 

motion (Kumar, 2001; Mammoto and Ingber, 2010; Panjabi, 2003; Solomonow, 2011); the 

presence of pain as an internal “alarm system” would only be useful if a painful component of the 

musculoskeletal system had its ability to transmit or support loads altered in some fashion. 

3) Mechanical loads applied to the musculoskeletal system can activate neurons and receptors capable 

of encoding painful stimuli (Braz et al., 2014; Ghitani et al., 2017; Ochoa and Torebjörk, 1989; 

Schmidt et al., 1995; Xu et al., 2008b). 

4) Epidemiology has related mechanical exposures to the prevalence of low back pain (Cole and 

Grimshaw, 2003; Lis et al., 2007; Sterud et al., 2016; Sterud and Tynes, 2013; Tissot et al., 2009), 

with some empirical support for biomechanical theories relating potential mechanisms of injury to 

these exposures (Nelson-Wong and Callaghan, 2010; O’Sullivan et al., 2013; Shin and Mirka, 

2007). 
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5) Successful treatments and interventions for non-specific low back pain are grounded in either 

directly or indirectly altering the loads on the painful tissues (Delitto et al., 1995; Stanton et al., 

2011; Van Dillen et al., 2003), increasing the ability of painful tissues to tolerate loads (McGill et 

al., 2000; Scotti et al., 2016), or disrupting the transmission of pain itself (Kumar et al., 2007; 

Taylor et al., 2006; van den Beuken-van Everdingen et al., 2017). 

The first two rationales are widely agreed upon by the scientific community related to acute pain. 

However, chronic pain states often run counter to these two rationales where pain is present in the absence 

of any detectable threat of tissue damage to the musculoskeletal system (Adams et al., 1999; Balagué et al., 

2012; Cordero-Erausquin et al., 2016; Loeser and Melzack, 1999). Many of the features present in a person 

transitioning from an acute to a chronic pain patient are sociological or psychological (Costa et al., 2009; 

Sterling et al., 2001), suggesting a reweighting of the perception of pain relative to the strength of 

nociceptive stimuli (Cordero-Erausquin et al., 2016; Latremoliere and Woolf, 2009). Rationale three has 

been repeatedly supported in animal models (Arcourt et al., 2017; Lima et al., 2017; Ochoa and Torebjörk, 

1983; Winkelstein and DeLeo, 2004) and authors must test for and identify neurons that encode mechanical 

pain in order to study any pain-related interventions in these animal models (Chen et al., 2006; Kashiwadani 

et al., 2017; Namer et al., 2015; Pitcher and Henry, 2004; Toda et al., 2004). However, the specific genes 

responsible for the production of membrane receptor proteins and the function of those proteins that detect 

painful (and non-painful) mechanical stimuli are better understood in earthworm and flea models (Bianchi 

and Driscoll, 2002; Geffeney and Goodman, 2012) than in mammalian homologues (Qi et al., 2015; Wetzel 

et al., 2017). The widespread use of pressure-pain thresholds (Hägg and Åström, 1997; Hoeger Bement et 

al., 2009; Jones et al., 2017; Petrini et al., 2015) and electrophysiological testing (Schmidt et al., 1995; 

Staud et al., 2007) confirms the presence of these neurons in humans, although the specific membrane 

receptor proteins are not understood to the same level of detail as in animal models (Osmakov et al., 2014). 

Within rationale four, the psychosocial factors related to pain in workplace or clinical settings can confound 

the biomechanical predictors (Roffey et al., 2010a; Wai et al., 2010). However, there have been fairly strong 

exposure-pain likelihood correlations in multiple workplace scenarios, where workers exposed to longer 

duration tasks and higher loads are more likely to develop low back pain (Cole and Grimshaw, 2003; Lis 

et al., 2007; Tissot et al., 2009; Xu et al., 1997). Rationale five does not consider the episodic nature and 

favourable prognosis of the natural history of low back pain (Costa et al., 2009; Schiottz-Christensen et al., 

1999). However, studies that sort low back pain patients based on how their symptoms change with sets of 

conservative or surgical treatments have resulted in more efficient (Fritz et al., 2003) and better pain 

reduction (Fairbank et al., 2011; Foster et al., 2011; Hall et al., 2009) than general pain-mediating and 

physical activity-driven treatments.  

Despite the rationale for a mechanical origin of non-specific musculoskeletal low back pain, attempts 

to isolate a specific tissue as generating a specific instance of pain has been elusive. Ligaments and joint 

capsules are often cited as the inciting tissues based on an analysis of forces and moments applied to systems 

within the low back (Cavanaugh et al., 1996; Solomonow et al., 2003), however their depth in the body 

prevents in-vivo validation of these predictions. Attempts to invasively measure the internal loads on these 

tissues involve modifying the mechanical properties of the tissue itself and are not feasible across large 

numbers of participants with current technology. In-vitro or ex-vivo studies are suitable for characterizing 

mechanical behavior of these tissues (Busscher et al., 2011; Callaghan and McGill, 2001; Fick et al., 2015), 

but require a dissociation from the brain and spinal cord in order to conduct these tests, therefore the 

sensation of these loads cannot be determined. Models that attempt to predict the loads within these tissues 
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do not generate neural outputs to the brain in order to assess whether those loads could be perceived as 

painful (Arjmand and Shirazi-Adl, 2006; Cholewicki and McGill, 1994; Reynaud and Quinn, 2006; van 

Dieën and Kingma, 2005), but may be expanded in order to include this feature (Argüello et al., 2015; 

Britton and Skevington, 1989; Xu et al., 2008b). While in-situ studies have been able to combine the ability 

to manipulate controlled loads with measures of sensory afferent information, these animal studies involve 

terminating the subject after the procedure is completed due to the level of invasiveness that prevents its 

use on humans (Cavanaugh et al., 1996; Lima et al., 2017; Winkelstein and DeLeo, 2004). Therefore, a 

predictive model of pain combining biomechanical and neurophysiological foundations is the most feasible 

currently available method to validate if non-specific musculoskeletal low back pain can be caused by 

loading, injury, or damage to a particular tissue. 

The intrinsic properties of passive tissues in the spine may affect how sensory information is 

transmitted to the brain and perceived by the person (Abboud et al., 2016; Sánchez-Zuriaga et al., 2010). 

Ligaments, joint capsules and other passive collagenous tissues are considered viscoelastic—they have 

viscous/fluid and elastic/solid attributes (Provenzano et al., 2002, 2001). One phenomenon that arises from 

the interplay of solid and fluid elements is viscoelastic creep: a time-dependent increase in deformation for 

a given force (McGill and Brown, 1992; Shin et al., 2009; Thornton et al., 2002). Creep occurring in the 

posterior ligaments of the spine is prominently featured in discussions of low back pain arising from 

repetitive or prolonged trunk flexion (Arjmand and Shirazi-Adl, 2006; Parkinson et al., 2004; Shin et al., 

2009; Shin and Mirka, 2007). Ligamentous creep is associated with local inflammatory responses (Pinski 

et al., 2010; Yang et al., 2011), which can interact with pain-sensing neurons to affect a person’s pain 

perception to a given magnitude of stress or strain (Braz et al., 2014; Kidd and Urban, 2001; Solomonow, 

2004). There is evidence that ligament creep can affect the electrical activity generated by muscles 

surrounding the tissues undergoing creep (Andersen et al., 1995; Claude et al., 2003; Granata et al., 2005). 

Furthermore, the modality (static or repetitive) and stresses producing ligament creep have resulted in 

different neuromuscular adaptations during the development and recovery from creep exposures (Little and 

Khalsa, 2005; Toosizadeh et al., 2012; Toosizadeh and Nussbaum, 2013). Other muscular- (Kennedy et al., 

2015; Taylor et al., 2000) or physical activity-related factors (Ellingson et al., 2014; Koltyn et al., 2014) 

that arise from moving into and about spinal postures that generate creep can also affect pain sensitivity. 

A global objective of this thesis is to develop a more complete understanding of how mechanical 

loads in passive linkages of the musculoskeletal system can result in pain. The thesis focuses on passive 

tissue creep in the low back because of its prevalence (Boschman et al., 2011; Grant et al., 1995; Thiede et 

al., 2014) and the theorized relevance of these tissues to clinical low back pain (Arendt-Nielsen et al., 2011; 

Solomonow, 2004; Thornton et al., 2002). The first two studies determined how the accumulation and 

recovery from tissue creep affected low back pain sensitivity in two models of tissue creep: passive static 

spine flexion (Chapter 3) and active repetitive spine flexion (Chapter 4). The third study documented 

innervation characteristics of lower back passive tissues in cadavers (Chapter 6). The fourth study took 

measurements from the first three studies to generate a mechanism-driven model of mechanical ligamentous 

pain in the low back accounting for viscoelastic creep (Chapter 7). 
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Chapter 2 - Literature Review 

This chapter is intended to provide a general framework that will support the studies outlined in this thesis. 

The literature specific to each study is discussed in the Introduction sections of each chapter. This section 

starts with explicit definitions of terminology used throughout the document, followed by an overview of 

low back anatomy and general neuron function. A current understanding of the sensation of mechanical 

pain is then described considering the definitions, anatomy, and neurophysiology. The subsequent sections 

focus on the problem of low back pain and viscoelastic properties of the tissues in the low back. A final 

section summarizing outstanding problems from the literature review are provided to frame the position of 

the studies proposed for Chapters 3 through 6 within the existing knowledge. 

2.1 Definitions and Terminology 
This section serves to introduce the reader to terminology and provide high-level details from the literature, 

more depth is provided in later sections. 

2.1.1 Pain-Related Terminology 
The terminology used here draws heavily from the International Association for the Study of Pain, who 

published a formal list of definitions in 2008 (Loeser and Treede, 2008), which was updated in 2020 (Raja 

et al., 2020). 

Pain 
The International Association for the Study of Pain defines pain as “an unpleasant sensory and emotional 

experience associated with actual or potential tissue damage, or described in terms of such damage” (Loeser 

and Treede, 2008; Raja et al., 2020). This definition acknowledges a somatic and cognitive element, and 

that pain itself does not require any actual damage to have occurred (Williams and Craig, 2016). However 

this definition also implies a massive amount of personal variability and subjectivity inherent in pain being 

an experience (Dennett, 1978). The phrase ”… or described in terms of such damage” also implicates that 

people often link pain to some form of damage, a practice with historical and linguistic origins (Duncan, 

2017). There have been calls to revise this definition despite its thoroughness. Williams and Craig (2016) 

have suggested that pain be a “distressing experience” and that it has “sensory, emotional, cognitive and 

social components”, arguing that “unpleasant” is not a strong enough descriptor and that the “cognitive and 

social” elements of a painful experience not be lumped together with the emotional elements. Pain has been 

argued to be a homeostatic perturbation detector, where it warns a person of disruptions to homeostasis, 

which could be physical or emotional (Craig, 2003). Abstracting further, it has also been argued that pain 

is a “conjectured entity” that cannot be observed directly yet can emerge naturally from a “dynamic and 

complex interaction” of organs and tissues, the neurons that innervate them, and cognitive, emotional, 

physical, social, or other brain states (Doleys, 2017). Despite an intricate and debated conceptual definition, 

pain has a relatively straightforward functional definition: it is believed to serve as a “warning system” to 

prevent excessive damage to the individual (Brodal, 2017; Julius and Basbaum, 2001). Cases where pain is 

no longer useful as a warning system, such as in those with phantom limb pain, reveal that plastic changes 

have occurred in the central nervous system causing people to experience pain without any “actual or 

potential tissue damage” (Flor et al., 2006). This corresponds with emerging evidence that there could be a 

neurological “signature” of brain activity unique to the experience of pain (Baliki and Apkarian, 2015; 

Kucyi and Davis, 2017; Wager et al., 2013) further expanded in Section 2.4.3.  
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Despite multifactorial definitions, attempts to quantify pain frequently reduce it to a unidimensional 

intensity (Duncan, 2017; Hjermstad et al., 2011; Kemp et al., 2012), often assuming ratio properties in 

discrete or continuous numerical scales (Gallagher et al., 2001; Hägg et al., 2003; Kelly, 2001; Price et al., 

1983; Todd et al., 1996). Since clinicians frequently assess pain with unidimensional scales, lay people 

seeking pain treatments can believe this to be a useful metric, and in turn frame their own thinking about 

pain in this way, which can affect their prognosis (Atlas and Wager, 2012; Moseley and Butler, 2015). 

Similar to how knowledge about one’s heart rate can affect their heart rate (Blanchard et al., 1984), the 

knowledge and manner of thinking about pain can affect their experience of pain (Moseley and Butler, 

2015). Arguments for simplifying pain to an intensity are based on external validity; they allow for a quick 

and reliable way to assess an overall meaningful change in those living with pain (Gallagher et al., 2001; 

Kelly, 2001). The reported sensitivity and reliability of numerical rating (Hjermstad et al., 2011) or visual 

analog scales (Bird and Dickson, 2001) in providing clinically meaningful representations is remarkable 

considering they involve a numerical or spatial summary of a subjective interpretation of an individual-

specific experience derived from a large diversity of physiological responses. Additionally, comprehensive 

assessments of pain designed for clinical or chronic pain (Melzack, 1987, 1975) lack the temporal resolution 

required for most studies involving repeated measures that instead focus on one (Cecchi et al., 2012; 

Gallagher et al., 2014; Rabey et al., 2017) or two dimensions (Ellingson et al., 2014; Petrini et al., 2015) of 

pain. When researchers include a second dimension of pain, the “unpleasantness”, interpreted to represent 

the emotional or experiential side of pain (Ellingson et al., 2014; Petrini et al., 2015), is tracked in addition 

to the “intensity”, which refers to the physiological strength of that stimulus. 

For the purposes of this thesis, pain will be defined conceptually as the subjective interpretation of 

an unpleasant physiological stimulus (Loeser and Treede, 2008; Raja et al., 2020), and functionally as a 

means to inform a person of potential impending damage (Brodal, 2017). A person will be in pain if they 

consider themselves to be in pain (Dennett, 1978; Nagel, 1974), and can ascribe at least an intensity and 

unpleasantness to that pain (Duncan, 2017; Ellingson et al., 2014; Petrini et al., 2015). 

Noxious Stimuli, Nociception, Nociceptive Neurons, and Nociceptors 
The terms noxious stimulus, nociception, nociceptive neuron, and nociceptor are all related to the 

physiological responses associated with painful experiences. First, all sensory stimuli can be split into 

noxious, and non-noxious stimuli; noxious stimuli will or have the potential to damage tissues (Loeser and 

Treede, 2008). A noxious stimulus can be mechanical (e.g. pinching, stretch, ripping) (Garell et al., 1996; 

Schmidt et al., 1995; Staud et al., 2007), thermal (excessive heat or cold) (Caterina et al., 1997; Xu et al., 

2008b), or chemical (e.g. inflammatory molecules, capsaicin, ATP) (Ahern et al., 2005; Brain, 2011; Song 

and Varner, 2009). All modalities of noxious stimuli can be non-noxious if the intensity of the stimulus is 

small enough that there is no threat of any tissue damage (Basbaum et al., 2009; Chalfie, 2009; Cordero-

Erausquin et al., 2016; Julius and Basbaum, 2001; Namer et al., 2015). Therefore, a noxious stimulus must 

be of a certain modality and possess a minimum intensity. 

Nociception is defined as “the neural process of encoding and processing noxious stimuli” (Loeser 

and Treede, 2008) and is often used to refer to the activities of the peripheral nervous system and spinal 

cord that usually generate the experience of pain (Cordero-Erausquin et al., 2016; Heinricher et al., 2009; 

Julius and Basbaum, 2001; Sperry et al., 2017). Nociceptive neuron is the label given to neurons that are 

responsible for nociception; non-nociceptive neurons encode other sensory information (Loeser and Treede, 

2008). A nociceptor is a receptor on nociceptive neurons in the peripheral nervous system that transforms 

a noxious stimulus into a membrane potential (Dubin and Patapoutian, 2010; Loeser and Treede, 2008; 
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Woolf and Ma, 2007). In other words, nociceptors detect noxious stimuli in the periphery that are encoded 

and transmitted along nociceptive neurons throughout the peripheral nervous system and spinal cord; this 

entire process is called nociception. Unlike pain, nociception is not an experience, and can be quantified by 

the time-history of action potentials (Arcourt et al., 2017; Duan et al., 2014; Pitcher and Henry, 2004) or 

macromolecule concentrations within and around nociceptive neurons (Saxler et al., 2008; Weisshaar et al., 

2017). This makes nociception a more objective measure of painful stimuli, where nociception is often 

assumed to result in painful experiences (Andersen et al., 1995; Frahm et al., 2013; Namer et al., 2015) or 

behaviours (Caterina et al., 2000; Kashiwadani et al., 2017). This is a safe assumption in healthy individuals 

(Loeser and Melzack, 1999). 

Acute and Chronic Pain 
Acute pain is functionally useful—it serves to warn the person of a threat to, or the existence of tissue 

damage or some other noxious stimulus (Dunn et al., 2006; Julius and Basbaum, 2001; Tamcan et al., 2010). 

Acute pain is defined as pain lasting less than two to six months dependent on the author (Airaksinen et al., 

2006; Doleys, 2017; Duncan, 2017; Hansson et al., 1985). Chronic (or sometimes “persistent”) pain refers 

to pain that may no longer be related to any noxious stimulus despite still being “described in terms of such 

damage” (Williams and Craig, 2016). Chronic pain is similar with the term “pain disorder” used in the 

Introduction; chronic pain often indicates a disorder with the person’s ability to experience pain (Balagué 

et al., 2012; Boström et al., 2015), and can indicate changes in neural connectivity or unusual activity in 

nociceptive neurons (Baliki and Apkarian, 2015; Coderre et al., 1993; Tanasescu et al., 2016). Although 

acute pain does require an identifiable noxious stimulus, it can be associated with shorter-scale plastic 

changes in neural connectivity (Heinricher et al., 2009; Latremoliere and Woolf, 2009).  

Chronic pain is considered the largest worldwide burden on health care systems in terms of years 

lived with disability (Vos et al., 2012); it is highly prevalent (Hoy et al., 2012; Murray and Lopez, 2013; 

Phillips, 2009), and is highly co-morbid with psychological disorders (Gore et al., 2012). The direct annual 

medical costs of a person with chronic pain has been estimated to be 2 to 3 times greater than someone 

without chronic pain (Gore et al., 2012; Roberts et al., 2015), with much larger indirect costs (Phillips, 

2009). Despite chronic pain being a more prominent problem in society than acute pain, the majority of 

mechanistic studies on pain systems have used acute pain models. These include: nerve ligation (Joshi et 

al., 2006; Winkelstein and DeLeo, 2004), chemical irritants (Ahern et al., 2005; Caterina et al., 1997; 

Ciubotariu et al., 2007; Torisu et al., 2006), direct neural stimulation (Frahm et al., 2013; Namer et al., 

2015), transient mechanical exposures (Beissner et al., 2010; Ghitani et al., 2017; Melia et al., 2015; 

Micalos and Arendt-Nielsen, 2016; Nelson-Wong and Callaghan, 2010), or skin heating/cooling (Arntz and 

Claassens, 2004; Cai et al., 2016; Lawson et al., 2008; Rabey et al., 2017; Wager et al., 2013). Additionally, 

the outcomes of these acute pain studies are often nociception-based rather than pain-based since they are 

easier to define and quantify (Barrot, 2012; Mogil et al., 2010). 

Although the studies within this thesis are concerned exclusively with noxious stimuli that inform 

acute pain, the findings will be extrapolated to inform and address the problem of chronic low back pain. 

The assumption in this extrapolation is founded in preventing the development of chronic pain through 

understanding the noxious stimuli that triggers its precursor, acute pain. 

Pain Sensitivity 
Pain sensitivity relates the intensity of the noxious stimulus to the intensity of the painful experience, and 

can manifest as: a change in pain thresholds, a different response for a fixed stimulus, or an altered rate of 
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spontaneous activity in the absence of any stimulus (Loeser and Treede, 2008; Rukwied et al., 2013; Woolf 

and Salter, 2000). Hyperalgesia and hypoalgesia refer to an increased or decreased pain sensitivity 

respectively, regardless of the mechanism underlying those changes (Loeser and Treede, 2008). Central 

and peripheral sensitization refer to the location within the nervous system that a given change in sensitivity 

occurs; local inflammatory responses are one form of peripheral sensitization (Kidd and Urban, 2001), and 

neurogenesis in the spinal cord is an example of central sensitization (Coderre et al., 1993). Allodynia refers 

to the specific case where a known non-noxious stimulus causes pain, the only agreed upon example is pain 

in response to light stroking of the skin following a previous noxious stimulus (Loeser and Treede, 2008; 

Pitcher and Henry, 2004; Winkelstein and DeLeo, 2004). Pain thresholds refer to the minimum stimulus 

that can evoke a painful response, and the pain tolerance is the maximum stimulus intensity a person is 

willing to tolerate (Loeser and Treede, 2008; Melia et al., 2015; Petrini et al., 2015).  

2.1.2 Neuroscience-Related Terminology 

Primary Afferent Neurons, Projection Neurons, and Interneurons 
Three broad classes of neurons that convey sensory information from the periphery to the brain (afferent 

direction) are primary afferent neurons, projection neurons, and interneurons. Primary afferent neurons are 

the first neuron in the signaling chain, containing a set of receptors within the periphery, and a single axon 

carrying information into the spinal cord (Gregory et al., 2016; Saeed and Ribeiro-da-Silva, 2012; Slugg et 

al., 2000). They are structurally different from other neurons because they lack true dendrites and are 

excited by external stimuli rather than another neuron. Projection neurons are those that ascend the spinal 

column and enter the brain. For the purposes of this thesis, projection neurons represent the output of 

nociceptive processes and function as the input to pain processes (Braz et al., 2014; Guo and Hu, 2014; 

Prince et al., 2005). Interneurons connect two neurons to each other, and are often implied to be an 

intermediate neuron in a signaling pathway or tract within the spinal cord (Braz et al., 2014). 

Complementary to this classification are numerical orders of neurons where the 𝑛th order neuron is the 𝑛th 

neuron in series; by definition, a first order afferent neuron is a primary afferent neuron. 

Neurotransmitters and Neuropeptides 
Neurotransmitters and neuropeptides are two similar types of neurochemicals released from a neuron that 

affect the membrane voltage of adjacent neurons. Excitatory neurochemicals increase the membrane 

voltage potential of the postsynaptic (receiving) neuron while inhibitory ones decrease it (Platkiewicz and 

Brette, 2010). Neurotransmitters are released quickly, diffuse short distances before activating a receptor, 

and are immediately transported back into a neuron or broken down (van den Pol, 2012). Glutamate (El 

Mestikawy et al., 2011; Li et al., 2017), gamma-aminobutyric acid (GABA) (François et al., 2017; Guo and 

Hu, 2014), glycine (Polgár et al., 2003), and ATP (Jo and Schlichter, 1999; Saeed and Ribeiro-da-Silva, 

2012; Song and Varner, 2009) are all examples of neurotransmitters in nociceptive pathways. A given 

neurotransmitter tends to always be excitatory (e.g. glutamate) or inhibitory (e.g. GABA) in that it affects 

the postsynaptic membrane voltage consistently (Boyle et al., 2017; Braz et al., 2014; Duan et al., 2014). 

However, a given neuron may release multiple neurotransmitters (De Biasi and Rustioni, 1988; Jo and 

Schlichter, 1999) and has the ability to modulate the release of each neurotransmitter separately (Keller et 

al., 2001).  

Neuropeptides are short amino acid chains (usually less than 20) released in tandem with 

neurotransmitters that linger outside of neuron for longer periods of time than neurotransmitters (Basbaum 

et al., 2009), and can diffuse beyond a single synapse (van den Pol, 2012). Unlike neurotransmitters that 
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have a fast and specific response, the effects of neuropeptides accumulate more slowly over time and can 

affect more neurons (van den Pol, 2012). Calcitonin gene-related peptide (CGRP) (Corey et al., 2011; 

Mense and Hoheisel, 2016) and Substance P (Kallakuri et al., 1998; Nederpelt et al., 2016) are two 

excitatory neuropeptides linked to nociception. Only a subset of neurons contain neuropeptides, termed 

peptidergic neurons (Saxler et al., 2008; Stucky and Lewin, 1999); other neurons are non-peptidergic (Saeed 

and Ribeiro-da-Silva, 2012; Weisshaar et al., 2017). 

Neural Activity 
The phrase “neural activity” will be used throughout this thesis to describe the overall intensity of a neuron’s 

metabolism. Neural activity will be increased when action potentials occur more frequently or when a 

neuron is releasing a larger amount of neurotransmitter or neuropeptide. Neural activity can be used to 

describe a single neuron or a population of neurons, in the latter case, neural activity will refer to the average 

rates of action potentials and neurochemical release among that population. 

2.1.3 Biomechanical Terminology 

Tissue 
“Tissue” will be used in this thesis as a generic term for distinct anatomical structures, or subsets of those 

structures. A tissue’s type indicates its rough composition and function (e.g. muscle, ligament, tendon, 

neuron, skin). The term “passive tissues” will generally refer to ligaments, tendons, fascia, joint structures 

(discs, capsules), and skin. 

Viscoelasticity 
A viscoelastic material is one that simultaneously exhibits mechanical properties of solids and liquids 

(Fung, 1994; Provenzano et al., 2001). Pure solids respond to external loads by deforming in proportion to 

the magnitude of the applied load, store the energy of that applied load in the chemical bonds between 

molecules, and release that energy when the load is removed (Fung, 1994). The specific amount of 

deformation an object has for a given load is referred to as its elasticity (Lu and Mow, 2008; Yang et al., 

2016). Pure liquids respond to external loads by flowing in proportion to the rate of the applied load, and 

do not store the energy of applied loads as solids do (Fung, 1994). The resistance of a fluid to flow in 

response to a change in applied loads is its viscosity. All tissues in the body are viscoelastic, with varying 

proportions of viscous (liquid) and elastic (solid) elements. 

Viscoelastic Creep 
Viscoelastic creep, referred to in this thesis as “creep”, is an emergent phenomenon where viscoelastic 

materials have larger deformations for a given load as a result of their loading history (Fung, 1994; 

Solomonow, 2004; Thornton et al., 2002). Viscoelastic materials with smaller viscosity coefficients, 

representing less resistance to flow, exhibit larger amounts of creep. Creep is often reported as a percent 

increase in initial length or deformation at a predetermined load (Howarth et al., 2013b; Little and Khalsa, 

2005; Shin and Mirka, 2007; Solomonow et al., 2000; Toosizadeh and Nussbaum, 2013), meaning that a 

load must be applied in order to assess the current level of creep.  

Acute and Chronic Injury 
There are two gross mechanisms of injury. An acute injury involves a single instance of a large load or 

deformation exceeding the undamaged tolerance of a tissue (Kumar, 2001). A chronic injury involves 

repeated (Callaghan and McGill, 2001; Gedalia et al., 1999), cumulative (Parkinson and Callaghan, 2009), 

or static loading (Busscher et al., 2011; Little and Khalsa, 2005) deteriorating the integrity of a tissue, 
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resulting in a sub-maximal load exceeding the reduced tolerance of a tissue. These terms are explicitly 

distinguished from acute and chronic pain as defined in Section 2.1.1. Injuries often cause acute pain 

regardless of injury mechanism. If both the injury and pain persist beyond a certain time criterion, that 

injury has then caused persistent pain; chronic pain results from the pain continuing to exist in the absence 

of an identifiable injury. Theoretically, the occurrence of persistent or chronic pain can be independent of 

injury mechanism in this paradigm shown in Figure 2-1. 

 

Figure 2-1: Theoretical Model Relating Injuries and Pain. Based on the Definitions provided in text. Note that a chronic 

exposure is one that involves some combination of static or repetitive loading that modifies the tolerance of the tissues being 

loaded, an acute exposure does not affect tissue tolerances (Kumar, 2001). There is also a means for the development of 

chronic pain after acute pain has become asymptotic. 

2.2 Lumbar Spine Anatomy 
The anatomy of the lumbar spine reflects its overall functions: transferring loads between the upper body 

and pelvis while protecting the spinal cord and allowing motion (White III and Panjabi, 1990). The spine 

itself consists of an alternating series of vertebrae and intervertebral discs supported by muscles and 
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ligaments and surrounded by fascia, subcutaneous fat and skin. Each of the six joints in the human lumbar 

spine consists of three parts: an anterior intervertebral joint consisting of the interface of two adjacent 

vertebral bodies and the intervening disc, and two posterior facet joints consisting of the bony interface of 

the inferior articulating surface of the superior vertebrae and the superior articulating surface of the inferior 

vertebrae. The facet joints contain synovial joint capsules while the intervertebral joints do not (White III 

and Panjabi, 1990). The components of the lumbar spine relevant to this review are the vertebrae, 

intervertebral disc, and ligaments with an overview presented of the innervation and mechanical properties 

of each component. 

The vertebrae of the lumbar spine have larger vertebral bodies, more vertically-oriented facet joints, 

and more rectangular spinous processes than other vertebrae in the spine (White III and Panjabi, 1990). The 

vertebral bodies bear most of the compressive loads of the vertebrae and are highly innervated by primary 

afferent neurons (Bailey et al., 2011), however are not often implicated to cause low back pain outside of 

fractures or other high-energy impacts (Dempsey and Hashemi, 1999; Ehrlich, 2003). The vertebral bodies 

interface with the intervertebral disc through cartilaginous endplates (Tang et al., 2016; Van Der Houwen 

et al., 2010), which are more sparsely innervated than the vertebral bodies themselves (Bailey et al., 2011; 

Fields et al., 2014), but have been implicated as a source of discogenic low back pain (Braithwaite et al., 

1998). The more posterior elements of lumbar vertebrae serve mainly as an attachment point for soft tissues 

and muscles (the transverse and spinous processes), as well as providing protection to the spinal cord 

(vertebral laminae and pedicles; Figure 2-2). 

 

 

Figure 2-2: Superior View of Generic Lumbar Vertebrae. Components discussed in text are shown. Adapted from Figure 

1 of Ebraheim, Hassan, Lee, & Xu (2004). 

The intervertebral disc consists of an outer annulus fibrosis and an inner nucleus pulposus (White III 

and Panjabi, 1990) (Figure 2-3, Panel A). The annulus fibrosis consists of concentric layers of collagen 

fibres called lamina (the same name but a different structure from the vertebral lamina), with adjacent 

lamina having non-parallel collagen fibre orientations (Newell et al., 2017) (Figure 2-3 Panel B). The 
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nucleus pulposus consists of proteoglycans bound to collagen, surrounded by water which results in a gel-

like consistency that exerts a hydrostatic pressure outwards when compressive loads are applied to it 

(Newell et al., 2017). The nerve supply to the intervertebral disc is limited to the outer annular laminae 

(Bogduk et al., 1981; Morinaga et al., 1996), however the branches of the sinu-vertebral nerve supplying 

these outer layers are known to transmit nociceptive information (Raoul et al., 2002). Repeated spine 

flexion can cause the nucleus to herniate posteriorly (Callaghan and McGill, 2001; Veres et al., 2009) and 

may compress the nerves innervating the outer annular layers.  

 

Figure 2-3: Depiction of the Annulus Fibrosis and Nucleus Pulposus of an Intervertebral Disc. Adapted from Figure 2 of 

Newell et al. (2017). Panel A shows an overview of the whole disc, Panel B shows the hatching-pattern of obliquely oriented 

collagen fibres in adjacent laminae of the annulus fibrosis. AF – Annulus Fibrosis; NP – Nucleus Pulposus. 

The ligaments of the lumbar spine serve to restrain excessive tensile loads based on their position 

relative to the intervertebral and facet joints (Figure 2-4). All ligaments are highly innervated by a variety 

of receptor types (Kallakuri et al., 1998; Kiter et al., 2010; Rhalmi et al., 1993), allowing them to provide 

proprioceptive (Solomonow, 2004) and nociceptive (Sperry et al., 2017; Weisshaar et al., 2017) information 

to the brain and spinal cord. The anterior and posterior longitudinal ligaments course the entire length of 

the spine (Higuchi and Sato, 2002; Pintar et al., 1992), with their name indicating their position relative to 

the vertebral bodies (Figure 2-4). The posterior longitudinal ligament is stiffer than the anterior longitudinal 

ligament (Sharma et al., 1995), although both are stiffer than other lumbar spine ligaments (Pintar et al., 

1992). The interspinous ligament and ligamentum flavum connect adjacent vertebrae posterior to the spinal 

cord, with the more posterior interspinous ligament connecting adjacent spinous processes (Hindle et al., 

1990), and the ligamentum flavum connecting adjacent vertebral laminae (Chau et al., 2014) (Figure 2-4). 

The supraspinous ligament courses along the spinal column posterior to the spinous processes and 

interspinous ligament (Figure 2-4). The supraspinous ligament is the stiffest non-longitudinal ligament 

(Heylings, 1978; Pintar et al., 1992), and the anterior portion of the ligament is stiffer than the posterior 

portion (Robertson et al., 2013a). The supraspinous and interspinous ligaments tend to form a complex due 

to their proximity to each other (Heylings, 1978). Both undergo large physiological strains (Hindle et al., 

1990) and combined offer the greatest resistance to peak flexion moments in animal spinal models 

(Gillespie and Dickey, 2004). As a result, these ligaments are often implicated in creep-related injuries 

stemming from lumbar spine flexion (Kumar, 2001; Solomonow, 2004). 
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Figure 2-4: Ligaments of the Lumbar Vertebrae. The intertransverse and facet capsular ligaments are not shown in this 

figure. Adapted from Figure 3 of Ebraheim, Hassan, Lee, & Xu (2004). 

2.3 General Neurophysiology 

2.3.1 Neural Communication 
Neurons are the signaling units of the nervous system. Their composition includes a region to sense 

incoming stimuli (often on a dendrite), a region to integrate incoming stimuli (an axon hillock), an axon to 

carry the signal to its target, and an axon terminal to communicate with its target (Kandel et al., 2013). 

Neurons can have any number of receptors on any number of dendrites (neuron inputs) and can connect to 

any number of other neurons or tissues (neuron outputs) (Llinás, 2003; Ristanović et al., 2006). The signal 

that travels from one end of a neuron to the other is an electrical signal called an action potential 

(Platkiewicz and Brette, 2010), while the communication between a neuron and its target is chemical in the 

form of various neurochemicals that diffuse between neurons in a narrow cytoplasmic gap called a synapse 

(van den Pol, 2012). The frequency of a neuron’s action potentials are related to the amount and variety of 

neurochemicals that are released into the synapse (Zbili et al., 2016). Since action potentials have a main 

travel direction along the axon (the dromic direction) and neurochemicals are only released from one end 

of the neuron, communication between neurons only occurs in the dromic direction (Llinás, 2003). 

Therefore, the information carried by a neuron is primarily a function of which neurochemicals are released 

(De Biasi and Rustioni, 1988; Keller et al., 2001), the amounts of neurochemicals released (Zbili et al., 

2016), and the neuron those neurochemicals are released from (Kandel et al., 2013). 

An action potential is a transient spike in membrane voltage that begins at the axon hillock and travels 

down the axon to the axon terminal. The voltage inside an “inactive” neuron is roughly 65 to 75 mV less 

than the voltage outside the neuron (Hendrich et al., 2013; Lewis et al., 2011), thus a neuron is said to have 

a resting membrane potential of -65 to -75 mV. Neurochemicals binding to the receptors on the dendrites 
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of the post-synaptic neuron may increase (depolarizing) or decrease (hyperpolarizing) the membrane 

potential by allowing ions to flow in or out of the cell (Hodgkin and Huxley, 1952a; Kandel et al., 2013). 

The proximity of a given receptor to the axon hillock (Stuart et al., 1997), the geometry at the axon hillock 

(Sakatani and Hirose, 2003), and the local excitability of the membrane between the receptor and the axon 

hillock (Huang et al., 2017) affect the likelihood of action potential initiation. An action potential is more 

likely to occur at higher membrane potentials, with an increase of 10 to 20 mV at the axon hillock usually 

being sufficient to trigger an action potential (Platkiewicz and Brette, 2010; Wester and Contreras, 2013). 

An action potential involves greatly increasing the neuron’s permeability to sodium ions, causing the 

membrane potential to depolarize to potentials of +40 mV (Stuart et al., 1997; Zbili et al., 2016). This 

transient sodium permeability propagates in the dromic direction of the axon travelling at a rate 

proportionate to the thickness of the axon and the presence of a myelin sheath, referred to as the neuron’s 

conduction velocity (see Table 2-1) (Cragg and Thomas, 1961; Harper and Lawson, 1985; Hursh, 1939). 

The firing history and geometry of an axon can affect the shape and peak amplitude of an action potential 

(Rama et al., 2018), this in turn can signal what neurochemicals are released at the axon terminal (Zbili et 

al., 2016). The membrane potential hyperpolarizes following an action potential, and the neuron cannot be 

depolarized again for a short period (a few milliseconds); the time spent in this inactive state is a neuron’s 

refractory period (Lowitzsch et al., 1977; Novak et al., 2004; Stuart et al., 1997). 

These phenomena result in a few key behaviours regarding action potentials: 

1. A larger input stimulus results in more frequent action potentials (Adriaensen et al., 1983; 

Xu et al., 2008b), defined as an increase in neural activity. 

2. The type and number of receptors on the post-synaptic membrane indicate how sensitive a 

neuron’s membrane potential is to a change in a given stimulus. 

3. The frequency of a given neuron’s action potentials can be saturated by a certain intensity of 

stimulus based on its refractory period (Maurer et al., 1977; Novak et al., 2004); the neuron’s 

sensitivity dictates the stimulus intensity that saturates it. 

4. The stochastic nature of triggering an action potential indicates that action potentials can be 

triggered by varying levels of depolarization, including “none”; some action potentials are 

spontaneous (Hodgkin and Huxley, 1952b; Martin et al., 2017). 

Neurons may be classified by many characteristics, a non-exhaustive list includes grouping neurons 

by their axon diameter, the branching patterns of their dendrites and axon terminals, the stimuli they detect, 

their location in the nervous system, or the neurotransmitter they release. The terminology section describes 

a terse location-based classification that is useful for Chapter 6, however the axon diameter grouping 

described in Table 2-1 is more commonly used in the literature and relevant to Chapter 5. 
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Table 2-1: Classification of Afferent Neurons based on Axon Size and Myelination. Adapted from Tables 22-1 and 22-2 of 

(Kandel et al., 2013). 

Fibre Group 
Fibre diameter 

(µm) 

Conduction 

Velocity (m/s) 
Sample Primary Afferent Neuron 

Myelinated 

Aα 12 - 20 72 - 120 
• Primary muscle spindle 

• Golgi tendon organ 

Aβ 6 - 12 36 - 72 
• Non-noxious touch (skin) 

• Joint capsule mechanoreceptors 

Aδ 1 - 6 4 - 36 
• Noxious hair pulling 

• Cooling (to 25°C) 

Non-myelinated C 0.2 – 1.5 0.4 - 2.0 
• Most nociceptors 

• Warming (below 45°C) 

 

2.3.2 Neural Plasticity 
The interconnectivity of neurons is not fixed; the ability of neurons to change their connectivity is called 

neural plasticity (Morikawa and Paladini, 2011; Woolf and Salter, 2000). Plasticity involves the creation of 

new (or removal of existing) synapses or the adjusting the sensitivity of existing synapses (Woolf and Salter, 

2000). Stimulus potentiation or depression, where a stimulus that elicits repeated action potentials increases 

or decreases the magnitude of excitatory membrane potential for a given stimulus respectively, can occur 

over shorter (Reeh et al., 1987) or longer time-scales (Paz et al., 2009). These changes can arise from the 

activation of previously inactive ion channels (Britton, 1996), or modulating the sensitivity of already active 

channels (Wang, 2008). Synaptogenesis, the formation of new synapses as a result of axon growth and the 

formation of axon terminals (Chen and Cheng, 2009), occurs in response to stimuli occurring over longer 

durations than required for potentiation or depression-based mechanisms (Coderre et al., 1993; Zito and 

Svoboda, 2002). Plasticity arising from neuron growth is also longer lasting than plasticity-related neural 

tuning changes such as potentiation (Woolf and Salter, 2000).  
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2.4 Mechanisms of Perceiving Mechanical Pain 
The sensation of mechanical pain incorporates nociceptive processes in the periphery and spinal cord (Julius 

and Basbaum, 2001), as well as sub-cortical and cortical processing in the brain (Apkarian et al., 2005). 

These are framed with the currently accepted overview of pain involving a mix of neuron-specific and 

integrative theories. 

2.4.1 Theoretical Overview 
Two originally clashing theories have been amalgamated by current experts in order to reconcile the 

distinction between the objective nociceptive processes and the interpretive painful experiences (Perl, 

2007). The labelled line theory made famous by Descartes (in Melzack & Wall, 1965) that may have 

originated with Aristotle (in Perl, 2007) posited that neurons intrinsically detected noxious or non-noxious 

stimuli through a direct pathway up to the brain. Contrarily, the Gate Control Theory (Melzack and Wall, 

1965), which evolved into the Neuromatrix Theory (Melzack, 1999), posited that pain resulted from 

interpretations and modulations of peripheral stimuli by the cerebral cortex. Current evidence is in favour 

of sensory-specific peripheral units showing high specificity and diversity (Ghitani et al., 2017; Lu and 

Perl, 2005; Schmidt et al., 1995) that are fed into bi-directional serial and parallel circuitry in the spinal 

cord (Duan et al., 2014; Guo and Hu, 2014) and brain (Apkarian et al., 2005; Kucyi and Davis, 2017; 

Melzack, 1999). Circuitry and structures throughout the central nervous system are subject to heavy 

modulation from almost every other structure involved in this neuronal network (Andersen et al., 1995; 

Arntz and Claassens, 2004; Bushnell et al., 2013; François et al., 2017). The experience of pain is likely an 

integration of these signals in the context of the current state of brain activity (Kucyi and Davis, 2017). 

2.4.2 Nociception in the Periphery and Spinal Cord 
Noxious stimuli are first detected by nociceptors; receptors embedded in the membranes at the peripheral 

ends of nociceptive primary afferent neurons (Dubin and Patapoutian, 2010; Woolf and Ma, 2007). 

Mechanical stimuli are believed to be detected by a variety of receptors, since the removal of a single type 

of nociceptor has not been able to abolish mechanical nociception (Basbaum et al., 2009; Cordero-

Erausquin et al., 2016; Park et al., 2011). Candidate receptors include acid-sensing ion channel 3 (ASIC3) 

(Chen et al., 2002; Osmakov et al., 2014; Price et al., 2001), transient receptor potential vanilloid 1 (TRPV1) 

(Caterina et al., 2000; Mense and Hoheisel, 2016), and 2 (TRPV2) (Lawson et al., 2008), and two-pore 

potassium channels (K2P) (Basbaum et al., 2009; Du and Gamper, 2013). The co-expression of specific 

receptors (Aoki et al., 2005; Greffrath et al., 2003) and diversity within a family of receptors (Brain, 2011; 

Du and Gamper, 2013; Osmakov et al., 2014) has hampered progress in uncovering roles for specific 

receptors related to detecting noxious mechanical stimuli. Additionally, each of the candidate receptors also 

respond to non-mechanical stimuli. ASIC3 responds to protons (Bianchi and Driscoll, 2002; Sherwood et 

al., 2012), TRPV1 responds to heat and capsaicin (chemical in chili peppers) (Caterina et al., 1997), TRPV2 

responds very hot temperatures (Park et al., 2011), and K2P responds to hydroxy-α-sanshool (chemical in 

Szechuan peppers) and other chemical irritants (Bautista et al., 2008). 

The nociceptive primary afferent neurons themselves are usually Aδ or C type neurons (Bessou and 

Perl, 1969; Julius and Basbaum, 2001; Schmidt et al., 1995), transmitting action potentials more slowly 

than non-nociceptive primary afferent fibres (Chalfie, 2009). The synapses of most primary afferent 

neurons are spatially organized in the dorsal horn of the spinal cord, with synapses occurring around the 

level of entry into the spinal column (Lu and Perl, 2005). Nociceptive primary afferent fibres of all types 

generally synapse in the outer lamina of the dorsal horn of the spinal cord (lamina I to III), with the 
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unmyelinated neurons tending to synapse in more superficial layers than the Aδ fibres (Cordero-Erausquin 

et al., 2016). Embedded within the axons of nociceptive primary afferent neurons is a specific type of 

voltage-gated sodium channel: NaV 1.7 (Dib-Hajj et al., 2013), which when absent results in severe 

insensitivities to pain (Staud et al., 2011).  

Once in the spinal cord, neurochemicals activate local interneurons and projection neurons, 

integrating information from non-nociceptive Aβ and Aδ primary afferent neurons (Braz et al., 2014). 

Glutamate is the primary excitatory neurotransmitter of nociceptive pathways (Ahern et al., 2005; De Biasi 

and Rustioni, 1988), with peptidergic C-type primary afferent neurons also releasing the neuropeptides 

substance P (Kallakuri et al., 1998; Saxler et al., 2008) and calcitonin gene-related peptide (CGRP) (Corey 

et al., 2011; Ikeuchi et al., 2012; Tesarz et al., 2011). Inhibitory interneurons in the spinal cord release 

GABA and glycine as neurotransmitters (Keller et al., 2001; Polgár et al., 2003), however, those inhibitory 

interneurons may also release ATP as a excitatory neurotransmitter onto a subset of their targets (Jo and 

Schlichter, 1999) indicating that a single interneuron can selectively excite and inhibit any of their targets. 

Neurons within the spinal cord are highly interconnected: 90% of neurons within the dorsal horn 

synapse locally (Cordero-Erausquin et al., 2016), roughly 10% of neurons in lamina I and II share a 

connection (Lu and Perl, 2005, 2003), and up to 30% of neurons in lamina II through V share a connection 

(Cordero-Erausquin et al., 2016). These spinal cord circuits function as excitatory and inhibitory controls 

(Duan et al., 2014; Guo and Hu, 2014), with circuitry dedicated to controlling the ascending information 

relayed by noxious mechanical primary afferent nociceptors (Duan et al., 2014). Briefly, this control 

circuitry consists of excitatory somatostatin-derived interneurons and inhibitory dynorphin-derived 

interneurons, with non-noxious Aβ primary afferent neurons providing feed-forward inhibition and noxious 

small diameter (C and Aδ) primary afferent neurons (Duan et al., 2014). Within this polysynaptic circuitry, 

Aβ primary afferent neurons can transform from inhibitory to excitatory based on the presence or absence 

of inflammatory molecules (Kidd and Urban, 2001) or neuropeptides (Arcourt et al., 2017). The dynorphin-

derived interneurons also inhibit the somatostatin interneurons when only non-noxious inputs are received 

by the spinal cord (Duan et al., 2014). 

2.4.3 Interpreting Nociception in the Brain 
Projections from the spinal cord into the brain are not limited to a single pathway (Braz et al., 2014; Craig, 

2003), nor is there a primary “pain” region of the brain (Apkarian et al., 2005; Kucyi et al., 2014). The 

majority of projection neurons synapse in the thalamus after ascending the spinothalamic (Craig and 

Andrew, 2002; Wasner et al., 2008) or spinoreticular tracts (Braz et al., 2014). From the thalamus, 

nociceptive signals are sent to the primary and secondary somatosensory cortices (Apkarian et al., 2005), 

the rostroventral medulla (François et al., 2017; Heinricher et al., 2009), the anterior cingulate (Fuchs et al., 

2014; Lieberman and Eisenberger, 2015) and insular cortices (Baliki and Apkarian, 2015; Kucyi and Davis, 

2017), the prefrontal cortex (Kucyi et al., 2014), and potentially others (Apkarian et al., 2005). Evidence 

from different imaging and pain modalities appear to emphasize the dorsal anterior cingulate cortex as being 

a main contributor to painful experiences acting as a hub for integrating activity from other regions 

(Apkarian et al., 2005; Fuchs et al., 2014; Lieberman and Eisenberger, 2015; Wager et al., 2013). The 

rostroventral medulla (and potentially the periaqueductal gray) appears to contain a network of “On” and 

“Off” neurons which facilitate or suppress nociceptive information in the spinal cord (François et al., 2017; 

Goffaux et al., 2007; Heinricher et al., 2009). This pathway is strongly activated by endogenous and 

synthetic opioids (François et al., 2017). The somatosensory and insular cortices are likely involved in 
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stimulus localization since these regions are somatotopically organized (Apkarian et al., 2005). Prefrontal 

cortex activity is related to attention, and activity seen here is thought to reflect the high saliency of noxious 

stimuli (Kucyi et al., 2014). Also, a parallel pathway activated by non-peptidergic nociceptive neurons in 

the spinal cord activates the amygdala and hippocampus through the globus pallidus in rodents (Braz et al., 

2005); a pathway related to emotional memory storage and retrieval (Mackiewicz et al., 2006). Most of 

these functions are assumed from other functions that the same regions perform in other contexts, however 

the current electrical state of the brain naturally fluctuates and can alter how a region may interpret 

information (Kucyi and Davis, 2017). 

The features of cortical processing that lead to neural experiences are still unknown, however this 

processing involves conscious behaviours and moods. Telling participants that a very cold stimulus is hot 

can make them perceive that cold object to feel painfully hot and affect the intensity they perceive that 

stimulus to be (Arntz and Claassens, 2004). Mood and emotional affect are also well-known modulators of 

pain (Baliki and Apkarian, 2015; Bushnell et al., 2013), where more negative moods and affects increase 

the perceived unpleasantness of pain, but not its intensity (Villemure and Bushnell, 2009). These mood and 

affect-related changes may be linked to serotonin transport in the brain (Lindstedt et al., 2011). Attention 

directed away from any pain experienced can also reduce the perceived intensity of a painful stimulus 

(Kóbor et al., 2009; Villemure and Bushnell, 2009), however directing attention towards an image 

associated with a negative mood can exacerbate pain (Kenntner-Mabiala et al., 2007). Additional cross-

modal influences that exacerbate painful experiences include unpleasant music, scents, and visual stimuli, 

with the strength of these associations moderated by temporal and spatial alignment of paired stimuli with 

the person’s expectations (Senkowski et al., 2014). The brain regions active in these cognitive modulators 

of pain are variable, but can often involve the anterior cingulate cortex (Senkowski et al., 2014; Wager et 

al., 2013). 

Those with chronic pain tend to have physical (Bushnell et al., 2013) and functional (Kucyi et al., 

2014; Tatu et al., 2018) changes in their brains. People with chronic pain have been shown to have decreased 

gray matter in the prefrontal and anterior cingulate cortices (Bushnell et al., 2013; Seminowicz et al., 2011), 

as well as insular and somatosensory regions (Tatu et al., 2018). However those with chronic pain have 

similar total brain matter volumes as healthy controls (Mansour et al., 2017). The co-incidence of regions 

that lose gray matter are unlikely to have arisen from chance, with those authors inferring some functional 

connectivity between those regions (Tatu et al., 2018). Treatments successful in alleviating chronic pain 

also undo some of the plastic changes in regions of gray matter loss (Seminowicz et al., 2011). More 

positive moods can still decrease the unpleasantness of pain in those with chronic pain, indicating top-down 

inhibition remains intact despite gray matter loss and altered connectivity in the brain (Martucci, 2017).  

2.4.4 Computational Models of Pain and Nociception 
Computational models of pain are less common than models of other biological phenomena such as tissue 

loading (Arjmand and Shirazi-Adl, 2006; Cholewicki and McGill, 1994) or metabolic processes (Chalhoub 

et al., 2007; Roy and Finley, 2017), likely in part stemming from pain being a subjective experience 

(Argüello et al., 2015). The ability to accurately simulate pain following a noxious insult would be 

beneficial due to the limitations inherent in experimental procedures. Experimental studies on human 

participants are limited by the dependent variables that are able to be measured (Mogil et al., 2010), while 

the results from studies using animal homologues are limited by the inability to directly assess subjective 

experiences in addition to innate inter-species differences in anatomy and physiology (Langley et al., 2008). 
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Existing knowledge gained from both types of studies can be combined into mathematical simulations 

(Argüello et al., 2015; Britton and Skevington, 1996), which if validated can provide additional information 

on when an exposure becomes painful and which tissues are liable to be transmitting those noxious signals 

to the brain. However, many pain modelling attempts have narrowed their scope to exclude the brain, and 

instead label themselves as models of nociceptive signaling in order to avoid a computer-based 

representation of a subjective experience (Dennett, 1978).  

There is an incredible diversity of peripheral receptors, one that is briefly surveyed in Section 6.1.1, 

but is frequently neglected in computational models. The most common simplification is to limit the type 

or class of nociceptor, and then homogenize all receptors in that “type” or “class” (Liu et al., 2015; Xu et 

al., 2008). This assumption in itself is reasonably accurate as the physical membrane channels themselves 

are similar within a receptor class (Lawson et al., 2008; Osmakov et al., 2014), however the choice of how 

many classes of receptor to model greatly influences other decisions. Models with high receptor diversity 

have often been restricted to a single post-synaptic potential (Song and Varner, 2009), with models 

attempting to extend their durations to a second or more either drastically reduce the receptor diversity to 3 

or fewer (Britton and Skevington, 1989; Liu et al., 2015; Prince et al., 2005; Xu et al., 2008b).  

Network connectivity is another aspect of nociceptive modelling often subject to simplification. 

There are billions of neurons within the brain and spinal cord, each with multiple inputs and outputs and 

connection-specific weightings. Although artificial neural networks can capture this architecture and the 

notion of relative weightings with high predictive accuracy (Haeri et al., 2003), they cannot elucidate 

mechanisms or provide insights into functional relevance since its connections are highly unlikely to reflect 

reality. Alternatively, probability distributions can be used to randomly generate neural connections. This 

representation is useful if the specific small-scale connections (individual synapses) are less important to 

functions than the overall large-scale connections (tract sections and functional brain regions), as is believed 

to be the case within the central nervous system (Kucyi and Davis, 2017; Mainero et al., 2007). This 

generation framework allows mechanisms to be investigated since connections are stored with each 

iteration and grounded in theory, but are allowed to vary between iterations, reflecting how the precise 

connections between humans can vary despite similar large-scale structures and connections (Bogduk et 

al., 1981; Higuchi and Sato, 2002; Tesarz et al., 2011). Distributions of connectivity will also be more 

robust than mapping a single set of connections from a single subject, allowing the eventual model outputs 

to be generalized to those whose neural architectures do not match the original subject’s (Argüello et al., 

2015). However, implementing these vast networks is often limiting since the number of computations 

scales nonlinearly with the number of connections (~O(n3) for n computations), which themselves can grow 

very quickly with the number of neurons (upper bound of (k-1)! for k neurons). Simplifications are 

necessary to these calculations to develop effective multi-scale models capable of simulating events on both 

electrophysiological timescales (~10-5 s) (Bagal et al., 2014; Colbert and Johnston, 1996; Harper and 

Lawson, 1985; Stuart et al., 1997; Zbili et al., 2016) and experiential or cognitive timescales (~1 s). This 

multi-timescale problem is perhaps one reason why models that include both mechanical and sensory 

processes are extremely rare. 

The deterministic approach to address the neural connectivity problem is to vastly simplify the 

interconnectivity of these pathways (Britton and Skevington, 1989; Liu et al., 2015; Prince et al., 2005; Xu 

et al., 2008b), or focus on a single aspect of this pathway in great detail (Dezhdar et al., 2015; Song and 
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Varner, 2009; Yang et al., 2015). 1 While less biofidelic than stochastic approaches, these simplifications 

can often be more useful than a detailed procedurally generated architecture for making predictions (Almog 

and Korngreen, 2016). An early mathematical model demonstrated through a series of lemmas and proofs 

within a simple conceptual model of the Gate Theory of Pain that the time-varying inputs and multiple sites 

of inhibitory control can produce unintuitive emergent behaviour such as oscillatory “waves” of pain 

(Britton, 1996; Britton and Skevington, 1989). This somewhat unstable yet realistic behaviour can also be 

explained independently through an Ising model, where simultaneous alignment of local changes can 

produce large-scale changes of the model’s state (Granan, 2016). Despite a clear lack of anatomical detail, 

these models are often designed with a targeted purpose in mind, that often dictates the model scope and 

list of assumptions (Almog and Korngreen, 2016; Britton and Skevington, 1996). Hypothesis-driven 

models such as these appear to be more useful than highly “accurate”, purely predictive models of pain or 

nociception (Cecchi et al., 2012; Haeri et al., 2003), that lack the ability to determine mechanisms of pain 

signaling or nociception. 

2.5 The Problem of Chronic Non-Specific Low Back Pain 
The Introduction briefly outlined difficulties in diagnosing and treating those with low back pain arising 

from heterogeneity. This section intends to expand on those encapsulated under the umbrella term of non-

specific low back pain—the largest group of those with low back pain (Balagué et al., 2012). The term non-

specific refers to the inability to identify a known pain source through a combination of history, symptom 

presentation, and medical imaging.  

The acute onset of non-specific low back pain is related to a history of mechanical loading 

(Cavanaugh et al., 1996; Hoogendoorn et al., 2000; Norman et al., 1998; Sterud et al., 2016), although there 

has been much disagreement as to causal factors relating mechanical exposures to low back pain (Balagué 

et al., 2012; Roffey et al., 2010b; Wai et al., 2010). Lost-time claims from workplace studies have indicated 

that longer exposures of static tasks (Lis et al., 2007; Tissot et al., 2009), and higher cumulative loads 

(Norman et al., 1998; Xu et al., 1997) are more likely to result in lost-time from work due to low back pain. 

Around 80% to 90% of those reporting low back pain had that pain resolved within six weeks (Costa et al., 

2012) or three months (Andersson, 1999) of the onset of that pain. The burden of chronic low back pain 

arises from the others that do not recover and cannot return to work (Balagué et al., 2012; Wynne-Jones et 

al., 2014). A systematic review of randomized control trials investigating multiple, often unrelated 

treatments found that the severity of low back pain generally decreases sharply at first before stabilizing 

after three to six months (Artus et al., 2010). The intensity of chronic non-specific low back pain refers the 

intensity of pain after this stabilization point, with one of the major factors predicting the severity of chronic 

low back pain being the initial severity of acute low back pain (Dunn et al., 2006; Tamcan et al., 2010). 

Mechanical factors alone seem to be insufficient at predicting who will develop chronic non-specific 

low back pain from those with acute non-specific low back pain (Balagué et al., 2012). The biggest risk 

factor for predicting low back pain is a history of low back pain, which is not a useful metric in predicting 

chronicity (Adams et al., 1999). Other risk factors for chronic low back pain such as inadequate rest time 

at work (Gallagher and Heberger, 2012; Waddell and Burton, 2001), high mental stress (Adams et al., 1999; 

Smeets et al., 2007), poor social interactions (Waddell and Burton, 2001), and a tendency to catastrophize 

 

 

1 In defense of Britton and Skevington (1989), their model was continuous, analytical, and implemented by hand. 
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(Airaksinen et al., 2006; Atlas and Wager, 2012) are common to other chronic pain disorders such as 

fibromyalgia (Van Houdenhove et al., 2005) or neck pain (Veiersted et al., 2013). It is believed that many 

of these psychological and sociological factors contributing to the chronicity of low back pain are related 

to the plastic changes in the brain and spinal cord that can perpetuate the experience of pain in the absence 

of external stimuli (Bushnell et al., 2013; Flor et al., 2006; Goubert et al., 2017; Tatu et al., 2018). Prolonged 

nociception can also upregulate transcription factors related to increasing the sensitivity of primary afferent 

nociceptive neurons, such as inflammatory cytokines and growth factors (Sperry et al., 2017). Other 

personal factors such as genetic history, a younger (< 40 years) age of symptom onset, and female sex have 

also been associated with an increased risk of developing chronic non-specific low back pain (Balagué et 

al., 2012; Müller-Schwefe et al., 2017). Despite a large number of known risk factors, the explained 

variability of existing factors (Adams et al., 1999) and ability to predict those likely to develop chronic low 

back pain (Carragee et al., 2005; Hill et al., 2016) are poor. 

A proactive approach to prevent non-specific low back pain from becoming chronic has been to better 

assess and treat those with acute or persistent non-specific low back pain. This has been achieved by 

categorizing those with acute non-specific low back pain into more similar sub groups in order to better 

elucidate mechanisms of injury and pain (O’Sullivan, 2005; Stanton et al., 2011; Van Dillen et al., 2003). 

Implicitly assumed in sorting those with acute non-specific low back pain based on mechanical testing is 

that mechanical dysfunction causes their pain (Cholewicki and McGill, 1996; Panjabi, 2003; van Dieën et 

al., 2003). Although many different categorization systems exist (Karayannis et al., 2016), the intent is to 

best match treatments to patients based on symptom presentation and movements and tests that modify pain 

intensities (Dankaerts et al., 2009; Fairbank et al., 2011; Foster et al., 2011; Norton et al., 2016). There is 

evidence that these treatment approaches are more successful than general treatments for acute non-specific 

low back pain in terms of patient satisfaction and healthcare costs (Delitto et al., 1995; Fritz et al., 2003; 

Hebert et al., 2011; Stanton et al., 2011). However many prospective patients may not be adequately 

classified (Stanton et al., 2013), and most classification systems cannot adequately classify every patient 

(Foster et al., 2011). The repeatability of findings is questionable since those reporting the success of a 

given classification system are limited to a few isolated groups (Treatment-Based Classification: Delitto, 

Fritz et al.; Movement System Impairment: Sahrmann, Van Dillen et al.; O’Sullivan Classification: 

O’Sullivan, Dankaerts et al.). Additionally, these approaches have not been in widespread use for a long 

enough time to determine if treating acute and persistent non-specific low back pain using homogenous 

subgroups has effectively reduced the prevalence of chronic non-specific low back pain, as intended. 

A reactive approach to help those who still develop chronic non-specific low back pain has been to 

integrate non-mechanical and mechanical treatments (Airaksinen et al., 2006; Moseley and Butler, 2015; 

Müller-Schwefe et al., 2017). Antidepressants and anticonvulsant drugs have some effectiveness at 

alleviating chronic non-specific low back pain provided there is evidence of nerve damage (Müller-Schwefe 

et al., 2017). Correcting deficits in spatial awareness of oneself has some effectiveness in reducing chronic 

pain (Moseley and Flor, 2012), however the relatively small symptom reductions suggest minor 

contributions from spatial awareness (Moseley, 2017). Chronic non-specific low back pain has also been 

treated by adjusting the patient’s beliefs through stress-reduction (Cherkin et al., 2016), cognitive 

behavioural therapy (Cherkin et al., 2016), education (Moseley and Butler, 2015), and the placebo effect 

(Carvalho et al., 2016). Combining non-mechanical treatments has been shown to further enhance pain 

reductions than use of treatments in isolation provided some theoretical framework underpinning those 

combinations exists (Moseley, 2017; Müller-Schwefe et al., 2017). 
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Preventing and successfully treating chronic low back pain would alleviate a highly prevalent (Hoy 

et al., 2012) and costly burden on modern healthcare systems (Gore et al., 2012) that could mostly eliminate 

the worldwide leading source of years lived with a disabling disorder (Vos et al., 2012). Research has 

revealed that there is no “vaccine” (not even woolen underwear (Kiyak, 2012)), and that a limited viewpoint 

is insufficient for large-scale prevention and treatment (Balagué et al., 2012).  

2.6 Viscoelastic Creep in the Low Back 
Creep is reported as length change over time for a given load; assessments of creep are therefore under 

load-, not displacement-control (Fung, 1994). Both static and cyclic exposures can generate creep (Little 

and Khalsa, 2005; Solomonow, 2012), where a higher magnitude, longer duration, and more continuous 

exposure generates greater creep (Bazrgari et al., 2011; Muslim et al., 2013; Thornton et al., 2002; 

Toosizadeh et al., 2012). Tissue creep has been associated with increased tissue compliance (Barrett et al., 

2016; Bazrgari et al., 2011; Busscher et al., 2011), altered neuromuscular reflexes (Claude et al., 2003; 

Gedalia et al., 1999; Rogers and Granata, 2006; Sánchez-Zuriaga et al., 2010), and structural damage 

(Gooyers et al., 2015; Parkinson and Callaghan, 2007; Viidik, 1972) in static and cyclic exposures. 

Creep and creep-induced changes generally recover at a slower rate than they are generated, with the 

recovery times being somewhat proportionate to the magnitude of creep and time taken to generate creep 

(Table 2-2). A load must be applied in order to assess the recovery of creep, which may in turn alter the 

tissue properties of the specimen studied, therefore experimenters often use short (less than 2 seconds) static 

loads to intermittently assess creep recovery (Boucher et al., 2012; Busscher et al., 2011; McGill and 

Brown, 1992; Rogers and Granata, 2006).  

2.6.1 In-Vitro and In-Situ Characterizations of Creep 
Creep of tissues characterized in-vitro (Busscher et al., 2011; Little and Khalsa, 2005) or in-situ (Claude et 

al., 2003; Mow et al., 1989) often involve simultaneous measurements of loads and displacements (or 

stresses and strains) to determine intrinsic tissue properties. These methods allow for isolation of specific 

tissues (Gillespie and Dickey, 2004) or parts of specific tissues (Ayturk et al., 2010) to answer fundamental 

questions regarding the structure or function of the sections studied. Deriving material properties requires 

a theoretical framework in order to develop constituent equations relating stress and strain, and predicting 

the constants used in those equations by minimizing the error between experimental data and model 

predictions (Little and Khalsa, 2005; Provenzano et al., 2002; Toosizadeh and Nussbaum, 2013). The 

specific constituent equations can be grounded in continuum mechanics by representing tissues as a set of 

springs and dashpots (Hingorani et al., 2004), or be phenomenological using arbitrary mathematical 

functions (Solomonow et al., 2000). Implicit in these procedures is that the values of the constants returned 

give physical meaning to the tissues being studied such as stiffness (Busscher et al., 2011) or energy loss 

(Barrett et al., 2016). In-vitro testing has also examined injury mechanisms during creep-generating 

exposures. The failure of collagenous structures in these loading scenarios involves a separation or shearing 

of collagen fibres (Gooyers et al., 2015; Viidik, 1972), although weakening can occur at sub-failure loads, 

which can alter the outcomes (Parkinson and Callaghan, 2009; Thornton et al., 2002). In-situ testing can 

allow for simultaneous measurement of mechanical and neurological properties, with testing indicating that 

creep modifies both across different time scales, dependent on the exposure that generates creep (Claude et 

al., 2003; Solomonow et al., 2000).  
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Table 2-2: Sample Recovery Times for Creep and Creep-induced Changes in the Low Back from the Literature.  

Source Creep Exposure Time for Variables to Recover 

Bazrgari et al., (2011) 
2, 4, or 10 minutes of static trunk 

flexion 

Stiffness: 3, 20, and 50 minutes 

dependent on exposure time 

Busscher et al., (2011) 

30 minutes of static moment in 

flexion, extension, lateral bend or 

axial rotation 

Creep: > 30 minutes 

Neutral Zone Range: > 30 minutes 

Neutral Zone Stiffness: 30 minutes 

Claude et al., (2003) 
20 minutes cyclical spine “flexion” 

at 0.1 Hz[A] 

Creep: > 420 minutes 

Reflexes: 120 minutes 

Hendershot et al., (2011) 
2 or 16 minutes of static trunk 

flexion 

Stiffness: 10 minutes 

Reflexes: > 60 minutes 

King et al., (2009) 

Six, 10 minute exposures of 

cyclical spine “flexion” over 110 

minutes at 0.25 Hz[A] 

Creep: > 420 minutes 

Cytokines: > 420 minutes 

Little and Khalsa, (2005) 10 minutes static flexion 
Creep: > 20 minutes 

Creep rate: 20 minutes 

McGill and Brown, 

(1992) 
20 minutes static trunk flexion 

Creep (Males): > 30 minutes 

Creep (Females): ~20 minutes 

Muslim et al., (2013) 
16 or 24 minutes of static trunk 

flexion over 48 minutes 

Stiffness: > 20 minutes 

Reflex Gain: > 20 minutes 

Reflex Force > 20 minutes 

Rogers and Granata, 

(2006) 
4 minutes of static trunk flexion  

Creep: > 16 minutes 

Reflex Gain: > 16 minutes 

Shin and Mirka, (2007) 10 minutes of static flexion 
Creep: > 10 minutes 

EMG activity ratios: 10 minutes 

Solomonow et al., (2000) 
50 minutes of cyclical spine 

“flexion” at 0.5 Hz[A] 

Creep: 420 minutes 

Reflexes: 60 to 240 minutes 

Solomonow et al., (2003) 
30 minutes of static lumbar 

“flexion” over 50 minutes[A] 

Creep: > 420 minutes 

Reflexes: 420 minutes 

Toosizadeh and 

Nussbaum, (2013) 

6 minutes of static and repetitive 

(1/15 – 1/30 Hz) trunk flexion 
Creep: > 12 minutes 

Yang et al., (2011) 
120 minutes of cyclical flexion 

(lifting) at 1/12 Hz 
Cytokines: 1440 minutes (24 hours) 

[A]“Flexion” appearing in quotation marks as a creep exposure refers to simulated flexion by applying posterior 

tension to spinal ligaments in-situ. 
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The invasive techniques and destructive testing procedures facilitates the use of animal homologues 

over human specimens. Human cadaveric tissue is most often harvested from older adults (Criscenti et al., 

2015; Gallagher et al., 2005; Little and Khalsa, 2005) who have altered passive tissue properties compared 

to those likely undergoing exposures of interest (Twomey and Taylor, 1982). Porcine (Yingling et al., 

1999), murine (Provenzano et al., 2002), ovine (Ambrosetti-Giudici et al., 2010), feline (Solomonow et al., 

2000), and caprine models (Abramowitch and Woo, 2004) are commonly used due to ease of access and 

mechanical similarities to human tissue. 

2.6.2 In-Vivo Characterizations of Creep 
Characterizing creep in-vivo allows for testing on human populations relevant to the question of interest, 

however direct measurements of tissue loads are currently unfeasible. Loading is often controlled externally 

by using the mass of body segments (Abboud et al., 2016; McGill and Brown, 1992; Rogers and Granata, 

2006; Shin et al., 2009; Toosizadeh and Nussbaum, 2013) and occasionally known external loads (Bazrgari 

et al., 2011; Parkinson et al., 2004; Yang et al., 2011). The flexion-relaxation phenomenon, where posterior 

trunk muscle activity is absent near full trunk flexion (Howarth et al., 2013a; Rogers and Granata, 2006), 

is often taken advantage of during static creep tests to isolate creep to passive tissues. Contrarily, repetitive 

flexion assessments of creep almost exclusively involve participants actively cycling through neutral and 

end-range postures (Howarth et al., 2013b; Muslim et al., 2013; Toosizadeh and Nussbaum, 2013; Yang et 

al., 2011), although assessments of creep and creep recovery may still occur in the absence of muscle 

activity (Howarth et al., 2013b). Eliciting creep responses in the lumbar spine in-vivo over shorter time 

frames (< 1 hour) requires near maximal trunk flexion range of motion, as minimal creep-induced changes 

have been observed after briefer exposures held at less than 70% range of motion in younger, healthy adults 

(Hendershot et al., 2011; Howarth et al., 2013a). 

In-vivo testing allows for the incorporation of proprioceptive and neural responses, to determine how 

they change following a creep exposure. Muscle activity tends to increase for a given task following a static 

creep exposure (Abboud et al., 2018; Arjmand and Shirazi-Adl, 2006; Shin and Mirka, 2007), and this is 

framed as a method to compensate for a reduction in passive tissue stiffness (Panjabi, 2003). Trunk 

repositioning errors were also generally increased after a creep exposure, although not in a dose-response 

manner (Abboud et al., 2018). Repositioning errors may be related to changes in reflex gain, the magnitude 

of a myoelectric response for a given unexpected mechanical perturbation, which are suppressed following 

creep exposures (Granata et al., 2005; Rogers and Granata, 2006). Additionally, static creep in the low back 

can reduce the median power frequency in erector spinae musculature during isometric test contractions 

(Abboud et al., 2016; Shin et al., 2009), and there is some evidence that these changes are not a result of 

muscle fatigue (Sánchez-Zuriaga et al., 2010). It is not clear yet whether electrical signaling changes 

following low back creep arise solely due to changes in mechanical properties of the crept tissue, or if the 

nerves innervating those structures have altered sensitivities. 

2.6.3 Creep and Low Back Pain 
Exposures that generate creep in the low back are also related to the generation of acute low back pain. Jobs 

involving prolonged sitting (Lis et al., 2007), repetitive lifting (Cole and Grimshaw, 2003; Hoogendoorn et 

al., 2000), or working at floor height (Boschman et al., 2011; Labaj et al., 2016) have a high incidence of 

low back pain claims, believed to result from flexed trunk postures. Creep itself occurs in part because of 

micro-damage to the individual fibres in collagenous tissues and the interactions between them (Gooyers 

et al., 2015; Viidik, 1972), meaning that creep itself is a small-scale injury, albeit one that heals quickly 
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(Kumar, 2001; Solomonow, 2012). It is hypothesized that these microstructural changes may be inherently 

painful, and somewhat related to why chronic non-specific low back pain is very poorly related to findings 

on medical images (Balagué et al., 2012; Carragee et al., 2005; van Tulder et al., 1997). Static and repetitive 

trunk flexion exposures elevate inflammatory cytokines including interleukins 1β, 6 and 8, tumour necrosis 

factor α, and transforming growth factor β (King et al., 2009; Pinski et al., 2010; Yang et al., 2011). These 

inflammatory processes also sensitize peripheral nociceptive neurons in an attempt to mitigate injury to 

those tissues (Kidd and Urban, 2001; Zhang and An, 2007), but may also contribute to chronicity if 

inflammation persists (Latremoliere and Woolf, 2009). Repetitive trunk flexion can also damage the 

posterior annulus fibrosis and result in posterior disc herniation (Callaghan and McGill, 2001; Veres et al., 

2009). Herniated nucleus pulposus material can then compress afferent nerves entering the spinal cord 

(Drake and Callaghan, 2009), which can further sensitize nociceptive neurons if compression persists 

(Sperry et al., 2017; Winkelstein and DeLeo, 2004).  

2.7 Outstanding Problems 
Chronic non-specific low back pain is a debilitating disorder (Gore et al., 2012; Vos et al., 2012; Woolf and 

Pfleger, 2003) that is difficult to predict and prevent (Adams et al., 1999). One approach to prevent chronic 

non-specific low back pain is to prevent acute non-specific low back pain, since chronic cases develop from 

acute cases. Those living with chronic non-specific low back pain also have interactions between 

mechanical and non-mechanical factors that perpetuate their pain (Bushnell et al., 2013; Müller-Schwefe 

et al., 2017; Waddell and Burton, 2001); understanding the painful aspects of their disorders therefore 

requires an integration of neurophysiological and biomechanical components. Exposures that are linked to 

low back pain such as prolonged trunk flexion (Boschman et al., 2011; Labaj et al., 2016) and repetitive 

lifting (Cole and Grimshaw, 2003; Hoogendoorn et al., 2000) can generate viscoelastic creep in the low 

back (McGill and Brown, 1992) and require extensive muscle activity (Mawston et al., 2007), both of which 

can influence nociceptive neural activity.  

Some outstanding problems (and the chapters intended to address them) include: 

• Does lumbar spine flexion alter the perception of pain? What facets of pain does it alter? 

(Chapters 3 and 4) 

• Does the type of flexion exposure or features of that exposure affect the relationship (or lack 

thereof) between pain perception and lumbar spine flexion? (Chapters 3, 4, and 5) 

• Are different tissues more susceptible to generating nociceptive afferent information? 

(Chapter 6) 

• Can tissue loading profiles generate nociceptive activity that could feasibly be perceived as 

painful? How do factors related to trunk flexion influence that activity? (Chapters 5 and 7) 

The overall route the thesis took to address this set of problems is visually depicted in Figure 2-5. 

The end-objective is presented in Chapter 7: predicting nociceptive neural activity in the brainstem that 

originated from lumbar spine tissues, the physiological precursor to low back pain, and estimating what 

role lumbar spine flexion has in modulating that nociceptive information. To make these predictions, data 

were firstly obtained and consolidated on how lumbar spine flexion affected lower back mechanical 

sensitivity and secondly on how different tissues might be differentially affected by mechanical exposures 

(Figure 2-5). 
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Figure 2-5: Visual Depiction of Thesis Design and Chapter Connectivity.
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Chapter 3 - The Effects of Prolonged Trunk Flexion on 

Mechanical Pain Sensitivity in the Low Back 

The findings in this chapter have been accepted as: 

Viggiani, D. and Callaghan, J. P. (2021) The effects of an acute maximal seated lumbar spine flexion 

exposure on low back mechanical pain sensitivity. Journal of Applied Biomechanics.  

3.1 Introduction 
People working in prolonged, high-flexion postures such as sitting or stooped standing are at an increased 

risk for developing low back pain compared to other jobs (Boschman et al., 2011; Hoogendoorn et al., 2000; 

Lis et al., 2007; Zemp et al., 2016). There appears to be a dose-response relationship where longer exposures 

in flexed postures further increases the risk of low back pain development (Lis et al., 2007; Xu et al., 1997). 

From a mechanical perspective, there are two theoretical underpinnings to explain why this is the case. The 

first is that prolonged spine flexion generates creep in low back tissues, which can disrupt collagen 

connectivity and reduce the load-tolerance strength within ligaments (Thornton et al., 2002; Viidik, 1972). 

The second is that spine flexion reduces the moment arms of posterior spinal musculature (Jorgensen et al., 

2003) and changes their line of action to produce larger shear forces (McGill et al., 2000). This change in 

loading profile that increases the total magnitude of loading and the proportion of shear loading both 

increase the likelihood of low back injuries (Norman et al., 1998; Thiede et al., 2014). Both of these 

mechanisms describe how tissues sustain damage under the assumption that tissue damage is perceived to 

be painful. Although this assumption is reasonable in a healthy, acute state (Loeser and Melzack, 1999), 

passive tissue creep from static high-flexion postures can introduce at least two confounders that can alter 

how someone perceives pain. 

The first confounder is that tissue creep changes afferent neural responses originating from the 

affected tissue, and the specific changes in response to creep are highly variable. Stretch reflexes may be 

suppressed (Solomonow et al., 2003) or enhanced (Granata et al., 2005) following creep induced through 

passive, prolonged spine flexion. The laxity caused by muscle creep can affect muscular responses during 

isometric contractions (Abboud et al., 2016; Arjmand and Shirazi-Adl, 2006; Shin et al., 2009) or physical 

perturbations (Bazrgari et al., 2011; Hendershot et al., 2011), with a general trend of increased muscular 

co-activity after the creep exposure. Although these myoelectric changes are often discussed in relation to 

joint stability or proprioception, changes to reflexive or proprioceptive neural activity should also affect 

nociceptive afferents since both constitute non-nociceptive afferent information passing through the spinal 

cord (Braz et al., 2014; Britton and Skevington, 1996, 1989). Although not previously assessed, an 

increased reflex amplitude and the resulting increases in muscular activity should inhibit ascending 

nociceptive signals in the spinal cord and reduce the perception of pain (Basbaum et al., 2009; Braz et al., 

2014). 

The second confounder is that tissue creep is linked to local inflammatory responses. Higher levels 

of interleukins 1β, 6, 8 and 10, along with creatine kinase and tumor necrosis factor α have been measured 

within ligaments immediately and up to two hours post-creep compared to pre-creep levels in human and 

feline models (D’Ambrosia et al., 2010; Yang et al., 2011). Static creep can also upregulate RNA 

transcription of inflammatory cytokine producing genes where larger static loads increase total gene 
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expression more than lower static loads (D’Ambrosia et al., 2010). Inflammatory molecules themselves can 

sensitize the nervous system to pain by directly binding to nociceptors or indirectly by triggering the 

production of other sensitizing molecules such as bradykinin (Basbaum et al., 2009). The presence of 

prostaglandin E2 and low pH environments that result from local inflammation can also render what are 

normally mechanical-insensitive nociceptors as sensitive to mechanical stimuli, which intensifies the 

perception of mechanical pain (Namer et al., 2015). Furthermore, if inflammation persists and enough of 

the inflammatory molecules (and the neuropeptides released as a result of those inflammatory molecules) 

are able to reach the spinal cord, they can make primary non-nociceptive neurons activate secondary 

nociceptive neurons (Guo and Hu, 2014; Latremoliere and Woolf, 2009), which can make previously non-

painful stimuli feel painful. 

The net effect of the changes in neural discharge and the presence of inflammation are likely 

summative but may interact in the specific case of passive tissue creep in the low back. There is a need to 

determine if creep-induced changes occurring in passive tissues affect pain sensitivity. 

3.2 Purpose and Hypotheses 
Although the mechanics of passive tissue creep resulting from spine flexion have been successfully 

modelled using different approaches (Hingorani et al., 2004; Provenzano et al., 2002; Toosizadeh et al., 

2012; Toosizadeh and Nussbaum, 2013), the effects of creep on pain sensitivity are not known. The purpose 

of this study was to determine if a sitting flexion exposure that produces passive tissue creep in the lumbar 

spine alters a person’s sensitivity to mechanically induced pain. It was hypothesized that: 

1a) Passive tissue creep will increase mechanical sensitivity assessed by pressure algometry: the 

pressure first detected as being painful will decrease and the perception of a fixed pressure will be greater. 

1b) The amount of creep induced will be proportionate to the change in mechanical sensitivity, 

mechanical sensitivities will persist beyond partial creep recovery. 

1c) A region of the body unaffected by the spine flexion exposure (tibial shaft) will not have its 

mechanical sensitivity altered. 

3.3 Methods 
This study exposed healthy human participants to 10 minutes of passive, end-range, seated spinal flexion; 

measures were taken before, immediately after, and up to 40 minutes after the spine flexion exposure. 

Pressure algometry and self-reported stimulus perceptions will assess mechanical pain thresholds of the 

L3/L4 intervertebral space and the mid-tibial shaft. Surface creep was quantified using accelerometers; 

electromyography confirmed a lack of active muscular involvement during maximum flexion exposures. 

3.3.1 Participants 
A convenience sample of 41 adults (20 males and 21 females) were recruited from a university population 

and the surrounding community. One male could not complete the prolonged exposure and one female’s 

data was dropped due to technical problems, leaving a final sample size of 39 (physical characteristics in 

Table 3-1). A target sample size of at least 36 was estimated from a power analysis (pwr package 

(Champely, 2017); RStudio v1.0.143 RStudio Inc., Boston, MA) using sources provided in Table 3-2. These 

computations assumed six groups in a one-way ANOVA and should be able to detect differences with an 

effect size of at least 0.15 (Cohen’s f). For all computations, a significance level of 0.05 and a power of 0.8 
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were used unless additional information was provided by the authors. Participants were between the ages 

of 18 and 35 years to mitigate any aging effects on the viscoelastic properties of the spine (Twomey and 

Taylor, 1982). Participants were excluded based on the following parameters, confirmed through a 

screening form given prior to data collection (Appendix A): 

• Having sought medical care or missed time at school or work due to low back or lower limb 

pain within the past 12 months.  

• Having a history of vasovagal syncope to limit fainting or dizziness as a result of 

experimental procedures.  

• Having any diagnosed psychiatric, neurological, or chronic pain disorder due to potential 

influences on pain sensitivity (Melia et al., 2015; Petrini et al., 2015).  

• Taking any analgesic or other pain medications at the time of participation.  

Participants were instructed to avoid consuming caffeine, alcohol, high-fat or high-sugar foods, and 

vitamin C and E supplements for 24 hours prior to participating to control for immune system responses; 

confirmed through the screening form in Appendix A. All participants gave their written, informed consent 

to participate. 

Table 3-1: Physical Characteristics of the Participants in Study 1. 

 Males (n = 19) Females (n = 20) 

Age (years) 24.2 ± 4.4 22.9 ± 3.4 

Height (m) 1.78 ± 0.07 1.66 ± 0.08 

Mass (kg) 77.8 ± 12.5 66.8 ± 12.3 

% Left Foot Dominant 15.8 % 0.0 % 

 

Table 3-2: Sample size estimations from previous pressure-pain sensitivity testing. The ranges in estimated sample sizes 

come from different dependent variables used to determine effect sizes. 

Source Intervention/Independent Variable Estimated Sample Size 

Chesterton et al., (2003) Gender 20 - 28 

Hven et al., (2017) Job Stress 60 - 86 

Kosek et al., (1999) Mild Skin Analgesic 24 - 34 

Micalos and Arendt-

Nielsen, (2016) 
Exercise 11 - 23 

Petrini et al., (2015) Gender 10 - 20 
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3.3.2 Measurements and Instrumentation 
Apart from the visual analog scales, all instrumentation consisted of analog voltages converted to digital 

format by a 16-bit conversion card with an excitation voltage of +/- 10 volts (First Principles, Northern 

Digital Inc., Waterloo, ON, Canada). This system has an internal clock allowing for automatic data 

synchronization for all sampling rates that are factors of 10,000,000. 

Pressure Algometry 
Pressure algometry determined pressure-pain thresholds (PPTs) and applied sub-threshold stimuli (STS) to 

the L3/L4 intervertebral space and a control location on the tibial shaft of the dominant leg (Figure 3-1). 

Two pressure algometers were constructed. Each algometer consisted of a rubber-tipped screw-head used 

as an applicator attached to a brushless servo-motor (12V DC linear Actuator, 10 cm stroke, 1200 N max 

load, Hydroworks, Clark, NJ, USA) with a load cell (MLP-300-CO, Transducer Technologies, Temecula, 

CA, USA) placed in series between the applicator and motor. The rubber tip of the applicator was slightly 

rounded to prevent local asperities and shaped to have a surface area of approximately 1 cm2. The motor 

was set at a constant stroke displacement rate of 4 mm/s, which approximated a force rate application of 20 

N/s (see Appendix C for rationale); forces were sampled from the load cell at 50 Hz. Algometers were 

mounted on separate adjustable rigid frames that allow forces to be applied normal to the participant’s skin 

over both the low back and lower leg. Participants controlled both motors using a handheld switch. Pressure 

algometer parameters and reliability are detailed further in Appendix C. While pressure algometry measures 

are often presented in kilopascals (kPa) or kilograms-force (kgf), these data are computed in megapascals 

(MPa) to align with distribution parameters in Chapter 5. 

For PPTs, participants were instructed to initiate motor stroke into the designated site, and then retract 

the motor at the instant the applied pressure is perceived as painful. Participants were given as much time 

to practice and familiarize themselves with this procedure using their non-dominant leg prior to the first 

measurement. The mean of three trials collected immediately following the familiarization procedure were 

used to set each participant’s baseline PPT and derive STS. A single trial was used for all subsequent time 

points due to the time-sensitivity of the musculoskeletal responses and other concurrent measures being 

performed. 

The pressure algometer described above also applied pressures corresponding to 70% of that 

participant’s baseline PPT (Petrini et al., 2015). An experimenter receiving real-time force feedback from 

the load cell controlled the motor motion; the motor was immediately retracted once the target force was 

reached. Participants were asked to rate the stimulus intensity and unpleasantness of each stimulus 

immediately after their application on two separate 100 mm visual analog scales performed on a tablet using 

the app “E-Vas” that automatically records distances. The intensity visual analog scale was anchored with 

the descriptors “no sensation” (0 mm) and “worst pain imaginable” (100 mm); the unpleasantness visual 

analog scale anchor descriptors were “not unpleasant” (0 mm) and “the most unpleasant feeling imaginable” 

(100 mm) (Lindstedt et al., 2011). The intensity scale purposefully included non-painful and painful 

sensations to account for any changes in perception that may be perceived as not painful. Each pressure 

was applied once per assessment immediately following the PPT assessment. A depiction of PPT and STS 

is provided as Figure 3-2. The tibial pressure algometry measures were performed in upright standing, the 

L3/L4 measures were performed in maximal seated flexion (Figure 3-1). 
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Figure 3-1: Pressure Algometry Interface. Motors mounted to rigid frames were adjusted to participant’s anthropometry 

before applying pressures to the L3/L4 intervertebral space (Panel A) and the mid-tibial shaft (Panel B). 

 

 

Figure 3-2: Pressure Algometry Measures. Sample filtered data from a baseline PPT assessment is depicted indicating the 

PPT value (global maximum) and the derivation of STS amplitude (Panel A). Participants would then rate the STS value 

using two 100 mm visual analog scales (Panel B). 
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Accelerometers 
Tri-axial accelerometers (ADXL 345, SparkFun, Boulder, CO, USA) were affixed using medical fabric 

tape (Hypafix, BSN Medical, Hamburg, Germany) to the skin over the participant’s T12 and S1 spinous 

processes while in neutral standing. Accelerometers were oriented on the participants with the x-axis 

aligned with the participant’s medial lateral axis and the positive y-axis directed inferiorly. Raw 

accelerations were sampled at 50 Hz. 

Electromyography 
Surface electromyography of lumbar erector spinae was measured to determine muscle activity during and 

following the end-range spinal flexion. The placement protocol is documented in Appendix B. Signals were 

differentially amplified from a bipolar configuration with a common-mode rejection ratio or 115 dB (at 60 

Hz; 1010 ohm input impedance), band-pass filtered from 10 to 1000 Hz, and gained by a factor of 500 to 

5000 (AMT-8, Bortec, Calgary, AB, Canada). Gained signals were sampled at 2000 Hz. 

3.3.3 Experimental Protocol 
Data were collected in a single session taking place at least two hours after participants have awoken and 

at least two hours before participants went to sleep to limit the effects of diurnal variation on the spinal soft 

tissues (Adams et al., 1990). Figure 3-3 summarizes the experimental protocol for this study; not shown on 

Figure 3-3 is that accelerometers were calibrated by systematically exposing each axis to +/- 1 g, and 

pressure algometers were tested to ensure functionality prior to participant arrival. 

 

Figure 3-3: Overview of Chapter 3 Study Design. Measures taken before and after a 10 minute static trunk flexion 

intervention. The 10 minute static trunk flexion started immediately after all measures at the Pre time point. The unlabeled 

thinner vertical dashes in the Recovery phase indicate 5 minute intervals. PPT: Pressure-Pain Thresholds; STS: Sub-

thrshold stimulus perception; F: Maximal Flexion Holds to assess creep recovery. 

Upon obtaining informed consent, height, mass, age, and leg dominance (the leg selected to 

manipulate objects on the ground), participants had their baseline PPTs determined and STS intensity 

determined. After completing baseline measurements, participants were instrumented with surface 

electromyography, then performed a maximal voluntary isometric contraction and a quiet rest trial, with 

protocols for each detailed in Appendix B. Then accelerometers were positioned on participants and stood 

in a natural position for 5 seconds to establish a reference posture. A battery of pre-exposure measurements 

were taken following accelerometer placement and calibration consisting of both pressure algometry 

measures, and a maximal seated spine flexion trial. During these pre-exposure measures, participants were 

coached and given practice on how to round their spines while minimizing hip contributions to prevent 

hamstring tightness from impeding maximal flexion measures or confounding pressure algometry 

assessments. 
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 The 10-minute seated spinal flexion exposure consisted of participants holding the previously 

coached flexed position. Two participants who reported light-headedness in the first two minutes of the 

exposure lay supine with their legs elevated on a table before being given the option to try again; one 

accepted and completed the study successfully while the other withdrew. Accelerometer and 

electromyographic data were recorded continuously during the 10 minute flexion exposure.  

The Post 0 minute assessment started with a low back PPT and a low back STS assessment while 

participants remained in full seated flexion. After standing up and ensuring the participant did not have any 

symptoms precluding vasovagal syncope, the tibial pressure algometry measures were taken to complete 

the Post 0 minute assessment. Participants then stood on a 68.6 cm by 91.4 cm wooden platform 

continuously for 40 minutes, briefly interrupted to perform post-exposure measures performed at regular 

intervals according to Figure 3-3. Maximal flexion exposures to track creep recovery were performed every 

5 minutes, PPTs assessments were taken every 10 minutes after completion, and STSs were rated for both 

sites every 20 minutes. Measures for these subsequent time points differed from the Post 0 minute testing 

order: all tibial algometry measures came first while standing, then participants sat down and flexed forward 

to allow low back algometry measures. This ordering minimized the total assessment time and total time 

spent in full flexion. Participants held maximum flexion for as short of a duration as possible while low 

back algometry assessments occurred; seated maximum spine flexion was held for 5 seconds in instances 

when no other assessments took place. Accelerometers and electromyography data were recorded whenever 

participants were fully flexed, load cell data were recorded any instance the algometers were in use. 

Participants were remunerated for their time and the collection session ended following the Post 40 minute 

assessment. 

3.3.4 Data Processing 
All data analyses were performed in Python (v3.5.1, Python Software Foundation, 

https://www.python.org/) using the numpy package unless otherwise specified. 

Pressure Algometry 
Load cell data were calibrated using a two-point calibration performed weekly, or whenever equipment was 

swapped. Time-varying forces were low-pass filtered using a 4th order, zero-lag Butterworth filter with a 2 

Hz cut-off frequency to remove noise introduced by the natural frequency of the motor and frame. The 

maximum filtered forces measured by the load cell were converted to megapascals based on the indenter 

contact area (1/10,000 m2) and recorded as the PPT from that trial. The three baseline trials were averaged 

to determine that participant’s initial PPT. 

Reports of intensity and unpleasantness were determined through direct measurement of the distance 

between the 0 mm anchor and the mark made by participants.  

Accelerometers 
The first (Pre) and last 10 seconds (Post 0 minute) of the 10-minute creep exposure were windowed and 

fed forward for analysis along with the remaining maximal flexion assessments. All accelerometer axes 

were re-expressed in gravitational accelerations by removing the 0 g voltage and dividing by the change in 

voltage between 0 and +1 g or -1 g dependent on whether signals are positive or negative. Gravitational 

accelerations were inputted into Equation 3-1 to estimate accelerometer orientation 𝜃 with respect to the 

vertical axis in the sagittal plane. Equation 3-1 is based on the orientation specified within section 3.3.2 and 

assuming that non-gravitational accelerations were negligible. 
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𝜃 =  𝑡𝑎𝑛−1 (
𝑎𝑦

𝑎𝑧
) (3-1) 

Where 𝑎𝑦  and 𝑎𝑧  are the y and z components of a given tri-axial accelerometer in gravitational 

accelerations. This formulation on its own introduces multiple 𝜋 2⁄  radian phase shifts occurring when the 

sign of 𝑎𝑧 changes from positive to negative. Implementing this function using atan2 functions native to 

most mathematical languages halves the number of phase shifts utilizing a conditional redistribution 

function to map outputs onto a more useful framework, 𝜃𝑟 shown in Equation 3-2. 

𝜃𝑟 = 𝜃 −
3𝜋

2
 𝑖𝑓 𝑎𝑦 > 0 𝑎𝑛𝑑 𝑎𝑧  ≤ 0; 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 𝜃𝑟 = 𝜃 +

𝜋

2
 (3-2) 

 

Here, 𝜃𝑟 is defined as 0 radians when the y-axis is pointing directly downwards and the z-axis is 

horizontal; an accelerometer can have orientations ranging from +𝜋 to – 𝜋 radians. Thus, accelerometer 

orientations can occupy a continuous range centred about a position closely resembling an accelerometer 

orientation during upright stance. 

The lumbar spine flexion angle was defined as the orientation (𝜃𝑟) of T12 accelerometer with respect 

to the S1 accelerometer. Lumbar spine flexion angles were expressed as a percentage of the participant’s 

total range of motion by defining the neutral standing calibration trial as 0% and the maximal flexion angle 

achieved in the pre-flexion static calibration trial as 100% range of motion.  

The percent change in lumbar spine flexion angle during the flexion exposure and recovery phases 

with respect to the 0 minute window in the 10 minute flexion exposure are the primary creep measure. 

Electromyography 
The processing steps in table 3-3 were performed on the entire 10 minute static flexion exposure and the 5-

second creep assessments during the recovery phase to confirm that participants were at rest while in full 

spine flexion. The cumulative time spent above 5% maximal voluntary contraction was quantified for each 

participant, and participants were excluded if this time exceeded 10% of the total recording time. The 

dominant side was kept for statistical analysis unless contaminated, in which case the non-dominant side 

was kept instead; bilateral symmetry was assumed. 
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Table 3-3: Electromyography processing steps. All steps were applied in numerical order to the data indicated in the “Trials 

Applied to:” column. Steps 1 to 3 were applied to the resting trial, steps 1 to 4 were applied to the maximal voluntary 

contraction trial, and all steps were applied to the data recorded during static flexion (whether from the 10 minute 

continuous flexion exposure or the 5 second assessments during recovery from creep. 

Electromyography Processing Step Trials Applied to: 

1) Raw signal conditioning: 

• 30 Hz high-pass Butterworth filter for bias-

removal and reducing amplitude-based heart rate 

artifacts (Drake and Callaghan, 2006) 

• 60 Hz band-stop Butterworth filter for removal of 

electromagnetic hum (Mello et al., 2007) 

• Static flexion 

• Resting  

• Maximal voluntary contraction 

2) Convert voltages into absolute values 

• Static flexion 

• Resting  

• Maximal voluntary contraction 

3) 2.5 Hz low-pass Butterworth filter to represent 

time-varying activations (in volts) (Brereton and 

McGill, 1998) 

• Static flexion 

• Resting  

• Maximal voluntary contraction 

4) Removing the mean resting activations 
• Static flexion 

• Maximal voluntary contraction 

5) Expressing rest-removed muscle activations as a 

percentage of rest-removed maximal voluntary 

contraction activity 
• Static flexion 

 

3.3.5 Statistical Modelling 
All statistical testing were performed in RStudio (v1.0.143 RStudio Inc., Boston, MA, USA) using 

significance levels of 0.05. 

Statistical tests for hypotheses 1a and 1c aim to differentiate pain sensitivity as a function of time, 

which serves as a proxy for lumbar spine creep. For these hypotheses, the dependent variables were PPTs 

and ratings of STSs, with independent variables of Time (pre-flexion and five levels post-flexion: 

0/10/20/30/40 minutes) and Site (Low Back/Tibia). Kolmogorov-Smirnov tests determined if data were 

normally distributed and Mauchly’s tests determined if assumptions of sphericity were violated. two-way 

ANOVAs were performed on pressure algometry measures when normality was held; otherwise, Kruskal-

Wallis tests were performed. Greenhouse-Geisser adjustments to p-values were made when sphericity 

assumptions were violated. Tukey’s test was performed post-hoc in the case of significant findings to 

determine differences between time points. 

Multiple linear regressions were performed between measures taken during static flexion and 

changes in mechanical sensitivity to determine if the two are related (hypothesis 1b). Fixed effects included 



35 

 

tissue creep (via lumbar spine flexion angle) and muscle activity (mean normalized EMG amplitudes), and 

one of two measures of tibial mechanical sensitivity (PPT and STSs); predicting the two measures of 

mechanical sensitivity in the low back at relevant time points. PPTs were normalized to pre-exposure values 

to prevent scaling effects from influencing predictions. Significant predictors were checked using Wald’s 

χ2 test.  

3.4 Results 
Features of the maximum flexion exposure are first presented in section 3.4.1, followed by pressure 

algometry outcomes in sections 3.4.2. 

3.4.1 Characteristics of the Seated Flexion Exposure 
There were main effects of Time on the maximal spine flexion angles (F3.26, 120.7 = 8.30; p < 0.001) during 

the static flexion assessments occurring before and every five minutes after the 10-minute maximal seated 

spine flexion exposure (Figure 3-4). All post-exposure time points were larger than the pre-exposure time 

point except the Post 10 (p = 0.834) and Post 30 minute (p = 0.965) time point. The magnitude of this creep 

response at each time point is shown in Table 3-4.  

 

Figure 3-4: Maximal Spine Flexion Angles following the Prolonged Flexion Exposure. Data are normalized to the maximum 

flexion angles attained during the Pre-Exposure assessment (the horizontal line at 100%). Error bars show ±1 standard 

error. Time points that are significantly different (p < 0.05) than the Pre-Exposure time point are denoted by an asterisk. 

Electromyography data collected during the prolonged flexion trial indicated that participants had 

activations above 5% maximal voluntary contraction for on average 0.27% of the 10 minute trial or 

approximately 1.62 seconds (range: 0 – 1.76%, 0 – 10.56 seconds). The mean activity levels during the 

static flexion creep-assessment trials were similar across all time points (p = 0.315) and were below 5% 

maximal voluntary contraction (Table 3-4). 
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Table 3-4: Creep Magnitude and Mean Muscle Activities during the Static Flexion Creep Assessments. Values are Mean ± 

1SD; muscle activity units are % maximal voluntary contraction.  

Time Point Creep Magnitude Mean Muscle Activity 

Pre 0.0 ± 0.0° 2.5 ± 3.3% 

Post 0 4.4 ± 2.7° 3.0 ± 3.1% 

Post 5 4.9 ± 5.6° 3.4 ± 4.4% 

Post 10 1.4 ± 7.6° 3.2 ± 4.5% 

Post 15 4.6 ± 5.7° 3.6 ± 4.1% 

Post 20 2.9 ± 9.2° 4.5 ± 3.6% 

Post 25 4.6 ± 5.7° 4.1 ± 3.9% 

Post 30 1.1 ± 7.8° 3.3 ± 5.4% 

Post 35 4.3 ± 5.3° 3.5 ± 3.9% 

Post 40 4.2 ± 5.3° 3.3 ± 3.4% 

3.4.2 Mechanical Pain Sensitivity Measures 
PPTs were higher in the low back compared to the tibia (F1,37 = 9.72; p = 0.004), but were similar across all 

time points (p = 0.833; Figure 3-5). There was a Time*Site interaction in the perceived unpleasantness (F2.1, 

74.7 = 5.25; p = 0.007) but not intensity (p = 0.102) of the STSs (Figure 3-6). Specifically, participants 

perceived the low back stimulus as more unpleasant than the tibial stimulus at the Post 0 minute time point 

(p = 0.001); the Post 0 minute low back point was also perceived as more unpleasant than the Pre (p = 

0.047) and the Post 40 minute time point (p = 0.023). 

Multiple linear regressions indicated that the magnitude of creep and higher interactions between 

creep magnitude, muscle activation level and tibial PPTs could predict lower back PPT magnitudes (Table 

3-5). The only predictors of either the unpleasantness or intensity of the lower back STSs were the 

corresponding measure at the tibia (Table 3-5). 

Table 3-5: Outcomes of Multiple Linear Regressions to Predict Lower Back Pain Sensitivity. The Measure column indicates 

the lower back measure that the regression was predicting. The Predictors column indicates the significant (p < 0.05) 

predictor terms from the regression; interaction terms are denoted as A*B. The marginal and conditional R2 refer to the 

explained variance of the significant predictors without and with the inclusion of random effects in the regression 

respectively. PPT: Pressure-Pain Threshold; EMG: Mean muscle activity from electromyography. 

Measure Predictors Marginal R2 Conditional R2 

Pressure-Pain 

Threshold 

• Creep 

• Creep*Tibial PPT 

• Creep*EMG*Tibial PPT 

0.100 0.305 

Unpleasantness • Tibial Unpleasantness 0.105 0.784 

Intensity • Tibial Intensity 0.155 0.689 
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Figure 3-5: Pressure-Pain Thresholds Before and After 10 Minutes of Static Flexion. The L3/L4 intervertebral space (low 

back, blue circles) had significantly larger (p < 0.05) threshold than the mid-tibial shaft (tibia, gray triangles). Error bars 

show ± 1 standard error. 

 

Figure 3-6: Perceptions of Sub-Threshold Stimulus Intensity (left) and Unpleasantness (right). L3/L4 intervertebral space 

data are the blue circles; mid-tibial shaft data are the gray triangles. Error bars show ± 1 standard error. Significant 

differences (p < 0.05) are indicated by asterisks. 
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3.5 Discussion 
A 10-minute seated maximal spine flexion exposure increased flexion range of motion by 10.3%, with 

changes persisting for at least 40 minutes. This exposure increased the level of unpleasantness participants 

experienced during a fixed pressure application to the L3/L4 intervertebral space, but PPTs and perception 

of stimulus intensity were not affected by prolonged trunk flexion. The amount of creep, muscle activity, 

and tibial pain sensitivity measures in varying combinations could predict the L3/L4 pain sensitivity 

measures over time, but the strength of these predictions was weak. Myoelectric activity confirmed that the 

exposure and subsequent assessments of creep were predominantly indicative of passive tissue properties. 

Reconciling these findings points towards a central process altering participant’s perception of external 

pressures following static lumbar spine flexion (Fuchs et al., 2014; Villemure and Bushnell, 2009). 

Hypothesis 1a, stating that the prolonged flexion exposure should increase mechanical pain 

sensitivity in the low back was partially accepted since STS unpleasantness increased, however the other 

too measures of mechanical sensitivity were unchanged throughout the study. Hypothesis 1b, stating that 

the magnitude of creep could predict pain sensitivity measures was partially accepted; PPTs were the only 

measure where this was true. Hypothesis 1c, stating that tibial mechanical sensitivity would not be altered 

by the exposure was accepted. 

The inconsistency of perceived unpleasantness solely changing with low back creep while PPTs 

being the only measure creep could predict may point towards a variable response of pain sensitivity to 

passive tissue creep. However, these two measures of pain sensitivity converge in cortical activity whether 

generated by viscoelastic changes, or external factors. Our perception of stimulus unpleasantness is highly 

linked to our current mood (Villemure and Bushnell, 2009) and may also be linked to activity in the dorsal 

anterior cingulate cortex (Fuchs et al., 2014). Contrarily, identifying a PPT from blunt pressure is thought 

to relate to C-fibre afferent sensitivity (Treede et al., 2002), which may be a function of peripheral 

innervation (Schmidt et al., 1995), or a lack of descending inhibition from structures in the brain and 

brainstem such as the anterior cingulate cortex (Duan et al., 2014; Goffaux et al., 2007; Guo and Hu, 2014). 

It can be hypothesized that prolonged passive flexion could stimulate anterior cingulate cortex activity, 

however this is still conjecture since there was no measurement of brain activity in this study. Alternatively, 

participants simply may not have liked the flexion exposure, which in turn influenced their perception of 

the STSs (Martucci, 2017; Villemure and Bushnell, 2009). This mood effect also explains the transient 

change in perceived unpleasantness immediately following the exposure (Figure 3-6) despite creep not 

recovering after the 40-minute standing period (Figure 3-4). 

It is likely that the exposure did not generate a sufficient inflammatory response or increase neural 

afferent activity enough to unambiguously sway mechanical pain sensitivity into a purely sensitized or 

desensitized state relative to before the exposure. Afferent neural activity was assessed indirectly through 

muscle activity (Table 3-4) and did appear to increase slightly with creep, but this was not significant, nor 

were muscle activities on their own predictive of any pain sensitivity measure. Although other authors have 

reported upregulation of inflammatory molecules following prolonged flexion (D’Ambrosia et al., 2010; 

Yang et al., 2011), the duration of these exposures (1-2 hours with rest breaks) covered a much longer time 

period than the exposure used here (10 minutes continuously). Our exposure, although capable of 

generating creep, may not have persisted long enough for the effects of any inflammatory pathways to be 

observed through pressure algometry (Ackermann et al., 2005). Changes in concentrations of circulating 

biomarkers of inflammation (Parks et al., 2004; Yang et al., 2011), which were not believed to be necessary 
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initially, are likely required to determine if inflammatory pathways are involved in pain sensitivity changes 

following prolonged flexion exposures.  However, there may have been individual changes favouring either 

pathway between participants that can be explained by the significant prediction of lower back PPTs by 

interactions between creep magnitude and tibial PPTs. The consistent finding that tibial pain sensitivity 

measures could predict lower back sensitivity measures may speak to individual differences in PPTs being 

greater than creep-induced changes, or that any changes occurring may occur in both regions, contrary to 

exercise-induced hypoalgesia models of pain (Micalos and Arendt-Nielsen, 2016). More directed 

investigations should discern if any features of pain processing are affected by viscoelastic changes to 

passive tissues. 

Different tissues may be differently affected by static flexion. Ten minutes of seated full spine flexion 

can alter the internal fibre arrangement without any changes in muscle thickness or activation while 

controlling for muscle length (Pinto et al., 2021). Our assessment of creep here relied solely on skin-based 

measures, intended to represent a combination of skin and presumably posterior ligament stretch, however 

muscle properties are also affected by the creep exposure, coinciding with one of the multiple linear 

regressions producing a significant interaction term of creep magnitude, tibial pain sensitivity, and muscle 

activation, despite muscle activity in not being affected directly by the creep exposure (Table 3-3). The 

fibre flattening in muscles from Pinto et al., (2021) could increase the risk of shear-related injuries, since 

fibre obliquity in the lumbar erector spinae allows that muscle to oppose and protect the spine from anterior 

shear forces (Gallagher and Marras, 2012). While the main purpose of this chapter was to isolate pain 

sensitivity rather than address injury risk, this provides some explanation as to why prolonged flexion 

exposures are related to low back pain (Lis et al., 2007; Xu et al., 1997; Zemp et al., 2016), independent of 

changes in pain sensitivity. 

The methods used to generate creep have been shown to determine the end effects of that creep 

exposure and may influence pain sensitivities. Presently, we used a 10-minute seated maximum flexion 

exposure, similar to other authors (McGill and Brown, 1992; Rogers and Granata, 2006), however other 

authors have used different postures (Shin and Mirka, 2007; Toosizadeh and Nussbaum, 2013). The 

magnitude of creep reported here (4.4 ± 2.7°) is slightly less than other authors using seated protocols (5.5° 

(McGill and Brown, 1992) and 5.3 ± 4.5° (Rogers and Granata, 2006)), however our exposure duration was 

half as long, and exposure time is another known mediator of creep effects (Bazrgari et al., 2011). Also, the 

creep our participants experienced did not recover following 40 minutes of standing, which is consistent 

with the time constants from some groups (Busscher et al., 2011; Rogers and Granata, 2006; Solomonow 

et al., 2003) but not others (McGill and Brown, 1992; Shin and Mirka, 2007) using prolonged spine flexion. 

A seated posture was chosen after piloting with a 10-minute standing full-flexion exposure revealed a 50% 

participant completion rate (due to leg pain); sitting participants down increased the success rate to 98%. 

However, it was more difficult to reduce hip motion in our seated setup compared to the strapping used by 

other groups during standing (Muslim et al., 2013; Shin and Mirka, 2007) while still being able to reliably 

assess PPTs. Although our seated flexion exposure seemed representative of other seated flexion exposures, 

the changes seen here may be specific to seated flexion. 

While flexion range of motion generally remained elevated throughout the 40-minute standing 

recovery period, there were two time points when range of motion was temporarily reduced: the Post 10 

and Post 30 time points (Figure 3-4). These two time points were unique in that they assessed PPTs, but 

not STSs (Figure 3-3). Participants spent the longest time in flexion during the Pre, Post 0, Post 20, and 

Post 40 assessments that measured both PPTs and STSs (15 – 25 seconds), and the least time in flexion 



40 

 

during the Post 5, 15, 25, and 35 time points when only flexion range of motion was measured (5 seconds). 

Based on viscoelasticity predicting that a longer time in flexion allows for greater tissue elongation, it would 

be expected that transient reversions to Pre-exposure values would occur at the time points with shorter 

flexion assessments (Fung, 1994; Provenzano et al., 2001). However, since PPTs were consistently assessed 

before STSs, and the flexion range of motion assessments were taken during the PPT assessments when 

applicable, participants should have experienced similar levels of transient flexion in the time points that 

only assessed PPTs (Post 10 and Post 30) as they did during the time points assessing both PPTs and STSs 

(Pre; Post 0, 20, and 40). Other potential concerns include heterogeneity in creep recovery or 

inconsistencies in reaching maximal seated flexion range of motion. While it is likely that some participants 

did return to Pre-Exposure flexion ranges of motion, they were not identifiable by participant gender, the 

only between-participant factor this study was designed to accommodate. The variance in creep recovery 

could also account for the ability for flexion range of motion to weakly predict low back PPTs (Table 3-5) 

despite there being no effects of Time in either measure. While it is possible that the experimental design 

could have influenced these flexion range of motion measures, there was not a systematic element unique 

to the Post 10 and Post 30 assessments that should reduce flexion range of motion. 

This study introduced a novel pressure algometer to assess PPTs and STSs, which was determined 

to have a between-day root-mean-square error of 0.2 MPa in determining PPTs in Appendix C. This root-

mean-square error magnitude was approximately the magnitude of the differences between the tibial and 

low back PPTs, which could cast doubt onto how meaningful those differences could be. Additionally, 

tibial PPTs have previously been assessed over the tibialis anterior muscle belly instead of the tibial shaft 

as were done presently (Hven et al., 2017; O’Neill et al., 2007). While both factors could increase the 

variability relative to non-motorized methods (Melia et al., 2015), the purpose of including a distal site was 

to control for changes over time rather than compare for main effect of site. Also, the current sample size 

was predicted to have an 80% chance to detect smaller effect sizes then had been reported by most authors 

for pressure algometry measures (Chesterton et al., 2003; Melia et al., 2015; Micalos and Arendt-Nielsen, 

2016; Petrini et al., 2015; Stefanik et al., 2020). While being far from comprehensive, there is reasonable 

confidence in the current measures that a 10-minute seated flexion exposure did not alter lower limb 

sensitivity. 

Lumbar spine flexion range of motion could predict local pain sensitivity; however, these predictions 

were relatively weak. Additionally, increases in perceived stimulus unpleasantness could be related to 

changes in descending information from the cortex, potentially instigated through mood. There did not 

appear to be any changes in mechanical sensitivity following seated lumbar spine flexion related to altered 

neural feedback or inflammatory pathways.
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Chapter 4 - Effects of Repetitive Trunk Flexion on 

Mechanical Pain Sensitivity in the Low Back 

The findings in this chapter have been published as: 

Viggiani, D. and Callaghan, J. P. (2021) Interrelated hypoalgesia, creep, and muscle fatigue 

following a repetitive trunk flexion exposure. Journal of Electromyography and Kinesiology. 57, 102531.  

4.1 Introduction 
Repetitive trunk flexion is commonly observed in construction (Boschman et al., 2011), manual materials 

handling (Murtezani et al., 2011), and childcare workers (Labaj et al., 2016), and is thought to be contribute 

to their high incidence of low back pain (Dempsey and Hashemi, 1999; Grant et al., 1995). Intervertebral 

disc injuries (Callaghan and McGill, 2001; Veres et al., 2009) and vertebral fractures (Gallagher et al., 

2005; Gooyers et al., 2015) have both been documented to occur following compression combined with 

repetitive spinal flexion, with vertebral fractures more commonly occurring under higher loads (Parkinson 

and Callaghan, 2009). Repeated spine flexion can also induce creep in posterior spinal elements (Little and 

Khalsa, 2005; Solomonow et al., 2000; Toosizadeh and Nussbaum, 2013), which can increase passive tissue 

laxity (Provenzano et al., 2002; Solomonow et al., 2000; Thornton et al., 2002) through the disruption of 

collagenous networks (Gooyers et al., 2015; Viidik, 1972). Although evidence exists for repetitive sagittal 

plane motion to cause injury (Kumar, 2001), it may also affect mechanical pain sensitivity through a 

combination of creep-based and active motion-based pathways.  

Repetitive trunk motions could alter pain sensitivity through exercise-induced hypoalgesia—the 

phenomenon that continuous or interval exercise reduces pain sensitivity (Kodesh and Weissman-Fogel, 

2014; Koltyn, 2000). The exercise performed needs to be at or above 50% of heart rate reserve (Naugle et 

al., 2014) and performed for at least ten minutes (Hoffman et al., 2004) in order to increase pain thresholds 

near the active musculature (Micalos and Arendt-Nielsen, 2016). The effects of this reduction in pain 

sensitivity do not persist long after the exercise is terminated, suggesting that transient changes associated 

with exercise are responsible for this phenomenon (Koltyn, 2000). The effects of exercise-induced 

hypoalgesia may also be more potent on chemical or thermal pain than on mechanical pain (Kodesh and 

Weissman-Fogel, 2014). This phenomenon appears to be a subset of conditioned pain modulation pathways 

(Gajsar et al., 2018; Lemley et al., 2015) related to endogenous opioid release after oxidative stress (Koltyn 

et al., 2014) or direct inhibition from cognitive centres in the cerebral cortex (Jones et al., 2017). 

Repetitive trunk flexion can also affect pain sensitivity through muscle fatigue in addition to the 

hormonal or cognitive pathways outline above, mainly through central fatigue mechanisms (Gandevia, 

2001). Central fatigue, a decline in muscle power resulting from signals from the central nervous system, 

is believed to be initiated by an increase in non-nociceptive C-fibre activity (Hill, 2000; Taylor et al., 2016). 

This C-fibre afferent activity specific to fatigue is believed to inhibit motor centres within the brain 

(Kennedy et al., 2015), but may also contribute to peripheral neuron hyper-excitability (Andersen et al., 

1995; Taylor et al., 2000). The effects of this neuronal hyper-excitability may be seen in part through 

reductions in proprioception (Boucher et al., 2012; Lee et al., 2003) and compromised postural control 

(Larson and Brown, 2018; Vuillerme and Pinsault, 2007), but these observations may stem from other 

modifications in afferent or efferent signaling. Although the increase C-fibre activity itself is not predicted 
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to alter nociceptive afferents in the Gate Control or Neuromatrix frameworks (Braz et al., 2014; Melzack, 

1999), reduced peripheral neuron thresholds may affect the other large diameter afferent information 

converging at the spinal cord, affecting pain perception (Basbaum et al., 2009; Braz et al., 2014). 

Conversely, the acidic environment that occurs with muscle fatigue can activate ASIC3 membrane channels 

(Gregory et al., 2016)—proteins that are abundant on nociceptive neurons (Osmakov et al., 2014)—which 

can increase rather than decrease mechanical pain sensitivity. A direct assessment indicated that pain 

sensitivity was reduced following isometric brachioradialis fatigue (Hoeger Bement et al., 2009). However, 

muscle fatigue caused by repeated dynamic contractions may produce a different net effect on pain 

sensitivity since specific changes following muscle fatigue are highly task-dependent (Enoka and 

Duchateau, 2008; Taylor et al., 2000).  

The creep-specific alterations to afferent feedback may also differ between static and repetitive 

loading in the absence of muscle activity. Using an in-situ animal model, Solomonow and colleagues (2000) 

determined that passive cyclical ligament loading produced an initial reflex suppression that was followed 

by a period of extended hyper-excitability three to four hours after loading had finished. This hyper-

excitability is not seen in the same animal model during static loading (Solomonow et al., 2003) and does 

not appear to be influenced by loading magnitude (Claude et al., 2003). In humans, repetitive trunk flexion 

can increase the onset angle of the flexion-relaxation phenomenon (Howarth et al., 2013b), however this 

shift is similar to that induced by static trunk flexion (Howarth et al., 2013a). Mechanical changes following 

repetitive trunk flexion in humans have also been more transient than in static flexion, with changes in 

lumped passive stiffness (Parkinson et al., 2004) and movement repeatability (Howarth et al., 2013b) being 

similar between the start and end of repeated motions despite decreases in both measures in the middle of 

these protocols. Since mechanical (Toosizadeh and Nussbaum, 2013) and inflammatory (Beharriell et al., 

2020; Pinski et al., 2010) changes during viscoelastic creep increase with higher movement frequencies, 

the aforementioned transient creep effects may have resulted from the low loading frequencies in those 

studies (1/15 to 1/30 Hz). 

Changes to mechanical pain sensitivity following repetitive trunk flexion may differ from sensitivity 

changes following prolonged passive trunk flexion. Potential mechanisms for these differences may relate 

to muscle fatigue, cognitive or hormonal alterations from exercise, or differences in loading history.  

4.2 Purpose and Hypotheses 
The purpose of this study was to determine how repetitive trunk flexion/extension, which can induce muscle 

fatigue and lumbar spine creep, affects mechanical sensitivity to pain at local and distal locations. It was 

hypothesized that: 

2a) Mechanical sensitivity in the low back and lower leg will be decreased immediately after 

completing repetitive trunk flexion/extension; pressure-pain thresholds (PPTs) will increase, and the 

unpleasantness and intensity ratings of sub-threshold stimuli (STSs) will decrease. 

2b) Mechanical sensitivity in the low back and lower leg will match the findings in Chapter 3 after 

40 minutes of standing recovery following repetitive trunk flexion/extension. This assumes that any fatigue 

effects of mechanical sensitivity will have dissipated by the end of the 40 minute recovery period. 
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2c) The magnitude of fatigue (reductions in static moment-generating capacity) or creep (changes in 

maximal flexion range of motion) alone will not be related to changes in mechanical sensitivity immediately 

after repetitive trunk flexion/extension. 

4.3 Methods 
This study had participants perform repetitive unloaded trunk flexion and extension for up to 10 minutes 

followed by 40 minutes of standing recovery. Intermittent isometric contractions and ratings of perceived 

exertion assessed muscle fatigue in the lumbar spine extensors and anterior leg during and after the 

repetitive exercise. Pressure algometry determined PPTs and perceptions to STSs in the low back and lower 

leg. Accelerometers placed on the low back tracked the generation and recovery of lumbar spine creep. 

The methods of this study were those in Chapter 3. The major differences involve modifying the 

creep assessments and measuring indicators of muscle fatigue. The reader will be referred to the relevant 

sections of Chapter 3 where applicable. 

4.3.1 Participants 
A convenience sample of 37 adults (18 males and 19 females) were recruited from a university population 

and the surrounding community (Table 4-1). All participants performed the study detailed in Chapter 3 

(passive flexion) and met similar inclusion criteria which also controlled for are age-dependent effects of 

muscle fatigue (Avin and Frey Law, 2011; Dalton et al., 2010). At least 48 hours occurred between testing 

sessions to prevent any residual effects from one exposure during the other collection. The first 19 

participants in the passive flexion study detailed in Chapter 3 performed that study first, while the remaining 

18 participants performed this study first. Equipment construction and modifications necessary to perform 

the strength testing in this study did not occur until the first nineteen participants were collected in the 

passive flexion study, hence the staggered recruitment. 

Table 4-1: Physical Characteristic of the Participants in Study 2 

 Males (n = 18) Females (n = 19) 

Age (years) 23.8 ± 4.4 23.2 ± 3.4 

Height (m) 1.77 ± 0.07 1.66 ± 0.08 

Mass (kg) 75.1 ± 9.9 65.9 ± 12.1 

% Left Foot Dominant 16.7 % 0.0 % 

 

4.3.2 Measurements and Instrumentation 
Accelerometers, electromyography, and force data were sampled using a 16-bit conversion card and an 

excitation voltage of +/- 10 volts (First Principles, Northern Digital Inc., Waterloo, ON, Canada). Sampling 

rates of all analog data were factors of 10,000,000 for automatic data synchronization. 

Pressure Algometry 
Measurements of pressure algometry were identical to those documented in section 3.3.2 of Chapter 3. The 

same pressure algometer in that study (Appendix C) determined PPTs, perceptions of 70% of a participant’s 

PPT (Petrini et al., 2015). Also like in Chapter 3, assessments were performed in between the L3 and L4 

spinous processes and on the mid-tibial shaft. Both measures were taken while participants were standing, 
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participants held full lumbar spine flexion during the lower back assessments but remained standing upright 

for the tibial assessments. 

Visual analog scales identical to those documented in section 3.3.2 of Chapter 3 were given to 

participants to report their perception of stimulus intensity and unpleasantness to pressures matching 70% 

of their PPTs.  

Accelerometers 
Accelerometers were used to track lumbar spine motion identically to the methods reported in Sections 

3.3.2 of Chapter 3.  

Electromyography 
Surface electromyography of the L3 erector spinae and tibialis anterior determined if evidence of fatigue 

was present in either muscle. Erector spinae electromyography were measured bilaterally while tibialis 

anterior electromyography was measured only on the dominant limb. Electrode placement and preparation 

are documented in Appendix B. Signals were differentially amplified from a bipolar configuration with a 

common-mode rejection ratio or 115 dB (at 60 Hz; 1010 ohm input impedance), band-pass filtered from 10 

to 1000 Hz, and gained by a factor of 500 to 5000 (AMT-8, Bortec, Calgary, AB, Canada). Gained signals 

were sampled at 2000 Hz. 

Isometric Joint Strength 
Trunk extension and ankle dorsiflexion isometric strength were evaluated while participants stood at a 

height-adjustable external fixation device designed to constrain pelvis motion. For trunk extension 

isometric strength, participants had padded cabling wrapped around their back at the level of T6 passed 

under their axillae and connected to a uniaxial load cell (MLP-300-CO, Transducer Technologies, 

Temecula, CA, USA) tethered to a wall. The length of the tether was adjusted to provide resistance to 

extension when participants were in a neutral standing posture. Participants were instructed to maximally 

extend against the padded cables with their pelvis supported by the fixation device; the peak tension was 

recorded as their trunk extension strength. For ankle dorsiflexion, participants were instructed to maximally 

dorsiflex their ankles against resistance provided by a 6-degree of freedom force cube (MC3-6-500, AMTI, 

Watertown, MA, USA) bolted to the underside of the frame supporting the tibial pressure algometer in 

series with 100 mm steel tube and a scalloped piece of pine; positioned above their dominant foot. The 

additional serial materials and use of a force cube over a uniaxial load cell provided a better, more stable 

fit to participant’s feet during tibialis anterior strength trials. The height of the force cube was adjusted so 

participants met resistance at a neutral ankle angle (Tabard-Fougère et al., 2018). Voltage outputs from the 

force transducers were sampled at 50 Hz. 

Ratings of Perceived Exertion 
Participants were asked to report their overall perceived exertion using a 10-point Borg scale (Borg, 1982) 

every two minutes during the active trunk flexion-extension exercise. 

4.3.3 Experimental Protocol 
Data were collected in a single session taking place within one hour of the start of the first data collection 

session, and at least two hours after participants awoke to limit the effects of diurnal variation on the soft 

tissues about the spine (Adams et al., 1990). The pressure algometer controllers and strength interface 

stability were tested to ensure functionality prior to the start of each session. Figure 4-1 summarizes the 

protocol of this study. 
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Upon obtaining informed consent, height, mass, age, and leg dominance (the leg selected to 

manipulate objects on the ground) if necessary, participants stood in the pelvis external-fixation device to 

have the pressure algometry and isometric strength testing components adjusted to fit their anthropometry. 

Once adjustments were completed, participants had their baseline PPTs determined, and STS pressure 

derived. Participants stood in full spinal flexion during low back pressure algometry (Figure 4-2; Panel D). 

 

Figure 4-1: Overview of Chapter 4 Study Design. The overall design is similar to the study documented in Chapter 3, with 

the dependent measures and intervention task differing between studies. The Repetitive Trunk Flexion/Extension Task will 

cease once the participant reports an exertion level of 8/10 or higher, or once 10 minutes have elapsed. Assessments of 

isometric joint strength and perceived exertion will be conducted every two minutes during this task.  PPT: Pressure-Pain 

Thresholds at both sites; STS: Sub-Threshold Stimulus applications and associated perception ratings at both sites; RPE: 

Borg 10-point Rating of Perceived Exertion; JS: Isometric Joint Strength assessed within the external fixation device, 

including both trunk extension and ankle dorsiflexion tests; F: Maximal Flexion Holds to assess creep recovery. 

After baseline sensitivity measures, participants were instrumented with surface electromyography, 

performed two maximal voluntary contractions (one per muscle), and a single resting trial. Protocols for 

these normalization procedures are described in Appendix B. After electromyography preparations were 

completed, participants were instrumented with accelerometers. A neutral standing calibration trial and 

maximal standing range of motion trials were collected, similar to the passive flexion study in Chapter 3. 

Baseline isometric joint strength testing began once participants completed with three attempts 

alternating between trunk extension and dominant ankle dorsiflexion (Figure 4-2; Panels A and C). 

Participants were instructed to steadily build force during strength testing and be given at least two minutes 

rest between tests. Once strength testing was completed, participants completed all pressure-pain algometry 

testing before the 10-minute flexion-extension exercise. Starting from neutral standing, a single cycle of 

the task consisted of two seconds of flexion, four seconds of maintaining maximal flexion, and two seconds 

of extension back to neutral standing in time to a metronome. Participants performed cycles once every ten 

seconds. Instructions given to participants were as follows:  

• “For this exercise, you will bend your trunk forward towards your toes, briefly holding yourself at 

the bottom, and then returning back up to your natural standing posture.”  

• “Using this metronome as a guide, take two seconds to bend forward, hold yourself at the bottom 

for four seconds, and then take two seconds to stand back up.” 
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• “Lean into the bar positioned at your pelvis and let your trunk, neck and head bend over in front of 

you.” 

 

Figure 4-2: Testing Procedures for Chapter 4 Study. Ankle dorsiflexion strength was measured using a force cube mounted 

to the underside of the tibial pressure algometry frame, a wooden block and steel tube ensured neutral ankle angles against 

resistance (Panel A). Tibial pressure algometry was identical to Chapter 3 (Panel B). Low back extension strength was 

measured using a tether wrapped under participant’s axillae, adjusted to provide resistance at a comfortable, near-neutral 

posture (Panel C). Low back pressure algometry was similar to Chapter 3, only participants stood in full flexion instead of 

sat in full flexion (Panel D). 

Sample angular kinematics for the repetitive trunk flexion/extension task are shown in Figure 4-3 to 

illustrate timing. 

Every two minutes (12 cycles), the trunk flexion/extension task was briefly interrupted for a rating 

of perceived exertion and assessments of trunk extension and ankle dorsiflexion isometric strength. Like 

the pre-task assessments, participants gradually ramped up force to hold a maximal effort for joint strength 

testing, unlike the pre-task assessments, a single test of each joint was conducted rather than three tests. 

Ratings of perceived exertion preceded isometric joint strength testing when taken. The repetitive 

flexion/extension task continued until participants gave a rating of perceived exertion of at least 8/10 or 

once 10 minutes (60 cycles) elapsed. 

After completing the trunk flexion/extension task, participants held a fully flexed spinal posture 

(rounded spine instructions) for five seconds to assess spinal range of motion. Participants then stood 

upright on a platform in front of the fixation device for 40 minutes. During this 40 minute recovery phase, 

assessments of spinal flexion range of motion were completed every 5 minutes; PPTs and isometric strength 

measures were completed every 10 minutes; and perception of STSs were conducted every 20 minutes 

(Figure 4-1). After 40 minutes elapsed, participants were remunerated, and the session ended. 
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Figure 4-3: Sample Sagittal Plane Angular Kinematics during the Repetitive Trunk Flexion/Extension Task. The vertical 

axis is a percentage of the range of motion from the pre-task static flexion trial normalized so 0% is upright standing and 

100% is the angle measured from the pre-task static flexion trial. This figure is included to illustrate the duty-rest cycle for 

the repetitive flexion-extension exposure used in this study. 

4.3.4 Data Processing 
All data analyses were performed in Python (v3.5.1, Python Software Foundation, 

https://www.python.org/) using the numpy package unless otherwise specified. 

Pressure Algometry  
Data processing was identical to those described under the “Pressure Algometry” subheading of section 

3.3.4 in Chapter 3. Measures are intended to represent mechanical sensitivity in the low back and lower leg. 

Accelerometers 
Accelerometer data processing was identical to what was documented in Section 3.3.4 under the 

“Accelerometers” subheading. Data used for analysis were the first and every 12 th cycle of the repetitive 

flexion-extension exercise, and the static flexion holds used to assess creep immediately and every 5 

minutes after the exercise was completed. As done for Chapter 3, lumbar spine flexion angles were 

expressed as a percentage of the participant’s total range of motion by defining the neutral standing 

calibration trial as 0% and the maximal flexion angle achieved in the pre-flexion static calibration trial as 

100% range of motion. 

Electromyography 
Electromyography data was used as an indicator of muscle fatigue. Myoelectric signals from the 

intermittent maximal contractions had a 60 Hz band-stop filter applied to remove electromagnetic 

interference (Mello et al., 2007). Cleaned signals from the maximal exertions were split into half-second 
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windows, and each window underwent a Fourier transformation (MacIsaac et al., 2001). The mean power 

frequency was computed on each half-second window using equation 4-1, and the average of all the 

windowed mean power frequencies were taken as the mean power frequency from that trial. 

𝑀𝑛𝑃𝐹 =  
∑ 𝑓𝑖𝑝𝑖

𝐹
𝑖=0

∑ 𝑝𝑖
𝐹
𝑖=0

 (4-1) 

 

In equation 4-1, 𝑀𝑛𝑃𝐹 is the mean power frequency, 𝐹 is the maximum measurable frequency, 𝑓𝑖 is 

the 𝑖th frequency and 𝑝𝑖  is the power at that frequency. Mean power frequencies were expressed as a 

percentage of the average of the three baseline maximal contractions immediately preceding the repetitive 

flexion/extension task. 

Isometric Joint Strength 
Data from the load cells representing isometric trunk extension and ankle dorsiflexion strength was used 

along with electromyography to track the development and recovery from muscle fatigue. Raw force data 

was calibrated using a 2-point static calibration, and filtered using a 6 Hz cut-off, 4th order, dual-pass, low 

pass Butterworth filter (Viggiani and Callaghan, 2018). The maximal filtered force from each trial was 

taken as the strength from that trial. Like mean power frequencies, strengths were expressed as a percentage 

of the average strength from the three pre-flexion/extension maximal contractions. 

4.3.5 Statistical Modelling 
All statistical testing was performed in RStudio (v1.0.143 RStudio Inc., Boston, MA) using significance 

levels of 0.05. 

Hypotheses 2a and 2b were concerned with differentiating measures of pain sensitivity with respect 

to the repetitive trunk flexion/extension exposure. For these tests, the dependent variables were PPTs and 

ratings of STSs, with independent variables of Time (pre-flexion/extension and five levels post-

flexion/extension: 0/10/20/30/40 minutes) and Site (low back/tibia). The specific time points compared 

differentiate hypothesis 2a (0 minutes post-flexion/extension) from hypothesis 2b (40 minutes post-

flexion/extension. Two-way ANOVAs were performed on PPTs and perceptions of fixed-pressure stimuli, 

using Greenhouse-Geisser adjustments to the degrees of freedom were made when Mauchly’s test indicated 

that assumptions of sphericity were violated. Tukey’s test was performed post-hoc in the case of significant 

findings. 

In regard to hypothesis 2c, multiple linear regressions were performed to determine how creep and 

muscle fatigue indicators were related to each measure of low back pain sensitivity. Non-normalized terms 

(creep magnitude and PPTs) were normalized to pre-exposure values prior to conducting multiple linear 

regressions. Significant predictors were checked using Wald’s χ2 test. 

Aside from the three hypotheses, statistical testing was also performed to confirm that the ankle 

dorsiflexors were not fatigued following the repetitive trunk flexion/extension protocol. This involved two 

additional two-way repeated measures ANOVAs with factors of Time (pre-flexion/extension, four during 

flexion/extension, and five post-flexion/extension) and Site (low back/ankle). Dependent variables were 

mean power frequencies and isometric joint strengths. Similar tests for and contingencies for violations of 
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sphericity were performed as was described in relation to hypotheses 2a and 2b. Tukey’s test was performed 

post-hoc in the case of significant findings. 

4.4 Results 
Data related to identifying creep and fatigue effects of the flexion exercise are presented first in section 

4.4.1; findings concerning hypothesis 2a and 2b are presented next in section 4.4.2; lastly, findings 

concerning hypothesis 2c are presented in section 4.4.3. 

4.4.1 Creep- and Fatigue-Related Variables 
The peak rating of perceived exertion during the flexion/extension exercise reported by any participant was 

7/10, meaning all participants performed the exercise for the full ten minutes. Average ratings of perceived 

exertions were 2.9 ± 1.7 out of 10 for females and 4.5 ± 1.1 out of 10 for males; this difference was 

significant as determined by a Student’s t-test (p = 0.003). Sex was then included as a between-subject 

factor on all subsequent data presented. 

 

Figure 4-4: Maximal Spine Flexion Angles following the Repetitive Flexion/Extension Exercise. Data are normalized to the 

maximum flexion angles attained during the Pre-Exposure assessment (the horizontal line at 100%). Error bars show ±1 

standard error. Time points that are significantly greater (p < 0.05) than the Pre-Exposure time point are denoted by an 

asterisk. 

The repetitive flexion/extension exercise had a main effect of Time on maximum spine flexion angles 

(F4.2, 147.4 = 13.80; p < 0.001; Figure 4-4). Maximum spine flexion was increased by 2.7 ± 1.4° at Post 0 

minutes compared to Pre-exposure (p < 0.001). The Post 0 minute time point had larger maximum flexion 

angles than all other time points, (p < 0.01), and all other time points had similar maximum flexion angles 
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as the Pre-exposure (p > 0.175). There were no effects of Sex (p = 0.976), nor were there any Sex*Time 

interactions (p = 0.656) on spine flexion angles. 

There were Time*Site interactions on both isometric joint strengths (F5.5, 194.3 = 5.68; p < 0.001; 

Figure 4-5) and mean power frequencies (F4.0, 141.3 = 3.88; p = 0.007; Figure 4-6). Reductions were found 

in both variables at the low back site, but not the lower limb sites. For joint strengths, reductions were found 

at minutes six and eight of the exercise, as well as at post 0 minutes compared to pre-exposure values (p < 

0.01). For mean power frequencies, all exercise time points and the Post 0 minute time point were lower 

than the Pre-exposure and Post 10 minute time points (p < 0.038); the eight minute time point of the exercise 

was also lower than the Post 20, Post 30 and Post 40 minute time points (p < 0.036). There were no other 

effects (p > 0.540) or interactions (p > 0.065) on isometric joint strengths of mean power frequencies. 

 

Figure 4-5: Isometric Joint Strengths during and following the Repetitive Flexion/Extension Exercise. L3/L4 intervertebral 

space data are the blue circles; mid-tibial shaft data are the gray triangles. Data are normalized to Pre-exposure values; 

time 0 indicates the end of the exercise. Error bars show ± 1 standard error. Significant reductions (p < 0.05) compared to 

Pre-exposure values are denoted with an asterisk. 
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Figure 4-6: Mean Power Frequencies during and following the Repetitive Flexion/Extension Exercise. L3/L4 intervertebral 

space data are the blue circles; mid-tibial shaft data are the gray triangles.  Data are normalized to Pre-exposure values; 

time 0 indicates the end of the exercise. Error bars show ± 1 standard error. Significant reductions (p < 0.05) compared to 

Pre-exposure values are denoted with an asterisk; Post-exposure time points that significantly differ (p < 0.05) from the 8-

minute time mark are denoted by the plus symbol. 

4.4.2 Changes in Pain Sensitivity Measures 
There was a Time*Site interaction (F3.8, 133.0 = 2.56; p = 0.044) where lower back PPTs responded differently 

than the tibial PPTs. While tibial PPTs did not vary over time (p > 0.396; Figure 4-7), PPTs were elevated 

in the lower back at the Post 10 minute time point compared to the lower back Pre-Exposure measure (p = 

0.033; Figure 4-7). The lower back Post 40 minute time point was not greater than the lower back Pre-

Exposure time point despite similar a similar mean and distribution to the lower back Post 10 minute time 

point (p = 0.051). PPTs were greater above the L3/L4 intervertebral space than on the tibial shaft, similar 

to Chapter 3 (F1, 35 = 16.96; p < 0.001). There were no other main effects or interactions on PPTs. 

Additionally, there were no statistical effects found for the STS ratings of perceived unpleasantness 

(p > 0.166) or intensity (p > 0.102; Figure 4-8). 
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Figure 4-7: Pressure-Pain Thresholds before and after the Repetitive Flexion/Extension Exercise. L3/L4 intervertebral 

space data are the blue circles; mid-tibial shaft data are the gray triangles.  Error bars show ± 1 standard error. Significant 

differences (p < 0.05) in the low back following the exercise compared to Pre-exposure values are denoted with an asterisk. 

 

Figure 4-8: Ratings of Intensity and Unpleasantness to Sub-Threshold Stimuli before and after the Repetitive 

Flexion/Extension Exercise. L3/L4 intervertebral space data are the blue circles; mid-tibial shaft data are the gray triangles. 

Error bars show ± 1 standard error. 
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4.4.3 Regressions 
Significant predictors of lower back PPTs and perceptions of STSs are listed in Table 4-2 along with 

the explained variance the significant predictors provide. All measures of pain sensitivity (PPTs, sub-

threshold stimulus unpleasantness and intensity) significantly correlated with each other (p < 0.023). 

Additionally, measures taken at the low back significantly correlated with tibial measures for all pain 

sensitivity measures (p < 0.001). 

Table 4-2: Outcomes from Multiple Linear Regressions. The Measure column indicates the lower back measure that the 

regression was predicting. The Predictors column indicates the significant (p < 0.05) predictor terms from the regression; 

interaction terms are denoted as A*B. The marginal and conditional R2 refer to the explained variance of the significant 

predictors without and with the inclusion of random effects in the regression respectively. PPT: Pressure-Pain Threshold; 

MnPF: Mean Power Frequency. 

Measure Predictors Marginal R2 Conditional R2 

Pressure-Pain 

Threshold 

• Tibial PPT 

• Creep*Strength 

• Creep*MnPF 

0.046 0.808 

Unpleasantness 

• Tibial Unpleasantness 

• Strength*Tibial Unpleasantness 

• MnPF*Tibial Unpleasantness 

0.370 0.643 

Intensity 
• Tibial Intensity 

• MnPF*Tibial Intensity 
0.131 0.749 

 

4.5 Discussion 
A 10-minute cyclic trunk flexion-extension exercise resulted in a 5% increase in lumbar spine range of 

motion, a 10-12% decrease in lumbar spine extension moment, and a 5-6% decrease in lumbar erector 

spinae mean power frequencies. Local PPTs were elevated 10 minutes after the exercise however there was 

no change in the perception of STSs. Also, all measures related to the lower limb were unaffected by this 

exercise. Like Chapter 3, lower back pain sensitivity measures could be predicted by their tibial 

counterparts, and the interactions between creep, tibial measures and fatigue indicators. Contrary to Chapter 

3, the incorporation of muscular activity and replacing a sustained load with a cyclic load of the same 

duration points towards exercise- and fatigue-related changes shaping the pain sensitivity responses beyond 

the cognitive or mood-related factors more prevalent in the static exposure. 

Hypothesis 2a, stating that lower back and lower limb pain sensitivity would decrease immediately 

after the exercise was rejected. Lower limb pain sensitivity was unaffected by the repetitive flexion-

extension exercise while lower back pain sensitivity was only elevated in one of three variables 10 minutes 

after the exercise was completed, not immediately following. Rejecting this hypothesis likely indicates that 

exercise-induced hypoalgesia was not the only mechanism responsible for the observed lower back 

desensitization since changes would be expected at the Post 0 minute time point (Naugle et al., 2014). 

Hypothesis 2b, stating that the pain sensitivity changes would match those in Chapter 3 at the end of the 

40-minute recovery period was accepted since all Post 40 minute measures of pain sensitivity were similar 

to Pre-Exposure values. While accepting hypothesis 2b seems to indicate that a 40-minute recovery window 
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is sufficient to alleviate any lasting effects of a 10-minute repetitive trunk flexion exposure, the lower back 

PPT values being on the cusp of statistical significance at the end of the recovery period (Figure 4-7) and 

the apparent decrease in STS ratings over time (Figure 4-8) may indicate less stability in these measures 

over time than the statistical analysis would imply on its own. A longer recovery period may be useful in 

to develop a more definitive answer than this present work. Hypothesis 2c, stating that neither creep nor 

fatigue alone could predict changes in pain sensitivity, was accepted. Both measures required an interaction 

term to be a significant predictor in all three regressions. However, lower limb measures of pain sensitivity 

were highly influential in predicting low back pain sensitivity, similar to the observation in Chapter 3 

regarding the interpersonal variability in these measures. 

Our data also suggests a participant-specific component to the exposures. First, the conditional R2 

values were substantially greater than the marginal R2 values of the regression equation (Table 4-2). 

Conditional R2 values allow each participant to have their own intercept, while marginal R2 values assume 

all participants have the same intercept. Furthermore, the recurring finding across variables where tibial 

sensitivity could predict L3/L4 measures also support an individualized response to the repetitive trunk 

flexion exposure (Figure 4-7). There was a bit of a disconnect between the regression indicating that tibial 

sensitivity changes could predict L3/L4 differences, despite there being a Time*Site interaction in PPTs. 

One explanation for this disparity is the scale of PPT changes; both tibial and L3/L4 measures show similar 

contours of changes over time (lowest initially with increases at 10 and 40 minutes post exposure) however 

the magnitude of these changes are larger and statistically meaningful in only the L3/L4 measures. Other 

groups have similarly only been able to determine meaningful relationships between PPTs and 

occupationally (Hven et al., 2017) or clinically relevant outcomes (Knapstad et al., 2019) after accounting 

for inter-participant variability in their analyses. Taken together, the exercise-based phenomena of exercise-

induced hypoalgesia and facilitation of descending inhibition through central fatigue appear to have 

manifested as group-wide effects in PPTs (Figure 4-7), while creep effects were perhaps seen through the 

regression outcomes. 

Additionally, any of the above mechanisms could be combined with potentially hyperalgesic effects 

of creep to produce the time course of pain sensitivity changes. One potential avenue for this change would 

be through inflammatory pathways, which should generate longer-lasting hyperalgesia to counter the 

relatively transient hypoalgesic effects related to exercise or muscle fatigue. Although the low frequency 

of the exercise (0.1 Hz) compared to in-situ models of creep (0.25 to 0.5 Hz) (King et al., 2009; Pinski et 

al., 2010) renders inflammatory responses less prominent in the current work, it may have sufficiently 

decreased the Post 20 through 40 minute PPTs to be statistically similar to the Pre-Exposure time point. 

Another potential avenue would be an attention-related decrease in descending inhibition due to the 

exposure itself, parallel to the mood-related changes discussed in Chapter 3. Participants were required to 

move every 5 seconds while attending to a metronome, and perform two maximal exertions every 2 minutes, 

which would require that participants attend to their posture and the external cues guiding the task. Directing 

attention towards a painful region can produce local hyperalgesic effects (Kóbor et al., 2009) with 

preferential increases in affective pain over sensory pain (Kenntner-Mabiala et al., 2007). However, there 

was no increase in the perceived unpleasantness of a sub-threshold stimulus currently, unlike Chapter 3. 

Independent effects of creep from this repetitive exercise are currently difficult to discern beyond the 

changes specific to exercise, and a passive vs active paradigm would be more useful in future work looking 

to elaborate on this question in order to remove confounding effects of exercise and muscle fatigue (Olson, 

2014). 
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The exercise performed was primarily designed to induce creep, however muscle fatigue was an 

expected by-product. Alterations including extending the duration of the exercise or adding load to the 

hands could have both increased the magnitude of creep (Bazrgari et al., 2011; Toosizadeh and Nussbaum, 

2013) and muscle fatigue (Xia and Frey Law, 2008; Yung et al., 2012). The magnitude of creep seen 

presently (2.7 ± 1.4°) was similar to other similar protocols using a 6-12 minute repetitive flexion exposure 

(2.7° (Abboud et al., 2018); ~2° (Voglar et al., 2016); 1.6° - 2.0° (Toosizadeh and Nussbaum, 2013)). 

However, the recovery from creep was much quicker compared to these authors (> 12 minutes) and the 

relative recovery of others using alternative methods of creep induction (current: < 50% exposure time; 

others: 100 – 700% exposure time; Table 2-2 has references). Comparing this study to Chapter 3, disparities 

in the duration of creep recovery, the pain sensitivity measures affected and the significant predictors in the 

regression equations further illustrate the point that the type of exposure is pivotal in determining the effects 

of creep (Little and Khalsa, 2005; Toosizadeh and Nussbaum, 2013).  

Some limitations of the study are as follows. While participants had a bar to lean into to limit flexion 

from non-spine structures, there were no physical constraints on motion from other joints, and some hip 

flexion coupling would be expected during the exercise (Thomas and Gibson, 2007). As a result, hip 

extensor creep or fatigue may have influenced pain sensitivity changes, despite the implicit assumption that 

changes not seen in the lower back could be represented by the lower limb. Also, the inclusion of multiple 

tests at some time points but not others may have generated bias in those measures. Specifically having 

maximal spine flexion follow a maximal low back extension contraction may have caused some participants 

to adopt a less extreme “recovery” posture during the flexion range of motion assessments when those 

measures overlapped, evidenced in Figure 4-4. However, the intervening time points would not suffer from 

this limitation, and those measures did not contradict the multi-measure time points in terms of determining 

when creep recovery occurred. All pain sensitivity measures inherently have some aspect of self-reporting, 

and tend to be highly variable,  partially mitigated by the larger sample size used presently than other studies 

assessing creep-related changes (Bazrgari et al., 2011; Rogers and Granata, 2006; Shin and Mirka, 2007). 

In conclusion, creep generated from repetitive flexion-extension produced a delayed reduction in 

mechanical pain sensitivity that represents the net effect of exercise-induced hypoalgesia, attentional 

demands, and altered afferent neural feedback. This change was only manifested in PPTs, not STSs, 

indicating that these changes are relatively unique to higher magnitude stimuli. The resulting delayed 

desensitization could make it more difficult for people to identify potentially dangerous internal loads, 

creating a situation where the risk of low back injuries could be elevated following repetitive trunk flexion. 
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Chapter 5 – Linking In-Vivo Mechanical Sensitivities to 

Model Development 

This chapter’s purpose is to consolidate the in-vivo findings in Chapter 3 and 4 to components of the model 

presented in Chapter 7. First, a distribution of pressure-pain thresholds (PPTs) to be used to generate the 

stochastic portion of the model are produced and fit to a distribution. Second, a discussion on how to 

incorporate viscoelastic changes is presented to frame the modelling decisions and provide a rationale for 

the compromises made. 

5.1 On Low Back Mechanical Sensitivity Distributions 
The first two studies involved four PPT assessments occurring before any mechanical exposure; three of 

which were averaged together to dictate the sub-threshold stimuli, and the fourth used as the Pre-Exposure 

measure. These data were taken from all 39 participants across both studies and used to develop a “base” 

distribution of low back mechanical sensitivity for use in Chapter 7. Data were sorted from smallest to 

largest to generate empirical cumulative distribution functions which were then fit to Normal, Gumbel, and 

Gamma distributions (Φ(𝑥)) using a two-stage fitting method. First the Method of Moments was used to 

derive estimates for distribution parameters (Munkhammar et al., 2017; Wooldridge, 2001), those estimates 

were then used as initial estimates to Least-Squares fit distributions to the data.  

5.1.1 Distribution Functions 
The Normal Distribution is a commonly assumed symmetrical distribution with convenient mathematical 

properties, defined using the cumulative distribution function in Equation 5-1. 

Φ𝑁(𝑥) =
1

2
[1 + erf (

𝑥 − 𝜇𝑁

𝜂√2
)] (5-1) 

Where 𝑥 is the dependent variable (in this case PPTs), 𝜇𝑁  is a location parameter indicating where the 

distribution centre lies and 𝜂 is a scaling parameter dictating the width of the distribution. 

The Gumbel distribution is an asymmetric distribution used to represent the occurrence of local 

maxima, originally developed to predict extreme weather events (Gumbel, 1941). The cumulative 

distribution function is defined by two parameters: 𝜇𝐺  a location parameter and 𝛽 a scaling parameter 

(Equation 5-2) 

Φ𝐺(𝑥) = exp (− exp (
𝑥 − 𝜇𝐺

𝛽
)) (5-2) 

The parameters 𝜇𝐺  and 𝛽  perform the same roles as 𝜇𝑁  and 𝜂  do in the Normal distribution, only the 

Gumbel distribution has a different shape arising from the double-exponentiation. 

The Gamma distribution is another asymmetric distribution representing a class of shapes using the 

gamma family of functions; its cumulative distribution function is defined using Equations 5-3 through 5-

5. 
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ΦΓ(𝑥) =
𝛾 (𝑘,

𝑥
𝜃

)

Γ(𝑘)
 (5-3) 

Γ(𝑘) = ∫ 𝑡𝑘−1 exp(−𝑘) 𝑑𝑡 
∞

0

 (5-4) 

𝛾 (𝑘,
𝑥

𝜃
) = ∫ 𝑡𝑘−1 exp(−𝑡) 𝑑𝑡 

𝑥
𝜃

0

 (5-5) 

In Equation 5-3, the distribution parameters 𝑘 and 𝜃 reflect the distribution’s shape and scale respectively; 

and 𝑡 is a dummy variable of integration in Equations 5-4 and 5-5. Equation 5-4 is the Gamma Function, 

and Equation 5-5 is the Lower Incomplete Gamma Function. Unlike the Normal and Gumbel distributions, 

there is no explicit location parameter, instead the product 𝑘𝜃 dictates the location of the distribution, with 

the shape converging on the Normal distribution for large values of 𝑘.  

5.1.2 Method of Moments 
The Method of Moments is a technique to estimate distribution parameters using different statistical 

moments of the population of interest the distribution is intended to represent (Munkhammar et al., 2017; 

Wooldridge, 2001). The first statistical moment is the estimated population mean, 𝑥̅ , and the second 

statistical moment is the estimated population variance, 𝑠2. Both terms can be characterized from a variable 

𝑥 with 𝑛 samples using Equations 5-6 and 5-7. 

𝑥̅ =
1

𝑛
∑ 𝑥𝑖

𝑛

𝑖=1

 (5-6) 

𝑠2 =
1

𝑛
∑(𝑥𝑖 − 𝑥̅)2

𝑛

𝑖=1

  (5-7) 

 

All three distributions have established formulae relating their distribution parameters to these two 

statistical moments. For the Normal Distribution: 

𝑥̅ = 𝜇𝑁 (5-8) 

𝑠2 = 𝜂2 (5-9) 

 

For the Gumbel Distribution: 
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𝑥̅ = 𝜇𝐺 + 𝛽𝛾𝐸𝑀 (5-10) 

𝑠2 =
𝜋2

6
𝛽2 (5-11) 

Where 𝛾𝐸𝑀 is the Euler-Mascheroni constant ~ 0.5772156649015… and 𝜋 ~ 3.14159265359… 

For the Gamma Distribution: 

𝑥̅ = 𝑘𝜃 (5-12) 

𝑠2 = 𝑘𝜃2 (5-13) 

 

After the initial estimates of each of the distribution parameters were determined from the first two 

moments of the PPTs (Equations 5-6 and 5-7), they were used as initial estimates to fit each of the respective 

cumulative distribution functions, Φ(𝑥), to the ordered PPTs using the curve_fit function in the scipy 

package in Python. The root-mean-square errors between the fit Φ(𝑥) functions and the raw data were 

computed to determine which distribution would be most appropriate to use. Although data fitting and 

errors were computed with respect to the cumulative distribution functions, the probability distribution 

functions of all three distributions were also determined by computing 𝑑Φ/𝑑𝑥.  

5.1.3 Distribution Fitting Results 
The distribution coefficients and root-mean-square errors are presented in Table 5-1, with depictions of the 

cumulative distribution functions and probability distribution functions in Figure 5-1.  

Table 5-1: Low Back Pressure-Pain Threshold Distribution Fitting Results.  

Distribution Coefficients (MPa) 
Root-Mean-Square 

Error 

Normal 𝜇𝑁: 0.96620 𝜂: 0.32669 0.1360 

Gumbel 𝜇𝐺: 0.84269 𝛽: 0.28237 0.0421 

Gamma 𝑘: 8.63524 𝜃: 0.11478 0.0573 
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Figure 5-1: Fit Visualizations of a Normal (magenta dot-dash), Gumbel (green solid), and Gamma (orange dash) 

Distributions to Raw Pressure-Pain Thresholds (black). Fitting was performed on the Cumulative Distribution Functions 

(Panel A) which were mapped to Probabiltiy Distribution Functions of each distribution (Panel B). 

5.1.4 Implementing Pressure-Pain Threshold Distributions 
The Normal distribution fit was less accurate than either the Gumbel or Gamma distributions. While the 

Gumbel and Gamma distributions appeared to fit the PPT data similarly, the Gumbel distribution is much 
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easier to manipulate. Since the output of Φ(𝑥) is a percentile relating to a given PPT input, this function 

needs to be inverted, Φ−1(𝑥), to predict a PPT associated with a percentile. Deriving this for the Gumbel 

distribution is straightforward and easy to implement (Equation 5-14). 

Φ𝐺
−1(𝑥) = −𝛽 ln(− ln(𝑥)) + 𝜇𝐺  (5-14) 

Inverting the Gamma cumulative distribution function is non-trivial due to the improper integrals in 

its definition; the Gamma distribution was only intended to be used as a last-resort option if the Normal and 

Gumbel distributions proved inadequate. Since the Gumbel and Gamma distributions fit the data similarly, 

the PPT generator function will be defined by substituting the coefficients in Table 5-1 into Φ𝐺
−1(𝑥) 

(Equation 5-15). 

𝑃𝑃𝑇(𝑥) = −0.28237 ln(− ln(𝑥)) + 0.84269 (5-15) 

 

5.2 On Incorporating Viscoelasticity into a Model of Mechanical 

Nociception 
A global objective of this thesis as stated in the Introduction was to predict whether mechanical exposures 

that involve viscoelastic creep could generate nociceptive neural activity. Accomplishing this objective 

necessitated a predictive model of nociceptive neural activity that could respond to a mechanical exposure 

while incorporating the viscoelastic changes that mechanical exposure would also generate. Modelling the 

effects of viscoelasticity on mechanical low back nociception requires a function to define how 

viscoelasticity affects mechanical sensitivity, referred to here as 𝜁(𝑡). 𝜁(𝑡) would interface with a model of 

nociceptive neural activity that converts tissue loading into neural activity by modifying either the 

conversion of physical loads into neural activity, or by modifying the neural activity after its conversion. 

The intention was to use Chapter 3 to derive 𝜁(𝑡) and then use Chapter 4 to determine how a moderating 

factor (exercise) would influence 𝜁(𝑡) to improve model external validity. However, Chapter 3 appears to 

indicate that the necessary viscoelasticity-sensitivity relationship is non-existent: viscoelastic creep did not 

appear to affect mechanical sensitivity making 𝜁(𝑡) = 0. Although stimulus unpleasantness was increased 

immediately following the exposure, this was likely a cortical effect (Villemure and Bushnell, 2009), and 

not within the scope of nociceptive neural activity in the periphery and spinal cord. The data in Chapter 4 

does indicate that viscoelasticity could interact with a well-known exercise-based desensitizing effect 

(Ellingson et al., 2014; Kodesh and Weissman-Fogel, 2014; Koltyn et al., 2014; Lemley et al., 2015; Naugle 

et al., 2012), despite not having any real influence on mechanical sensitivity on its own. This raises the 

question: “What does this mean for a model of mechanical nociception?”. 

Viscoelastic effects are time-dependent (Fung, 1994; Provenzano et al., 2002), and the physiological 

changes related to these viscoelastic effects are also time-dependent (Busscher et al., 2011; Claude et al., 

2003; D’Ambrosia et al., 2010; Muslim et al., 2013; Rogers and Granata, 2006; Shin and Mirka, 2007; 

Toosizadeh et al., 2012); both would need to be modelled as functions of time. While Chapter 3 supports 

an invariant viscoelastic function, Chapter 4 supports a nuanced viscoelasticity interaction with muscle 

fatigue or exercise, represented with the time-varying function 𝜙(𝑡). The regression approach in Chapter 4 

was intended to lend insight to both the derivation of 𝜙(𝑡) and determining how it interacted with 𝜁(𝑡). 



61 

 

While the regression approach did identify three factors related to low back PPTs: tibial PPTs, the product 

of creep magnitude and strength, and the product of creep magnitude and mean power frequency; the rest 

of the data in Table 4-2 are less promising for developing this relationship. First, removing tibial PPTs from 

that regression decreased the explained variance more dramatically than the removal of both creep-fatigue 

interaction terms (Table 5-2), showing its relative dominance. Second, even including the tibial PPT left 

the entire regression able to explain less than 5% of the total variance, and thus only able to represent less 

than 5% of the distribution needed for the model. The impressive “Conditional R2” cannot be used for 

predictive purposes since the amount of explained variance entirely depends on an a-posteriori fit where 

all inputs and outputs are known before the prediction is made. Lastly, muscle fatigue and viscoelastic creep 

recovered simultaneously, which taken in tandem with no significant non-interaction terms and the lack of 

effect from Chapter 3, makes the problem of defining 𝜁(𝑡) and 𝜙(𝑡) an indeterminate one. However, 𝜙(𝑡) 

does have a basis in the exercise-induced hypoalgesia literature (Ellingson et al., 2014; Kodesh and 

Weissman-Fogel, 2014; Koltyn et al., 2014; Lemley et al., 2015; Naugle et al., 2012), but the timing does 

not appear to line up with the time course of changes in Chapter 4. To re-iterate the Chapter 4 Discussion: 

the exercise-based effects do not appear to have occurred in isolation; the creep effects may have delayed 

the exercise-induced hypoalgesia mechanism from occurring until after creep recovered. There is some 

evidence for a creep-fatigue interaction during trunk flexion (Dickey et al., 2003; Sánchez-Zuriaga et al., 

2010; Shin et al., 2009), but there are no proposed pathways or specific mechanisms for this interaction to 

occur: modelling this interaction for predictive purposes would be arbitrary without understanding what 

other factors are needed to explain more of the variance in mechanical sensitivity.  As a result, the 

information that Chapter 4 provides is insufficient to determine how 𝜁(𝑡) should respond or interact with 

𝜙(𝑡) without some additional simplification. 

Table 5-2: Contributions to Repetitive Flexion Pressure-Pain Threshold Regression. The predictor variables are listed 

under Sub-Components, the Marginal R2 values are computed using a common intercept, the Conditional R2 values are 

computed with each participant receiving their own intercept. 

Model Sub-Components Marginal R2 Conditional R2 

Tibial PPT, Creep*Strength, and Creep*MnPF 0.046 0.808 

Tibial PPT 0.045 0.810 

Creep*Strength and Creep*MnPF 0.0009 0.835 

 

This raises the practical question: “How can viscoelastic creep be incorporated into a model of 

mechanical nociception if it is unclear how it affects mechanical pain sensitivity?”. Three potential answers 

to this question are posed here. Each option is posed with the goal of adding some component of Chapters 

3 and 4 into a mechanism-driven model of mechanical nociception in low back tissues. 

5.2.1 Option 1: Ignore Viscoelastic Effects 
The most conservative approach would be to ignore all viscoelastic effects entirely: the term 𝜁(𝑡) would 

not exist. This is the most straightforward to implement but would compromise the scope of the model. In 

choosing this option, the mechanical desensitization reported in Chapter 4 would be entirely attributed to 

exercise or muscle fatigue using 𝜙(𝑡), which while not unplausible (Ellingson et al., 2014; Koltyn et al., 
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2014), is a simplification this thesis has already touched on (Section 4.5). This approach would reframe the 

entire thesis to be more centred on a relationship between muscle fatigue and mechanical nociception. 

While this relationship is certainly deserving of a thesis, it is one that Chapters 3 and 4 are unsuited to 

address since the exposures were designed to avoid muscle fatigue as much as feasibly possible, and the 

assessments prioritized assessing creep over muscle fatigue. This is a possible but poorly realized option 

and will not be considered further. 

5.2.2 Option 2: Combine the Flexion Exposures into a Single Generalized 

Exposure 
This option involves combining data from both Chapters 3 and 4 into a single dataset; effectively ignoring 

any effects of muscle fatigue and generates a novel relationship for an arbitrary “generalized flexion 

exposure”: Any effects from this exposure would inform 𝜁(𝑡);  𝜙(𝑡) would not exist. To generate this novel 

exposure, the 37 participants common to both existing exposures had their Static and Repetitive exposure 

maximal flexion angle, PPT, and sub-threshold stimulus data averaged together. To determine changes 

within the low back relative to the tibial control site, PPT and sub-threshold stimulus data had the tibial 

values subtracted from the low back magnitudes. The only remaining independent variable was time, and 

these amalgamated data were entered into one-way repeated-measure ANOVAs using the same procedures 

described in Sections 3.3.5 and 4.3.5. Additionally, a regression for this generalized exposure was 

performed to predict low back sensitivity measures from the level of creep and related tibial measure, again 

with identical methods to the regressions in Sections 3.3.5 and 4.3.5, only dropping the predictor variables 

that were not consistent across exposures and thus could not be averaged together. 

Generalized Flexion Exposure Results 
Maximal flexion angles were significantly affected by Time (F3.83, 134.0 = 13.74, p < 0.001) where the Post 

0, Post 5, Post 15, Post 25, and Post 35 time points were greater than the Pre-exposure time point (Figure 

5-2). The magnitude of angular creep at the Post 0 time point was 3.5 ± 1.9°. 

Relative PPTs were unaffected by Time (F2.94, 102.90 = 0.563, p = 0.728; Figure 5-3), but relative sub-

threshold stimulus intensity (F2.87, 97.45 = 3.25, p = 0.025) and unpleasantness (F2.73, 92.95 = 4.32, p = 0.007) 

changed over time. The Post 0 time point had higher ratings than the Pre-exposure time point for both 

dimensions (Figure 5-4) with no other time points being different from each other. 

Multivariate regressions determined that creep magnitude and tibial analogs could weakly predict 

low back mechanical sensitivity (Table 5-3). First, there were two significant predictors of low back PPTs: 

tibial PPTs (χ2 = 6.04, p = 0.014) and the interaction between tibial PPTs and creep magnitude (χ2 = 9.37, p 

= 0.002). Second, there were two significant predictors of low back sub-threshold stimulus intensity: tibial 

sub-threshold stimulus intensity (χ2 = 8.52, p = 0.004) and creep magnitude (χ2 = 8.84, p = 0.003). Lastly, 

the only significant predictor of low back sub-threshold stimulus unpleasantness was creep magnitude (χ2 

= 8.47, p = 0.004).  
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Figure 5-2: Maximal Flexion Angles Following the Generalized Flexion Exposure as a Percentage of the Pre-Exposure 

Values. Asterisks indicate time points that are significantly different from Pre-Exposure (p < 0.05). Data are Mean ± 1 SE. 

 

Figure 5-3: The Low Back Pressure-Pain Thresholds Relative to the Tibial Pressure-Pain Thresholds Before and After the 

Generalized Flexion Exposure. Data consist of the threshold for the low back minus the threshold for the tibia at that given 

time point and are displayed are Mean ± 1 SE. 
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Figure 5-4: Relative Sub-Threshold Stimulus Ratings of Intensity (Left) and Unpleasantness (Right) Before and After the 

Generalized Flexion Exposure. Data consist of the rating for the low back minus the rating for the tibia at that given time 

point and are displayed as Mean ± 1 SE. 

 

Table 5-3: Regression Outcomes for the Generalized Flexion Exposure. The predictors in the second column predict the 

Dependent variable in the low back with the explained variance in the Marginal R2 column when using a fixed intercept, 

or with the explained variance in the Conditional R2 column when letting each participant have its own intercept. 

Dependent Variable Significant Predictors Marginal R2 Conditional R2 

Pressure-Pain 

Threshold 

• Tibial PPT 

• Creep*Tibial PPT 
0.045 0.241 

STS Intensity 
• Creep 

• Tibial STS Intensity 
0.050 0.252 

STS Unpleasantness • Creep 0.105 0.334 

 

Generalized Flexion Exposure Discussion 
The generalized flexion exposure would have the following characteristics to be considered for modeling: 

• The flexion exposure would generate 3.5 ± 1.9° of creep that persisted for 35 minutes using the 

criteria in Chapter 3 

• PPTs would be unaffected by the exposure, but sub-threshold stimulus intensity and 

unpleasantness would both be elevated immediately after the exposure before returning to 

baseline levels within 20 minutes 
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• Creep magnitude and distal sensitivity analogs would be weak but significant predictors for all 

three mechanical sensitivity measures. 

To implement these findings, the exposure type, and thus muscle fatigue, would be ignored. Instead, 

the time spent in the flexion exposure, 𝑡𝑓𝑙𝑒𝑥 , would be used to generate a temporal constant, 𝜏𝑆𝑇𝑆 , 

representing the time before neural activity recovers (Equation 5-16), where 𝑡 = 0 indicates when the 

flexion exposure started. 

𝑡𝑓𝑙𝑒𝑥 < 𝜏𝑆𝑇𝑆 ≤ 3𝑡𝑓𝑙𝑒𝑥 (5-16) 

The viscoelastic function 𝜁(𝑡) would be biphasic consisting of a scaled creep portion and a smoothed 

step down based on 𝜏𝑆𝑇𝑆 (Equations 5-17 to 5-19). 

𝜁(𝑡) = 𝜁0 𝑓𝑟𝑖𝑠𝑒(𝑡) 𝑓𝑓𝑎𝑙𝑙(𝑡) (5-17) 

𝑓𝑟𝑖𝑠𝑒(𝑡) = exp (−
𝑡𝑓𝑙𝑒𝑥

(𝑡 + 1)𝜁1
) (5-18) 

𝑓𝑓𝑎𝑙𝑙(𝑡) =
1 − tanh(𝜁2(𝑡 − 𝜏𝑆𝑇𝑆))

2
 (5-19) 

Where 𝜁0 scales the magnitude of the effect from the time the flexion exposure started to the time the flexion 

exposure ended at 𝑡𝑓𝑙𝑒𝑥, 𝜁1 determines the creep rate, and 𝜁2 determines the rate that 𝜁(𝑡) returns down to 

zero centred around 𝜏𝑆𝑇𝑆 (Figure 5-5). 𝜁(𝑡) would activate a viscoelastic-state neuron that would modify 

ascending information, but not affect the sensitivity of that ascending information to tissue stresses. 

The main strength of this approach is that there is an unambiguous description of “creep” to be 

incorporated into the model. This could be done through a viscoelastic-sensitive neuron that would modify 

ascending neural information without altering the overall mechanical sensitivity. The time course of these 

changes is plausible both in terms of recovery time relative to exposure length (Shin and Mirka, 2007; 

Solomonow et al., 2000) and changes in neural feedback relative to recovery (Howarth et al., 2013b; Shin 

and Mirka, 2007; Solomonow et al., 2000). However, there are other conflicting works, both concerning 

the relative creep recovery time (Howarth et al., 2013a; Little and Khalsa, 2005; McGill and Brown, 1992) 

and window of neural changes (Hendershot et al., 2011; Rogers and Granata, 2006; Solomonow et al., 

2003). One main drawback is that the modelled exposure does not exist; these data are a numerical average 

of two distinct exposures. Another drawback is that the parameters 𝜁0 , 𝜁1 , and 𝜁2  are essentially 

meaningless since the sub-threshold stimuli do not translate to nociception. Stimulus perception is more 

closely related with the experience of pain rather than nociceptive neural activity (Petrini et al., 2015; 

Villemure and Bushnell, 2009), meaning that the specific values would not be relevant to the data from 

Chapters 3 and 4 needed to validate the model. There are also separate moderating factors and mechanisms 

involved to modify mechanical sensitivity with each exposure type that are ignored. One notable example 

of this is the delayed desensitization unique to the repetitive exposure (Chapter 4), likely related to exercise 

(Koltyn et al., 2014; Naugle et al., 2014) or muscle fatigue (Taylor et al., 2000), that was washed out by 
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averaging two exposures together. There is also a novel sub-threshold stimulus intensity increase at the Post 

0 time point not present in either exposure that could also be an artifact of the exposure averaging since 

some evidence of this difference is present in both Figures 3-6 and 4-8. While intensity and unpleasantness 

perception are believed to be rooted in distinct processing pathways (Ellingson et al., 2014; Lindstedt et al., 

2011; Petrini et al., 2015), both rely extensively on cortical inputs and would incur similar implementation 

concerns. 

 

Figure 5-5: A Sample Plot of 𝜻(𝒕) based on Equation 5-17. The value of 𝜻(𝒕) approaches 𝜻𝟎 as 𝒕 → ∞, but careful selection 

of 𝜻𝟏 allows 𝜻(𝒕) ≅  𝜻𝟎 at 𝒕𝒇𝒍𝒆𝒙; 𝝉𝑺𝑻𝑺 indicates the midpoint of the descending function 𝒇𝒇𝒂𝒍𝒍(𝒕). 

This option is feasible to implement, though not without substantial drawbacks that hinder the 

model’s external validity. 

5.2.3 Option 3: Represent Viscoelasticity as a Discrete State 
Many of the problems arise from implementing viscoelasticity as a function of time; one that has been 

previously adopted (Liu et al., 2015; Toosizadeh and Nussbaum, 2013) and proposed in Equation 5-18 in 

𝑓𝑟𝑖𝑠𝑒(𝑡). An alternative to modelling these time changes would be to identify a finite number of states to 

act as “snapshots” to model. Predictions would not be concerned with how mechanical sensitivity evolved 

over time in response to a viscoelastic exposure but would rather predict short-term behaviour in pre-

determined states. The model would make predictions in four extreme scenarios: 

1. No viscoelastic or fatigue-related changes present (Pre-Exposure Chapters 3 and 4) 

2. Only viscoelastic changes present (Chapter 3) 

3. Only muscle fatigue present (External References) 

4. Both viscoelastic changes and muscle fatigue present (Chapter 4) 

This option would be implemented by making 𝜁(𝑡) and 𝜙(𝑡) constants over a much shorter time 

frame (~10 seconds) instead of the longer timescales needed for Equation 5-17 (~1 hour). 𝜁(𝑡) would 



67 

 

function as an activation constant for a viscoelastic-sensitive neuron, one whose net effect would be to 

modify the fatigue neuron’s activity, which would be activated by 𝜙(𝑡). 

One advantage of this approach is the ability to short-circuit the arbitrary creep-fatigue interaction: 

by ignoring how the viscoelasticity and fatigue interact over time to generate a delayed desensitization, the 

extreme case of the interaction could be represented in isolation. Similar snapshots could be taken to assess 

viscoelastic creep in isolation based on Chapter 3, and to assess muscle fatigue in isolation using prior data 

on exercise-induced hypoalgesia (Koltyn et al., 2014; Lemley et al., 2015; Naugle et al., 2012). An 

additional advantage of using this state-representation is the ability to save computation time. The timescale 

for viscoelastic- and fatigue-related changes is in minutes, while the neurological simulations need to occur 

at the sub-millisecond level. By ignoring the time taken to enter each state, simulations could focus on the 

smaller timescale needed to model neuron-neuron interactions without needing an excessive number of 

frames to track the relatively slow changes related to creep or exercise. The major disadvantage to this 

approach would be that the model’s scope is dramatically reduced to predicting a limited number of 

predetermined scenarios. While less versatile, the reduction in scope permits a more robust model within 

simulated states. Additionally, the dichotomization does accommodate real-world exposures, including 

those from Chapters 3 and 4; an advantage over the generalized exposure generated for Option 2. The 

benefits offered by this simplification warrants its consideration moving forward. 

5.2.4 Moving Forward? 
The two feasible choices involve a) simplifying the data in Chapters 3 and 4 into a single dataset with 

unambiguous parameters or b) reducing the model scope to focus on extreme cases without concern for 

how they were achieved. The generalized flexion exposure (a) is an attractive option since it allows a 

holistic model to combine mechanical and neurological timescales in a continuous workflow. While 

representing four states (b) improves the model’s external validity but limits the exposure features to a 

predetermined list. Referring to the introduction, the purpose of including a nociceptive model 

incorporating viscoelastic creep in this thesis was to provide an estimate for whether mechanical exposures 

involving trunk flexion can elicit nociceptive activity in certain tissues, and if that activity was influenced 

by viscoelastic changes that occur simultaneously during those exposures. This purpose seems better suited 

towards Option 3 (choice b). Option 2’s (choice a’s) benefits are more “nice-to-have” features, but 

unnecessary for predictive purposes. Pursuing Option 2 for the sake of a holistic model seems ill-advised 

without i) having a specific exposure linked to a dataset tracking viscoelastic and sensitivity changes and 

ii) additional data to meaningfully parametrize 𝜁(𝑡) in terms of nociceptive neural activity. Option 3’s 

benefits are more directly related to the scenarios where viscoelastic changes would occur, and although it 

takes shortcuts to reach them, those shortcuts will allow the model to focus on simulating relevant states 

that have data to support them.
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Chapter 6 - Nociceptive Innervation of Passive 

Collagenous Structures in the Lumbar Spine 

6.1 Introduction 
The passive tissues of the low back include facet joint capsules, the intervertebral disc, ligaments, tendons, 

subcutaneous tissue, and skin; all of which contain nociceptive afferent neurons that respond to mechanical 

disruption (Bogduk et al., 1981; Higuchi and Sato, 2002; Hirsch et al., 1963). While analyses of tissue loads 

can predict injury across tissue types (ligament, intervertebral disc, skin etc.)  (Gedalia et al., 1999; Gooyers 

et al., 2015; Howarth and Callaghan, 2012), pain can occur at sub-failure loads in healthy (Arendt-Nielsen 

et al., 2011), inflamed (Kidd and Urban, 2001; Zhang and An, 2007), or otherwise sensitized states 

(Latremoliere and Woolf, 2009). In healthy tissues, the relative neural density and activation thresholds 

will influence that tissue’s sensitivity to stimuli, noxious or otherwise (Julius and Basbaum, 2001). 

Variability in innervation densities and neural diversity can arise as a result of tissue type (Biedert et al., 

2000), region of a given tissue (Kiter et al., 2010), location of a tissue within the body (Frahm et al., 2013; 

Kawakami et al., 2001), genetic factors (Koskinen et al., 2005; Liu et al., 2014), and medical history 

(Ikeuchi et al., 2012; Wetzel et al., 2017). The receptors on the sensory nerves innervating a tissue will also 

influence how sensitive tissues are to a stimulus intensity (Chen et al., 2006; Slugg et al., 2000), and their 

sensitivity across stimulus modalities (Brain, 2011; Chen et al., 2002). This variability makes it difficult to 

predict which structures are likely to be perceived as painful when there are multiple load-bearing tissues. 

Determining the nociceptive neuronal features and characteristics within the different passive tissues of the 

low back will provide greater understanding and allow for more quantitative analysis regarding the onset 

and persistence of low back pain. 

There are two common approaches to quantify the stimuli a neuron responds to: electrophysiological 

(Namer et al., 2015; Schmidt et al., 1995) and histological (Kiter et al., 2010; Liu et al., 2014). 

Electrophysiological methods involve stimulating the receptive field of a given neuron while recording 

action potentials propagating along that neuron to determine characteristics about the types of stimuli that 

neuron encodes. While common in animal models because of the direct input-output quantification (Barrot, 

2012; Mogil et al., 2010), its use in humans is infrequent and confined to nerves of the distal limbs due to 

the invasiveness of the procedures (Langley et al., 2008). This approach also limits the number of neurons 

that are characterized, which prevents accurate innervation density calculations and increases the likelihood 

of obtaining a non-representative sample of neurons. Histological approaches involve molecular markers 

that bind to a specific protein of a neuron that can be visualized in response to fluorescence or 

chemiluminescence (Lichtman and Conchello, 2005; Mahmood and Yang, 2012); that neuron’s 

responsiveness is inferred from the markers bound to it instead of being directly measured. Although 

histology must be performed on excised tissue samples and does not allow receptor field characterization, 

these techniques are better suited to determining the neuronal population characteristics, such as innervation 

density (Koskinen et al., 2005; Liu et al., 2014; Saxler et al., 2008). Histology techniques are also viable on 

humans since cadaveric tissues can be used with these methods (Kiter et al., 2010). Western Blotting, a 

robust, semi-quantitative histological approach affording high sensitivity was used to determine relative 

concentrations of the neuronal proteins of interest to acquire human data (Mahmood and Yang, 2012). 
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6.1.1 Nociceptive Neuron Diversity 
Histology methods have previously characterized the variety of neurons that innervate passive tissues, with 

the dermal and epidermal skin layers in rats being those most frequently studied. The receptors and neuronal 

markers that are relevant for nociception are discussed with respect to five major categories. 

First, nociceptive neurons can vary in terms of their size; often quantified as axonal fibre diameter. 

Nociceptive neurons have smaller diameters (Aδ and C fibre classes) relative to other sensory afferent 

neurons (Aβ fibre) (Julius and Basbaum, 2001); however, some larger diameter Aβ fibres may function as 

nociceptors in pathological states such as chronic inflammation (Arcourt et al., 2017; Zhang and An, 2007). 

The different sizes of nociceptors are believed to transmit different sensations: the (relatively) larger 

myelinated Aδ fibres are believed to conduct a fast, sharper “first pain” while the smaller unmyelinated C 

fibres transmit a slower “second pain” that is both slower to build in intensity and longer lasting (Beissner 

et al., 2010; Julius and Basbaum, 2001). Stimuli that evoke responses from Aδ fibres are often described as 

“pricking” or “sharp”, while stimuli evoking C fibre responses are described as “dull” or “pressing” 

(Beissner et al., 2010); however the language used to describe pain is beyond the scope of this work 

(Duncan, 2017). These two distinct sensations of pain are based on larger-diameter neurons having a faster 

conduction velocity (Cragg and Thomas, 1961; Hursh, 1939) facilitating shorter refractory periods and high 

firing frequencies (Garell et al., 1996). Aδ fibres are better able to discriminate the intensity of a noxious 

stimulus than C fibres and have more regular stimulus-response firing characteristics (Garell et al., 1996; 

Slugg et al., 2000) while also tending to have higher mechanical activation thresholds (Chen et al., 2006; 

Handwerker et al., 1987). The sparser distribution and larger receptive fields of C fiber branches also 

renders stimuli as harder to localize relative to Aδ fibres (Dubin and Patapoutian, 2010). The pressure-pain 

threshold methods employed in Chapters 3 and 4 using blunt pressure are believed to preferentially activate 

C fibres over Aδ fibres (Beissner et al., 2010; Treede et al., 2002). Additionally, C fibres are believed to 

play a more prominent role in both peripheral and central sensitization than Aδ fibres (Latremoliere and 

Woolf, 2009; Woolf and Salter, 2000). Although neuron size is an established parameter with regards to 

neuron function (Henneman et al., 1965; Hursh, 1939), much of the focus on understanding nociception 

and pain has focused on the unmyelinated C fibres in the periphery (Basbaum et al., 2009; Braz et al., 2014; 

Britton and Skevington, 1996; Loeser and Melzack, 1999). 

Second, nociceptive neurons can be classified as being peptidergic or non-peptidergic. Peptidergic 

neurons contain short polypeptides that function as accessory neurotransmitters called neuropeptides 

(Ackermann et al., 2005; Basbaum et al., 2009; Kashiba et al., 2001). These two broad classes of neurons 

overlap in terms of size and pain modality, however non-peptidergic have slightly shorter action potential 

durations and higher action potential thresholds than peptidergic neurons when controlling for neuron size 

(Stucky and Lewin, 1999). This difference in electrical activation appears to arise from a specific voltage 

gated sodium channel (NaV 1.8) that inactivates more slowly in non-peptidergic neurons (Choi et al., 2007). 

Peptidergic and non-peptidergic primary afferent neurons synapse in different regions of the spinal cord 

(Fang et al., 2006), further suggesting different functional roles in addition to different electrophysiological 

characteristics. Neuropeptides have a slow rate of reuptake relative to neurotransmitters, making these 

additional signals from peptidergic neurons longer lasting (Basbaum et al., 2009) and more susceptible to 

sensitization through temporal summation (Woolf and Salter, 2000). This temporal summation-based 

sensitization process involves prolonged peptidergic activity unblocking NMDA receptors on projection 

neurons in the spinal cord that can dramatically increase the excitability of these secondary nociceptive 

neurons (Britton, 1996; Latremoliere and Woolf, 2009). In contrast, non-peptidergic neurons are involved 
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in inflammation-based sensitization pathways which may involve protein kinase C ε signaling in the spinal 

cord (Joseph and Levine, 2010) or increased glutamate transporter activity in the thalamus (Weisshaar et 

al., 2017). Both classes of neurons can be identified with different immunoreactive antigens: Calcitonin 

Gene-Related Peptide (CGRP) is a neuropeptide, and is therefore selective to peptidergic neurons (Corey 

et al., 2011; Tesarz et al., 2011) with Isolectin-B4 (IB4) often used to identify non-peptidergic neurons 

(Stucky and Lewin, 1999; Vydyanathan et al., 2005; Weisshaar et al., 2017), with both widely present in 

the dorsal root ganglion. The ability of IB4 to identify non-peptidergic neurons appears to be limited to 

primary afferent neurons; up to 40% of all projection neurons that are immunoreactive to IB4 also contain 

neuropeptides in rat spinal cords (Fang et al., 2006; Kashiba et al., 2001). Although there are other 

neuropeptides that are targeted for characterizing peptidergic nociceptive neurons such as substance P or 

tropomyosin receptor kinase A (Kallakuri et al., 1998; Kashiba et al., 2001; Tesarz et al., 2011), IB4 is the 

sole selective target used to label non-peptidergic neurons despite its common co-expression with the 

purinergic P2X3 receptors (Saeed and Ribeiro-da-Silva, 2012). It is not known how the proportion of 

peptidergic and non-peptidergic neurons varies between different passive tissues of the spine. 

Third, some neurons (nociceptive and non-nociceptive) can respond to inflammation. Inflammation 

can cause normally innocuous stimuli to feel painful, achieved in part by inflammatory molecules altering 

the sensitivity of pathways within the neuron to sodium (Gould et al., 2004; Joshi et al., 2006) and calcium 

ion channel activity (Murakami et al., 2002; Sluka, 1998). Sodium channel production is increased in an 

inflamed state (Gould et al., 2004), and calcium channels will trigger a greater release of neurotransmitter 

for a given history of action potentials following inflammation (Kidd and Urban, 2001). In addition to 

increasing the activity of existing nociceptors, inflammatory molecules may also directly activate 

previously sensitized nociceptors (Rukwied et al., 2013), change primary afferent neurons from inhibiting 

to exciting projection nociceptive neurons in the spinal cord (Zhang and An, 2007), or cause previously 

inactive nociceptors to respond to thermal or mechanical stimuli (Namer et al., 2015). The inflammation 

response associated with tissue damage begins with the release of K+ and H+ ions, histamine, bradykinin, 

nitric oxide, and ATP from the damaged cells (Kidd and Urban, 2001). These initial molecules signal the 

production of pro-inflammatory cytokines (including tumour necrosis factor α, nerve growth factor, and 

interleukins 1β, 6, 8, and 10) and prostaglandins, which interact with local tissues to induce swelling, 

increase blood flow through vasodilation, and sensitize the area to pain through the mechanisms outlined 

above (Medzhitov, 2008; Zhang and An, 2007). Of the many factors involved with inflammation, activity 

of the bradykinin B1 receptor (B1R) has specifically been associated with mechanical hyperalgesia in skin 

and muscle following mechanical disruptions (Santos et al., 2017; Schuelert et al., 2015). The signaling 

cascade initiated by activating this receptor results in white blood cell migration to the receptor location 

and the production of prostaglandins through cyclooxygenases to mediate other pro-inflammatory changes 

(Santos et al., 2017). B1R can also be inhibited by the sympathetic nervous system (Poole et al., 1999), 

which may also be responsible for decreased sensitivity to pain arising from sympathetic activity (Julius 

and Basbaum, 2001). Prostaglandins and other cytokines have also been shown to be elevated following 

repetitive tensile loading in posterior lumbar ligaments where higher magnitude and frequencies of loading 

caused greater increases in inflammatory activity (D’Ambrosia et al., 2010; King et al., 2009; Pinski et al., 

2010). The presence of an inflammatory mediator such as B1R would be a useful distinction in determining 

which tissues might have altered pain sensitivity following mechanical exposures. As alluded to above, 

inflammatory responses to pain may be preferential to non-peptidergic nociceptors (Joseph and Levine, 

2010; Weisshaar et al., 2017), but there are no direct comparisons in the literature to date. 
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Fourth, there are certain strains of voltage-gated sodium (NaV) channels that are unique to 

nociceptors: NaV 1.7, 1.8, 1.9, and potentially NaV 1.1. NaV 1.7 and 1.8 both line the axon of the nociceptor 

and transmit action potentials, NaV 1.9 aids in determining the nociceptor’s resting membrane potential and 

excitability (Bagal et al., 2014). These different functions have been determined through gain-of-function 

and loss-of-function mutations to the genes encoding these membrane proteins: SCN9A (NaV 1.7), 

SCN10A (NaV 1.8), and SCN11A (NaV 1.9) (Bagal et al., 2014). Gain-of-function mutations to both 

SCN9A and SCN10A increase sensitivity to pain, while gain-of-function mutations to SCN11A may reduce 

(Huang et al., 2017) or enhance sensitivity to pain (Huang et al., 2014) dependent on the specific mutation.  

While a removal SCN9A from sensory neurons results in a partial insensitivity to pain (Staud et al., 2011), 

removing SCN9A from both sensory and sympathetic neurons results in a complete insensitivity to pain 

(Minett et al., 2012). NaV 1.7 specifically has been shown to produce a current that activates and inactivates 

quickly with a long refractory period suited to lower frequency firing (Dib-Hajj et al., 2013). NaV 1.7 is 

also more selective for, but not exclusive to C nociceptors (Cummins et al., 2007). The inactivation rates 

and activation thresholds of NaV 1.8 depend on the presence of IB4, with faster inactivation and lower 

activation thresholds in IB4-negative neurons (Choi et al., 2007). NaV 1.7 is also implicated as being specific 

to mechanical pain sensations in a rat model (Minett et al., 2012), however this finding has not been 

replicated across rodent species (Cai et al., 2016; Hockley et al., 2017) or humans (Staud et al., 2011). 

Recent work has uncovered an antagonist derived from a spider (Heteroscodra maculata) toxin can 

selectively inhibit only the NaV 1.1 channels on Aδ nociceptors responsible for sensing acute mechanical 

pain (Osteen et al., 2016). Very little is known about these Aδ nociceptors, however their apparent modality-

specificity is noteworthy. The contralateral effects of the selective inhibition of these fibres suggests a 

central, more modulatory role rather than a peripheral, transmission-related role regarding mechanical pain 

(Pitcher and Henry, 2004). However the NaV 1.1 channels themselves are located within the periphery, 

which is distinct from the other commonly studied NaV channels located in the dorsal root ganglion (Bagal 

et al., 2014), and peripheral inhibition supports these Aδ fibres as being transmitters instead of modulators 

of mechanical pain (Osteen et al., 2016). It is also not clear if the isolated toxin affects all NaV 1.1 channels, 

or just those specific to Aδ mechanical nociceptors due to the large heterogeneity within classes of a given 

NaV channel (Bagal et al., 2014; Choi et al., 2007; Cummins et al., 2007). 

Fifth and lastly, although its utility has been questioned (Handwerker, 2010), nociceptors may be 

discriminated based on the modality of stimuli they sense: mechanical, heat, chemical, cold, or a 

combination (termed polymodal (Bessou and Perl, 1969)). Unlike other sensory neurons, nociceptors do 

not have specialized receptor endings—they are described as having “free nerve endings” in that their axon 

terminates in the target tissue (Biedert et al., 2000; Mense and Hoheisel, 2016; Yahia et al., 1988). The 

modality of noxious stimulus a nociceptor detects is mainly based on the membrane protein channels 

embedded within the peripheral ends of that nociceptor (Dubin and Patapoutian, 2010; Toda et al., 2004). 

One exception to this observation has been found in rats related specifically to hair-pulling where the 

nociceptor ending has been shown to wrap around the hair cell (Ghitani et al., 2017). There is great 

redundancy in that there is not a single channel, nor single family of channels that is responsible for 

detecting a specific modality of pain; however, some specific channels have been studied in detail. Acid-

sensing ion channel 3 (ASIC3; there are 6 in total: 1a, 1b, 2a, 2b, 3, and 4), is involved in detecting noxious 

mechanical stimuli (Borzan et al., 2010; Osmakov et al., 2014). As its name suggests, ASIC3 detects high 

concentrations of H+ ions (Gregory et al., 2016; Price et al., 2001), however ASIC3s are found in high 

concentrations on the specialized endings of non-nociceptive mechanical sensory neurons including 

Meissner corpuscles and Merkel discs (Price et al., 2001). The receptor itself consists of a large extracellular 
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“hand” region that is mechanically linked to the ion channel embedded in the axonal membrane, and 

deflection of this extracellular hand region opens the ion channel (Osmakov et al., 2014). The absence of a 

structural membrane protein called stomatin-like protein 3 decouples the ASIC3 hand from the ion channel, 

preventing this channel from responding to mechanical stimuli (Qi et al., 2015; Wetzel et al., 2017). 

Removal or inactivation of ASIC3 impairs but does not prevent mechanical sensation, noxious or otherwise 

(Bianchi and Driscoll, 2002; Chen et al., 2002; Geffeney and Goodman, 2012). Transient receptor potential 

vanilloid 1 receptors (TRPV1) are responsive primarily to noxious heat (Cordero-Erausquin et al., 2016; 

Dubin and Patapoutian, 2010), but repeated activation of these channels can cause mechanical allodynia 

(light touch perceived as painful) (Wang, 2008). The mechanical allodynia can be induced either through 

inflammation (Ahern et al., 2005; Brain, 2011) or by capsaicin (Caterina et al., 1997; Cordero-Erausquin et 

al., 2016; Wang, 2008). Removal of the TRPV1 receptor severely attenuates thermal pain but does not 

affect mechanical pain in rodents (Caterina et al., 2000), suggesting that the mechanical allodynia induced 

by TRPV1 is induced through circuits within the central nervous system. Polymodal nociceptors are thought 

to have a combination of modality-specific channels (Braz et al., 2014), although some recent modelling 

approaches have determined that it is feasible that many thermal receptors are simply mechanical receptors 

with higher thermal expansion coefficients (Liu et al., 2015; Xu et al., 2008b, 2008a). This may explain the 

high incidence of thermal-mechanical polymodality among nociceptors (Bessou and Perl, 1969; Lawson et 

al., 2008; Toda et al., 2004).  

The variety of receptors and other molecules within nociceptive neurons creates a functionally 

diverse population of primary afferent neurons that contribute to the perception of pain. Documenting this 

functional diversity will allow for systems-level approaches to understanding nociceptive transmission to 

investigate new perspectives and studies relating stimulus properties to the perception of pain (Brodal, 

2017). Comparisons across tissue types within a subject are also lacking and may be useful in guiding pain-

related treatments or interventions. 

6.2 Purpose and Hypotheses 
The purpose of this study was to document the diversity in nociception-relevant innervation in human 

passive tissues in the low back, specifically the interspinous and supraspinous ligament complex, the 

annulus fibrosus from a lumbar intervertebral disc, and the skin over the low back. It was hypothesized that: 

3a) Skin tissue will have the highest innervation density; annulus and ligament tissue will have 

similar innervation densities. 

3b) The proportion of each antigen relative to the total innervation will be similar across tissue types. 

6.3 Methods 
This study determined the relative concentration of four neuronal membrane proteins within samples of 

human cadaveric passive tissues using Western Blotting. Skin, annulus, and ligament samples from five 

donors were labelled for four different proteins with protein concentrations expressed relative to the 

concentrations found in skin. 

Capitalized chemical, antibody, and other solution details/suppliers are provided in Appendix D. 
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6.3.1 Tissue Samples 
Four fresh-frozen human cadaveric donors (1 Male, 3 Female; Ages 67 – 100) were acquired from the 

University of Waterloo School of Anatomy between January and March 2020 (Table E-1, Appendix E). 

Cadavers were sectioned while still frozen from the lower-thoracic region (estimated T11) to the mid 

femoral shaft using a reciprocating saw. This lower trunk section was thawed over the course of 72 hours 

in a 4°C fridge. Upon thawing, the abdominal viscera and anterior musculature were dissected away from 

the lumbar spine, leaving the posterior skin, subcutaneous tissue, posterior lumbodorsal fascia, paraspinal 

musculature, and vertebral column intact. The iliolumbar and sacroiliac joints were sawed through, and this 

posterior lumbar spine section was frozen at -20°C until the mechanical testing occurred as described in 

Appendix E (for the purposes of Chapter 7) at which point samples were thawed for a second time. After 

this second thawing but before mechanical testing, skin samples were removed and re-frozen at -20°C; the 

outer third of the posterior annulus fibrosus (AF) and supraspinous-Interspinous ligament complex (SILC) 

from the tested levels were isolated and refrozen after completing mechanical testing. Isolated samples from 

all three tissues were further dissected on ice to remove excess blood and subcutaneous tissue to obtain the 

samples described in Table 6-1 before starting the Western Blotting protocol. 

Table 6-1: Characteristics of Tissue Samples Extracted from Donors 

Sample Location Physical Characteristics of Harvested Sample 

Supraspinous - 

Interspinous Ligament 

Complex 

L3/L4 Whole ligament excluding bony attachments 

Lumbar Annulus 

Fibrosus 

Posterior aspect of the 

L3/L4 intervertebral 

disc 

Full width and height of outer third of annulus, 5-

10 linear mm between facet joints on posterior 

aspect 

Skin 

Over the midline 

between the L3 and L4 

spinous processes 

Full thickness of dermis including residual 

subdermal tissue, 2 cm2 rectangular area 

 

6.3.2 Western Blotting 
The Western Blot involved taking the cleaned and isolated samples on ice through an eight-stage process: 

Homogenization, Bicinchoninic Acid (BCA) Assay, Sample Preparation, Gel Preparation, Antibody 

Preparation, Western Blot Protocol, Chemiluminescence, and Ponceau Visualization. This process occurred 

over the course of four days. All three tissue types were treated identically, unless otherwise specified 

samples were placed on ice in between steps. 

Days 1 and 2 – Homogenization, BCA Assay, Sample, Gel and Antibody Preparation 
Homogenization involved cutting the isolated tissue into 250 – 500 mg sections with a straight razor while 

still on ice. Cut tissues soaked overnight in 200 μL Muscle Lysis Buffer and 20 μL of Protease Inhibitor in 

a 4°C fridge. On Day 2, an additional 400μL of Muscle Lysis Buffer was added before undergoing three 

30-second sonication bursts of 100 W separated by 10 minutes of rest to destroy cell membranes (Vibracell 

VC600, Soncis & Materials Inc. Danbury, CT, USA). Sonicated tissues were homogenized in a glass-glass 
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mortar and pestle for 3 – 5 minutes with an additional 380 μL of Muscle Lysis Buffer added into the glass 

mortar, for a total liquid content of 1 mL. Homogenized tissues were centrifuged at 1000 rpm at 4°C (Model 

5804, Eppendorf Canada Ltd, Mississauga, ON, Canada) for 5 minutes before the supernatant was 

extracted. 

The BCA assay started by diluting 50 μL the supernatant 1:10 in distilled water. 10 μL of diluted 

samples were loaded into a 96-well plate along with 10 μL of six evenly spaced calibration concentrations 

of Bovine Serum Albumin (BSA) (0.0 μg/μL to 1.0 μg/μL); both the calibration and samples were loaded 

in triplicate. BCA stock solutions were mixed and 200 μL of the mixed BCA solution were loaded into each 

well. Wells were covered with paraffin wax and incubated at 37°C for 30 minutes (Incubating Mini Shaker, 

VWR International, Mississauga, ON, Canada). Incubated samples had their absorption spectra quantified 

(Cytation 5, BioTek Instruments Inc. Winooski VT, USA) to estimate the sample’s protein concentration 

in μg/μL. 

Samples were then prepared for Western Blotting to have a total protein concentration of 1 μg/μL. 

For a total prepared sample volume of 𝑣 μL (thus containing a total of 𝑣 μg of protein) and a sample protein 

concentration of 𝑐, Equations 6-1 through 6-3 were used to determine the volumes of supernatant,  𝑣𝑠 , 

Sample Buffer, 𝑣𝐵, and Muscle Lysis Buffer, 𝑣𝑀, to be mixed for each prepared sample. 

𝑣𝑠 =
𝑣

𝑐
 (6-1) 

𝑣𝐵 = 0.25𝑣 (6-2) 

𝑣𝑀 = 𝑣 − (𝑣𝑠 + 𝑣𝐵) (6-3) 

Prepared samples and unused supernatant were stored at -80°C until needed. 

Twelve percent acrylamide gels consisting of a denser Running Gel below a Stacking Gel were 

prepared in 4-gel batches. After assembling a glass-plate sandwich, 12.6 mL of distilled water was 

combined with 9 mL of a 4x Running Gel Stock and 14.4 mL of 30% Acrylamide and then degassed for 5 

minutes at room temperature to make the Running Gel solution. 150 μL of 1:10 Ammonium Persulfate and 

15 μL of TEMED were mixed into the de-gassed Running Gel before being transferred into the glass 

sandwiches, filling each sandwich to approximately 80% of capacity. The top of the Running Gel was lined 

with distilled water and let to sit for 30 minutes at room temperature. The Stacking Gel consisted of 9.2 mL 

distilled water mixed with 3.8 mL of 4x Stacking Gel Stock and 2 mL of 30% Acrylamide, which were 

combined and de-gassed for 5 minutes at room temperature. The de-gassed Stacking Gel was mixed with 

76 μL of 1:10 Ammonium Persulfate and 15μL of TEMED before applying the Stacking Gel on top of the 

settled Running Gel in the glass sandwiches. 15-channel well combs were carefully inserted into the freshly 

applied Stacking Gel to minimize air bubble formation and let to rest for at least 30 minutes at room 

temperature. Finished gels were wrapped in a wet cloth and stored in a sealed plastic bag in a 4°C fridge 

for no more than a week until needed. 

Primary antibodies were diluted 1:1000 in a mixture of 250 mg BSA and 10 mL of Tris Buffer 

Solution with Tween (TBS-T) and stored at -20°C until needed. Secondary antibodies were prepared in an 

identical BSA-TBS-T solution at a dilution of 1:2000 (PGP9.5, CGRP, B1R) or 1:10,000 (ASIC3). Primary 
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antibodies were prepared well in advance and re-frozen after use, discarded after the fifth use. Secondary 

antibodies were prepared on the day they were used (Day 4) and discarded after use. 

Table 6-2: Antibodies for Immunofluorescence. All primary antibodies will be reactive to humans, the secondary antibody 

column indicates the host animal of the primary antibody.  

Primary Antibody Target Function 

Protein Gene Product 9.5 

(PGP9.5) 

Membrane protein common to all neurons (Ikeuchi et al., 2012; 

Koskinen et al., 2005) 

Calcitonin Gene-related 

Peptide (CGRP) 

Neuropeptide within unmyelinated, nociceptive, peptidergic sensory 

neurons (Ikeuchi et al., 2012; Saxler et al., 2008; Tesarz et al., 2011) 

Bradykinin B1 receptor 

(B1R) agonist 

Membrane receptor that sensitizes neurons to noxious stimuli in the 

presence of bradykinin (Santos et al., 2017; Schuelert et al., 2015; 

Toda et al., 2004) 

Acid-Sensing Ion Channel 3 

(ASIC3) agonist 

Membrane receptor involved in  painful and non-painful mechanical 

sensation (Chen et al., 2002; Osmakov et al., 2014), prominent 

specialized touch organs 

 

Days 3 and 4 – Western Blot Protocol, Chemiluminescence, and Ponceau Visualization 
The Western Blot Protocol consisted of sample denaturing, gel electrophoresis, and membrane transfer 

followed by immunohistology. Prepared samples were denatured at 95°C for 5 minutes (Eppendorf 

Thermomixer R 5355, Mississauga ON, Canada) then spun down for 3 to 5 seconds in a mini centrifuge 

(Galaxy MiniStar, VWR International, Mississauga, ON, Canada) before being put back on ice. Gels were 

set up in a Gel Electrophoresis tub, the comb was carefully removed from each gel, and 12 of the 15 wells 

were loaded with 20 μL of prepared samples (4 donors with 3 tissues each). An additional well was loaded 

with 2.2 μL of a Ladder solution to track molecular weights. Gel Electrophoresis was run under voltage-

control at 135 V for 90 minutes (PowerPac, Bio-Rad Laboratories, Montreal, QC, Canada), after which gels 

were removed from the glass sandwich and cut at approximately 42 kDa, 30 kDa, and 17 kDa to separate 

primary antigens based on their molecular weights (ASIC3 ~ 57 kDa, B1R ~ 37 kDa, PGP9.5 ~ 26 kDa, 

and CGRP ~ 10 kDa). 

Cut gels were immediately transferred to membranes (Immun-Blot PVDF Membrane, Bio-Rad 

Laboratories, Montreal, QC, Canada) where all cut gels of a specific molecular weight band were 

transferred to the same membrane. Before transfer, membranes were rinsed in methanol and soaked in 

Transfer Buffer. A Transfer Stack was prepared from the bottom up consisting of a damp cloth pad, rinsed 

membrane, cut gels, and a second damp cloth pad; each layer was lightly covered with Transfer buffer and 

rolled out to remove air pockets between layers. The Transfer Stack was sealed after removing the excess 
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Transfer Buffer and underwent a Dry Transfer under voltage-control at 25 V for 30 minutes (TransBlot 

Turbo, Bio-Rad Laboratories, Montreal, QC, Canada). 

Transferred Membranes were removed from the Transfer Stack and incubated in a dry container for 

5 minutes at 37°C. Dried membranes were blocked with BSA diluted 1:20 in TBS-T for one hour at room 

temperature on a rocker table (~0.25 Hz). Blocking solution was washed off once with TBS-T for 5 minutes 

at room temperature before applying the prepared primary antibody. Membranes were put in a 4°C fridge 

overnight on a shaker table (100 rpm) to allow primary antibodies to incubate. Primary antibodies were 

removed from membranes the following day and washed three times with TBS-T for 5 minutes each at 

room temperature before applying the prepared secondary antibodies. Membranes soaked in secondary 

antibodies for 1 hour on a rocker table at room temperature before being washed off three time with TBS-

T for 5 minutes each.  

Chemiluminescence involved mixing a 1:1 ECL solution, running the 250 μL of the ECL solution 

over each membrane for up to a minute using a pipette, and imaging the membranes (ChemiDoc MP, Bio-

Rad Laboratories, Montreal, QC, Canada). Imaging parameters were adjusted for optimal resolution and 

images were saved as “raw .tiff” files for processing. 

Membranes had the ECL solution washed two times with TBS-T for 5 minutes each, before being 

soaked in a Ponceau Solution for 45 minutes at room temperature. The Ponceau Solution was washed off 

three times for 5 minutes each with distilled water, and then imaged to confirm protein loading. 

6.3.3 Image Processing 
All image-related processing was performed in ImageJ (v 1.49, National Institutes of Health, Bethesda, 

MD, USA). A rectangle of fixed dimensions was drawn on each image tailored to the size of the largest 

blot. The mean pixel intensity of that rectangle centred over each blot was quantified and subtracted from 

the background pixel intensity at a blank molecular weight immediately above or below the blot. The 

background-removed intensities for all tissues were divided by the background-removed skin intensity from 

that donor, on that gel. 

This process was repeated for four gels across two membranes for each antigen to get four skin-

normalized measures of protein concentrations per tissue per donor. The three most similar skin normalized 

concentrations of each protein from a single donor were averaged together to get a single measure per 

donor. Additionally, the skin-normalized values of the non-PGP9.5 antigens (CGRP, B1R and ASIC3) were 

also divided by the amount of PGP9.5 in that tissue (Antigen/PGP9.5).  

6.3.4 Statistical Modelling 
Testing for hypotheses 3a and 3b aims to determine if different tissue types have similar patterns of 

innervation; hypothesis 3a is concerned with PGP9.5, and hypothesis 3b is concerned the other three 

antigens. The small sample size (n = 4) limits the interpretability of statistical testing. For hypothesis 3a, 

all values for skin tissues had a value of one, and the hypothesis will be assessed by computing 99% 

confidence intervals for AF and SILC tissues and determining where those confidence intervals lie with 

respect to the skin measures for each antigen. A confidence interval that does not contain 1.0 was said to 

be different than skin. Hypothesis 3b is concerned with the relative amount of the remaining three antigens 

within a tissue and would be accepted if the ratio of each protein as a proportion of PGP9.5 is consistent 

across tissues. 
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6.4 Results 
BCA results are presented in Table 6-3, with the homogenization methods appearing to give similar total 

protein content across tissue types. Western blotting did not reveal any consistently measurable protein 

levels for B1R or CGRP antibodies in any of the tissues and those antigens were removed from analyses 

(Figure 6-1). Based on the 99% confidence interval bounds, AF tissues had substantially lower 

concentrations of PGP9.5 and ASIC than skin, with SILC tissues having similar levels of PGP9.5 but 

slightly less ASIC3 than skin. The concentration of ASIC3 relative to PGP9.5 was much higher in AF 

tissues than SILC tissues. 

The individual values in Table 6-5 as well as the images in Figure 6-1 indicate one donor (20130) 

having substantially higher SILC PGP9.5 content than the other donors despite controlling for total protein 

content through the BCA and confirming through Ponceau staining. 

Table 6-3: Individual Results of the Bicinchoninic Acid Assay. Values for each donor are the mean of triplicate readings, 

the Mean ± SD includes all individual data points from each donor (12 readings). 

Tissue Donor Total Protein Concentration (μg/μL) 

AF 

20129 2.515 

20130 3.041 

20131 2.687 

20132 2.295 

Mean ± SD 2.635 ± 0.290 

SILC 

 

20129 2.474 

20130 3.009 

20131 2.233 

20132 1.888 

Mean ± SD 2.448 ± 0.408 

Skin 

 

20129 2.496 

20130 2.171 

20131 2.954 

20132 2.221 

Mean ± SD 2.487 ± 0.327 

 

Table 6-4: Mean and 99% Confidence Intervals of Lumbar Annulus and Ligament Protein Concentrations Relative to Skin. 

All skin samples were set of have protein concentrations of 1. 

Antigen PGP9.5 ASIC3 ASIC3/PGP9.5 

AF 
Mean 0.071 0.337 8.299 

(99% CI) (0.000 – 0.153) (0.132 – 0.542) (1.277 – 15.321) 

SILC 
Mean 1.019 0.688 0.798 

(99% CI) (0.153 – 1.885) (0.377 – 0.999) (0.289 – 1.307) 
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Table 6-5: Individual Protein Concentrations from Donors. All skin samples were set of have protein concentrations of 1.  

Tissue AF SILC 

Donor 20129 20130 20131 20132 20129 20130 20131 20132 

PGP9.5 0.0122 0.0208 0.1334 0.1167 0.8781 1.9960 0.5282 0.6736 

ASIC3 0.1769 0.2309 0.4362 0.5037 0.7165 0.9553 0.7097 0.3725 

ASIC3/PGP9.5 14.5260 11.0824 3.2703 4.3171 0.8159 0.4786 1.3437 0.5530 

 

 

Figure 6-1: Representative Images from Western Blotting. Darker, larger blots indicate greater protein concentrations. 

Data was available for PGP9.5 and ASIC3 (left), however CGRP and B1R (right – each showing a full gel on a membrane) 

did not display immunoreactivity. The Ponceau image was taken from the same membrane used to generate the PGP9.5 

image; the heavy blot from participant 20130 in the SILC range remains visible. 

6.5 Discussion 
Western blots were run on three types of human cadaveric tissues to determine the relative protein 

concentration of four neuron membrane proteins. This semi-quantitative procedure indicated that SILC and 

skin have similar total neuronal densities indicated by PGP9.5 concentrations, both of which larger than in 

AF tissues by about a factor of 10. ASIC3 concentrations showed a gradient from Skin having the highest 

concentration to the AF having the lowest concentration, but the AF had the highest relative concentration 

of ASIC3. CGRP and B1R were not detected in any of the tissues. 

Hypothesis 3a, stating that skin would have the highest innervation density and the SILC and AF 

tissues would have similar innervation densities, was rejected. The data supports Skin and SILC tissues 

having similar innervation densities based on the concentrations of PGP9.5 being similar. However, the 

small sample size and single outlier data point that was included makes the apparent equivalence of skin 
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and SILC tissues tenuous. All four antigens (PGP9.5, CGRP, B1R, and ASIC3) have been demonstrated in 

human skin (Aoki et al., 2005; Frahm et al., 2013; Ikeuchi et al., 2012; Osmakov et al., 2014; Russell et al., 

2014; Santos et al., 2017; Schuelert et al., 2015) and AF tissues (Bailey et al., 2011; Dimitroulias et al., 

2010; Gruber et al., 2012; Roberts et al., 1995), but there is a lack of data for SILC tissues. Additionally, 

most of the published work has not related the relative concentrations of these proteins with respect to some 

standard, making it difficult to estimate what the expected relative concentrations of each antigen would be 

even in those previously reporting those data. The one consistency has been a relative lack of innervation 

in the AF tissues compared to skin (Bailey et al., 2011; Groh et al., 2021; Roberts et al., 1995; Roofe, 1940). 

While the SILC has relatively little data the innervation of the cervical and lumbar facet capsular ligaments 

can provide some insight into what could be expected in spinal ligaments.  Facet capsular ligaments 

throughout the spine have a high concentration of specialized nerve endings featuring ASIC3 receptors 

(Cavanaugh et al., 1996; Chen et al., 2006; Kallakuri et al., 1998). Additionally, the cervical facet joint 

capsular nerves have contained CGRP, but this neuropeptide and others (like substance P) were found in 

higher concentrations when tracing these nerves to their cell bodies in the dorsal root ganglion than in the 

tissues themselves (Kallakuri et al., 2004; Ohtori et al., 2003). These data on an adjacent ligamentous 

structure support the SILC being highly and diversly innervated, which agrees with the available relative 

concentrations of PGP9.5 and ASIC3. Hypothesis 3b is concerned primarily with the ASIC3/PGP9.5 

column in Table 6-4, stating that the relative amount antigen relative to PGP9.5 concentrations would be 

consistent across tissue types. This hypothesis was also rejected since there was a much larger proportion 

of ASIC3 in AF tissues compared to SILC and Skin tissues. Since ASIC3 is primarily concerned with 

detecting either protons or mechanical stimuli (Osmakov et al., 2014; Sherwood et al., 2012), this could 

indicate that AF tissues are relatively less capable at sensing other modalities such as heat (Kameda et al., 

2019), relative to ligament or skin tissues. Despite Western blotting being a semi-quantitative measure and 

the limited sample, the stark contrast between the AF and other two tissues indicate at least an ordinal scale 

of innervation density where the AF has fewer total nerves, but a higher proportion of mechanically 

sensitive receptors than SILC or skin tissues. 

The failure to demonstrate B1R or CGRP in either skin or AF tissues may be a result of the donor 

sources, multiple freeze-thaw cycles, or the homogenization process. Although there were no explicit 

positive controls, both proteins were present to varying extents in the existing tissues, just not a consistent 

level for the current analysis. Prior work identifying CGRP in human lumbar tissues has focused on finding 

“any evidence” of CGRP in those with prior disc pathology (Aoki et al., 2005; Dimitroulias et al., 2010; 

Roberts et al., 1995), with 50% to 60% of samples studied not showing any evidence of CGRP-positive 

fibres. B1R is prevalent in rat skin and muscle tissues (Santos et al., 2017), and the genes responsible for 

B1R production have been shown to be upregulated in those with at least grade III disc degeneration 

(Gruber et al., 2012), the authors do not provide a reference to interpret that upregulation with respect to. 

Without a relevant denominator, the absolute occurrence of B1R-positive fibres could be rare, all that can 

be inferred is that B1R is more common in those with more severe disc degeneration. Additionally, the 

three freeze-thaw cycles needed to isolate the tissues, bring them through mechanical testing, and then 

perform the Western blots on may have destroyed these proteins (Hochman et al., 2014). Multiple freeze-

thaw cycles can destroy cells and reduce the bioactivity of proteins (Arsiccio et al., 2020; Cao et al., 2003), 

limiting this study’s ability to detect antigens. Tissues were harvested from January to February 2020, with 

mechanical testing conducted between September and October 2020, and Western blotting conducted 

between May and July 2021. This less-than-ideal timeline was forced by external circumstances, but 

nonetheless warranted the three freeze-thaw cycles. The aggressive homogenization procedures required to 
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extract proteins from skin tissues may have also denatured these proteins (Roseboom et al., 2020). Indeed, 

the homogenization process was the sixth iteration of increasingly aggressive protocols. The commonly 

employed solvent SDS-Page to homogenize skin tissues (Roseboom et al., 2020) destroyed peptide bonds 

in the AF and SILC tissues based on pilot BCA assays. The multi-part MLB-sonication homogenization 

process, while time-consuming, seemed to sufficiently extract some proteins from all three tissues with 

some degree of similarity. Due to the small sample size, this data should not be used to claim that CGRP 

or B1R does not exist in any of the tissues studied, merely that the current processes prevented reliable and 

repeatable measures of those two antigens. 

An alternative to expressing pixel intensity with respect to skin, would be to mix a standard sample 

containing all three tissue types together and express protein concentrations relative to that standard. While 

this additional level of control would have been helpful to compare between tissues, this expression relative 

to skin was chosen for its direct utility in the model (Chapter 7). Traditional house-keeping proteins, 

including GAP-DH, Actin, Type-I Collagen, and α-Tubulin were assessed in the present Western blots to 

show protein migration and transfer (Mahmood and Yang, 2012), however these showed inconsistent and 

non-repeatable results, with only Type-I collagen and Actin showing any immunoreactivity in AF and SILC 

tissues. The post-chemiluminescence Ponceau was the most consistent indicator of protein content on the 

membrane, and while not equivalent across the three tissues, (Figure 6-1) it demonstrated that all three 

proteins showed a mostly similar protein transfer, albeit one there the AF had approximately 10% less 

transfer than SILC or Skin. An additional analysis where a Ponceau-based correction factor was applied to 

all samples demonstrated similar findings to what was presented in the Results (Table 6-6). There is likely 

regional variability in innervation densities within tissues, the data presented reflects the full thickness of 

the dermis, the full transverse cross-section of the SILC, and the full posterior aspect of the outer-third of 

the AF. Although not a complete picture, this approach is appropriate for a first step to approximate 

innervation density and characteristics on a tissue-level scale. 

Table 6-6: Relative Protein Concentration after Introducing a Multiplication Correction Factor Based on Ponceau Staining. 

All skin samples were set of have protein concentrations of 1.  

Antigen PGP9.5 ASIC3 ASIC3/PGP9.5 

AF 
Mean 0.075 0.360 8.299 

(99% CI) (0.000 – 0.162) (0.145 – 0.575) (1.277 – 15.321) 

SILC 
Mean 1.039 0.707 0.798 

(99% CI) (0.188 – 1.891) (0.399 – 1.014) (0.289 – 1.307) 

 

This study sought to determine the relative concentration of four neuronal membrane proteins in 

three lumbar spine passive tissues. While there was a lack of data for two of the target proteins (CGRP and 

B1R), there is evidence that the posterior annulus has a little less than 1/10 the innervation density of 

posterior ligaments or lumbar skin. However, that annular innervation has a higher proportion of ASIC3-

sensitive nerves than the other two tissues, a membrane protein highly linked to mechanical sensitivity.  
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Chapter 7 - Prediction of Nociceptive Spinal Cord 

Afferent Information from Tissue Loads 

7.1 Overview 
This chapter documents a model that predicts the percentage of people who would experience nociceptive 

activity in their brainstem in response to a one-dimensional loading profile. Tissue stresses, levels of muscle 

fatigue, and viscoelastic state were inputted into the model to describe loading history and muscular 

contributions. A Sensitivity Module (Section 7.4) converted incoming tissues stresses neural activity in 

three classes of peripheral neurons (Aβ non-nociceptive, Aδ nociceptive, and C nociceptive), this neural 

activity was then transmitted through simplified circuitry in the spinal cord in the Neurological Module 

(Section 7.5) to predict neural activity in the brainstem that would go on to inform the experience of pain. 

A given loading profile was simulated 100 times, with each iteration using a different pressure-pain 

threshold (PPT) informing a tissue-specific mechanical sensitivity. The percentage of these iterations 

containing sufficient neural activity in the brainstem was then taken as the likelihood of that exposure 

generating nociceptive activity that could be the foundation of a painful experience. This process is depicted 

in Figure 7-1. 

The Sensitivity Module was adapted from (Gerling et al., 2018), which convolved a three-part 

exponential decay function over the time-derivative of tissue stresses. Two additional linear scaling factors 

were incorporated based on stress magnitudes and sensitivity to mechanical stimuli respectively to allow 

sensitivity not only to the rate of stress change, but also the magnitude of tissue stresses, and for sensitivity 

to be varied across individuals/iterations. The parameters from (Gerling et al., 2018) were assumed for skin, 

however to account for variation between tissues, the kernel function and scaling factors were adjusted 

based on the protein contents found in annulus and ligament tissues relative to skin, as well as the intended 

primary afferent neuron. This scaled convolution converted a tissue stress into a current, which was then 

fed into the Neurological Module. 

The Neurological Module was a network of ten Hodgkin-Huxley type neurons (Hodgkin and Huxley, 

1952a) that predicted membrane potentials based on the electrical current and ion channel activity of a 

given neuron, governed by a set of four ordinary differential equations. The solutions to these equations for 

each of the ten neurons were solved in 0.2 millisecond time-steps to keep track of when action potentials 

were triggered to allow neurons to activate or inactivate each other, with timings incorporating conduction 

velocities and axon lengths. This required modifying the original Hodgkin-Huxley formulation to allow for 

an external neuron to alter a given neuron’s ion channel states. Connectivity between neurons was 

established using prior electrophysiological data assessing these circuits directly (Cordero-Erausquin et al., 

2016; Guo and Hu, 2014; Lu and Perl, 2005, 2003; Taylor et al., 2016), and indirectly (Granata et al., 2005; 

Sánchez-Zuriaga et al., 2010; Solomonow, 2012), and were affected using sign-specific post-synaptic 

potential functions. These membrane potentials are followed to the completion of the stress application, 

with the primary output being these membrane potentials, specifically the membrane potential of the 

“Brainstem Neuron” (Table 7-7). 

A single iteration of the model involves selecting a single stress profile and a mechanical sensitivity, 

generating feasible neuronal properties, and following that stress from the periphery to the brainstem 

through the Sensitivity and Neurological Modules. If the membrane potential of the Brainstem Neuron in 
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the Neurological Module satisfied a minimum action potential frequency and duration, that iteration was 

deemed to have nociceptive activity. The same stress profile was then re-simulated 99 more times, each 

with a different mechanical sensitivity and neuronal properties to determine the likelihood of that stress 

profile generating nociceptive activity. 

The remainder of this chapter details the implementation and representation of the two modules and 

other components in this overview. 

 

Figure 7-1: Overview of Model and Data Flow. The model predicts the likelihood that a given exposure will generate 

nociceptive activity in the brainstem for one of three tissues. It achieves this through a mechanistic simulation of neural 

activity based on empirical relations between stress and skin sensitivity, which are transferred to other tissues based on 

immunoblotting data. The item within the gold dashed box are simulated 100 times, each time with a different Pressure-

Pain Threshold (PPT), items outside the box are consistent throughout simulations. 
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7.1.1 A Note on Model Scope 
This is a model of nociceptive neural activity, not painful experiences. While the model decides if a stress 

profile is nociceptive based on the number and timing of action potentials in the brainstem, it makes no 

effort to contextualize that activity. It is assumed that the nociceptive activity could activate those circuits 

in the absence of any extraneous inputs not accounted for, including but not limited to cortical pathways 

involving attentional (Kóbor et al., 2009) or mood (Martucci, 2017), or descending pathways commonly 

targeted by pharmacological agents (François et al., 2017). In that vein, pain disorders or other 

abnormalities that have caused plastic changes to any of the structures involved, whether modeled directly 

(periphery or spinal cord) or part of a downstream pathway (cortex), are assumed to be absent. This follows 

from the PPTs being derived in healthy participants in a relatively neutral laboratory environment. This 

model is thus limited to those same restrictions and scope.  

7.1.2 Computational Framework 
The model was coded into Python (v 3.6.3) relying on the numpy, pandas, scipy, matplotlib, random, 

and time libraries. Computations between modules occurred in the following order:  

1. Stress data, 𝜎(𝑡), were either derived or pre-processed for input in the Sensitivity Module. 

2. The Neurological Module generated neurons with predetermined properties for the given 

iteration, including their mechanical sensitivity, physical, and electrical properties. 

3. The entire time-course of the stress data 𝜎(𝑡) were converted to an input electrical current, 𝐼(𝑡), 

in three peripheral neurons by the Sensitivity Module. 

4. The Neurological Module then simulated all neuron-neuron interactions in 0.2 millisecond time-

steps based on the input current 𝐼(𝑡) and pre-established neural circuitry. 

5. A decision was made based on the membrane potentials computed by the Neurological Module as 

to whether the stress profile 𝜎(𝑡) was nociceptive for that iteration. 

6. Steps 2 through 5 were repeated for each subsequent iteration. 

While the stress data pre-processing and Sensitivity Module used functional programming, the 

Neurological Module used object-oriented programming. The two approaches can be interlaced and melded 

together in Python, this process does not alter the underlying mathematics, however it will alter how that 

mathematics will be communicated in this chapter. The main distinction is that the Neurological Module 

contained specific neuron “objects” referred to by name (Table 7-7); this feature is not possible in describing 

the other facets of this model.  

7.2 Purpose and Hypotheses 
The purpose of this model is to determine the likelihood that a person could generate nociceptive activity 

in their central nervous system, Λ%, from one of three mechanical exposures. The tissues studied are the 

same isolated in Chapter 6: the annulus fibrosus, the supraspinous-interspinous ligament complex, and skin 

from the mid-lumbar spine. These tissues were chosen as they are often implicated in mechanical low back 

pain. The three exposures chosen are: PPT testing, full lumbar spine flexion, and tissue failure; using PPT 

testing as a starting point to generate predictive nociceptive activity during the Flexion and Failure 

Exposures. It is hypothesized that: 

4a) There will be no nociceptive activity generated by the Flexion Exposure in any tissue; Λ% will 

equal 0. 
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4b) The Failure Exposure will generate nociceptive activity in a larger proportion of ligament tissues 

than annulus tissues; Ligament Λ% > Annulus Λ% 

4c) The presence of muscle fatigue will decrease Λ%  

4d) The presence of viscoelastic creep will not affect Λ%, but will affect the firing characteristics of 

the circuits involved for the subset of people who do experience nociceptive activity. 

These hypotheses appear trivial given that the model is built from prior data presented in this thesis 

that support all four hypotheses. The general approach is to base all modelling on existing physiological 

processes, with the intention of using these hypotheses to tune and check the model’s behaviour, all of 

which are grounded in the earlier chapters. The goal of this chapter is to satisfy these four criteria while 

minimally compromising biofidelity before investigating interactions between them, reflective of a more 

real-world mechanical exposure.  

7.3 Obtaining Stress Data 
The first step in the model involved generating tissue-specific one-dimensional stresses based on one of 

three exposures: PPT, Full Flexion, and Tissue Failure (Table 7-1). All stress data pertained to structures 

about the L3/L4 joint. 

Table 7-1: Summary of Exposures and Tissues Relevant to those Exposures. 

Exposure Description Tissue(s) Simulated 

Pressure-Pain Threshold 

(PPT) 

Tent-function of stress with ascending and 

descending slopes of 0.2 MPa/s 
Skin 

Full Flexion 

Moving from a neutral posture to 10° of 

intervertebral flexion over two seconds, 

holding that flexed posture for four seconds, 

then returning a neutral posture over two 

seconds 

Annulus, Ligament 

Tissue Failure 

Loading the tissues under displacement-

control to failure under the conditions used 

for mechanical testing in Appendix E 

Annulus, Ligament 

 

The purpose of the PPT exposure was to validate the Sensitivity and Neurological Modules. The Full 

Flexion exposure was intended to be used as a demonstration of a non-nociceptive exposure, but one with 

the potential to generate nociceptive activity if sensitized. Full flexion is also relevant for inducing 

viscoelastic changes to lower back tissues (Dickey et al., 2003; Howarth et al., 2013b; McGill and Brown, 

1992; Pinto et al., 2021; Solomonow, 2012). The Failure exposure was chosen as an indicator of the largest 

stress possible in a tissue, to determine what the greatest amount of nociceptive activity coming from a 
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tissue could be. In that vein, the PPT exposures were distributed over a wide range of values to ensure 

stability and adequate range of the sensitivity and neurological components, while the Flexion and Failure 

exposures represented sample stress profiles to apply the model to predict the nociceptive activity during 

those exposures. 

Simulated data were used over experimental data to remove any effects of measurement noise on 

predictions while having an effectively infinite resolution to limit interpolation over the very small 

timescales needed for the Neurological Module. The Sensitivity Module developed in Section 7.4 depends 

on the time-derivative of stress to generate a current (Gerling et al., 2018), and smooth mathematical 

approximations of experimental data were favoured over the noisy source data to reflect representative 

stress profiles for each exposure that would not be influenced by high-frequency artifacts in the data. One 

advantage of this method over traditional filtering techniques to reduce high-frequency noise is that low-

pass filtering attenuates peaks in time-varying data (Drake and Callaghan, 2006; Howarth and Callaghan, 

2009; Winter, 2009). Additionally, using mathematical functions allowed specific time-points to be 

specified explicitly, reduced computation time from reading in experimental data from external files, and 

can facilitate analytical solutions to parts of the model in the future to simplify computations without any 

loss of data (Dvoretzky, 1956). 

7.3.1 Pressure-Pain Threshold Exposure 
PPT stress data were generated using a smoothed tent function of the form: 

𝜎𝑃𝑃𝑇(𝑡, 𝑝0) = 𝑓𝑖𝑛𝑐(𝑡) + 𝑙(𝑡, 𝑝0)[𝑓𝑑𝑒𝑐(𝑡, 𝑝0) − 𝑓𝑖𝑛𝑐(𝑡)] (7-1) 

Where: 

𝑓𝑖𝑛𝑐(𝑡) = 0.2𝑡 (7-2) 

𝑓𝑑𝑒𝑐(𝑡) = −0.2𝑡 + 2𝑝0 (7-3) 

𝑙𝑃𝑃𝑇(𝑡) =
1 + tanh (𝑙0 (𝑡 −

𝑝0
0.2

))

2
 

(7-4) 

The functions 𝑓𝑖𝑛𝑐(𝑡) and 𝑓𝑑𝑒𝑐(𝑡) are linear increasing and decreasing functions used to construct 

the tent, and the interpolation function 𝑙𝑃𝑃𝑇(𝑡) is used to connect the two linear functions at the point of 

intersection. The input 𝑡 indicates time in seconds and 𝑝0 indicates the target PPT in MPa, 𝑙0 is a constant 

that dictates how “tight” the fit is, which was set at 5.0 for this model as it caused minimal distortion without 

greatly affecting the time-derivative of 𝜎𝑃𝑃𝑇(𝑡); Figure 7-2 shows how varying 𝑙0 affects 𝜎𝑃𝑃𝑇(𝑡). The 

0.2’s indicate a rate of stress application of 0.2 MPa/s. Appendix F presents a general form for this 

interpolation technique.  

These smoothed tent-functions were intended to represent ideal PPT applications, as they are often 

described in the literature: linearly increasing at a pre-determined rate to a peak before a decrease down to 

baseline (Chesterton et al., 2003; Gajsar et al., 2018; Hven et al., 2017; Lacourt et al., 2012; Melia et al., 

2015; Petrini et al., 2015; Rolke et al., 2006). 
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Figure 7-2: Variation in 𝒍𝟎 and its Effects on the Smoothed-Tent Function used to Simulate Pressure-Pain Threshold Data. 

7.3.2 Full Flexion Exposure 
Full flexion was assumed to consist of an L3/L4 joint angle of 10°, which represents an upper limit of 

radiographic and fluoroscopic studies investigating L3/L4 intervertebral range of motion in a maximal 

standing flexed posture  (Been and Kalichman, 2014; Breen et al., 2019; De Carvalho et al., 2010; Galbusera 

et al., 2021; Harvey et al., 2016; Mellor et al., 2014; Oxland et al., 1991; Viggiani et al., 2017; White III 

and Panjabi, 1990). The specific full-flexion task investigated was a 4-second maximal trunk flexion hold 

preceded by a 2-second flexion motion to move into the posture from upright standing, followed by a 2-

second extension motion described by Equations 7-5 to 7-7 and shown in Figure 7-6.  

𝜃𝐼𝑉𝐴(𝑡) = 10 𝑔𝑖𝑛𝑐(𝑡)𝑔𝑑𝑒𝑐(𝑡) (7-5) 

Where: 

𝑔𝑖𝑛𝑐(𝑡) =  
1

2
[1 + tanh (2√2(𝑡 − 1))] (7-6) 

𝑔𝑑𝑒𝑐(𝑡) =  
1

2
[1 + tanh (−2√2(𝑡 − 7))] (7-7) 

 

In Equations 7-5 through 7-7, 𝑡 is the time in seconds, the 10 in Equation 7-5 indicates an end range 

of motion of 10°, the “−1” and “−7” indicate the number of seconds (1 and 7 respectively) where the 
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𝜃𝐼𝑉𝐴(𝑡) function is halfway through moving into and out of the flexed posture. This angle was then used to 

predict one-dimensional tissue strain using a trapezoidal approach: By assuming tissues’ resting length 

occurred at 𝜃𝐼𝑉𝐴  = 0°, the displacements could be modelled using a trapezoid (Figure 7-3). In this 

formulation, the tissues’ current length due to flexion, 𝑥𝐹𝑙𝑒𝑥(𝑡), could be computed given the intervertebral 

angle, 𝜃𝐼𝑉𝐴 and the moment arm of that tissue relative to the joint centre of rotation, 𝑟, using Equation 7-8. 

 

Figure 7-3: Trapezoidal Approximation to Determine Tissue Lengths as a Function of Intervertebral Angle for the Annulus 

Fibrosus and Supraspinous-Interspinous Ligament Complex. 𝒙𝟎 is the resting tissue length, which increases by 𝒙𝑭𝒍𝒆𝒙(𝒕) as 

a function of the intervertebral angle, 𝜽𝑰𝑽𝑨(𝒕), and the perpendicular distance or moment arm of that tissue, 𝒓. 

𝑥𝐹𝑙𝑒𝑥(𝑡) = 𝑟 ⋅ tan(𝜃𝐼𝑉𝐴(𝑡)) (7-8) 

While 𝑥0 is not required for computing 𝑥𝐹𝑙𝑒𝑥(𝑡), it is necessary to determine the moment arm 𝑟 when 

an empirical measurement of 𝑟 is unavailable. A moment arm for the AF, 𝑟𝐴𝐹 , was taken from the literature 

to equal 20.2 mm (Dao, 2016) for an adult human L3/L4 joint based on MRI data. However, an indirect 

computation was required to derive the values for the SILC (Figure 7-4). The disc height at the centre of 

rotation, ℎ0, and the horizontal distances between the centre of rotation and the posterior aspect of both the 

superior and inferior vertebral bodies, 𝑑𝑠𝑢𝑝 and 𝑑𝑖𝑛𝑓, were taken from digitized CT images to determine 

the relative positions of posterior surfaces of the intervertebral joint (Galbusera et al., 2021; Zhou et al., 

2000). The angles between those surfaces and the posterior ends of the spinous processes for L3, 𝛼𝑠𝑢𝑝, and 

L4, 𝛼𝑖𝑛𝑓, were taken from a second data source (Lin et al., 2018), which also provided the lengths of those 

spinous processes, 𝑠𝑠𝑢𝑝 and 𝑠𝑖𝑛𝑓. Combing these terms together into Equation 7-9 allows for an estimation 

of 𝑥𝑆𝐼𝐿𝐶0
; note that ℎ0 points vertically, 𝑑𝑠𝑢𝑝 and 𝑑𝑖𝑛𝑓 point horizontally (posteriorly), and the directions 

of 𝑠𝑠𝑢𝑝  and 𝑠𝑖𝑛𝑓  are indicated by 𝛼𝑠𝑢𝑝  and 𝛼𝑖𝑛𝑓 , which are defined relative to the anterior-horizontal. 

Lastly, deriving 𝑟𝑆𝐼𝐿𝐶 required finding a vector perpendicular to 𝑥𝑆𝐼𝐿𝐶  and determining the distance between 

the centre of rotation and the line extending from 𝑥𝑆𝐼𝐿𝐶 . All values are given in Table 7-3. 
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Figure 7-4: Estimating the Supraspinous-Interspinous Ligament Complex Moment Arm. Variables explained in text with 

numerical values given Table 7-3. Panel A: determining 𝒙𝑺𝑰𝑳𝑪𝟎
; Panel B: determining 𝒓𝑺𝑰𝑳𝑪 from 𝒙𝑺𝑰𝑳𝑪𝟎

. 

𝑥⃗𝑆𝐼𝐿𝐶0
= ℎ⃗⃗0 + 𝑑𝑠𝑢𝑝 + 𝑠𝑠𝑢𝑝 − (𝑑𝑖𝑛𝑓 + 𝑠𝑖𝑛𝑓) (7-9) 

 

Table 7-2: Distances and Orientations of L3/L4 Geometry taken from the Literature. Sources indicated in text; see Figure 

7-4 for intermediate terms. 

Tissue Term Value 

AF 𝑟 20.2 mm 

SILC 

ℎ0 11.6 mm 

𝑑𝑠𝑢𝑝 17.6 mm 

𝑑𝑖𝑛𝑓 17.6 mm 

𝛼𝑠𝑢𝑝 135.5° 

𝛼𝑖𝑛𝑓 133.8° 

𝑠𝑠𝑢𝑝 23.8 mm 

𝑠𝑖𝑛𝑓 22.6 mm 

𝑥0 14.0 mm 

𝑟 32.3 mm 

 

While Equation 7-8 should satisfy any value of 𝜃𝐼𝑉𝐴 where -90° < 𝜃𝐼𝑉𝐴 < 90°, the physiological 

bound on 𝜃𝐼𝑉𝐴 is much stricter. These posterior tissues develop tension in flexion, putting a lower bound of 
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0°, and the previously described upper bound of 10° (Harvey et al., 2016; Viggiani et al., 2017), confining 

Equation 7-8 to a highly linear region of the tan(𝑥) function (Figure 7-5). Thus, linear approximations were 

developed to these bounds (Table 7-4). 

 

Figure 7-5: Estimated Tissue Lengths for the Annulus and Ligament Tissues using Equation 7-8 and Table 7-3. 

 

Table 7-3: Linear Approximations to the Intervertebral Angle-Tissue Length Relationship. 

Tissue 𝐭𝐚𝐧(𝒙) Fit Linear Fit R2 

AF 𝑥𝐹𝑙𝑒𝑥(𝑡) = 20.2 tan(𝜃𝐼𝑉𝐴(𝑡)) 𝑥𝐹𝑙𝑒𝑥(𝑡) = 0.3575 𝜃𝐼𝑉𝐴(𝑡) > 0.999 

SILC 𝑥𝐹𝑙𝑒𝑥(𝑡) = 32.3 tan(𝜃𝐼𝑉𝐴(𝑡)) 𝑥𝐹𝑙𝑒𝑥(𝑡) = 0.5717 𝜃𝐼𝑉𝐴(𝑡) > 0.999 

 

The outputs of the Equations in Table 7-3 are displacements in mm, requiring two additional steps 

to be converted into a tissue stress. First, the stiffnesses, variation in resting length, and mean resting length 

derived from failure and sub-failure testing informed a constituency model (Barrett and Callaghan, 2018) 

that can predict Forces from displacements using Equations 7-10 through 7-13. 

𝐹(𝑧𝐹𝑙𝑒𝑥(𝑡)) = 𝑘𝜂[Φ′(𝑧𝐹𝑙𝑒𝑥(𝑡)) + 𝑧𝐹𝑙𝑒𝑥(𝑡)Φ(𝑧𝐹𝑙𝑒𝑥(𝑡))] (7-10) 

𝑧𝐹𝑙𝑒𝑥(𝑡) =
𝑥𝐹𝑙𝑒𝑥(𝑡) + 𝜇

𝜂
 (7-11) 
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Φ(𝑧𝐹𝑙𝑒𝑥(𝑡)) =
1

2
[erf (

𝑧𝐹𝑙𝑒𝑥(𝑡)

√2
) + 1] (7-12) 

Φ′(𝑧𝐹𝑙𝑒𝑥(𝑡)) =
1

√2𝜋
exp (−

𝑧𝐹𝑙𝑒𝑥(𝑡)2

2
) (7-13) 

In which 𝐹(𝑧𝐹𝑙𝑒𝑥(𝑡)) describes the tensile force in a tissue as a function of tissue displacement z-

score during flexion, 𝑧𝐹𝑙𝑒𝑥(𝑡), which is defined by the appropriate Equations in Table 7-3 to convert a 

displacement in mm to a unitless z-score of collagen length over time. The tissue-specific constants 𝑘, 𝜂, 

and 𝜇 represent the tissue stiffness, the standard deviation of fibre resting length, and the mean resting 

length, respectively; and were determined in Appendix E through curve-fitting force-displacement tissue 

failure profiles (Table 7-4). The functions Φ(𝑧𝐹𝑙𝑒𝑥(𝑡))  and Φ′(𝑧𝐹𝑙𝑒𝑥(𝑡))  represent the cumulative 

distribution function and probability distribution function for a normal distribution, where erf(𝑥) is the 

Error-Function and exp(𝑥) is the natural exponent function.  

After being converted to a tensile force, the outputs from the function 𝐹(𝑧𝐹𝑙𝑒𝑥(𝑡)) in Equation 7-10 

were divided by the representative tissue cross-sectional areas derived in Appendix E (Table 7-4) to obtain 

the tissue stresses during this task. 

𝜎𝐹𝑙𝑒𝑥(𝑡) =  
𝐹(𝑧𝐹𝑙𝑒𝑥(𝑡))

𝐴
 (7-14) 

Where 𝐴 is the cross-sectional areas in Table 7-4 in mm2. Dividing a Force in Newtons by an area in 

mm2 results in the units of MPa, making it consistent with the units of 𝜎𝑃𝑃𝑇(𝑡). The resulting 𝜎𝐹𝑙𝑒𝑥(𝑡) 

profiles with respect to both time and the flexion angle generated through Equation 7-5 are depicted in 

Figure 7-6. 

Table 7-4: Representative Tissue Properties Taken from Appendix E. 

Tissue A (mm2) k (N/mm) η (mm) μ (mm) 

AF 109.9 25.692 0.401 -1.962 

SILC 49.6 21.072 0.860 -5.570 
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Figure 7-6: Tissue Stresses and Flexion Angle during the Flexion Exposure. The stress functions 𝝈𝑭𝒍𝒆𝒙(𝒕) for both the 

annulus (blue) and ligament (green) tissues are in solid lines with respect to the left axis; the dashed black line is the flexion 

angle as a percentage of maximum flexion angle with respect to the right axis.  

7.3.3 Failure Exposure 
The failure exposure, 𝜎𝐹𝑎𝑖𝑙(𝑡), consisted of joining a pre-failure function smoothly connected to a post-

failure function using the same interpolation framework as in 𝜎𝑃𝑃𝑇(𝑡) (Equation 7-15). The pre-failure 

function, 𝜎𝑃𝑟𝑒(𝑡), used Equations 7-10 to 7-13, involving linearly increasing tissue displacement at 5% 

strain per second using the representative tissue properties in Table 7-4 (Equation 7-16). These 

displacements were continued until tissue reached a force corresponding to the maximum stress observed 

in all mechanical testing for each tissue (Table 7-5) and was termed 𝑥𝐹𝑎𝑖𝑙(𝑡). The time when each tissue 

reached its failure stress was termed 𝑡𝐹𝑎𝑖𝑙. The post-failure region of the curve, 𝜎𝑃𝑜𝑠𝑡(𝑡), was simplified 

using an exponential function (Equation 7-17), under the constraint that the shape constants 𝛽0, 𝛽1, and 𝛽2 

not only fit experimental data, but also be within 1.0 MPa to the failure stress at 𝑡𝐹𝑎𝑖𝑙 to facilitate a smooth 

interpolation between the pre-failure and post-failure functions using Equation 7-18. As with Equation 7-4 

in Section 7.3.1, a value of 5.0 was used for 𝑙0 in Equation 7-18 as a tightness-of-fit constant. 

𝜎𝐹𝑎𝑖𝑙(𝑡) = 𝜎𝑃𝑟𝑒(𝑡) + 𝑙𝐹𝑎𝑖𝑙(𝑡)[𝜎𝑃𝑜𝑠𝑡(𝑡) − 𝜎𝑃𝑟𝑒(𝑡)] (7-15) 

𝜎𝑃𝑟𝑒(𝑡) =
𝐹(𝑧𝐹𝑎𝑖𝑙(𝑡))

𝐴
                     𝑧𝐹𝑎𝑖𝑙(𝑡) =

𝑥𝐹𝑎𝑖𝑙(𝑡) + 𝜇

𝜂
 (7-16) 

𝜎𝑃𝑜𝑠𝑡(𝑡) = exp(−𝛽1(𝑡 − 𝛽2)) + 𝛽0 (7-17) 
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𝑙𝐹𝑎𝑖𝑙(𝑡) =  
1 + tanh(𝑙0(𝑡 − 𝑡𝐹𝑎𝑖𝑙))

2
 (7-18) 

 

Table 7-5: Properties of the Simulated Failure Exposure for Ligament and Annulus. 

Tissue 
Failure 

Stress 

Peak Displacement: 

𝒙𝑭𝒂𝒊𝒍(𝒕𝑭𝒂𝒊𝒍) 
𝜷𝟎 𝜷𝟏 𝜷𝟐 𝒕𝑭𝒂𝒊𝒍 

AF 0.694 MPa 4.925 mm 0.0132 1.164 1.4786 1.73 s 

SILC 2.206 MPa 10.700 mm 0.0089 1.677 4.9487 4.50 s 

 

The resulting curves for Equation 7-15 are compared to the experimental data of the most-tolerant 

samples for both ligament and annulus in Figure 7-7. In this figure, the mechanical properties of the 

“representative” tissues from Table 7-4 are used for the 𝜎𝑃𝑟𝑒(𝑡) part of the curve, while the 𝜎𝑃𝑜𝑠𝑡(𝑡) part 

of the curve uses the shown experimental data as a basis for curve-fitting the 𝛽 terms in Equation 7-17. 

The peak stresses for both tissues were substantially smaller than other sources in the literature (Ebara 

et al., 1996; Isaacs et al., 2014; Pintar et al., 1992; Robertson et al., 2013b; Skaggs et al., 1994; Stemper et 

al., 2014), with annulus longitudinal failure stresses ranging from 2.0 – 10.0 MPa, and supraspinous-

interspinous ligament tensile failure stresses ranging from 6.0 – 50.0 MPa. An additional failure waveform: 

𝜎𝐹𝑎𝑖𝑙10(𝑡) was implemented by multiplying 𝜎𝐹𝑎𝑖𝑙(𝑡) by 10, positioning the peak failure stresses in the 

middle of these ranges: Annulus = 6.94 MPa, Ligament = 22.06 MPa. 
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Figure 7-7: Simulated Failure Stresses for Annulus (Panel A) and Ligament (Panel B). The experimental data in the dashed 

black lines come from the failure test that produced the largest failure stresses, and the tissue moduli do not reflect the 

“representative” moduli depicted in the solid lines that arose from dividing the stiffnesses in Table 7-4 by the cross-sectional 

areas of the corresponding tissue. The 𝝈𝑭𝒂𝒊𝒍𝟏𝟎(𝒕)waveforms were identical in shape, but scaled up by a factor of 10, 

effectively mimicking a tissue with the same failure force-displacement properties, but with a cross-sectional area 1/10th of 

those used to generate 𝝈𝑭𝒂𝒊𝒍(𝒕). 
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7.4 Sensitivity Module 
The Sensitivity Module converted the time-varying tissue stresses from each exposure, 𝜎(𝑡), into time-

varying electrical currents, 𝐼(𝑡) that are fed into the Neurological Module. The general framework was 

adapted from (Gerling et al., 2018) (Equations 7-19 to 7-21). 

𝐼(𝑡) =
𝜓𝑇𝑁𝑠(𝜎𝑚)

𝑝𝑖
(𝛾 ∗ 𝜎′)(𝑡) (7-19) 

𝛾(𝑡) = 𝛾𝑟 exp (−
𝑡

𝜏𝑟
) +  𝛾𝑠 (𝑘𝑝𝑒𝑎𝑘 exp (−

𝑡

𝜏𝑠
) + 𝑘𝑠𝑡𝑒𝑎𝑑𝑦) + 𝛾𝑢 exp (−

𝑡

𝜏𝑢
) (7-20) 

𝑠(𝜎𝑚) = 𝑠0 ln(𝜎𝑚 − 𝑠1) + 𝑠2 (7-21) 

 

Most of the Sensitivity Module is summarized in these three equations. Equation 7-19 is the main 

overview of the module: the convolution between a neural activation function 𝛾(𝑡), and the first time-

derivative of tissue stress, 𝜎′(𝑡). This convolution is scaled by the product of a peak tissue stress scaling 

function, 𝑠(𝜎𝑚), and the neuron and tissue-specific mechanical sensitivity scaling parameter 𝜓𝑇𝑁, divided 

by the iteration-specific PPT generated from the distribution in Chapter 5 using Equation 5-15, 𝑝𝑖. The 

kernel 𝛾(𝑡) (Equation 7-20) is a triphasic exponential decay function with three time-constants: 𝜏𝑟, 𝜏𝑠, and 

𝜏𝑢 , representing time-constants of rapid, slow, and ultra-slow receptors respectively, embedded in the 

receptor end of the peripheral neural membranes. Each of these individual responses are scaled up by three 

phase-scaling parameters: 𝛾𝑟, 𝛾𝑠, and 𝛾𝑢, the sum of which was set to 1 to avoid any gain in 𝛾(𝑡). There are 

two additional shape parameters governing the slow (subscript s) portion of Equation 7-20: 𝑘𝑝𝑒𝑎𝑘  and 

𝑘𝑠𝑡𝑒𝑎𝑑𝑦. Equation 7-21 is the logarithmic scaling function to scale the input current based on the peak tissue 

stress, 𝜎𝑚, with two constants: 𝑠0, 𝑠1, and 𝑠2. The specific values of the parameters for each instance are 

presented in Table 7-6, the next subsection describes how each of the values were obtained. 

7.4.1 Deriving Constants for the Sensitivity Module 
The Sensitivity Module was developed after a draft of the Neurological Module was programmed, as such 

it is difficult to describe the derivation of the Sensitivity Module parameters without referring to the 

Neurological Module. This subsection is set up such that no knowledge of the specifics of the Neurological 

Module is required, but the reader should be aware that a functioning precursor to the Neurological Module 

was necessary to develop the Sensitivity Module.  
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Table 7-6: Sensitivity Module Parameters. An Explanation for where each was derived from is in the text of this section. 

Parameter 
Aδ C 

Skin Annulus Ligament Skin Annulus Ligament 

𝜓𝑁𝑇 1.042 0.074 1.062 1.000 0.071 1.019 

𝜏𝑟  0.008 

𝜏𝑠 0.2 

𝜏𝑢 1.7446 

𝛾𝑟 0.7084 0.60 

𝛾𝑠 0.2286 0.25 

𝛾𝑢 0.0666 0.15 

𝑘𝑝𝑒𝑎𝑘 0.87 

𝑘𝑠𝑡𝑒𝑎𝑑𝑦 0.13 

𝑠0 17.743 27.530 

𝑠1 -0.533 -2.014 

𝑠2 29.201 -4.831 

 

Equations 7-19 and 7-20 were originally developed to model the currents generated in non-

nociceptive touch-receptors in skin based on Merkel-disc activity stimulating large-diameter, myelinated, 

Aβ primary afferent neurons (Gerling et al., 2018). However, nociceptive information is carried primarily 

through smaller diameter myelinated Aδ and unmyelinated C primary afferent neurons (Braz et al., 2014; 

Chen et al., 2006; Dubin and Patapoutian, 2010; Julius and Basbaum, 2001; Kandel et al., 2013; Schmidt 

et al., 1995; Woolf and Ma, 2007; Xu et al., 2008b), and this is reflected in the Neurological Module. 

However, the Neurological Module does also include Aβ primary afferent neurons, since they affect 

nociceptive inhibition in the spinal cord (Cordero-Erausquin et al., 2016; Guo and Hu, 2014). Additionally, 

the C-fibres have peptidergic and non-peptidergic sub-categories with their own distinct structural and 

activation properties (Saeed and Ribeiro-da-Silva, 2012; Stucky and Lewin, 1999). There are also three 

different tissues simulated, and the composition of peripheral neuronal membrane proteins is not consistent 

between tissues as indicated in Chapter 6. This would require twelve distinct sets of twelve parameters 

(𝜓𝑡𝑖𝑠𝑠𝑢𝑒, 𝜏𝑟, 𝜏𝑠, 𝜏𝑢, 𝑘𝑝𝑒𝑎𝑘,  𝑘𝑠𝑡𝑒𝑎𝑑𝑦, 𝛾𝑟, 𝛾𝑠, 𝛾𝑢, 𝑠0, 𝑠1, and 𝑠2)  to input into Equations 7-19 through 7-21, 

however obtaining the data required to tailor parameters to all tissue types was beyond the scope of this 

thesis, thus some simplifications were made to reduce 144 parameters down to 23. 

First, the triphasic kernel function 𝛾(𝑡) was developed to fit a specialized sensory receptor, the 

Merkel Disc, with the rapid and slow phases based on physiological processes, and the ultra-slow response 

included to improve the fit to experimental electrical activity at the axon hillock (Gerling et al., 2018), 

meaning there is no guarantee that a triphasic shape would be ideal for the free-nerve endings that transmit 
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nociceptive information (Braz et al., 2014; Dubin and Patapoutian, 2010; Mense and Hoheisel, 2016; Xu et 

al., 2008b). It is difficult to determine the number of phases present in the raw data from other published 

recordings of free-nerve endings (Hoheisel et al., 2011; Lu and Perl, 2005, 2003; Mense and Hoheisel, 

2016) without being able to test or compare those data to fitted responses since these parameter pertain to 

a kernel function, not the current-time plots. Additionally, the time constants associated with these phases 

(𝜏𝑟, 𝜏𝑠, and 𝜏𝑢) are specific to the Merkel disc and may not be representative of nociceptive neurons. The 

specific values of the phase constants would also influence the shape constants 𝑘𝑝𝑒𝑎𝑘  and 𝑘𝑠𝑡𝑒𝑎𝑑𝑦 

pertaining to the slow phase. In-situ conductive testing would be required to obtain appropriate values in 

each of the three tissues, which would be impossible on the cadaveric donors available. As a result, the 

three time-constants and two shape-constants were not altered across tissue types or neuronal classes, and 

the values obtained by Gerling et al. were used in the model (Table 7-6). 

Markers identifying non-peptidergic and peptidergic neurons, such as IB4 or CGRP, exist in the 

dorsal root ganglion post-mortem, not in the periphery. As a result, all attempts to distinguish the electrical 

properties of these classes of nociceptive C-type neurons requires recording a neuron in the dorsal root 

ganglion while a stimulus is applied, and then retroactively using an immunotagging procedure to determine 

whether that neuron was peptidergic or not. This step is necessary since there is non-negligible overlap in 

the distributions of the physical and conductive properties of these two neuronal populations (Stucky and 

Lewin, 1999). However, previous work has found a lack of non-peptidergic neurons in the annulus (1.0% 

of all neurons) relative to skin (19.5% of all neurons) in rats (Aoki et al., 2005), while no data was available 

for any spinal ligament relative to other tissues. While nearly a twenty-fold increase between these tissues, 

the net effect in accounting for these between-tissue differences on the Sensitivity Module would be minor. 

Based off the data of Stucky and Lewin comparing the conductive properties of non-peptidergic and 

peptidergic neurons (Stucky and Lewin, 1999), those authors determined that the peptidergic neurons fired 

their action potentials roughly 3 milliseconds sooner than non-peptidergic counterparts after controlling for 

input sensitivity and action potential shape. Controlling for the ratio of peptidergic to non-peptidergic 

neurons in skin from (Aoki et al., 2005) (41.1% peptidergic to 19.5% non-peptidergic), the extreme 

weighting of the annular tissue (54.4% peptidergic to 1.0% non-peptidergic) would at most shift the some 

facet of 𝛾(𝑡) by slightly less than 3 milliseconds. It is unclear which parameter this should be applied to; 

however, the most likely candidate would be to slightly increase the weighting constant 𝛾𝑟 in Equation 7-

20 to cause the resulting action potential to occur appropriately sooner. However, the net effects on the 

ensuing responses of the Neurological Module were not affected in any detectable way other than a shift 

all responses by 3 milliseconds, which was deemed negligible compared to the much longer delays afforded 

by myelination (100 – 500 ms). Thus, peptidergic and non-peptidergic C-neurons were combined into a 

single class of C-type neurons for the purposes of the Sensitivity Module (three right-most columns in Table 

7-6). 

Including the non-nociceptive Aβ primary afferent neuron in the existing formulation proved 

problematic due to the mechanical sensitivity term, 𝑝𝑖,  in the denominator of Equation 7-19. The reader 

may note there are no columns for Aβ neurons in Table 7-6 for this reason. The mechanical sensitivity of 

non-nociceptive Aβ neurons (< 0.00001 MPa) (Abraira and Ginty, 2013), defined as the minimum stress or 

pressure required to stimulate an action potential, is far below that of the nociceptive neuron’s mechanical 

sensitivities (> 0.2 MPa). Scaling the input currents up so dramatically through a very small value of 𝑝𝑖 

caused unnatural behaviours of the Aβ primary afferent neuron (Figure 7-8). Since the Aβ neuron activity 

needed to saturate at very low pressures relative to the other two neurons, a makeshift logarithmic function 
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was used in place of the convolution approach outlined above (Equation 7-22). Equation 7-22 generates a 

shape that immediately exceeds the minimum input current of 1.26 pA (Section 7.5.1) for very small 

positive values of 𝜎(𝑡) that quickly saturate (Figure 7-8). The constants were derived to facilitate a useful 

interaction of the second- and third-order neurons in the Neurological Module. 

𝐼𝐴𝛽(𝑡) =  2.45 ln(59.2 𝜎(𝑡) + 1) + 1.25 (7-22) 

 

Figure 7-8: Input Currents for the Aβ Primary Afferent Neuron as a function of Tissue Stress for a 1.0 MPa Pressure-Pain 

Threshold Application. Panel A is the plot generated using Equations 7-19 to 7-21, Panel B is the correction using Equation 

7-22. Note that Hodgkin-Huxley Neuron models become unstable at currents greater than 30 pA. 
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Aδ and C nociceptive neurons were distinguished by modulating the weightings of the phase-scaling 

parameters 𝛾𝑟, 𝛾𝑠, and 𝛾𝑢 in Equation 7-20. While it is understood to be a simplification (Handwerker, 2010; 

Nagi et al., 2019; Perl, 2007), Aδ nociceptive neurons transmit “fast” pain while C nociceptive neurons 

transmit “slow” pain (Basbaum et al., 2009; Braz et al., 2014; Ghitani et al., 2017). Initially, the planned 

distinction between these neuron types was to be isolated to their conduction velocities, however, adjusting 

conduction velocity alone could not sufficiently account for the persistence of “slow” pain following direct 

stimulation of C nociceptive fibres (Schmidt et al., 1995). The Aδ nociceptive neurons used the values of 

𝛾𝑟, 𝛾𝑠, and 𝛾𝑢 that held the same relative weighting as the Aβ primary afferent neurons in Gerling et al 

(Gerling et al., 2018), normalized to limit gain (Table 7-6). The ultra-slow phase-scaling constant 𝛾𝑢 was 

increased by a factor of 2.5 for the C nociceptive fibres, and the other two phase-scaling constants were 

reduced to prevent gain, the rapid phase-scaling constant disproportionately so to exaggerate this effect. 

The resulting kernel function using the constants in the C-fibre columns of Table 7-6 showed an elongated, 

flatter decline than the corresponding values from the Aδ columns (Figure 7-9). This change caused a longer 

train of action potentials for the same input stimulus in C nociceptive neurons compared to the Aδ 

nociceptive neurons, as would be expected (Basbaum et al., 2009; Pitcher and Henry, 2004; Schmidt et al., 

1995). 

 

Figure 7-9: Comparison of Kernel Functions 𝜸(𝒕) for Aδ (blue) and C (orange) Primary Afferent Neurons. The units of 

𝜸(𝒕) are such to make the Equation 7-19 output a current in pA. 

The greater area under the C-fibre 𝛾(𝑡) would also make it more sensitive to stresses. To correct this, 

both kernel functions were simulated over the full range of possible 𝜎𝑃𝑃𝑇(𝑡) curves to adjust their overall 

sensitivity using the logarithmic scaling function in Equation 7-21. Initially, the shape of 𝑠(𝑥) was not 

assumed but was to be fit to PPT data under the following scenario: for a neuron of sensitivity 𝑝𝑖, a PPT 

whose peak pressure equals 𝜎𝑚 generated by Equation 7-1 should generate an input current 𝐼(𝑡) that can 
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elicit a peak firing rate of 21 Hz. In other words, Equation 7-21 was developed to answer the question: 

“What is the minimum linear scaling factor needed to cause a neuron to fire at its minimum firing rate when 

applying a stress equal to that neuron’s mechanical threshold?”. This additional scaling factor was needed 

since without it, the Sensitivity Module would only be sensitive to the rate-of-change of stress, not stress 

magnitudes, which would be incompatible with the variation in PPT data observed under a constant rate of 

stress application (Chesterton et al., 2003; Lacourt et al., 2012; Melia et al., 2015). 

Simulations were run using seven evenly spaced peak stress from 0.4 MPa to 1.6 MPa, representing 

the 5th to 95th %ile of PPT data from Chapters 3 and 4. A range of values of 𝑠(𝜎𝑚) in increments of 0.1 

were simulated to determine the ensuing peak firing rate of the primary afferent neuron. The minimum 

value of 𝑠(𝜎𝑚) required to evoke a 21 Hz peak firing rate or higher was then tracked and fit to peak stress, 

which represents the peak stress applied, using a least-squares approach. The data and logarithmic fits are 

shown in Figure 7-10. Quadratic fits were initially considered and did have better fit coefficients to the data 

(R2 > 0.9985 for quadratic compared to R2 > 0.9675 for logarithmic), however the logarithmic fits were 

preferred since they increase monotonically, and large stresses (> 3.0 MPa) could generate negative values 

of 𝑠(𝜎𝑚) using the quadratic fit. The values for 𝑠1 presented in Table 7-6, corresponding to the parameters 

the Sensitivity Module used, were 1.0 larger than the fit values depicted in Figure 7-10. This additional 

buffer was included to ensure neuron responsiveness in instances where the logarithmic fit underpredicted 

the empirically derived value. 

 

Figure 7-10: The Relation Between Peak Stress, 𝛔𝐦, and a scaling function of peak stress, 𝒔(𝝈𝒎) using the Smoothly 

Interpolated Linear PPT Function. Dots indicate the simulated minimum values of 𝒔(𝝈𝒎) while the solid lines indicate 

quadratic functions fit to the simulated data; The data and fit for the Aδ kernel function are in pale blue, while those for 

the C kernel function are in orange. Note that 𝛔𝐦 = 𝒑 for these data. 
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The term 𝜓𝑁𝑇  varied based on the specific neuron type: Aδ or C; and tissue: skin, annulus, or 

ligament (Table 7-6). The first step involved linearly scaling 𝜓𝑁𝑇 based on the relative concentration of 

PGP9.5 across the three tissues as reported in Chapter 6 (Table 6-4). A second multiplicative factor of 1.042 

was then applied to all Aδ thresholds, to approximate the distributions reported by authors comparing Aδ 

and C fibre thresholds within a subject (Adriaensen et al., 1983; Koltzenburg et al., 1997).  

7.4.2 Synopsis of the Sensitivity Module 
The Sensitivity Module generated three distinct time-varying currents from a single time-varying stress 

input 𝜎(𝑡) that were applied to the Neurological Module:  

1. A nociceptive current 𝐼𝐴𝛿(𝑡) using Equations 7-19 to 7-21 to the Aδ primary afferent neuron 

2. A nociceptive current 𝐼𝐶(𝑡) using Equations 7-19 to 7-21 to the C primary afferent neuron 

3. A non-nociceptive current 𝐼𝐴𝛽(𝑡) using Equation 7-22 to the Aβ primary afferent neuron 

7.5 Neurological Module 
The Neurological Module received the time-varying input currents, 𝐼(𝑡), and used them to propagate action 

potentials through a simplified spinal cord circuit to reach the brainstem. In addition to the stress-derived 

currents from the Sensitivity Module, two additional inputs were converted into currents, each received by 

dedicated neurons: one for the current viscoelastic state of the tissue, represented by the function 𝜁(𝑡), and 

another for the current level of muscle fatigue, represented by the function 𝜙(𝑡). The first draft of the 

Neurological Module, the one used to develop the Sensitivity Module, did not include the viscoelastic state 

nor the muscle fatigue neuron, but retained all other components and features. 

Tables 7-7 and 7-8 contain the connectivity and physical properties of each neuron in the model. The 

values were generated for each iteration of the model and used during Equations 7-23 and 7-24 were used 

to govern the relationship between axon diameter, 𝑑 , in Table 7-8 and conduction velocity, 𝑣 , where 

Equation 7-23 was used for myelinated neurons (Hursh, 1939), and Equation 7-24 was used for 

unmyelinated neurons (Kandel et al., 2013). The connectivity between the primary afferent neurons and 

interneurons in Table 7-7 is based on consolidating common features from Figure 1 in Guo and Hu, (2014), 

Figure 1 in Cordero-Erausquin et al., (2016), and Figure 4 in Braz et al., (2014). The connectivity of the VS 

neuron is inferred from Solomonow, (2012) and the data in Chapter 3, while the connectivity of the FL 

neuron is based on the analgesic pathways outlined in Lima et al., (2017). 

𝑣 = 6𝑑 (7-23) 

𝑣 =
16𝑑 + 20

13
 (7-24) 
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Table 7-7: Neuron Object Labels and Connectivity. Plus signs in parentheses (+) indicate excitatory connections, minus 

signs indicate inhibitory connections (-). Inputs listed as a function of time, 𝒕, are considered excitatory but do not function 

through the same mechanism as another named neuron object. The Brainstem neuron output is a decision algorithm 

described in Section 7.5.4. 

Neuron Acronym Inputs Outputs 

Aβ Primary Afferent Aβ • 𝐼𝐴𝛽(𝑡) 
• VC (+) 

• II (+) 

Aδ Primary Afferent Aδ • 𝐼𝐴𝛿(𝑡) 
• PN (+) 

• II (-) 

C Primary Afferent C • 𝐼𝐶(𝑡) 

• PN (+) 

• II A (-) 

• TI (-) 

Projection Neuron PN 

• Aδ (+) 

• C (+) 

• VC (+) 

• II (-) 

• BN (+) 

Vertical Cell VC 

• Aβ (+) 

• II (-) 

• TI (-) 

• VS (+) 

• PN (+) 

Inhibitory Interneuron II 

• Aβ (+) 

• Aδ (-) 

• C (-) 

• FS (+) 

• PN (-) 

• VC (-) 

Tonic Inhibitor TI 
• 𝐼𝑇𝐼(𝑡) 

• C (-) 
• VC (-) 

Viscoelastic State Neuron VS • 𝜁(𝑡) • VC (+) 

Fatigue Level Neuron FL • 𝜙(𝑡) 
• PN B (-) 

• II (+) 

Brainstem Neuron BN • PN (+) • Λ𝑖 

AThis output could also be inhibited by the FL neuron 

BThis output used a slightly altered inhibitory connection, see Section 7.5.2. 
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Table 7-8: Additional Neuron Properties. Numbers in square brackets indicate an inclusive uniform distribution with the numbers given as the lower and upper bounds, 

respectively. Numbers given with a μ and η indicate the mean and standard deviation of a normal distribution, respectively. Axon lengths and refractory periods are 

derived from Gerstner et al., (2014); axon diameters and activation thresholds are derived from Kandel et al., (2013); see text for input current and conduction velocity 

derivation. 

Property Aβ Aδ C PN VC II TI VS FS BN 

Location Periphery Spinal Cord Periphery Brainstem 

Myelinated Yes No Yes No Yes 

Axon 

Length 
[0.095, 0.102] m 

[0.95, 

1.02] m 
[0.005, 0.040] m 

[0.095, 

0.102] m 
[0.005, 0.040] m 

Axon 

Diameter 
𝜇: 9.0 μm, 

𝜂: 1.5 μm 

𝜇: 3.5 μm, 

𝜂: 1.0 μm 

𝜇: 0.3 μm, 

𝜂: 0.1 μm 

𝜇: 9.0 μm, 

𝜂: 0.5 μm 
𝜇: 7.0 μm, 𝜂: 1.5 μm 

𝜇: 0.3 μm, 

𝜂: 0.1 μm 
𝜇: 7.0 μm, 𝜂: 1.5 μm 

Refractory 

Period  
[5, 7] ms [7, 12] ms [5, 10] ms [7, 12] ms [5, 10] ms 

Activation 

Threshold 
𝜇: 30 mV, 𝜂: 2.5 mV 

Input 

Current  
𝐼𝐴𝛽(𝑡) 𝐼𝐴𝛿(𝑡) 𝐼𝐶(𝑡) 0.0 pA 1.8 pA 𝜁(𝑡) 𝜙(𝑡) 0.0 pA 

Conduction 

Velocity 

Equation 

7-23 7-24 7-23 7-24 7-23 
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7.5.1 Hodgkin-Huxley Neuron Formulation 
Neuron objects were implemented using the Hodgkin-Huxley neuron model (Hodgkin and Huxley, 1952a). 

This model describes the change in membrane voltage based on five parameters: 

1. The existing membrane voltage, 𝑉(𝑡) in mV. 

2. The activation constant of the potassium ion channels, 𝑛, bounded between 0 and 1. 

3. The activation constant of the sodium ion channels, 𝑚,  bounded between 0 and 1. 

4. The inactivation constant of the sodium ion channels, ℎ, bounded between 0 and 1. 

5. The external electrical current applied to the neuronal membrane, or input current 𝐼(𝑡), in pA. 

The model consists of a series of four ordinary differential equations that govern how 𝑉(𝑡), 𝑛, 𝑚, 

and ℎ change with respect to each other over time. 

𝑑𝑉(𝑡)

𝑑𝑡
=

1

𝐶𝑚
[𝐼(𝑡) − (𝐼𝐾(𝑡) + 𝐼𝑁𝑎(𝑡) + 𝐼𝐿(𝑡))] (7-25) 

𝑑𝑛

𝑑𝑡
= 𝛼𝑛(𝑉(𝑡))(1 − 𝑛) − 𝛽𝑛(𝑉(𝑡)) 𝑛 (7-26) 

𝑑𝑚

𝑑𝑡
= 𝛼𝑚(𝑉(𝑡))(1 − 𝑚) − 𝛽𝑚(𝑉(𝑡)) 𝑚 (7-27) 

𝑑ℎ

𝑑𝑡
= 𝛼ℎ(𝑉(𝑡))(1 − ℎ) − 𝛽ℎ(𝑉(𝑡)) ℎ (7-28) 

In Equation 7-25, the change in membrane voltage 𝑉(𝑡) equals the input current 𝐼(𝑡) minus the sum of the 

currents arising from potassium, sodium, and leaky ion channels in the membrane (𝐼𝐾(𝑡), 𝐼𝑁𝑎(𝑡), and 

𝐼𝐿(𝑡)), divided by the membrane capacitance, 𝐶𝑚.  Equations 7-26 through 7-27 all have the same form, 

taking the difference between the product of an “open state” function of the membrane voltage, 𝛼(𝑉(𝑡)), 

and one minus the appropriate ion channel constant, and the product of a “closed state” function of the 

membrane voltage, 𝛽(𝑉(𝑡)), and the appropriate ion channel constant. 

The formula to describe each of the membrane channel currents in Equation 7-25 are shown in 

Equations 7-29 through 7-31. 

𝐼𝐾(𝑡) = 𝑔𝐾 𝑛4 (𝑉(𝑡) − 𝑉𝐾) (7-29) 

𝐼𝑁𝑎(𝑡) = 𝑔𝑁𝑎 𝑚3ℎ (𝑉(𝑡) − 𝑉𝑁𝑎) (7-30) 

𝐼𝐿(𝑡) = 𝑔𝐿(𝑉(𝑡) − 𝑉𝐿) (7-31) 
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Where 𝑔𝐾, 𝑔𝑁𝑎, and 𝑔𝐿 are the membrane conductances in mS/cm2 of the potassium, sodium, and 

leaky ion channels; the terms 𝑉𝐾, 𝑉𝑁𝑎, and 𝑉𝐿 are the equilibrium voltages for each channel in mV. Each of 

these currents increases as the membrane voltage 𝑉(𝑡) gets further away from the equilibrium voltages, or 

when each of 𝑛, 𝑚, or ℎ increase as the membrane conductances are assumed to be constant. 

Unlike the previous equations in this section, the open and closed state functions 𝛼(𝑉(𝑡))  and 

𝛽(𝑉(𝑡)) in Equations 7-32 through 7-37 do not have a standard form or represent physiology but rather are 

fit to conductance and equilibrium voltage data for a given population of neurons. The specific form of 

these functions as listed below describes mammalian pyramidal neurons, adapted to define the resting 

membrane potential as 0 mV instead of the original -65 mV as published (Gerstner et al., 2014). 

𝛼𝑛(𝑉(𝑡)) =
0.02 (𝑉(𝑡) − 40)

1 − exp (−
𝑉(𝑡) − 40

9
)
 

(7-32) 

𝛽𝑛(𝑉(𝑡)) =
−0.002 (𝑉(𝑡) − 40)

1 − exp (
𝑉(𝑡) − 40

9
)
 

(7-33) 

𝛼𝑚(𝑉(𝑡)) =
0.182 (𝑉(𝑡) − 30)

1 − exp (−
𝑉(𝑡) − 30

9
)
 

(7-34) 

𝛽𝑚(𝑉(𝑡)) =
−0.124 (𝑉(𝑡) − 30)

1 − exp (
𝑉(𝑡) − 30

9
)
 

(7-35) 

𝛼ℎ(𝑉(𝑡)) = 0.25 exp (−
𝑉(𝑡) + 25

12
) (7-36) 

𝛽ℎ(𝑉(𝑡)) =  
0.25 exp (

𝑉(𝑡) − 3
6

)

exp (
𝑉(𝑡) + 25

12
)

 (7-37) 

Where exp(𝑥) denotes the natural exponent of 𝑥. 

Table 7-9 lists the initial states of 𝑉(𝑡), 𝑛, 𝑚, and ℎ, while Table 7-10 lists the values and units of 

the membrane conductances and equilibrium voltages. 𝐶𝑚 was set to 1.0 μF/cm, which effectively removes 

it from Equation 7-25. 
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Table 7-9: Initial States for 𝑽(𝒕), 𝒏, 𝒎, and 𝒉. 

Parameter Initial Value 

𝑉0  0.0 

𝑛0  0.10509 

𝑚0  0.04975 

ℎ0  0.62246 

 

Table 7-10: Conductances and Equilibrium Voltages for Each Ion Channel. Conductances taken from Table 2.1 in 

(Gerstner et al., 2014). Original equilibrium voltages 𝑽𝑲 and 𝑽𝑵𝒂 were shifted by +65 mV to allow a resting membrane 

potential of 0 mV, then 𝑽𝑳 was determined analytically to set Equation 7-25 to equal zero given a membrane voltage 𝑽(𝒕) 

of 0 mV and removing the input current term, 𝑰(𝒕). 

Channel Conductance Equilibrium Voltage 

Potassium 𝑔𝐾 = 35.0 mS/cm2 𝑉𝐾 = −12.0 mV 

Sodium 𝑔𝑁𝑎 = 40.0 mS/cm2 𝑉𝑁𝑎 = 120.0 mV 

Leaky 𝑔𝐿 = 0.3 mS/cm2 𝑉𝐿 = −1.056 mV 

 

There are two notes regarding the constants in this section. The first is that they have been derived 

using the millisecond as the base unit of time instead of the second. While the channel conductances can be 

scaled accordingly, the 𝛼 and 𝛽 functions should not undergo this unit transformation without being re-fit. 

Since the present model operates in seconds, this computationally involved converting times from seconds 

into milliseconds to determine the electrical properties before converting back into seconds for the rest of 

the module. The other note is that a dimension analysis will reveal that the solution to Equation 7-25 has 

the units mV/cm instead of mV. This appears to derive from channel conductances in Table 7-10 being 

expressed per unit area (cm2) while the capacitance term 𝐶𝑚 is expressed per unit length (cm). Electrical 

capacitance is frequently expressed per unit area of the capacitor, in this case, the cross-sectional area of 

the channel. The numerical value of 𝐶𝑚 being 1.0 allows a convenient workaround since raising 1.0 to any 

power, including 0.5 which would be needed to rectify the unit misalignment, equals 1.0, and indeed may 

have been a typographical error that never needed to be rectified form the original work (Hodgkin and 

Huxley, 1952a). 

Input Currents 
Input currents to each of the ten neurons are listed in Table 7-8. The primary afferent neurons, Ab, Ad and 

C all had their own unique terms from the Sensitivity Module: 𝐼𝐴𝛽(𝑡), 𝐼𝐴𝛿(𝑡), and 𝐼𝐶(𝑡). The TI neuron, 

activated by 𝐼𝑇𝐼(𝑡), had a constant input current of 1.8 pA (𝐼𝑇𝐼(𝑡) = 1.8 pA) in order to maintain a constant 

firing rate of 32 Hz (Yasaka et al., 2010). The VS and FL neurons had their own dedicated input currents 

𝜁(𝑡) and 𝜙(𝑡) respectively to reflect the different states discussed in Chapter 5. The remaining neurons had 

their 𝐼(𝑡) set to 0 pA.  
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The relationship between firing rate and a tonic value of 𝐼(𝑡)  was empirically determined by 

simulating firing rates to a range of currents from 1 pA to 8 pA (Figure 7-11). The minimum current required 

to generate any tonic firing was 1.26 pA, corresponding to a firing rate of 21 Hz; values of 𝐼𝑒𝑥𝑡(𝑡) greater 

than this threshold were logarithmically related to tonic firing rates, 𝐹𝑇𝑜𝑛𝑖𝑐 (Equation 7-38). 

𝐹𝑇𝑜𝑛𝑖𝑐 = 20.220 ln(𝐼(𝑡) − 0.4091) + 25.502 (7-38) 

 

Figure 7-11: Simulated and Fit Tonic Firing Rates versus External Current for the Given Parameters. The black dots 

indicate individual tonic firing rate simulations using the given current applied continuously for one second, the green solid 

line shows data fit using Equation 7-38. 

Both 𝜁(𝑡)  and 𝜙(𝑡)  were constant 𝐼(𝑡)  functions informed by Equation 7-38, however both 

functions caused additional effects. The mean collagen fibre length term from Table 7-4, 𝜇, was multiplied 

by 1.1 when 𝜁(𝑡) was greater than 1.26 pA, which roughly corresponds to a 10% increase in allowable 

flexion range of motion as measured in Chapter 3. The inhibitory connection between the C and II neurons 

was removed when the mean value of 𝜙(𝑡) exceeded 1.26 pA, representing pre-synaptic inhibition of this 

connection during exercise-induced hypoalgesia (Koltyn et al., 2014; Lemley et al., 2015). 

7.5.2 Neuron-Neuron Interactions 
Equation 7-25 describes how the membrane voltages, 𝑉(𝑡), of the neurons in Table 7-7 change over time. 

Whenever any neuron’s membrane voltage would exceed its activation threshold (Table 7-8), it would 

activate all its outputs (Table 7-7). This entailed waiting a set amount of time based on that neuron’s 

conduction velocity, 𝑣, (Equation 7-23 or 7-24) and its axon length, 𝑙𝑎𝑥𝑜𝑛 (Table 7-8), termed the post-

synaptic potential delay time, or 𝑡𝑃𝑆𝑃𝑑 (Equation 7-39). 
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𝑡𝑃𝑆𝑃𝑑 =
𝑙𝑎𝑥𝑜𝑛

𝑣
 (7-39) 

 

The net result of the fired action potential would be to open the sodium ion channels if excitatory 

(plus sign in Table 7-7) or the potassium ion channels if inhibitory (minus signs in Table 7-7) (Hodgkin 

and Huxley, 1952b). To affect the downstream neurons, a post-synaptic potential equation, 𝑘(𝑡) (Equation 

7-40), was applied to either the sodium activation equation (Equation 7-27) or the potassium activation 

(Equation 7-26) and shifted by the time taken for the action potential to reach its target, 𝑡𝑃𝑆𝑃𝑑. 

𝑘(𝑡) = 𝑘0

exp(𝑘1(𝑡 − 𝑡𝑃𝑆𝑃𝑑) + 𝑘2)

(1 + exp(𝑘3(𝑡 − 𝑡𝑃𝑆𝑃𝑑) + 𝑘4))
 (7-40) 

 

The specific dynamics of 𝑘(𝑡) are dependent on the neurotransmitter the neuron releases (De Biasi 

and Rustioni, 1988; Lu and Perl, 2005, 2003; McCormick, 1989; Yoshimura and Jessell, 1990; Yoshimura 

and Nishi, 1995). The model used glutamate as the excitatory neurotransmitter (El Mestikawy et al., 2011; 

Lu and Perl, 2005; Yasaka et al., 2010; Yoshimura and Jessell, 1990), and GABA (gamma-aminobutyric 

acid) as the inhibitory neurotransmitter (Lu and Perl, 2003; McCormick, 1989; Yasaka et al., 2010; 

Yoshimura and Nishi, 1995). The constants in Table 7-11 were used to generate 𝑘+(𝑡), the excitatory post-

synaptic potential function, and 𝑘−(𝑡), the inhibitory post-synaptic potential function, with the resulting 

waveforms. The constants in Table 7-11 were generated by least-squares fitting 𝑘(𝑡) to the “representative” 

waveforms presented in Figure 1Ab of (Yoshimura and Jessell, 1990) ( 𝑘+(𝑡) ) and Figure 1C of 

(McCormick, 1989) scaled to have a peak amplitude of 1.0, and are depicted in Figure 7-12. 

Table 7-11: Post-Synaptic Potential Function, 𝒌(𝒕), Constants. 

Term 𝒌𝟎 𝒌𝟏 𝒌𝟐 𝒌𝟑 𝒌𝟒 

Excitatory 𝑘+(𝑡) 0.9158 -43 0.65 -820 6.8 

Inhibitory 𝑘−(𝑡) 0.8306 -7.5 0.47 -300 6.7 
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Figure 7-12: The Shapes of the Two Post-Synaptic Potential Functions. The Excitatory shape, 𝒌+(𝒕), is in blue, and the 

inhibitory shape, 𝒌−(𝒕), is in orange. Both waveforms use a delay, 𝒕𝑷𝑺𝑷𝒅, of 0.0 seconds in this figure. 

The implementation of 𝑘+(𝑡) and 𝑘−(𝑡) in the Hodgkin-Huxley Neuron formulation is presented in 

Equations 7-41 and 7-42, which replaced Equations 7-26 and 7-27 respectively. Equation 7-28 was not 

altered. 

𝑑𝑛

𝑑𝑡
= [𝛼𝑛(𝑉(𝑡)) + 𝑠𝑖𝑛ℎ𝑖𝑏𝑖𝑡𝑘−(𝑡)](1 − 𝑛) − 𝛽𝑛(𝑉(𝑡)) 𝑛 (7-41) 

𝑑𝑚

𝑑𝑡
= [𝛼𝑚(𝑉(𝑡)) + 𝑠𝑒𝑥𝑐𝑖𝑡𝑒𝑘+(𝑡)](1 − 𝑚) − 𝛽𝑚(𝑉(𝑡)) 𝑚 (7-42) 

The linear scaling factors 𝑠𝑖𝑛ℎ𝑖𝑏𝑖𝑡 and 𝑠𝑒𝑥𝑐𝑖𝑡𝑒 in Equations 7-41 and 7-42 respectively were set to 0.01 and 

0.08 respectively for all output connections in Table 7-7 except for the FL neuron’s inhibitory output to the 

PN neuron, this used a value of 0.00357. The values for 𝑠𝑖𝑛ℎ𝑖𝑏𝑖𝑡 and 𝑠𝑒𝑥𝑐𝑖𝑡𝑒 were determined in tandem 

with each other using an iterative trial-and-error approach to ensure the following conditions: 

1. In the absence of any inhibitory inputs from 𝑘−(𝑡), an excitatory firing rate of 21 Hz in one pre-

synaptic neuron would trigger a firing rate of 21 Hz in the post-synaptic neuron 

2. In the presence of an inhibitory firing rate of 21 Hz from 𝑘−(𝑡), excitatory firing rate of 21 Hz in 

one pre-synaptic neuron would not trigger any excitatory activity in the post-synaptic neuron 

3. In the presence of an inhibitory firing rate of 21 Hz from 𝑘−(𝑡), an excitatory firing rate of 21 Hz 

in two pre-synaptic neurons would trigger a firing rate of 21 Hz in the post-synaptic neuron 
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In other words, one pre-synaptic excitatory signal will excite its targets, but one pre-synaptic 

inhibitory signal will stop one pre-synaptic excitatory signal from exciting its targets. Given the 

connectivity network in Table 7-7, satisfying these three criteria allowed for the following Neurological 

Module behaviours. 

Scenario 1: For low stresses where only the Aβ neuron will fire action potentials 
• The Aβ neuron will send excitatory signals to the VC and II neurons. 

• The VC is under steady inhibition from the TI neuron and will not respond to the Aβ neuron’s 

excitatory inputs. 

• The II neuron will get excited, which will inhibit the VC and PN neurons. The VC now has two 

pre-synaptic inhibitory signals, meaning a second excitatory signal beyond the one already 

provided by the Aβ neuron will still not activate the VC. The PN neuron has one inhibitory input, 

which will cancel out one excitatory input if one existed, effectively “closing the gate” in the 

Gate Control/Neuromatrix framework (Braz et al., 2014; Melzack, 1999). 

Scenario 2: For stresses applied at a high rate such that the Aβ and Aδ neurons are 

activated at the same frequency, but the C neuron is not activated 
• The Aβ neuron will excite the VC and II neurons as above, but the Aδ neuron will also excite the 

PN and inhibit the II neuron. 

• The slower Aδ neuron signals will first hit an inhibited PN neuron, initially sending no signal to 

the BN neuron, however, since the Aδ neuron will also inhibit the II neuron, the II will not be 

able to inhibit the PN, allowing the Aδ neuron to activate the PN neuron. 

Scenario 3: For stresses applied at a low rate such that the Aβ and C neurons are activated 

at the same frequency, but the Aδ neuron is not activated 
• The Aβ neuron will excite the VC and II neurons as above, and C neuron will excite the PN and 

by inhibiting the II neuron as the Aδ neuron did, but the C neuron will also inhibit the TI neuron. 

• Inhibiting both the TI and II neurons means the Aβ neuron can excite the VC neuron, leading to 

the PN and BN neurons being further excited. 

• The slower decaying but smaller amplitude 𝐼(𝑡) function means the C neuron’s firing rate will 

persist for longer but be at a lower peak frequency than when just the Aβ and Aδ neurons were 

activated, causing a “slow pain” sensation relative to the Aδ neuron’s “fast[er] pain” (Basbaum et 

al., 2009; Julius and Basbaum, 2001). 

Scenario 4: For stresses activating all three primary afferent neurons 
• The Aβ neuron will excite the VC and II neurons, then the Aδ neuron will excite the PN and 

inhibit the II neuron, and lastly the C neuron will excite the PN and inhibit the II and TI neurons. 

• The Aδ-neuron mechanism of removing the II inhibition on PN occurs first, but the PN’s activity 

is then compounded by the C-neuron mechanism of removing TI inhibition from the VC, giving 

the PN three effective excitatory signals: one from the Aδ neuron, one from the C neuron, and 

one from the VC neuron. 

Scenario 5: When the VS neuron is active 
• Low stresses will not generate any activity in the BN neuron despite the additional excitatory 

input on the VC neuron from the VS neuron since the VC neuron will have two inhibitory signals, 

one from the II and one from the TI. 
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• The Aδ or C neuron mechanisms will occur at similar thresholds but will elicit greater PN activity 

since the VC has an additional excitatory input. 

Scenario 6: When the FL neuron is active 
• An additional layer of inhibition is applied to the PN and VC from the II, and a second layer of 

inhibition is directly applied to the PN neuron. 

• The Aδ and C neurons must both be highly active and the Aβ neuron’s firing rate must be 

saturated due to its 𝐼𝐴𝛽(𝑡) function for the PN neuron to excite the BN neuron. 

While these scenarios were derived assuming all inputs fired at a frequency of 21 Hz for a fixed 

duration, the ability for a neuron to activate another neuron is firing-rate dependent. Although one inhibitory 

input cancels out one excitatory input when both occur at 21 Hz, the excitatory input can still “break 

through” the inhibitory input if the excitatory input has a sufficiently high frequency. The inhibitory 

function 𝑘−(𝑡) also sums more quickly than 𝑘+(𝑡) at higher rates due to its slower decay even after 

applying the correction factor 𝑠. This means that an inhibitory input may still cancel an excitatory input 

even if the excitatory input has a higher frequency. 

7.5.3 Implementation of the Neurological Module over Time 
The neurons in the Neurological Module excite or inhibit other neurons using the connectivity in Table 7-

7 and the properties in Table 7-8. Each neuron’s membrane potential 𝑉(𝑡) was governed by Equations 7-

25, 7-28, 7-41, and 7-42, as well as the input functions 𝐼𝐴𝛽(𝑡), 𝐼𝐴𝛿(𝑡), 𝐼𝐶(𝑡), 𝜁(𝑡), and 𝜙(𝑡). Each of these 

time-varying inputs were 10 seconds in length and were divided into 50001 time-steps. The subscript 𝑞 is 

used to count time-steps. 

When a neuron’s membrane potential exceeded its activation thresholds in Table 7-8, Equation 7-40 

was used to update Equations 7-41 and 7-42, which then fed back into Equation 7-25. This system of 

equations was iterated through with each time-step of the model and solved using a Forward Newton-Euler 

Approximation (Equation 7-43). This approach was chosen over a more accurate solving method, like a 

Runge-Kutta 45 solver, in favour of the Forward Newton-Euler’s computation speed. Additionally, 

optimized solvers such as the odeint function in the scipy package in Python were avoided since 

Equations 7-41 and 7-42 needed to respond to the post-synaptic potential function (Equation 7-40) before 

a full solution could be implanted. Using these optimized solvers would have required too many function 

calls to warrant any computational savings, or would have necessitated re-running the entire Neurological 

Module after each action potential was fired. 

𝑦𝑞+1(𝑡) = 𝑦𝑞(𝑡) + 𝑦𝑞
′(𝑡)∆𝑡  (7-43) 

For any time-varying function, 𝑦(𝑡), with a known first derivative with respect to time, 𝑦′(𝑡), the next 

instance of 𝑦(𝑡), 𝑦𝑞+1 will equal the sum of the current instance of 𝑦(𝑡), 𝑦𝑞(𝑡), with the product of the 

derivative at the 𝑞th time point 𝑦𝑞
′(𝑡) and the time between the 𝑞th and 𝑞 + 1 time point, ∆𝑡. Although the 

Neurological Module’s time-resolution was reasonably high, ∆𝑡 = 0.0002 s, an additional intermediate step 

was taken to ensure the numerical stability of Equation 7-25.  
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𝑦𝑞+(𝑡) = 𝑦𝑞(𝑡) +
𝑦𝑞

′(𝑡)∆𝑡

2
 (7-44) 

𝑦𝑞+1(𝑡) = 𝑦𝑞+(𝑡) +
𝑦𝑞+

′ (𝑡)∆𝑡

2
 (7-45) 

The intermediate step in Equations 7-44 and 7-45 is indicated with the subscript 𝑞+. While no values at 

these intermediate time points were used to fire action potentials using Equation 7-40, the values of 𝑉(𝑡), 

𝑛, 𝑚, and ℎ, and their derivatives (Equations 7-25, 7-28, 7-41, and 7-42) were computed at these times. 

The computation done for the 𝑞th time-step of the Neurological Module were as follows: 

1. The refractory period counter for each neuron was decreased by ∆𝑡 if it was non-zero. 

2. The Hodgkin-Huxley series of ordinary differential equations, 7-25, 7-28, 7-41, and 7-42 were 

solved using the two-part Newton-Euler Approximation in Equations 7-44 and 7-45. 

3. Each neuron was checked to see if it had fired an action potential: The neuron’s current 

membrane voltage, 𝑉𝑞(𝑡) needed to exceed its activation threshold generated from Table 7-8 and 

its refractory period counter needed to equal zero. 

a. If both requirements were met, an action potential was sent to each of that neuron’s 

targets, as indicated in the “Outputs” column of Table 7-7, and that neuron’s refractory 

counter was set to equal its refractory period. 

b. To send an action potential, the post-synaptic potential function (7-40), was called as 

𝑘(𝑡 − 𝑡𝑞), to be scaled by the appropriate scaling constant based on whether that output 

was excitatory (𝑠𝑒𝑥𝑐𝑖𝑡𝑒) or inhibitory (𝑠𝑖𝑛ℎ𝑖𝑏𝑖𝑡). 

4. The above steps were repeated for the 𝑞 + 1 time point until reaching the end of the inputted 𝐼(𝑡) 

data. 

As an additional note on step 3b. The function 𝑘(𝑡) already contains a built-in time-shifting term: 

𝑡𝑃𝑆𝑃𝑑, however 𝑡𝑃𝑆𝑃𝑑 only represents the delay that arises from action potentials having a finite conduction 

velocity. Including the second shifting term, 𝑡𝑞, is necessary to represent the time at which the action 

potential was triggered. 

7.5.4 Brainstem Decision Algorithm 
The following criteria were evaluated to determine whether a stress profile 𝜎(𝑡) elicited nociceptive neural 

activity:  

• Did an action potential train lasting at least 500 milliseconds occur in the BN neuron? 

• Was the peak firing rate of that action potential train greater than 21 Hz? 

An action potential train was defined as a set of consecutive action potentials whose peaks are no 

further than 200 milliseconds apart from each other. A peak firing rate of at least 21 Hz for at least 500 

milliseconds was required as the minimum neural activity required to register an Exposure and its associated 

stress profile as being nociceptive. Twenty-one was chosen since it was the minimum firing frequency that 

could be generated via external current (Figure 7-11), and 500 milliseconds being a conservative estimate 

of the time needed to translate sensory information into a perception (Libet et al., 1991).  
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This decision process was implemented for each of the 100 iterations. The output was a Boolean list 

of length 100, Λ, where the iteration-specific PPT, 𝑝𝑖, had its own specific decision, Λ𝑖. The percentage of 

Λ that was True was considered the percentage of people who would generate nociceptive activity from 

that Exposure, this was labelled using Λ%. 

7.6 Running the Model 
This section lists the major steps and sequence of events taken when the model was run and is intended to 

give a post-description synopsis. The sequence of events is also graphically depicted in Figure 7-1. 

1. The user selects an Exposure from Table 7-1, then indicates a viable tissue corresponding to that 

Exposure. Values for 𝜁(𝑡) and 𝜙(𝑡) are selected to indicate the current viscoelastic and fatigue 

states respectively of the person experiencing that Exposure. 

2. A 𝜎(𝑡) profile for the specific Exposure-Tissue combination was generated from 𝑡 = 0s to 𝑡 = 10s 

with a time step, ∆𝑡, of 0.0002 s using one of Equations 7-1, 7-14, or 7-15; other fixed values 

necessary to generate 𝜎(𝑡), such as 𝑝0, were selected or drawn from the appropriate table (Table 

7-4, or 7-5). 

3. One hundred PPT values were generated using Equation 5-15 from Chapter 5. 

4. The Sensitivity Module relied on Equations 7-19 and 7-22, using the constants in Table 7-6. This 

process was computationally inexpensive, taking approximately 0.5 seconds to convert a 𝜎(𝑡) 

into three 𝐼(𝑡) functions for each iteration. 

5. Specific neuron object properties were generated using the values and distributions in Table 7-8 

and computed using Equations 7-23 and 7-24. 

6. The Neurological Module computed the time-varying membrane voltages, 𝑉(𝑡), for each neuron 

iterating through all values of 𝑡 (Section 7.5.3). 

7. The decision algorithm determined the value of Λ𝑖 to either be True or False. 

8. All iterations of 𝑝𝑖 were then evaluated by repeating Steps 4 through 7 to compute Λ%. 

The model was run in two stages. First, PPT exposures were used to determine the effects of 𝜁(𝑡) 

and 𝜙(𝑡), since the model was built under the assumption that all PPT exposures would elicit nociceptive 

activity in the absence of these two inputs: Λ% ≡ 100% in those instances (Section 7.6.1). Second, four 

scenarios were run for each of the six remaining Tissue-Exposure combinations (𝜎𝐹𝑙𝑒𝑥(𝑡), 𝜎𝐹𝑎𝑖𝑙(𝑡), and 

𝜎𝐹𝑎𝑖𝑙10(𝑡); each for Annulus and Ligament tissues) using representative 𝜁(𝑡) and 𝜙(𝑡) values from the first 

stage: 

1. No input from 𝜁(𝑡) or 𝜙(𝑡), reflecting no prior exposure. (Base) 

2. Input from 𝜁(𝑡) but not 𝜙(𝑡), which would follow a non-fatiguing task that generated viscoelastic 

creep such as prolonged lumbar spine flexion (Howarth et al., 2013a; Shin and Mirka, 2007; 

Toosizadeh and Nussbaum, 2013). (Viscoelastic) 

3. Input from 𝜙(𝑡) but not 𝜁(𝑡), which would follow a fatiguing task that did not generate lumbar 

spine viscoelastic creep such as moderate to high intensity exercise (Kennedy et al., 2015; Taylor 

et al., 2000). (Muscle Use) 

4. Input from both 𝜁(𝑡) and 𝜙(𝑡), which would follow a task that generate muscle fatigue and 

lumbar spine creep such as repetitive lifting (Claude et al., 2003; Toosizadeh and Nussbaum, 

2013; Yang et al., 2011). (Combined) 
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7.6.1 Deriving 𝜁(𝑡) and 𝜙(𝑡) 
The viscoelastic input 𝜁(𝑡) was first derived by finding the maximum tonic current that would not alter the 

peak stress needed to elicit a PPT response during the PPT exposure. This criterion reflects the prolonged 

flexion exposure from Chapter 3 that did not change PPTs. Implementation-wise, this was done by iterating 

through values of 𝜁(𝑡) by increments of 0.1 pA until a 𝜎𝑃𝑃𝑇(𝑡) waveform set to a peak stress of 90% of the 

generated sensitivity 𝑝, generated a Λ% that exceeded 0.05. This should reflect a value of 𝜁(𝑡) that could 

change up to 5% of PPTs by at least 10%, reflecting some individual variation but not a consistent enough 

effect to modify population-wide characteristics.  

 Once a value of 𝜁(𝑡) was determined, the value for 𝜙(𝑡) was derived first by taking the mean 

percentage increase in PPTs between the Pre and Post 10 time points in Chapter 4, 13.6%, and iterating 

through values of 𝜙(𝑡) until it effectively increased simulated PPTs by this amount. This involved iterating 

through values of 𝜙(𝑡) in increments of 0.1 pA, and determining the minimum percentage increase in 

applied stress, needed to keep Λ% at 1 for that value of 𝜙(𝑡). The value of 𝜙(𝑡) that kept the percentage 

increase closest to 13.6% was selected for other simulations. This was conducted while holding 𝜁(𝑡) at the 

previously determined value since Chapter 4 reflects an exposure where both 𝜁(𝑡) (viscoelastic) and 𝜙(𝑡) 

(exercise/fatigue) would be in effect. 

7.7 Model Results 
A single iteration of the model, the time taken to generate a single value of Λ𝑖 for a 10 second trial, took 

between 78 and 137 seconds, with an average runtime of 10,107 seconds (2 hours, 48 minutes, and 27 

seconds) needed to generate a single value of Λ% on a personal computer with a 2.1 GHz processor with 

8.0 GB of RAM. Most of this time was spent evaluating the Hodgkin-Huxley system of ordinary differential 

equations in Sections 7.5.1 and 7.5.2, and longer runtimes were correlated with a larger total number of 

action potentials. Sample membrane voltages for PPT exposures are shown in Figures 7-13 through 7-15. 

The values for 𝜁(𝑡) and 𝜙(𝑡) were derived to be 12.1 and 9.8 pA respectively, corresponding to tonic 

firing rates of 75.2 and 70.8 Hz. Incorporating 𝜁(𝑡) increased the peak firing rates of BN neurons for which 

Λ𝑖 was True by 4.2 Hz but did not alter BN activity in instances when Λ𝑖 was False. No stable value of 

𝜙(𝑡) was found that could afford a 13.6% increase in PPTs across the entire distribution, the desensitizing 

effects of 𝜙(𝑡) became asymptotic starting at values of 9.8 pA for a 𝜁(𝑡) of 12.1 pA; which effectively 

increased PPTs by 12.1% across the entire distribution. While 𝜁(𝑡)had uniform effects across mechanical 

sensitivities, 𝑝 , 𝜙(𝑡) disproportionately affected smaller values of 𝑝𝑖 , a trend not seen experimentally 

(Figure 7-16). 

The model predicted a Λ% of either 0% or 100% for all baseline exposures except for the 𝜎𝐹𝑎𝑖𝑙10(𝑡) 

exposure in AF tissues (Table 7-12). Incorporating 𝜁(𝑡) only resulted in minor changes to Λ%, and only if 

Λ% did not equal zero or one. Incorporating 𝜙(𝑡) had a dramatic effect on Λ% for the 𝜎𝑃𝑃𝑇(𝑡) exposure in 

skin and the 𝜎𝐹𝑎𝑖𝑙10(𝑡) exposure in AF tissues, decreasing the value of Λ%  by 70% or more for these 

exposures; 𝜙(𝑡) did slightly reduce Λ% in the SILC’s 𝜎𝐹𝑎𝑖𝑙(𝑡) condition, but did not alter Λ% for any other 

tissue-exposure combinations. There were no observable interaction effects when 𝜁(𝑡) and 𝜙(𝑡) were both 

in effect beyond the changes occurring when only 𝜙(𝑡) was in effect. 
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Figure 7-13: Neuron Membrane Voltages during a Base PPT Exposure. The vertical dashed black lines indicate the time of 

peak stress in 𝝈(𝒕). The Viscoelastic and Fatigue Neurons are not pictured since both 𝜻(𝒕) and 𝝓(𝒕) were set to zero. See 

Table 7-7 for Abbreviations. This Exposure had a 𝚲𝒊 of True since the BN Neuron had an action potential train lasting for 

at least 500 ms that had a peak firing rate that exceeded 21 Hz.  
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Figure 7-14: Neuron Membrane Voltages Being Influenced by 𝜻(𝒕). The vertical dashed black lines indicate the time of 

peak stress in 𝝈(𝒕); see Table 7-7 for abbreviations. The unshaded plots on the left use no input for 𝜻(𝒕), while the shaded 

plots on the right use the default 𝜻(𝒕) of 12.1 pA. The main effect of the VS neuron can be seen in the earlier onset and 

longer duration of the VC neuron’s action potential train. This did not appreciably change when the BN action potential 

train starts or finishes but did increase the BN neuron’s peak firing rate. Both stacks returned a 𝚲𝒊 of True. 
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Figure 7-15: Neuron Membrane Voltages Being Influenced by 𝝓(𝒕). The vertical dashed black lines indicate the time of 

peak stress in 𝝈(𝒕); see Table 7-7 for abbreviations. The unshaded plots on the left use no input for 𝝓(𝒕), while the shaded 

plots on the right use the default 𝝓(𝒕) of 9.8 pA. The main effect of the FL neuron can be seen by inhibiting the PN neuron 

through direct and indirect mechanisms. The left, unshaded stack returned a 𝚲𝒊 of True; the right shaded stack returned 

a 𝚲𝒊 of False since the activity in the BN neuron did not generate an action potential train. 
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Figure 7-16: The Relationship between Mechanical Sensitivity Percentile and the Percent Change in PPTs following the 

Exposures in Chapters 3 and 4. In simulating Chapter 3 data (Panel A: 𝜻(𝒕) = 𝟏𝟐. 𝟏 pA; 𝝓(𝒕) = 𝟎. 𝟎 pA), neither the 

experimental (black dots) nor simulated data (green plus symbols) show any relation between the change in PPT and the 

mechanical sensitivity percentile (R2 < 0.015). In simulating Chapter 4 data (Panel B: 𝜻(𝒕) = 𝟏𝟐. 𝟏 pA; 𝝓(𝒕) = 𝟗. 𝟖 pA), the 

experimental data does not show a relationship between mechanical sensitivity percentile and change in PPT (R2 = 0.038), 

but the simulated data indicate the percent change is a logarithmic function of mechanical sensitivity (R2 = 0.902). 
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Table 7-12: Predicted Nociceptive Likelihoods, 𝚲%, for each Tissue-Exposure Combination. Base refers to both 𝜻(𝒕) and 

𝝓(𝒕) being set to zero; Viscoelastic used 𝜻(𝒕) = 𝟏𝟐. 𝟏 pA and 𝝓(𝒕) = 𝟎 pA; Muscle Use used 𝜻(𝒕) = 𝟎 pA and 𝝓(𝒕) = 𝟗. 𝟖 

pA; and Combined used 𝜻(𝒕) = 𝟏𝟐. 𝟏 pA and 𝝓(𝒕) = 𝟗. 𝟖 pA. 

Tissue Exposure Base Viscoelastic Muscle Use Combined 

Skin 𝜎𝑃𝑃𝑇(𝑡)  100% 100% 0% 0% 

AF 

𝜎𝐹𝑙𝑒𝑥(𝑡)  0% 0% 0% 0% 

𝜎𝐹𝑎𝑖𝑙(𝑡)  0% 0% 0% 0% 

𝜎𝐹𝑎𝑖𝑙10(𝑡)  88% 81% 9% 10% 

SILC 

𝜎𝐹𝑙𝑒𝑥(𝑡)  0% 0% 0% 0% 

𝜎𝐹𝑎𝑖𝑙(𝑡)  100% 100% 98% 98% 

𝜎𝐹𝑎𝑖𝑙10(𝑡)  100% 100% 100% 100% 

 

7.8 Discussion 
A model was developed that predicts the likelihood a given tissue stress profile would generate nociceptive 

neural activity in the central nervous system and was tested for three different exposures: a PPT assessment, 

a flexion range of motion test, and tissue failure. The model included potential effects of viscoelasticity and 

physical activity, and while the former had little functional outcome on the model’s predictions, the latter 

was influential for exposures with peak stresses falling close to or within the range of mechanical 

sensitivities. The data appears to support all our hypotheses: there were no instances of nociceptive activity 

generated in any flexion exposures (4a), the nociceptive likelihoods, Λ%, were higher for SILC failure than 

AF failure (4b), the presence of 𝜙(𝑡) did reduce Λ%, albeit potentially not as substantially as the data in 

Chapter 4 suggests it should (4c), and the presence of 𝜁(𝑡) did alter peak firing rates without influencing 

Λ% (4d).  

One of the major predictions from the model is that dependent on the peak stresses achieved, between 

12% (Fail10 condition) and 99.9% (Fail condition) of participants would not generate any nociceptive 

neural activity in their brainstems under AF failure. While this appears to counter-indicate the high 

prevalence of discogenic low back pain (Andersson, 1999; Balagué et al., 2012; Hoy et al., 2012; Verrills 

et al., 2015), it may offer an initially unintuitive explanation for it. The current practice to confirm disc 

damage or disease as a source of low back pain is to image the disc for evidence of physical disruption 

(Braithwaite et al., 1998; Carragee et al., 2005; Verrills et al., 2015). If the AF can rupture without 

generating any nociceptive neural activity, it would increase the percentage of cases that do generate 

nociceptive neural activity that show tissue damage on medical images. The phenomenon of discogenic 

low back pain often being referred to the lower limb is believed to be a result of disc materials compressing 

the spinal cord (Deyo and Mirza, 2016), which can only occur is the AF has already failed (Newell et al., 

2017). One meta-analysis predicted that approximately 11.1% of individuals with annular fissures were 

asymptomatic for low back pain, which aligns with the Λ% of 88% (representing ~12% asymptomatic) in 

the AF-𝜎𝐹𝑎𝑖𝑙10(𝑡) condition (Brinjikji et al., 2015). The failure stress profile used represents an acute 

loading scenario, while the etiology of most discogenic low back pain involves more chronic injury 



119 

 

mechanisms, which frequently fail AF tissues at lower peak stresses than acute loading scenarios (Callaghan 

and McGill, 2001; Deyo and Mirza, 2016; Gooyers et al., 2015; Parkinson and Callaghan, 2009); it is 

probable that Λ% would be reduced further in simulating chronic AF failure. Most of this is predicated on 

the very low innervation ratios for AF tissues, as indicated by 𝜓𝑁𝑇 in Table 7-6, which derives from a small 

sample of cadaveric tissues (Chapter 6). The stark effects of 𝜓𝑁𝑇 can be seen in comparing the SILC Fail 

condition with the AF Fail10 condition. The peak stress of the SILC Fail condition is one-third that of the 

AF Fail10 condition, with comparable rates of stress development. However, the highly innervated SILC 

tissues cause Λ% to consistently be close to one in the lower stress Fail scenario while the AF Fail10 Λ% is 

less than one. It is possible that the data in Chapter 6 provide an underestimate of an appropriate value of 

𝜓𝑁𝑇 for AF tissues, or that 𝜓𝑁𝑇 does not scale linearly with total nerve density, both of which could either 

increase or decrease the predicted Λ%. Besides 𝜓𝑁𝑇, another potential source of error is the derivation of 

Equation 5-15, used to generate mechanical sensitivities. Other datasets of low back mechanical sensitivity 

testing have values that are approximately one-half of the sensitivities used to inform this model (Imamura 

et al., 2013; Lacourt et al., 2012). Decreasing the mechanical sensitivity, 𝑝𝑖, by a factor of 2 to match these 

distributions would double 𝐼(𝑡) based on equation 7-19. This change would likely increase the AF Fail10 

Λ% to 1.0 but would still likely keep the Λ% for the Fail scenario below 1.0. The difference between the 

peak stresses of the AF Fail and Fail10 scenarios are a factor of 10, which would keep the AF Fail Λ% in a 

hypothetically shifted mechanical sensitivity distribution above the AF Fail10 Λ% with the unshifted 

distribution since the scaling function 𝑠(𝜎𝑀) is a natural logarithmic function and ln(10) ~2.5. All this 

assumes an acute loading scenario, which has much larger peak stresses than chronic loading scenarios as 

discussed above. In taking both the potential error in estimating 𝜓𝑁𝑇 and the potential overestimation of 

mechanical sensitivities, the sparse innervation and relatively low failure stresses compared to ligamentous 

tissues render the AF less likely to generate nociceptive neural activity than other tissues in the low back. 

There could be improvements in implementing both 𝜁(𝑡) and 𝜙(𝑡). While the overall shift in PPTs 

were similar between the simulated (+12.1%) and experimental data (+13.6%), the simulated effects of 

𝜙(𝑡) showed a sensitivity dependency that did not match the experimental data. Specifically, the relative 

effects of 𝜙(𝑡) were underestimated at larger applied stresses, and the variability of both 𝜙(𝑡) and 𝜁(𝑡) 

effects were substantially less than indicated by the raw data (Figure 7-16). A potential avenue to alter this 

sensitivity-dependency of 𝜙(𝑡) would be to increase the value of 𝑠𝑒𝑥𝑐𝑖𝑡𝑒 in Equation 7-42 for the FL-II 

interaction and adjust the FL-PN inhibition accordingly. However, the high firing rates of the FL neuron (> 

70 Hz) and the time course of the excitatory post-synaptic potential function, 𝑘+(𝑡), causes the sodium 

activation constant, 𝑚, to stay at its maximum value of 1.0 with the existing value of 𝑠𝑒𝑥𝑐𝑖𝑡𝑒 (0.08) for firing 

rates at around 70 Hz. This was likely the reason no additional effects were seen by increasing 𝜙(𝑡) beyond 

9.8 pA. A similar rationale could be applied to 𝜁(𝑡), only the saturation point of the sodium inactivation 

constant, 𝑛, occurs at a higher firing rate than 70 Hz since the value of 𝑠𝑖𝑛ℎ𝑖𝑏𝑖𝑡 was much lower (0.01) than 

𝑠𝑒𝑥𝑐𝑖𝑡𝑒 (0.08). The limiting factor for a maximum value of 𝜁(𝑡) would be the VS neuron’s 𝐼(𝑡) function 

rather than its ability to activate its target, the VC neuron, also because of this difference in 𝑠𝑒𝑥𝑐𝑖𝑡𝑒 and 

𝑠𝑖𝑛ℎ𝑖𝑏𝑖𝑡. A solution to address the lack of variability would be to introduce a stochastic element to 𝑠𝑒𝑥𝑐𝑖𝑡𝑒 

and 𝑠𝑖𝑛ℎ𝑖𝑏𝑖𝑡 exclusive to the VS and FL outputs. This change would be feasible in later iterations; however, 

it was not necessary for the scope of the current model which focused on the overall effects on Λ%. Although 

𝜁(𝑡) did alter the mechanical properties through 𝜇 to match creep effects in Chapter 3, the stress-relaxation 

test from Appendix E did not appear to cause any appreciable change in any of the three load-displacement 

constants (𝑘, 𝜂, and 𝜇). Any expected change to these constants following a creep- or stress relaxation-
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generating exposure should decrease the stress for a given strain by decreasing 𝑘 or increasing 𝜇 (Fung, 

1994; Provenzano et al., 2001). Thus, with 𝜁(𝑡)  presently coupled to 𝜇  decreased Λ%  relative to a 

simplified model that would ignore these effects, which may have resulted in more liberal estimates of the 

effects of 𝜁(𝑡). Despite the potential overestimation, 𝜁(𝑡) had minimal effects on most predictions of Λ%. 

The most noticeable effects of 𝜁(𝑡) were a 9% decrease for the AF 𝜎𝐹𝑎𝑖𝑙10(𝑡) “Viscoelastic” state relative 

to the “Base” state, which was roughly one-seventh of the effects of 𝜙(𝑡) for that same tissue-exposure 

combination. Although the effects of 𝜙(𝑡) were potentially underestimated and the effects of 𝜁(𝑡) were 

potentially overestimated, this model provides a first step in quantifying the magnitude of these two 

considerations following lumbar spine flexion exposures. 

The usefulness of model predictions are highly dependent on model validity (Lewandowski, 1982). 

The current validation process involved either taking components that have been previously shown to be 

valid in their respective domains, such as those used to predict membrane voltages (Gerstner et al., 2014; 

Hodgkin and Huxley, 1952a) and generate 𝜎(𝑡) profiles (Barrett and Callaghan, 2018). However, the major 

process implemented here that required validation was the Sensitivity Module, specifically Equation 7-19. 

While the authors who initially derived Equation 7-20 had a mechanistic basis for doing so, allowing it to 

be applied more liberally than a purely predictive approach, it was grounded in non-nociceptive neural 

activity, not nociceptive neural activity (Gerling et al., 2018). The validation process used presently was to 

take the PPT data from Chapters 3 and 4 that reflected a base state (𝜁(𝑡) = 𝜙(𝑡) = 0) and derive a scaling 

factor, 𝑠(𝜎𝑀), to have the model predict PPT data with 100% accuracy. Whether this procedure was the 

most appropriate or not, the peak stresses applied during this derivation procedure were around 2.0 MPa, 

while the peak stresses the model intended to evaluate were up to 10 times greater in the Fail10 condition. 

The estimates of the Fail10 condition, where stresses exceeded those the Sensitivity Module was tested 

against should be interpreted with caution. While a logarithmic relationship was assumed for 𝑠(𝜎𝑀) 

(Equation 7-21), the shape may be sigmoidal, asymptotic (like Equation 5-17), linear, or some other shape, 

all with the potential to affect Λ% through 𝐼(𝑡). Perhaps the mechanical sensitivity-dependence on 𝜙(𝑡) 

illustrated in Figure 7-16 could be evidence that a logarithmic relationship was too steep, or that peak stress 

(𝜎𝑀) was not the optimal variable to input into this function. Another facet of the Sensitivity Module that 

influenced model predictions was the shape of the kernel function, 𝛾(𝑡). While the weighting of the three 

phases in the decay function were arbitrarily chosen to give C-fibres differential sensitivity to the time-

derivative of tissue stress (Treede et al., 2002), they were done so before validating the Sensitivity Module 

against PPT data and could be accounted for in an ideal scaling function 𝑠(𝜎𝑀). Even for exposures with 

stress profiles within the validation range of the PPT exposures, a major concern for the Sensitivity Module 

was the rate of stress application. The PPTs exposures had controlled, fixed stress-derivatives, while the 

Flex and Fail exposures had more variable rates of stress increase and decrease. One method to generate 

these data would have been to collect PPT data at more variable stress (pressure) rates, although this effect 

may be minimal relative to the existing variability of PPTs since studies with high (~0.5 MPa/s) and low 

rates (~0.05 MPa/s) of pressure application have similar PPT values for similar sites in similar populations 

to each other (Chesterton et al., 2003; Finocchietti et al., 2011; Petrini et al., 2015). 

While there were stochastic elements in generating mechanical sensitivities and the Neurological 

Module, the remainder of the model was deterministic. The main purpose of including any stochastic 

elements was to account for interpersonal variability; while this was explicitly done through PPT 

distributions, the variation in neuron properties may have also accomplished this goal. The variation in 

neuron properties in Table 7-8 was likely primarily responsible for the variation seen in the simulated data 
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points in Figure 7-16 and could obscure how 𝜁(𝑡) affected Λ% since the viscoelastic effects were developed 

to have a more subtle effect on model outputs. Including neuron property variability was intended to make 

the model more biofidelic, since classes of neurons do not have homogenous properties (Gerstner et al., 

2014; Kandel et al., 2013). While this variation may be able to be ignored in the future, there are minimal 

benefits to doing so since it would be a minor simplification with minimal computational savings. The 

mechanical side of the model was kept deterministic for two reasons: one being that there was a limited 

sample to generate distributions from, and the other to only model extreme exposures. The exposures were 

selected to represent exposures that are known to not generate nociceptive activity (normal range of motion) 

and exposures with the maximum likelihood of generating nociceptive activity (tissue failure) to provide 

face validity to the model (Lewandowski, 1982). While the data exist to model this distribution, including 

that additional variability greatly expands the solution space and would necessitate more iterations to arrive 

on a value of Λ% arising from more possible combinations. Including variability in mechanical properties 

would likely make the predictions more relevant since there is substantial variability in tissue properties 

(Howarth and Callaghan, 2012; Mattucci et al., 2013; Troyer et al., 2012), intervertebral flexion angles 

(Breen et al., 2019; De Carvalho et al., 2010; Fairbank et al., 2011; Galbusera et al., 2021; Harvey et al., 

2016; Mellor et al., 2014; Viggiani et al., 2017), and tissue failure tolerances (Bass et al., 2007; Gooyers et 

al., 2015; Gregory and Callaghan, 2011; Isaacs et al., 2014; Weidenbaum et al., 1995) among others. 

However, this model primarily aimed to evaluate the effects of sensitivity, and the additional inclusion of 

variation in stiffness, failure tolerance, and other properties would cloud any effects through the increased 

randomness at a very steep computational penalty. 

 A multiscale model that predicts nociceptive neural activity in the brainstem from a one-

dimensional stress profile was presented in this chapter. The model was developed using PPT distributions, 

immunohistology data, and mechanical testing in conjunction with variants on existing models of 

neurological sensitivity and electrophysiology. One major prediction is that it would be unlikely for 

nociceptive signals to originate from AF tissues. This is a combination of the relatively low failure stresses 

and low innervation density of the AF relative to the surrounding tissues.   
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Chapter 8 – Conclusions 

The overall purpose of this thesis was to develop a more complete understanding of how lumbar spine 

flexion can influence the development of low back pain. The path taken to achieve this purpose was to first 

determine how flexion altered mechanical sensitivity, and then to simulate what those alterations could do 

to exposures often associated with low back pain. Chapters 1 and 2 provided a perspective on the scope of 

this problem and relevant literature, ending with a set of four outstanding problems. Chapters 3 and 4 

provided data on how mechanical sensitivity was altered by in two types of flexion exposures, summarized 

in Chapter 5 as the interaction of two systems: one specifically related to creep effects and a second that 

reflects the muscular activity required to move a person into and out of flexed postures. Chapter 6 presents 

anatomical data measured to inform the model presented in Chapter 7 capable of simulating extreme 

exposures and determining the nociceptive neural activity that could shape low back pain. 

At the start of the thesis, the theoretical understanding was that some facet of lumbar spine flexion 

altered ascending neural activity which was used in a modulatory circuit to either facilitate or inhibit 

nociceptive information. The goal of the thesis was then to quantify which direction and how strong this 

modulatory effect was. The source of this modulation was assumed to come either from creep itself (Claude 

et al., 2003; Granata et al., 2005; Howarth et al., 2013a; Muslim et al., 2013; Solomonow et al., 2003; 

Toosizadeh and Nussbaum, 2013), inflammation (Kidd and Urban, 2001; Pinski et al., 2010; Yang et al., 

2011), muscle fatigue (Søgaard et al., 2006; Taylor et al., 2000), or physical activity (Ellingson et al., 2014; 

Gajsar et al., 2018; Koltyn et al., 2014; Naugle et al., 2014). The data in this thesis determined that the 

effects of creep in isolation were minimal but could interact with muscle fatigue or physical activity to 

produce a delayed desensitization effect. The lack of a conclusive mechanism or interaction is one failing 

of the study design and practical implementation of these chapters: mechanisms were assumed based on 

time-profiles rather than measured directly. The solution to address this ambiguity was to identify extreme 

cases to effectively define the bounds of this problem: what exposure scenarios would be the most and least 

likely to have lumbar spine flexion and the influence the resulting viscoelastic creep could have on low 

back pain development. Ultimately, this resulted in identifying two (and a half) exposures in two different 

tissues under four conditions (defined through 𝜁(𝑡) and 𝜙(𝑡)) that should represent mechanical exposures 

with the most (failure) and least chance (normal range of motion) of generating nociceptive activity in a 

highly innervated (ligament) and minimally innervated (outer annulus) tissue. Simulating the sixteen 

corners of this solution space determined that the tissue and exposure have a more prominent and consistent 

effect than creep or fatigue effects that could follow lumbar spine flexion. However, these exposure-specific 

features did influence exposures that were already close to a nociceptive boundary, such as pressure-pain 

thresholds. This thesis’ answer to the first question: which direction was the modulatory effect of lumbar 

spine flexion? It inhibited nociceptive information, but only for exposures involving extensive muscle 

activity. Otherwise, it influenced the perception of mechanical stimuli, but not the overall sensitivity. This 

thesis’ answer to the second question: how strong was this effect? The model predicted a strong effect for 

a few specific conditions, though there were limitations in implementing this in the model simulations 

which could underestimate its effect in higher stress exposures. 

How does the data in this thesis influence our theoretical understanding of low back pain 

development, viscoelastic creep, or mechanical nociception? Repetitive lumbar spine flexion is commonly 

believed to damage tissues and that damage is supposedly the thing that makes your lower back hurt. The 

thesis defines a scenario where that damage-pain linkage is disrupted in the absence of any pain disorder: 
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a repetitive load involving extensive muscle use that precedes annulus fibrosus failure; where it was 

estimated that up to 90% of people would not perceive this exposure as painful. This likelihood could 

theoretically decrease to 0% when lower magnitude, repetitive loads are responsible for tissue failure as is 

common for annular tissues (Callaghan and McGill, 2001; Gallagher and Heberger, 2012; Gooyers et al., 

2015; Newell et al., 2017). How can this exposure then lead to low back pain in those who would not 

generate a nociceptive signal? One scenario is that the annulus damage could trigger an inflammatory 

response that sensitizes the injury site; however this pathway could take as long as weeks or months to 

result in low back pain (Kidd and Urban, 2001). Another scenario arises from the observation that 

physiological loading is not only applied to a single tissue: an exposure that causes the annulus to fail may 

bring other tissues close to failure. Those neighbouring tissues could generate a nociceptive signal either 

from the exposure that caused the annulus to fail, or from an altered loading scenario that arose because the 

annulus failed. The nociceptive signal related to an annular injury may not come from the annulus, but the 

whole exposure could generate at least one nociceptive signal from a more innervated tissue such as the 

supraspinous-interspinous ligament complex. While this thesis provides a semi-quantitative estimation of 

the relative innervation of the annulus and posterior ligaments, it was already known that ligaments were 

highly innervated and postulated that they could be the source of many nociceptive signals in those with 

non-specific low back pain (Cavanaugh et al., 1996; Roberts et al., 1995; Sperry et al., 2017). It is possible 

that the highly sensitive ligament and capsular tissues could inadvertently signal annulus damage. The 

mechanism for such an interaction would be as follows: an exposure generates tissue stresses in both tissues 

that can: a) elicit nociceptive activity in a ligament without damaging it and b) damage the annulus fibrosus 

without eliciting nociceptive activity in it. The ability for one tissue to signal damage in another would fit 

into the theory that our pain system is a highly sensitive non-specific warning system (Basbaum et al., 2009; 

Brodal, 2017), with the data from this thesis suggesting the scenario could be plausible in at least 90% of 

asymptomatic people. 

This thesis presents several novel contributions. First, it documents the construction and reliability 

of a motorized displacement-control pressure algometer for evaluating pressure-pain thresholds and the 

perception of sub-threshold stimuli. The algometer can be applied to other locations than those studied, as 

well as additional sensitivity metrics such as supra-threshold stimulus perception (Micalos and Arendt-

Nielsen, 2016) or voluntary mechanical pain tolerance (Petrini et al., 2015). Second, it describes the 

asymmetric distribution of lower back mechanical sensitivity using the Gumbel distribution—a distribution 

developed to predict the occurrence of local maxima (Gumbel, 1941). This approach aligns with the idea 

that experiencing pain is the result of the brain interpreting extreme neural inputs with more weight than 

less-extreme inputs (Perl, 2007). Third, while multiple peripheral cadaveric tissues were probed for PGP9.5, 

CGRP, B1R, and ASIC3; only PGP9.5 and ASIC3 were consistently detected throughout technical 

replicates. Previously, CGRP and B1R were consistently found in the dorsal horn of human cadaver samples 

(Gruber et al., 2012; Saeed and Ribeiro-da-Silva, 2012), and it is suggested that authors investigate these 

proteins in the central nervous system instead of the periphery. Lastly, a model that interfaces between 

mechanical stress and neural activity was developed. While many features were adapted directly, three 

novel contributions include: i) a geometric simplification to convert flexion angles into one-dimensional 

tensile strains, ii) a coefficient to adapt inputted neural currents to a distribution of mechanical sensitivities, 

and iii) modifications to Hodgkin-Huxley neurons to facilitate simplified inter-neuron communication 

demonstrated in a small neural circuit.  
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Epidemiology links lumbar spine flexion and low back pain and this thesis explored features 

influencing that connection. Of the two relevant features, creep and muscle use, muscle use has a larger 

influence on how tissue damage is perceived, with the potential to influence how a sizeable percentage of 

the population perceives annular tissue failure. 
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Appendix A – Screening Form for Studies 1 and 2 

HEALTH SCREENING FORM 

Participant Code: _________ 

 

This questionnaire asks some questions about your health status, this information will guide us with your 

entry into the study.  

Contraindications to participation in this study include: 

1. Low back or lower pain that required medical intervention or time off from work in the last 12 

months 

2. Diagnosed psychiatric, neurological, or chronic pain disorder that affects your pain sensitivity 

3. Taking pain medications 

4. History of fainting 

 

 

Past Relevant Health History (Check all that apply): 

 

Musculoskeletal Disorders: 

 Back Injury/Pain, please specify: _________________________ 

 Hip Injury/Pain, please specify: _________________________ 

 Knee Injury/Pain, please specify: _________________________ 

 Ankle Injury/Pain, please specify: _________________________ 

 Scoliosis 

 Spondylolisthesis 

 Scheuermann’s Disease 

 Shin Splints 

 

Cardiovascular Disorders: 

 Heart Murmur  Congenital Heart Disease 

 Disease of the Arteries  High Cholesterol 

 Heart Attack  Heart Disease 

 High Blood Pressure 

 

Respiratory Disorders: 

 Emphysema  Pneumonia 

 Asthma  Bronchitis 

 

Psychological Disorders: 

 Major Depressive Disorder  Bipolar Disorder 

 Schizophrenia  Generalized Anxiety Disorder 

 Other: _______________________________ 
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Neurological and Chronic Pain Disorders: 

 Neuropathy (any)  Neuropathic Pain 

 Fibromyalgia  Chronic Regional Pain Syndrome 

 Congenital Insensitivity to Pain  Nerve Impingement 

 Whiplash  Other: ______________________ 

 

Other: 

 Fainting  Arthritis 

 Dizziness  
 

 

Current Relevant Health History (Check all that apply): 

 

 Irregular Heartbeat  Fatigue 

 Chest Pain  Persistent Coughing 

 Wheezing (Asthma)  Dizziness 

 Back pain/injury  Shoulder pain/injury 

 Leg Pain/injury   

 

 

Dietary Intake within the Past 24 Hours (Circle Yes/No for each): 

Alcohol Yes No 

Caffeine Yes No 

Vitamin Supplements Yes No 

Fast Food Yes No 

Deep-Fried Foods Yes No 

Sweets or Desserts Yes No 

Candies or Chocolate Bars Yes No 

 

 

If you answered yes to any of the above, please use this space to list what foods/supplements and rough 

quantities: 
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Appendix B – Electromyography Preparation 

Table B-1 describes the muscle sites used in this thesis. 

Table B-1: Muscle Sites for Electromyography 

Muscle Site Landmarking and Orientation 

Lumbar Erector Spinae 
Placed 5 cm lateral to the L3 spinous process, oriented along the 

superior-inferior axis (Ng et al., 2003). 

Tibialis Anterior 
Placed along the line connecting the tip of the fibula to the medial 

malleolus over the largest bulk of the muscle (Hermens et al., 2000). 

 

Once the muscle site was located, the following steps were carried out: 

1. Shave the area to remove hair and dead skin with a disposable razor 

2. Lightly rub skin with an abrasive cloth (KimWipes, Kimberley-Clark Inc., Irving, TX, USA) 

coated in isopropyl alcohol 

3. Apply two silver/silver-chloride electrodes (Model 272S, Noraxon Inc., Scottsdale, AZ, USA) 

over the muscle site 

4. Secure electrodes with medical fabric tape (Hypafix, BSN Medical, Hamburg, Germany) 

Participants performed maximal voluntary contractions and quiet resting trials to normalize 

myoelectric signals for each muscle. For maximal voluntary contractions, participants were instructed to 

gradually build up force to their maximum effort over five seconds against isometric resistance. Details on 

the maximal contractions used in this thesis are in Table B-2. Quiet rest trials consisted of five seconds of 

relaxed prone lying. Both recorded measures for electromyography preparation were visually inspected for 

artifacts; trials with artifacts present were discarded and recollected. 

Table B-2: Maximal Voluntary Contraction Protocols 

Muscle Site Maximal Voluntary Contraction 

Lumbar Erector Spinae 

Dankaerts et al., (2004) 

• Participant lay prone on a table with legs secured to the table and 

trunk suspended over table edge in relaxed flexion. 

• Participants slowly extended trunk upwards with arms crossed in 

front of their chest. 

• Isometric manual resistance was provided by the experimenter 

when the participant’s trunk reached horizontal. 

• Participant develops maximum force. 

Tibialis Anterior 

Tabard-Fougère et al., (2018) 

• Participant seated on a table with test leg hanging over the edge. 

• Participant’s ankle was held in a neutral posture by experimenter. 

• Participants maximally dorsiflexed their ankle against manual 

resistance. 
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Appendix C – Pressure Algometer Development and 

Reliability 

As documented in Section 3.3.2, the pressure algometers used in Chapters 3 and 4 consisted of a linear 

motor, a load cell, an indenter, and a shared power supply. All components and an example of use on the 

lower back with all parts assembled are depicted in Figure C-1, the figure caption has further details.  

 

Figure C-1: Components and Assembly of the Pressure Algometer. The indenter (Panel A) was a shaved down 7/16” by 1” 

hexagonal bolt dipped in black multipurpose rubber coating (Plasti Dip, Blaine, MN, USA). Assuming a regular hexagon 

and a measured side length of 10.759 mm after coating, the approximate contact area was computed to be 1.003 cm2. The 

load cell (Panel B) was threaded on both ends to screw into the indenter and linear motor (Panel C). Load cell signals were 

amplified and conditioned (visible in Panel E background; Strain Gauge Conditioner 3270, Daytronic Corporation, 

Miamisburg, OH, USA) prior to sampling. The linear motor was powered by a power supply (Panel D) and mounted to one 

of two frames. The motor had an upper force limit of 1200 N and a maximum displacement of 101.6 mm; the voltage setting 

dictated the displacement rate, the motor drew more current with greater loads to a maximum current of 4.6 A. A press-

button switch (not pictured; see Figure 3-1 Panel B) was put in series between the power supply and the motor. The full 

assembly in use is depicted in Panel E and Figure C-2. 

 The rate of pressure application has varied between 0.05 MPa/s (Chesterton et al., 2003; Gajsar et 

al., 2018; Stefanik et al., 2020) and 0.59 MPa/s (Finocchietti et al., 2011) in previous studies using pressure 

algometry, with 0.1 MPa/s being a common choice (Deering et al., 2019; Lacourt et al., 2012; Melia et al., 

2015). With the exception of two sources (Finocchietti et al., 2011; Melia et al., 2015), groups have used 

handheld pressures that approximate their reported pressure application rates. Communication delays 

between the participant and experimenter and an uneven rate of pressure application hinder pressure-pain 

thresholds determined by these methods. Also, the lack of real-time time-varying pressure feedback greatly 

hinders sub-threshold stimuli perceptions beyond the above limitations. This work used a displacement-

control motor to improve over handheld methods, however an appropriate displacement rate needed to be 
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determined prior to testing. This involved predicting a displacement rate—indicated by the power supply’s 

voltage, from a desired pressure application rate using regression equations unique to each motor. 

Forces measured through the load cell on the algometer (MLP-300-CO, Transducer Technologies, 

Temecula, CA, USA) were converted into pressures by dividing by the area of the indenter, displacements 

were measured using infrared emitting diodes (Optotrak Certus, Northern Digital Inc., Waterloo, ON, 

Canada) placed on the stationary and moving aspects of the motor. Trials were taken for each of the two 

algometers applying pressures to the L3/L4 intervertebral space in the configuration shown in Panel E of 

Figure C-1 by modulating the voltage input on the power supply. The rate of pressure development 𝑑𝑃/𝑑𝑡 

and the motor velocity 𝜈 from the linear region of the trial were computed for each trial and presented in 

Table C-1, the regression equations built off those data to determine power supply settings for the pressure 

algometers are presented in Table C-2. 

 

Figure C-2: Illustration of Pressure Algometers in the Context of the Instrumentation of Chapters 3 and 4. The low back 

pressure algometer (left) could be slid away from or towards the participant, who either stood on or sat with their feet on a 

wooden platform (middle). When assessing low back sensitivity, an experimenter moved the low back pressure algometer 

into position, then stood on base frame and guided the actuator to prevent any reactive motion and ensure that pressures 

were applied perpendicular to the participant’s skin. See Chapters 3 and 4 for additional details on experimental protocol. 

There are two unlabeled load cells in gray: one for the tibial pressure algometer (middle) and one on the sliding track used 

to measure low back extensor strength (right).  
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Table C-1: Motor Velocities (v) and Rates of Pressure Development (dP/dt) for a Distribution of Supply Voltages. 

Motor 1 (L3/L4) Motor 2 (Mid-Tibia) 

Supply Voltage 𝜈 (mm/s) 𝑑𝑃/𝑑𝑡 (MPa/s) Supply Voltage 𝜈 (mm/s) 𝑑𝑃/𝑑𝑡 (MPa/s) 

5.8 2.44 0.095 6.0 2.45 0.102 

6.2 2.64 0.164 6.3 2.56 0.083 

6.7 2.87 0.188 6.8 2.83 0.123 

7.1 3.05 0.137 7.2 3.03 0.170 

7.5 3.27 0.186 7.6 3.14 0.152 

8.3 3.65 0.185 7.9 3.35 0.165 

8.7 3.85 0.174 8.3 3.55 0.213 

9.0 3.97 0.177 8.6 3.64 0.208 

9.6 4.29 0.154 9.2 3.97 0.148 

10.1 4.51 0.177 9.4 4.05 0.165 

10.6 4.76 0.265 10.0 4.38 0.272 

11.2 5.07 0.248 10.5 4.57 0.224 

11.8 5.32 0.339 10.8 4.72 0.246 

   11.2 4.96 0.277 

   11.4 5.01 0.277 

   12.0 5.32 0.214 

 

Table C-2: Outputs of Regression Equation Fitting Voltages to Velocities and Rates of Pressure Development. In each 

equation, “x” represents the supply voltage and the output is the corresponding measure. 

 Motor 1 (L3/L4) Motor 2 (Mid-Tibia) 

 Volt-𝜈 Volt-𝑑𝑃/𝑑𝑡 Volt-𝜈 Volt-𝑑𝑃/𝑑𝑡 

Equation 0.483𝑥 –  0.364 0.0250𝑥 − 0.0251 0.481𝑥 − 0.453 0.0272𝑥 − 0.0538 

R2 ~1.000 0.619 0.999 0.719 

 

The minimum voltage designated by the supplier was 6.0 V. Setting voltages below this value occasionally 

produced uneven velocities despite being close to a target pressure rate of 0.1 MPa/s. As a result, a target 

rate of 0.2 MPa/s was chosen since it occupied the middle of the possible range of voltage inputs (6-12 V). 

This pressure rate corresponded to a velocity of 3.99 mm/s and a supply voltage of 9.0 V for the L3/L4 

algometer; and a velocity of 4.03 mm/s and a supply voltage of 9.3 V for the mid-tibial motor.  

The reliability of pressure-pain threshold measures using the above components and parameters was 

assessed using Baseline and Pre-Exposure data from Chapters 3 and 4 (Figures 3-2 and 4-1). Pressure-pain 

thresholds from those time points were processed as per Section 3.3.2. Intra-session reliability was tested 

by comparing the average of the three Baseline pressure-pain thresholds the Pre-Exposure pressure-pain 

threshold on that testing session. Inter-session reliability compared both the average Baseline and Pre-
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Exposure measures between sessions for participants common to both sessions. Intraclass Correlations and 

root-mean-square residuals were computed for both comparisons and shown in Table C-3. 

Table C-3: Reliability Measures for Pressure-Pain Thresholds using the Custom Pressure Algometers. The Intra-session 

comparison had n = 152, k = 2; the Inter-session comparison used n = 148, k = 2 for measures. 

 
Intraclass Correlation Coefficient 

RMS Residual (MPa) 
Consistency Agreement 

Intra-session 0.880 0.869 0.223 

Inter-session 0.721 0.720 0.325 
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Appendix D – Solutions and Suppliers for Western 

Blotting 

Abbreviations are described in Chapter 6. 

Antibody Information 
Table D-1: Primary Antibody Information for Chapter 6 

Target Host Product Code Supplier 

PGP9.5 Rabbit AB10404 Abcam PLC, Cambridge, UK 

CGRP Goat PA185250 Fisher Scientific, Ottawa, ON, Canada 

B1R Mouse H00000623-M04 Fisher Scientific, Ottawa, ON, Canada 

ASIC3 Rabbit PIPA577734 Fisher Scientific, Ottawa, ON, Canada 

All secondary antibodies were HRP-positive, IgG immunoreactive, from Bio-Rad Laboratories, Montreal, 

QC, Canada. 

Stock Solutions 
1. Muscle Lysis Buffer (20mM HEPES, 10mM NaCl, 1.5mM MgCl, 1mM DTT, 20% Glycerol, 

0.1% Triton X-100), pH 7.4 

2.383 g HEPES (4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid) 

0.2922 g NaCl 

0.0714 g MgCl 

0.077125 g DTT (DL-Dithiothreitol) 

100 mL 100% Glycerol 

500 μL Triton X-100 

 

• Add all contents to 300mL double-distilled water. 

• Adjust pH to 7.4. 

• Top up to a final volume of 500mL with double-distilled water. 

• Store at 4°C. 

 

2. Transfer Buffer 

6.055 g Tris Base 

28.53 g Glycine 

400 mL Methanol 

 

• Add distilled water up to a final volume of 2L. 

• Store at 4°C. 
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3. 0.5M Tris-HCl, pH 6.8 

7.88 g Tris-HCl 

 

• Dissolve in 80 mL double-distilled water. 

• Adjust pH to 6.8 with NaOH. 

• Bring volume up to 100 mL with double-distilled water. 

• Store at room temperature. 

 

4. 0.2M EDTA, pH 7.5 

3.722 g EDTA (Ethylenediaminetetraacetic acid) 

 

• Dissolve in 30 mL double-distilled water. 

• Adjust pH to 7.5. 

• Bring volume up to 50 mL with double-distilled water. 

• Store at room temperature. 

 

5. 20% SDS 

10 g SDS (Sodium Dodecyl Sulphate) 

 

• Dissolve in 30 ml of double-distilled water; may need heat. 

• Bring volume up to 50 mL with double-distilled water. 

• Store at room temperature. 

 

6. Sample Buffer 

10 g Sucrose 

7.5 mL 20% SDS 

200 μL 0.5M Tris-HCl, pH 6.8 

200 μL 0.2M EDTA, pH 7.5 

0.62 g DTT 

200 μL 1% Bromophenol Blue 

 

• Bring volume up to 20 mL with double-distilled water. 

• Freeze in 500 uL aliquots @ -80C. 

 

7. 4 x Running Gel Buffer Stock; pH 8.8 

36.32 g Tris Base 

0.8 g SDS 

2 mL 12M HCl 

 

• Dissolve in 150 mL distilled water.  

• Adjust pH to 8.8 with HCl.  

• Bring volume to 200 mL with double distilled H2O.  

• Filter the solution through a Whatman No.1 filter paper. 

• Store at 4°C. 
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8. 4 x Stacking Gel Buffer Stock; pH 6.8 

12.12 g Tris Base 

0.8 g SDS 

 

• Dissolve in 160mL double-distilled water.  

• Adjust pH to 6.8 with HCl. 

• Bring volume to 200 mL with double-distilled water.  

• Filter the solution through a Whatman No.1 filter paper. 

• Store at 4°C. 

 

9. 30% Acrylamide 

60 g Acrylamide 

1.6 g Bisacrylamide 

 

• Dissolve in 120mL of double-distilled water.  

• Adjust final volume to 200mL with double-distilled water.   

• Filter the solution through a Whatman No.1 filter paper. 

• Store at 4°C. 

 

10. 10 x TBS (Tris buffered saline), pH 7.5 

48.44 g Tris Base 

160.3 g NaCl 

76 mL 1M HCl 

 

• Dissolve in 1.5L distilled water. 

• Adjust pH to 7.5.  

• Adjust to a final volume of 2L with distilled water. 

• Store at 4C. 

 

11. 1 x TBS-T; 

• Add 200mL of 10X TBS-T to container. 

• Make to a final volume of 2L with distilled water. 

• Add 2 mL of Tween-20. 

• Store at room temperature 
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Chemicals  
Table D-2: Chemical Products and Suppliers. 

Chemical/Solution (Product) Supplier 

1% Bromophenol Blue Millipore Sigma, Oakville, ON, Canada 

100% Glycerol 

BioShop Canada Inc, Burlington, ON, Canada 
12M/1M HCl 

Acrylamide 

Ammonium Persulfate 

BCA Stock (B9643) Millipore Sigma, Oakville, ON, Canada 

Bisacrylamide 

BioShop Canada Inc, Burlington, ON, Canada BSA 

DTT: DL-Dithiothreitol 

ECL (Clarity Western Blotting Substrates) Bio-Rad Laboratories, Montreal, QC, Canada 

EDTA: Ethylenediaminetetraacetic acid Millipore Sigma, Oakville, ON, Canada 

Glycine 
BioShop Canada Inc, Burlington, ON, Canada 

HEPES 

Ladder (Precision Plus protein Kaleidoscope Pre-

stained Protein Standards) 
Bio-Rad Laboratories, Montreal, QC, Canada 

Methanol 

BioShop Canada Inc, Burlington, ON, Canada 
MgCl 

NaCl 

Ponceau: (Ponceau S Solution) 

Protease Inhibitor (Product No 11697498001) Cedarlane Labs, Burlington, ON, Canada 

SDS: Sodium Dodecyl Sulphate 

BioShop Canada Inc, Burlington, ON, Canada 

TEMED 

Tris Base 

Tris-HCl 

Triton X-100 
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Appendix E – Derivation of Tissue Model Constants 

The collagenous tissue model based off Barrett and Callaghan (2017) required the mechanical derivation 

of three parameters in both a pre-creep and post-creep state: a linear stiffness k; a mean fibre resting length 

μ; and a spread of fibre lengths η. Additionally, a time constant τ and a decay magnitude constant β were 

required to model viscoelastic changes in each tissue. Human lumbar spine tissues were harvested and 

subjected to mechanical testing, with the resulting load-deformation curves fit to derive these parameters. 

Tissues were harvested from 5 fresh-frozen cadavers (3 female; age 84.0 ± 10.5 years; Table E-1). 

All cadavers were screened for pathogens and contraindications for dissection as per the University of 

Waterloo School of Anatomy guidelines. Cadavers were stored at -20°C and thawed to 4°C over the course 

of 3-4 days for dissection. Following isolation of the lumbar spine and surrounding passive tissues, 

specimens were re-frozen at -20°C until mechanical testing. Once tissues thawed to room temperature on 

the mechanical testing date, the posterior annulus fibrosus (AF) and supraspinous-interspinous ligament 

complex (SILC) were dissected away from the joint. AF and SILC samples were harvested as bone-tissue-

bone complexes and randomized into two testing streams. AF samples were split into left and right halves 

if too thick to be clamped anterior-posteriorly (and were instead clamped medial-laterally) but were 

otherwise left intact. SILC were harvested from up to four locations based on specimen integrity and ability 

to fit the sample into the clamps needed for testing (Figure E-1). 

Table E-1: Available Cadaveric Donor Characteristics. 

Donor ID Age (years) Sex Cause of Death 

20128 85 M Prostate Cancer 

20129 83 F End Stage Bronchiectasis 

20130 67 M Coronary Artery Disease 

20131 100 F COPD, Respiratory Disease 

20132 85 F Seizure Disorder, Brain Mass 

 

 

Figure E-1: Supraspinous-Interspinous Ligament Complex Harvesting Regions. Post and Mid occupied the spinous 

process, while Ant-Left and Ant-Right included regions of the complex connected to the lamina of the vertebral arch. 
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Common to both testing streams, samples had their soft-tissue cross-sectional areas measured with a 

2D laser displacement sensor (LJ-V7080, Keyence Corporation, Osaka, Japan) and underwent 20 cycles of 

a 10% strain cyclical pre-load 2 Hz (Bass et al., 2007). For the first testing stream, samples underwent 

displacement-controlled failure tests at a 5% strain per second. For the second testing stream, samples 

underwent a 30-minute stress relaxation test before undergoing the same failure test as in the first testing 

stream. Tissues were held at an estimated strain corresponding to 11.1° of intervertebral flexion (Viggiani 

et al., 2017) determined by multiplying the posterior distance between the tissue and the centre of the 

vertebral body by 0.1937 radians (equivalent to 11.1°). Both streams used a load cell (Mini40, ATI 

Industrial Automation, Apex, NC, USA) mounted to a robot arm (Motoman HGS II, Yaskawa Electric 

Corporation, Kitakyushu, Japan) controlled through custom-written C++ in Visual Studio (version 16.8, 

Microsoft Corporation, Seattle, WA, USA). Loads in N were sampled directly from the load cell at 100 Hz; 

displacements were sampled directly from the robotic arm at 100 Hz. 

The load-displacement curves from the failure tests (first and second streams) were fit to Equation 9 

in Barrett and Callaghan (2017) to derive k, μ, and η (Equation E-1). 𝐹(𝑥(𝑡)) is a function of tissue 

displacement 𝑥(𝑡) over time, and erf is the error-function. To determine the tissue properties k, μ, and σ, 

the result of Equation F-1 was fit to the load profiles using the optimize.curve_fit function in the 

scipy library in Python (v 3.6.3). Note that Equation E-1 is mathematically equivalent to Equation 7-10, 

however this form is expressed purely relative to tissue displacements, 𝑥(𝑡), while the variant presented in 

Chapter 7 is expressed in terms of displacement z-scores, 𝑧(𝑡). 

𝐹(𝑥(𝑡)) =
𝑘𝜂

√2𝜋
exp (−

(𝜇 + 𝑥(𝑡))
2

2𝜂2 ) +
𝑘(𝜇 + 𝑥(𝑡))

2
[erf (

𝜇 + 𝑥(𝑡)

√2𝜂
) + 1] (E-1) 

 

The viscoelastic constants τ and β were determined by fitting the load-time profile of the stress-

relaxation test to the Kohlrausch-Williams-Watts function 𝜓(𝑡) (Sasaki et al., 1993) (Equation E-2). The 

constants F0 and F1 in Equation E-2 represent the initial and final loads measured during the stress-

relaxation test. 

𝜓(𝑡) = 𝐹1 + (𝐹0 − 𝐹1) exp[−(𝑡 𝜏⁄ )𝛽] (E-2) 

The sample cross-sectional areas and the outcomes of the curve-fitting procedures are presented in 

Tables E-2 (AF) and E-3 (SILC), sorted by donor ID, joint level, and region. 
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Table E-2: Tissue Properties for the Annulus Fibrosus Samples. ID refers to the donor identification number from Table 

E-1; see text for region definitions. Blank entries for τ and β indicate samples in the first data stream, others were in the 

second data stream. 

ID Level Region 
CSA 

(mm2) 
k (N/mm) η (mm) μ (mm) τ (s) 

β 

(unitless) 

20129 L2/L3 Left 120.6 2.015 0.001 -0.536 0.269 0.217 

20129 L2/L3 Right 139.6 20.782 0.452 -2.088   

20130 L1/L2 Whole 140.5 41.684 0.000 -0.913   

20131 L2/L3 Whole 58.8 1.870 1.234 -1.910 0.124 0.228 

20132 L3/L4 Left 99.3 228.935 1.366 -7.818 0.007 0.156 

20132 L3/L4 Right 81.9 30.602 0.351 -2.014 42.265 0.453 

 

Table E-3: Tissue Properties for the Supraspinous-Interspinous Ligament Complex Samples. ID refers to the donor 

identification number from Table E-1; see Figure E-1 for region definitions. Blank entries for τ and β indicate samples in 

the first data stream, others were in the second data stream. 

ID Level Region 
CSA 

(mm2) 
k (N/mm) η (mm) μ (mm) τ (s) 

β 

(unitless) 

20128 L1/L2 Ant-Left 34.1 31.322 1.719 -5.920   

20128 L1/L2 Ant-Right 43.3 17.039 1.415 -2.337   

20129 L1/L2 Mid 21.3 7.377 0.860 -5.439   

20129 L1/L2 Post 47.9 21.072 0.783 -3.468   

20129 L2/L3 Mid 49.6 17.403 0.601 -8.195 13.308 0.345 

20130 L1/L2 Ant-Left 84.6 37.993 0.700 -3.435   

20130 L2/L3 Ant-Left 136.6 43.264 2.310 -6.109 0.854 0.234 

20131 L2/L3 Mid 103.6 1.872 0.489 -5.570 4.987 0.335 

20132 L3/L4 Mid 151.5 32.342 0.907 -7.954 0.583 0.229 
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Due to the wide range of values and small number of samples within each tissue type and region, the 

median values (Table E-4) were chosen and used in Chapter 7 when applicable. 

Table E-4: Median Tissue Properties used in the Nociceptive Model. AF – Annulus Fibrosus; SILC – Supraspinous-

Infraspinous Ligament Complex. 

Tissue 
CSA 

(mm2) 
k (N/mm) η (mm) μ (mm) τ (s) β (unitless) 

AF 109.9 25.692 0.401 -1.962 0.197 0.223 

SILC 49.6 21.072 0.860 -5.570 2.921 0.285 
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Appendix F – Smooth Interpolation Technique 

The functions constructed in the Chapter 7 required combining two or more functions into a single 

waveform with a continuous first derivative. The following interpolation technique was employed with the 

general form of Equation F-1. 

𝑦(𝑡) = 𝑓(𝑡) + ℎ(𝑡)[𝑔(𝑡) − 𝑓(𝑡)] (F-1) 

The output 𝑦(𝑡) is a smoothed shape connecting two functions of time (𝑡), 𝑓(𝑡) and 𝑔(𝑡).There is 

no restriction on the shape of 𝑓(𝑡) or 𝑔(𝑡) so long as the two intersect each other or come arbitrarily close 

to intersecting each other at some time point 𝑡0. The resulting output 𝑦(𝑡) will be mostly equal to 𝑓(𝑡) for 

𝑡 < 𝑡0, and be mostly equal to 𝑔(𝑡) for 𝑡 > 𝑡0. The function ℎ(𝑡) must have the bounds [0, 1], smoothly 

move between those bounds, and be shifted along the time-axis such that ℎ(𝑡) = 0.5 at or around 𝑡 = 𝑡0. 

A tanh(𝑥)  function was modified for this purpose in the thesis, however the error function, logistic 

function, or another similar one would be suitable. The general form of the tanh(𝑥) function used for ℎ(𝑡) 

is shown in Equation F-2: 

ℎ(𝑡) =
1

2
[1 + tanh(𝑡 − 𝑡0)] (F-2) 

This “base” version in Equation F-2 takes roughly 5 seconds to pass from 0 to 1, which can be 

interpreted as 5 seconds to transition from the first input function 𝑓(𝑡) to the second input function 𝑔(𝑡). 

This long period relative to most of the simulated data employing this technique (~ 10 seconds) makes the 

resulting output function 𝑦(𝑡) very skewed. Therefore, a “squish” factor, ℎ0, was included that causes the 

transition from 𝑓(𝑡) to 𝑔(𝑡) to occur more quickly (Equation F-3). Figure 7-2 depicts how ℎ0 affects the 

resulting shape of 𝑦(𝑡). 

ℎ(𝑡) =
1

2
[1 + tanh(ℎ0(𝑡 − 𝑡0))] (F-3) 

 


