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Abstract

The framework of scaling problems has recently had much interest in the theoretical
computer science community due to its variety of applications, from algebraic complexity
to machine learning. In this thesis, our main motivation will be two new applications: the
Paulsen problem from frame theory, and the tensor normal model in statistical estimation.
In order to give new results for these problems, we provide novel convergence analyses for
matrix scaling and tensor scaling. Specifically, we will use the framework of geodesic convex
optimization presented in Biirgisser et al. [20] and analyze two sufficient conditions (called
strong convexity and pseudorandomness) for fast convergence of the natural gradient flow
algorithm in this setting. This allows us to unify and improve many previous results [62],
[63], [36] for special cases of tensor scaling.

In the first half of the thesis, we focus on the Paulsen problem where we are given
a set of n vectors in d dimensions that e-approximately satisfy two balance conditions,
and asked whether there is a nearby set of vectors that exactly satisfy those balance
conditions. This is an important question from frame theory [24] for which very little was
known despite considerable attention. We are able to give optimal distance bounds for the
Paulsen problem in both the worst-case and the average-case by improving the smoothed
analysis approach of Kwok et al. [62]. Specifically, we analyze certain strong convergence
conditions for frame scaling, and then show that a random perturbation of the input frame
satisfies these conditions and can be scaled to a nearby solution.

In the second half of the thesis, we study the matrix and tensor normal models, which
are a family of Gaussian distributions on tensor data where the covariance matrix respects
this tensor product structure. We are able to generalize our scaling results to higher-
order tensors and give error bounds for the maximum likelihood estimator (MLE) of the
tensor normal model with a number of samples only a single dimension factor above the
existence threshold. This result relies on some spectral properties of random Gaussian
tensors shown by Pisier [80]. We also give the first rigorous analysis of the Flip-Flop
algorithm, showing that it converges exponentially to the MLE with high probability. This
explains the empirical success of this well-studied heuristic for computing the MLE.
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Chapter 1

Introduction

A key preliminary step in many fundamental linear algebraic problems is to place the given
input into an appropriate “normal form” so that downstream algorithms can be applied
with better performance. The complexity of finding these preliminary transformations
ranges from the very basic (e.g. matrix diagonalization) to intractable (e.g. tensor decom-
position). In this thesis, we study two fundamental balance properties of linear algebraic
objects and the sets of transformations required to achieve them. Specifically, we are mo-
tivated by the Paulsen problem in frame theory, which will be the focus of the first half of
the thesis (Chapters 3-5), and the tensor normal model in statistics, which will be the focus
of the second half (Chapters 6-9). Our main analytic tool involves the scaling framework
of [20], and specifically, a geodesically convex optimization formulation for these problems.
Using this perspective, we are able to use ideas from convex optimization to analyze the
solution to the Paulsen problem and the maximum likelihood estimator for the tensor nor-
mal model. In the following two sections, we discuss known results for these two problems.
Then we present the ideas from the scaling framework that are used to prove the main
results in this thesis.

1.1 The Paulsen Problem

The first half of this thesis is motivated by the Paulsen problem in frame theory [24].



Question 1.1.1. Let U = {uy,...,u,} € C¢ be a spanning set of vectors satisfying

1—¢

B . 1+4+¢
d Idj;ujuj j

+¢ 1—¢
1, Vi€ n]: —— < |lu;|? < . 1.1
o Vi€ — <yl < — (1)

1
d

Bound the minimum of Y77_, [|v; —u;ll3 over V= {vy,...,v,} satisfying Eq. (1.1) exactly:
f_ 1 . 1
Z’Uj”j =l Vi€ [n] « [lvsll5 = -
j

We point out that this is a different normalization, by a factor d, than normally given
in the literature. We choose this normalization in order to make clearer the dependence of
the optimal distance bound on the parameters d, n, and ¢.

This questions arises from Frame Theory [24], which can be thought of as the study
of redundant representations of vector spaces. Doubly balanced frames, those satisfying
Eq. (1.1) with e = 0, are used in coding theory and signal processing for their stability
properties. Many of these applications also require frames that satisfy further constraints,
such as large pairwise angles or sparsity. Constructions of these frames are difficult and
often rely on complicated algebraic structures. On the other hand, there are many simple
algorithms to construct frames that approximately satisfy the requirements. For example,
by standard matrix concentration results (see [91]), a large enough set of random unit
vectors will satisfy Eq. (1.1) for some small £ with high probability. The Paulsen problem
asks, for a given e-doubly balanced frame, whether the conditions in Eq. (1.1) can be
corrected without moving too much. And as many of the approximate constructions come
from randomly generated frames, understanding the distance bound in the average case is
also of interest.

In [19], Holmes and Paulsen studied frames from the perspective of coding theory, and
showed that doubly balanced frames were optimally robust with respect to a single erasure.
They also showed that Grassmannian frames, doubly balanced frames with large pairwise
angles, were optimal for two erasures.

To address the difficulty of constructing these structured frames, the authors of [19]
suggested a simple numerical approach: first generate random frames, which approximately
satisfy Eq. (1.1), and then correct the conditions. Random frames are good candidates for
both of these settings because they are approximately doubly balanced and have large pair-
wise angles with high probability. One goal of the Paulsen problem is then to validate this
numerical algorithm as a simple method of constructing structured frames. The problem
is formalized below.



Conjecture 1.1.2 (Paulsen Problem [22]). Let p(d,n,¢) be the minimum value such that
for every e-doubly balanced frame U € Mat(d,n), there exists a doubly balanced V €
Mat(d, n) with s(V') =1 such that

“V - UH%“ < p(d, n, 5)'

Then p can be bounded by a polynomial function in d and . In particular, this function
can be taken to be independent of n.

The optimal bounds for p have been unknown for almost twenty years, despite con-
siderable attention in the frame theory literature. Prior to our work in [02], there were
two known partial results on the function p [23] and [16], which showed the bound p <
poly(d,n,e) when d,n are relatively prime and ¢ is small enough. These results left open
Conjecture 1.1.2, which we positively resolved in [62].

Theorem 1.1.3 (Theorem 1.3.11in [62]). The distance function can be bounded by p(d,n,e) <
d"2e, which is independent of n.

Our new idea was to use scaling algorithms similar to those studied recently in the
work of Gurvits, Garg, Oliveira, and Wigderson [38]. In order to carry out this approach,
we defined a dynamical system which corrected the balance condition for nearly doubly
balanced frames. This dynamical system could then be analyzed using tools from the
operator scaling framework studied in [38]. The full proof of [62] required a smoothed
analysis argument coupled with an involved convergence analysis of the dynamical system.

Subsequently, in the aptly titled “Paulsen Problem made Simple” [16], Hamilton and
Moitra improved the distance bound to p(d,n,e) < de, using a totally different and much
simpler method. This almost matches the known lower bound p 2 e, which is shown by
simple examples in [23] (see Example A.1.1 in the Appendix).

In this thesis, we give two new results for the Paulsen problem by revisiting the scaling
approach. In our first result, we extend the arguments of [62] in order to prove an optimal
distance bound for the Paulsen problem.

1

7 small enough, the distance

Theorem 1.1.4. For any d with n 2 d large enough and & <
function in Conjecture 1.1.2 can be bounded by

p(d,n,e) Se.

This matches the known lower bound up to constants wherever it applies. The full
result is presented in Theorem 4.5.3 and covers a slightly larger range of parameters.

3



We achieve this improvement by a deeper understanding of the scaling framework, along
with refinements of many technical arguments in [62]. An important contribution of this
thesis is to connect the approach of [62] for the Paulsen problem to the long line of work
on scaling and the Kempf-Ness function in geometric invariant theory [58]. This allows
us to re-derive the dynamical system approach in a principled manner, as well as to use
powerful tools from convex analysis and algebraic geometry for the analysis.

Our second result is a beyond worst-case distance analysis in the case of random frames.
This allows us to prove an optimal distance bound for the case of random frames, which
answers the original motivation of the Paulsen problem, and gives a tight improvement of
similar results in Theorem 1.12 in [63] and Franks and Moitra [35].

Theorem 1.1.5. For any n 2 d large enough, if U = {uy, ...,u,} C R? is generated such
that each u; is independent and uniformly distributed on \%Sd_l, then with high probability

U is e-doubly balanced for e < \/g, and there exists doubly balanced V' such that
IV -Uli < €

This result validates the numerical approach suggested in [19] to generate doubly bal-
anced frames, and therefore gives a satisfactory answer to the original motivation for Ques-
tion 1.1.1. As further validation, we follow the approach of [(3] and use our distance analysis
to give new simple constructions of nearly optimal Grassmannian frames in Theorem 4.4.5.
In the final section, we will discuss how scaling is used to show these bounds.

1.2 Tensor Normal Model in Statistics

Covariance matrix estimation is an important task in statistics, machine learning, and the
empirical sciences. We consider covariance estimation for matrix-variate and tensor-variate
Gaussian data, that is, when individual data points are matrices or tensors. Matrix-variate
data arises naturally in numerous applications like gene microarrays, spatio-temporal data,
and brain imaging. One significant challenge is that the the dimension of these objects
grows as the product of the dimension of the factors, whereas the number of samples
available may be much fewer. To get around this issue, we can add a structural assumption
to the (unknown) covariance matrix. One natural assumption is known as the tensor
normal model ([31]; [99]), and has applications in signal processing and data analysis.
Here, we assume X € R" ® ... @ R% is distributed as a centered Gaussian with covariance
0 =0, ®..®06,, where each ©, € Mat(d,) is a positive definite matrix on R%. By

4



adding this structural assumption, the unknown covariance can now be described by fewer
parameters, and so we could hope to estimate the covariance matrix with fewer samples.

These are quite natural assumptions for tensor data, and therefore there are many
heuristics and algorithms used in practice. One natural solution to this task is known as
maximum likelihood estimation. Given a set of samples Xi, ..., X,, € RP, the likelihood
of estimator O is defined as the probability of getting these samples if the true covariance
was ©. The maximum likelihood estimator (MLE) is defined as the parameter © which
maximizes the likelihood function over all feasible ©. The quality of the MLE depends on
the measure of error that is relevant to the application, and in fact, the MLE does not even
have to exist in general. For the tensor normal model, there are known results showing that
the MLE converges to the true distribution in the asymptotic setting where the number
of samples n goes to infinity [99]. Dutilleul [31] proposed the natural Flip-Flop algorithm
to compute the MLE an estimator. This algorithm iteratively updates one tensor factor
at a time using the natural Gaussian estimator for that marginal. It has been observed in
practice that this algorithm converges to the MLE with high probability, but before our
work in [30], there was no known rigorous convergence analysis for this procedure. In this
work, we are able to use our analysis of tensor scaling given in Chapter 7 to give high
probability error bounds for the MLE as well as a rigorous convergence analysis of the
Flip-Flop algorithm for finite samples.

The optimization problem defining the MLE of the tensor normal model is non-convex,
so we cannot approach it using standard algorithms. But as we will describe in the following
section on the scaling framework, this function is geodesically convex over the set of possible
covariance matrices. Further, by some powerful results from the work of Pisier on operator
theory [20], the function is geodesically strongly convex with high probability. When there
are enough samples for this strong convexity to hold, we are able to bound the error of the
MLE.

Theorem 1.2.1. For samples X1, ..., X,, € R from the tensor normal model with unknown
2
covariance © = 0, @ ... ® O,,, if nD > Mmax for any ¢ < ——L —— then with high

~ e ~ pOIY(m)Vdmax
probability, the MLE © satisfies
dF(év @)2 S Dm52a

for dp(A, B) := ||[I — B~Y2AB~'2|| in Definition 9.1.6. Further, in this event, the Flip-
Flop algorithm has linear convergence (in dp) to the optimizer.

This result should be compared to the known error bounds for general Gaussian co-
variance estimation for which n 2 d samples are known to be necessary even to estimate

5



the covariance up to constant error. In Section 9.2.7, we show two improved results: first,
we are able to reduce the constraint on € by a factor of d8/™) which allows us to improve
the sample complexity by a similar factor; and second, we are able to prove refined error
bounds in the operator norm for each individual factor. We believe that these error bounds
should hold as soon as nD 2 poly(m)d?2,,., which would match the standard Gaussian re-

sult up to poly(m) factors. In the final section, we discuss in more detail the connection
to scaling and our proof techniques.

1.3 Scaling Framework

In recent years, there has been much interest in problems from the scaling framework [35],
[39], [19], [20]. These problems originate in the field of geometric invariant theory, which
studies the algebraic structure of group actions on vector spaces. Below, we present some
concrete examples of scaling that will be relevant to our main applications discussed in the
previous two sections.

One of the simplest problems in this framework is matrix scaling. The goal here is,
given a non-negative matrix A € Mat(n), to find positive diagonal scalings L, R € diag(n)
such that B := LAR is doubly stochastic:

This problem has been re-discovered many times throughout mathematics and has been
used as a subroutine for a variety of applications in statistics [33], approximation of the per-
manent [66], and optimal transport [27]. Recently, faster algorithms have been developed
for matrix scaling [2], [20] using techniques from convex optimization and fast Laplacian
solvers. In fact, in this simple setting, it has long been known that matrix scaling can be
solved using a convex formulation.

The next problem we study is frame scaling, which is more directly related to Ques-
tion 1.1.1. Here, we are given a set of vectors {ui,...,u,} € R% and the goal is to find a
transformation L € Mat(d) and scalars ¢y, ..., ¢, such that

n

n
> (Lujey)(Luje;)* = “la

=1

The frame scaling problem also has a long history in theoretical computer science and
mathematics [31], [50], and has been referred to by other names such as the radial isotropic



position of vectors [17], and the geometric condition for Brascamp-Lieb inequalities [10].
This is in a sense the next simplest scaling problem after matrix scaling, and this also has
known convex formulations [17], though they are slightly less obvious. In the following
section, we will show how this problem relates to our solution of the Paulsen problem.

The operator scaling problem is a generalization of both the matrix and frame versions.
In this setting, we are given a tuple of matrices {Ay, ..., Ax} € Mat(n)¥, and we want to
find L, R € Mat(n) such that { By, := LA, R} | is doubly balanced:

K K
> BiB; =) BiB.=1,
k=1 k=1

The operator scaling problem was defined in the work of Gurvits [15] in the context of
the polynomial identity testing question in algebraic complexity, and a simple iterative
algorithm was proposed to solve it. Garg, Gurvits, Oliveira, and Wigderson [35] show
that this algorithm converges in polynomial time. As a consequence, this gave the first
polynomial time algorithm for a variety of problems in algebraic complexity, including
a non-commutative version of polynomial identity testing. There are simple reductions
showing that both matrix scaling and frame scaling are special cases of operator scaling
problems. In the following section, we will briefly describe a generalization of operator
scaling to higher order tensors and show how it is applied to our statistical application.

The above examples, as well as the tensor scaling generalization discussed later, are
all fundamental linear algebraic problems that have had a wide variety of applications in
many areas of mathematics [15], [39], [L0]. They also share two important common features
that are not immediately visible: the domain is a group of symmetries, and there is an
underlying optimization formulation.

These two features motivate the following framework of [20], which gives a unified
approach to many scaling problems. It can be shown that the required balance conditions
in the scaling problems above can be written as first order optimality conditions for a
certain natural function from geometric invariant theory called the Kempf-Ness function
(Definition 3.1.6 and Definition 6.2.7). Further, it can be shown that the set of scalings in
the problems above can be restricted to subsets of positive definite matrices. Finally, by
viewing the domain of positive definite matrices from a particular (geodesic) geometry, we
can reveal the underlying convexity of the Kempf-Ness function.

This suggests that we can lift ideas from classical convex optimization to this geodesic
setting in order to solve scaling problems. This perspective was a major contribution of
[20] and allowed them to give a principled analysis for a variety of known algorithms for



the scaling framework. In many instances, they were able to propose new algorithms for
previously intractable problems. We discuss these algorithmic results in more detail in
Chapter 8.

But these results are given for worst case instances, and do not imply strong enough
bounds for our applications (Paulsen problem and tensor normal model). Therefore, an
important technical contribution of this thesis is to provide new stronger analyses of matrix
and tensor scaling when the inputs satisfy certain special conditions. By using techniques
from geodesic convex optimization, we are able to unify and refine the results of [62], [63],
[30] to give nearly optimal bounds for scaling in beyond worst-case settings.

Specifically, we will analyze instances when the convex formulation satisfies a certain
strong convexity property, or a combinatorial pseudorandom condition, and we show that
in these cases, the natural gradient flow algorithm for scaling converges quickly. These
analyses allow us to prove much stronger bounds on many parameters of the scaling prob-
lem, including distance and condition number bounds on the solution. The special strong
convexity and pseudorandom conditions are satisfied by random inputs, as well as in our
smoothed analysis setting. These stronger analyses are used to show our main results for
the Paulsen problem and tensor normal model, as discussed in the following section.

1.4 Applications of Scaling

In this section, we discuss how frame scaling and tensor scaling arise naturally in our
context of the Paulsen problem and tensor normal model, respectively. Then we outline
our approaches to use the scaling framework to give strong bounds for these problems.

1.4.1 Solution to the Paulsen problem

In this subsection, we outline the smoothed analysis and scaling approach first used in
[62] to give a polynomial distance bound for the Paulsen problem. We then discuss our
particular improvements to the approach that lead to optimal distance bounds.

Recall that in Question 1.1.1, we are given a frame that nearly satisfies two balance
conditions and would like to transform it into an exactly doubly balanced one. It turns
out that it is easy to fix each balance condition individually, and for this simpler problem,
optimal distance bounds are well-known in the literature (see Fact A.3.1). This suggests
the following natural procedure: alternatively fix each balance condition until both are



satsifed. Unfortunately, fixing one condition might destroy the other, and there are exam-
ples showing that the above algorithm does not converge to a doubly balanced frame or
even converge at all [24]. This procedure also does not come with any meaningful distance
guarantees, as the later iterations could take very large steps.

In [62], we thought that the alternating procedure may be taking large steps while
moving the frame very little. So we defined a dynamical system on frames that can be
viewed as an infinitesimal version of this simple alternating algorithm.

Definition 1.4.1. Consider the following vector field, defined for each V € Mat(d,n) as

Vy = {(divjv; — S(V)Id>vj + v, (n”v]H% - s(V)) }n : (1.2)

j=1

where s(V) := ||V||%. Then for input U, dynamical system {U(t)}>0 is defined as the
solution to the differential equation O,U(t) = —Vyw) with initial condition U(0) = U.

Observe that doubly balanced U is a fixed point of the dynamical system in Eq. (1.2).
Therefore, we can try to give a distance bound for the Paulsen problem by considering the
path length of the flow U(¢) until convergence. It turns out that this gradient flow can be
profitably understood using the scaling framework. Specifically, by the powerful Kempf-
Ness equivalence theorem [58], the dynamical system in Eq. (1.2) is actually a natural
gradient flow for the geodesically convex formulation for frame scaling. In [02], we gave a
bound on the distance travelled in terms of the convergence of the dynamical system. It
turns out that the potential function we used in this analysis can be formally derived from
the geodesic convex formulation, though we did not know this at the time. Therefore, in
order to give a strong distance bound for the Paulsen problem, it was sufficient to show
fast convergence of the potential function for all time.

Unfortunately, this dynamical system does not always converge to a doubly balanced
frame. In [62], our solution was to use smoothed analysis, by randomly perturbing input
U € Mat(d,n) to V := U + FE, and then applying the dynamical system to this perturbed
input. This gave the following distance analysis:

IV(00) = UllE S IV(00) = VIIE+ IV = Ul (1.3)

In [62], we used a complicated probabilistic analysis to exhibit a perturbation V := U + F
such that ||V — U||% < poly(d) - &, and V satisfied a certain combinatorial pseudorandom
condition. Then, under this pseudorandom assumption, we were able to prove ||V (oc0) —
V||r < e. Theorem 1.1.3 follows by combining both of these arguments.
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In this thesis, we will simultaneously improve and simplify both of these steps using
our new understanding of the scaling framework. An important contribution of this thesis
is to formalize the connection of the dynamical system approach of [62] to the scaling
framework of [20], which allows us to derive much of the distance analysis in a principled
way. As our first improvement, we are able to give a new convergence analysis of scaling
inputs that satisfy certain strong convexity or pseudorandom conditions. This clarifies
and improves our work in [62] and [03], where we proved fast convergence for operator
scaling by ad-hoc methods. A key component of our improved analysis is a reduction from
frame scaling to the simpler matrix scaling problem, where the optimization formulation is
actually convex in the standard Euclidean sense by a simple change of variables. Therefore,
we are able to lift tools from standard convex optimization in order to give strong analyses
of frame scaling when the input satisfies strong convexity and pseudorandom conditions.
This analysis implies our optimal result for the Paulsen problem in the average case, as
random frames satisfy these conditions with high probability.

To prove our worst-case result in Theorem 1.1.4, we need to find a perturbation of
e-doubly balanced input U € Mat(d, n) so that it satisfies the pseudorandom condition, so
that we can apply our improved analysis. Following the smoothed analysis strategy of [62],
we take E to be a random Gaussian from a specially chosen subspace, and by choosing the
correct parameters, we are able to prove tight distance bounds for both terms in Eq. (1.3).

1.4.2 Error bounds for the Tensor Normal Model

Our results for the tensor normal model follow more directly from the scaling framework. In
Section 9.2.4, we reduce the analysis of the optimization problem for the matrix and tensor
normal model to the analysis of tensor scaling for standard Gaussian inputs Xi, ..., X,, ~
N(0,Ip). Then we are able to show, using powerful Gaussian concentration results, that
these random inputs have very small initial error and satisfy certain strong convexity and
pseudorandom conditions.

In Chapter 7, we take a geodesically convex optimization approach to prove strong
bounds on the tensor scaling solution for such inputs. With the framework of Chapter 8,
we can further view the Flip-Flop algorithm as a natural descent method for geodesic
convex optimization, which then implies linear convergence to the MLE via standard results
on strongly convex optimization. This gives the first rigorous analysis for the Flip-Flop
algorithm and gives an explanation for the empirical success of this algorithm in practice.

The fast convergence results on Chapter 7 can be thought of as a generalization of
the results of Chapter 3 on matrix scaling to higher order tensors. In fact, many parts
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of the analysis are similar in spirit, though they require new ideas to apply to the tensor
setting. We believe that this similarity is a useful contribution of this thesis, as we are
able to unify and improve the results of [62], [63], and [36]. We point out that many
of the known results for operator scaling break down when lifted to higher-order tensors,
and in particular even for 3-tensor scaling, there is no known polynomial time algorithm
in the worst case. Therefore, the work in this thesis suggests that a preliminary step in
understanding the complexity of scaling problems is to find special classes of inputs where
the problem is tractable.

1.5 Organization

In Chapter 2, we introduce the necessary preliminary concepts that will be used in this the-
sis, including basic linear algebra, convex analysis, and concentration inequalities. Then,
the first half of the thesis will be devoted to our solution of the Paulsen problem. Specif-
ically, in Chapter 3, we analyze matrix scaling for inputs satisfying strong convexity or
pseudorandom convexity. In these cases, we are able to give much stronger bounds on the
scaling solution. This will be used in Chapter 4 to give optimal distance bounds for the
Paulsen problem in both the worst-case and average-case settings. The proof of the core
smoothed analysis argument for the Paulsen problem is deferred to Chapter 5, and will
mostly rely on tools from random matrix theory.

The second half of the thesis will build towards our results for the tensor normal model in
statistics. In Chapter 6, we will present the scaling framework of [20], especially focusing on
the geodesic convex optimization formulation for tensor scaling. Then, Chapter 7 parallels
Chapter 3 by giving strong analyses of the tensor scaling problem for strongly convex or
pseudorandom tensor inputs. In Chapter 8, we use tools from standard convex analysis
to present and analyze natural iterative algorithms for the geodesic tensor scaling setting.
Finally, Chapter 9 contains our main results for this application by showing that the
random inputs for the tensor normal model satisfy the fast convergence conditions studied
in Chapter 7. Therefore, we are able to show sample complexity and error bounds for a
natural estimator that are close to optimal, as well as give a rigorous analysis of linear
convergence for a natural iterative method to this high-quality estimator.

We conclude this thesis in Chapter 10 with a brief summary and discussion of future
directions.

Roadmap: For the Paulsen problem, we suggest reading Chapter 4 to see the promised
new results, and then reading the scaling analysis in Chapter 3 followed by the smoothed
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analysis argument in Chapter 5. For the tensor normal model, we suggest reading Chapter 9
to see the reduction and main results, followed by Chapters 6-8 for our tensor scaling
arguments. The reader already familiar with the scaling framework and geodesic convex
optimization can skip Chapter 6 and read Chapter 3 and Chapter 7 directly for our new
analyses of matrix and tensor scaling, respectively. Chapter 6 contains some interesting
background from geometric invariant theory that underlies our geodesic convex formulation
and points to many open problems in the scaling framework. The reader interested in
geodesic convex optimization can see Chapter 8, which contains the main algorithmic
results for tensor scaling.
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Chapter 2

Preliminaries

We will write R for the real numbers and C for the complex numbers. Given positive
integer n, we use [n] to denote the set {1,...,n}. We use (}) for the binomial coefficient,

and ([Z]) for the set of all k-subsets {S C [n] | |S| = k}. We use Pr[] for the probability of
an event, and E[-] for the expectation of a random variable. For functions f,g: N — R,
f(n) < O(g(n)) is used to mean that there is a pair of universal constants ng, C > 0
such that Vn > ng : f(n) < Cg(n), and f(n) > Q(g(n)) is equivalent to g(n) < O(f(n)).
Similarly, a < b means that there is an unspecified universal constant C' such that a < Cb,
and a 2 b is the same as b < a. A group is a set G with an associative pairwise operation
(+), along with identity and inverse elements. The action of group G on set X is defined by
amap o : G x X — X such that the elements {0, },c¢ under composition are compatible
with the group operation (-) on G.

2.1 Linear Algebra

In this section, we present some important concepts from linear algebra: the Spectral
Theorem in Section 2.1.3, the Polar decomposition in Section 2.1.8, and some matrix
inequalities in Section 2.1.9. The first part of the thesis leading up to the solution of
the Paulsen problem (Chapters 3-5) will only use these concepts along with some convex
optimization for vector spaces. The more abstract group and algebra perspective covered
in the following section will only be used in the second part of the thesis.

13



2.1.1 Vector Spaces

In this subsection, we formally define vector spaces and inner product spaces. We follow
the presentation of Axler [7].

Definition 2.1.1 (Vector Space). A vector space V' over field F is a set of vectors V' along
with vector addition + : V xV — V', and scalar multiplication - : FxV — V satisfying the
following compatibility conditions: commutativity, associativity, additive identity, additive
inverse, multiplicative identity, distributive property. We omit the formal definition of
these natural properties and refer the reader to Chapter 1 of [7].

For vector space V', a subset of vectors {vy,...,v} C V are linearly dependent if there
exists aq, ..., a; € [F such that
av1 + ... +agve =0,

and they are linearly independent otherwise. A basis of V' is a maximal subset of linearly
independent vectors {vy, ...,v4}. It can be shown that all bases of V' have the same number
of elements, known as the dimension of the vector space dim(V).

For F € {R,C}, F¢ is the canonical Euclidean space of dimension d with standard basis
{e1,....;eq} C F? where e;cpq) is 1 in the i-th entry and 0 elsewhere. An arbitrary vector
space over F is always isomorphic to F¢ for some d € N.

Fact 2.1.2. For vector space V' over field F of dimension dim(V') = d, any choice of basis
{v1, .., v} induces an isomorphism V ~ % by the following bijection.:

d
(ay, .., aq) € F? — Zaivi eV.

=1

This is injective due to the linear independence of {v1,...,vq}, and surjective by the fact
that it is a basis for V.

F? is also equipped with the standard Euclidean inner product

d
<CE, Z/> = Zx_zylu
i=1

where * denotes the complex conjugate (if F = C). This induces the standard Euclidean
norm ||z||s := v/{x, z) on F? which measures the length of x € F¢. By convention, vector
z € C%is a column vector, and we use z* to denote its conjugate transpose row vector
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(x*); = T;. Similarly, for z € R?, we use either of 2*, 27 to denote its transpose row vector
(as complex conjugation is trivial on R). Therefore the standard Euclidean inner product
between x,y € F¢ can equivalently be written as

(z,y) = 2"y.

In general, an inner product is used to define lengths and angles in a vector space. An
inner product space is a vector space with a Hermitian inner product as defined below.

Definition 2.1.3 (Inner Product). A Hermitian inner product (-,-) on complex vector
space V' satisfies

1. Linearity: {au+ bv,-) = au,-) + b{v,-) for any a,b € C and u,v € V;

2. Conjugate symmetry: (u,v) = (v,u) for any u,v € V, where ~ denotes complex
conjugation;

3. Positive definite: (u,u) >0 for any 0 £u € V.

If V is a real vector space, then the conjugate symmetry property reduces to symmetry. The
induced norm is ||v||3 := (v, v).

A set of vectors {vy,...,vx} €V is orthogonal if (v;,v;) = 0 for every pair ¢ # j € [k],
and orthonormal if further (v;,v;) = 1 for every ¢ € [k]. We will often use orthonormal
bases of vector spaces to give especially nice ismorphisms between V and Fdm(V),

2.1.2 Linear Operators

Now that we have defined vector spaces, we can consider the maps between them.

Definition 2.1.4 (Linear Operators). For vector spaces V,W over F, linear map/ opera-
tor/ transformation A 1V — W preserves vector addition and scalar multiplication:

Va,b € F,u,v € V : A(au + bv) = a(Au) + b(Av).

L(V,W) denotes the set of linear operators AV — W, and L(V') is used fV = W.
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If V =F" and W = F? are the canonical Euclidean vector spaces, then L(V, W) can be
identified with Matg(d, n), the set of d x n matrices over field F. In this case, composition of
linear operators is identified naturally with matrix multiplication, inversion is the standard
matrix inverse, and the adjoint is the conjugate transpose (M*);; = ]\4_3z

For general vector space V', the identity operator on V is denoted by I,. For A €
L(V,W) and B € L(U,V), we have AB € L(U, W), where we use AB or Ao B to denote

the composition of linear operators.

Linear operator A € L(V) is called invertible if there is a solution to the equation
BA = AB = Iy for some B € L(V). In this case, B = A~! is known as the inverse of A. It
can be shown that A is invertible iff A is injective (Au = Av <= u = v) iff A is surjective
A(V) = V. The set of invertible linear operators is known as the General Linear group,
and is denoted by GL(V'). We will discuss the group structure further in Section 2.2.1.

If U,V are inner product spaces with Hermitian inner products (:,-), the adjoint of
operator A € L(U, V) is the unique operator A* € L(V,U) satisfying

(Au,v) = (u, A%v)

Vu € U,v € V. We will sometimes use A7 to denote the adjoint if the vector spaces in
question are real.

Similar to Fact 2.1.2, we can connect abstract linear operators to the familiar matrix
multiplication setting.

Definition 2.1.5 (Correspondence between Linear Transformations and Matrices). Let
V. W be vector spaces of dimension dim(V) = n and dim(W) = d, and consider linear
operator A € L(V,W). Then any choice of bases {t1,....,¢¥,} CV and {&,.... .} C W
induces an isomorphism L(V,W) ~ Mat(d,n). Namely, for A € L(V,W) and j € [n],
let AY; = Zf | Mi;& be the unique representation in the basis {1, ...,6q}. Then M :=
{M;;}icia jem) € Mat(d,n) is the matriz representation of A with respect to these bases.

Writing Z := {&1, ...,&q} and W := {4}y, ..., 1, } as the concatenation of vectors gives the

following convenient notation for matriz representations:

M =="T1AU. (2.1)

Matrix representations also allow us to show that the algebra of linear operators (with
composition) is isomorphic to that of matrix multiplication as follows: let A € L(U,V), B €
L(V, W) for vector spaces U, V, W and consider choice of bases = C U,W C V., & C .
Then if we M, is the matrix representation of A with respect to (¥, =) and Mg is the
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matrix representation of B with respect to (=, ®), then M¢ the matrix representation of
C' = BA with respect to (¥, ®) is defined as

Mg = Mpy=® (Bo AU = (& 'BE)(Z'AV) = MpM,. (2.2)

Matg(d, n) is also naturally isomorphic to F4" and we use A € Matg(d,n) — vec(A) €
F%*" to refer to this isomorphism and (a € F¥*") — mat(a) € Matg(d, n) for its inverse.

We will use Matp(d) for square matrices and diagg(d) for the subspace of diagonal
matrices in Matg(d).

2.1.3 The Spectral Theorem

The simplest linear operator is scalar multiplication applied to the vector space F = F*.
We can better understand general linear operators by attempting to decompose the action
on a given vector space into these simple scalar actions.

To this end, given linear operator A € L(V) for some vector space V over field F, a
non-zero vector v € V' is an eigenvector of A if there is some element A € F such that
Av = M. In this case, A is the associated eigenvalue of v, and (v, \) are an eigen-pair of
A. The spectrum of A is the (multi-)set of eigenvalues of A.

The following definition captures those operators which we can understand as a direct
sum of simple scalar actions.

Definition 2.1.6 (Diagonalizable Matrix). Let V' be a vector space over field F. Then
A € L(V) is diagonalizable over F iff V' is spanned by a basis of eigenvectors of A.

If = :={&,....,&} C V is the basis of eigenvectors of operator A € L(V'), then we say
A is diagonalized by =Z. According to Definition 2.1.5, the matrix representation of A in
the = basis is M := ="' A=, and it can be shown that in this case, M is a diagonal matrix
with the spectrum of A on the diagonal.

For any A € L(V), A*" is well-defined as the repeated application of A k times. For
diagonalizable operators, this can be lifted to define arbitrary functions of an operator.

Definition 2.1.7. Consider scalar function f : D — F on domain D CF and F € {R,C}.
Let V' be a vector space of dimension dim(V') =d and A € L(V'). f can be applied to A if
A is diagonalizable with eigen-pairs {( i, v;) }ica such that ¥i € [d] : \; € D. In this case,
f(A) € L(V) is the unique operator with eigenpairs {(f(\:),vi)}L ;.
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Not every operator is diagonalizable (consider A € L(R?) defined by Ae; = 0, Aey = e1).
Below, we further discuss special classes of diagonalizable operators for which more can be
said about the eigenvalues and eigenvectors.

Let V' be an inner product space, and consider linear transformation A € L(V). A is
called normal if it satisfies AA* = A*A, and is called self-adjoint if it satisfies A* = A.
We distinguish between the real and complex cases, so A is called Hermitian if V' is a
complex vector space, and A is called symmetric if V' is a real vector space. In these
cases, we use H(V') to denote the set of Hermitian operators and S(V') to denote the set
of symmetric operators. If V = F¢ then this corresponds to the set of Hermitian and
symmetric matrices, respectively.

The eigenvectors of these classes of operators have some additional structure.

Theorem 2.1.8 (Spectral Theorem 7.9 and 7.13 in [7]). Let V' be a complex vector space
with Hermitian inner product (-,-). Then linear transformation A € L(V') is diagonalized
by an orthonormal basis of eigenvectors over C iff A is normal (AA* = A*A).

If V is a real vector space with symmetric inner product {-,-), then A € L(V') is diago-
nalized by an orthogonal basis of eigenvectors over R iff A € S(V), i.e. AT = A.

In both cases, the spectrum of A is real iff A is self-adjoint.

Theorem 2.1.8 extends to normal operators that are not symmetric in a real inner
product space, but we do not need this more complicated block decomposition.

2.1.4 Trace and Determinant

The trace of a matrix M € Mat(d), denoted by Tr(M), is defined as the sum of the diagonal
entries of M. It can be verified that the trace satisfies cyclic property: Tr(AB) = Tr(BA)
for A and B with appropriate sizes. The trace of a linear operator A € L(V') is defined as
the trace of the matrix representation of A with respect to any basis {&,...,§;} C V. It
can be shown (using the cyclic property) that the trace does not depend on the choice of
basis, so this is well-defined. Therefore, if A is diagonalizable, choosing = = {1, ..., {4} to
be the basis of eigenvectors with {1, ..., \qy} the corresponding eigenvalues, we have

d
Tr[A] = Tr[ETAZ] = ) A
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The determinant of M € Mat(d) is the following polynomial function of its entries:

det(M) = Z(—l)‘al HMi,a(i)7

€Sy

where S, is the set of all permutations on [d], and |o| denotes the parity or signature
of a permutation. It can be shown that the determinant is multiplicative det(AB) =
det(A) det(B), and this allows us to define the determinant of linear operator A € L(V') as
the determinant of the matrix representation of A with respect to any basis =. For diago-
nalizable A with = = {&, ..., 4} the basis of eigenvectors and {\y, ..., A;} the corresponding

eigenvalues, we have
d

det(A) = det(EAZ) = [\
i=1
as the terms corresponding to any other permutation vanishes.

In general, A € L(V) may be diagonalizable over C even if it is not diagonalizable over
R. In this case, the formulas for trace and determinant continue to hold with respect to
these complex eigenvalues.

2.1.5 Positive Operators

In this subsection, we consider certain special subsets of Hermitian operators which will
be the core of our optimization framework in Chapter 6.

Definition 2.1.9 (Positive Operators). For inner product space V', transformation A €
L(V') is positive semi-definite if it is self-adjoint and

Ve eV :(x, Az) > 0.

It is positive definite if the inequality is strict for all x # 0.

The set of all positive definite operators is denoted by PD(V'). We use A > 0 to mean
that A is positive semi-definite, and A > 0 to mean that A is positive definite. This
definition also defines a partial order on self-adjoint operators as follows: A > B and
A > B means A — B is positive semi-definite or positive definite respectively.

Our optimization framework in Chapter 6 will involve the following subsets of PD(V').
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Definition 2.1.10. For inner product space V over F € {R,C}, SPD(V) denotes the
subset of PD(V') with unit determinant. Its corresponding algebra (discussed further in
Section 2.2.3) is defined as spd (V') := log SPD(V'), or explicitly as

spoe(V) = {X € H(V) | Te[X] = 0} spog(V) := {X € S(V) | Te[X] = 0}.

2.1.6 Isometries

In a general metric space, an isometry is a transformation that preserves the metric. In
our setting involving linear operators on inner product spaces, the metric we consider is

the Euclidean metric derived from the inner product ||u — v||y := \/{(u — v, u — v).

Definition 2.1.11. For inner product space V, = € L(V') is an isometry if it preserves
the inner product:
Ve,y e Vi (Ex, Zy) = (z,y).

Equivalently, this can be defined by the equation

—_—— T e e —

Complex isometries are called unitary transformations and are denoted by U(V'), and
real isometries are called orthogonal transformations and are denoted by O(V).

If V =F? we will use U(d) and O(d) as shorthand. Note that the equation =*= = I,
implies that the columns of = form an orthonormal basis. This implies that isometries
capture length-preserving change of basis operations. Further, with this notation, Theo-
rem 2.1.8 characterizes normal and self-adjoint operators as those with real spectrum which
can be diagonalized by isometries:

H(V) = {Ediagg(d)=" | Z€ U(V)},  S(d) = {=diagg(d)=* | = € O(V)}.

they have an orthonormal basis of eigenvectors. It can further be shown that the spectrum
of an isometry is contained in S' := {\ € C | |\| = 1}. Note that in this case, both the
real and complex isometries are diagonalizable over the complex field.
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2.1.7 Projections

In Chapter 5, we will need to define noise distributions satisfying certain linear constraints.
This is accomplished by using the following notion of orthogonal projections, which are a
special class of positive semi-definite operators.

Definition 2.1.12 (Projection). A projection on vector space V is a transformation P €
L(V') such that P? = P. An orthogonal projection on inner product space V is a projection
that is also self-adjoint (P* = P).

By the Spectral Theorem (Theorem 2.1.8), any self-adjoint orthogonal projection P
has an orthonormal basis of eigenvectors. Further, the equation P? = P can be used to
show that its spectrum is contained in {0,1}. Therefore, if = := {&,...,&} C V is any

*

orthonormal basis of the range of P, then the projection can be written as P = Z=*.

Given arbitrary A € Mat(d, n), the unique orthogonal projection onto the column space
of A is defined by

A(A*A) LA, (2.3)

If A*A is not invertible, then we use the pseudoinverse, which is the inverse on the image
of AA* and 0 on the null space. We will mostly deal with the invertible case, so by abuse
of notation, we use ()~! for both.

2.1.8 The Polar Decomposition

The goal of this subsection is to present the polar decomposition from matrix analysis.
This will be useful for our group optimization framework in Chapter 6.

Theorem 2.1.13. For complex inner product space V', any A € GLc(V) can be uniquely
written A = UP for unitary U € U(V) and positive definite P € PD(V). If V is a
real inner product space, then any A € GLgr(V') can be written uniquely as A = OP for
orthogonal O € O(V') and positive definite P € PD(V'). Further, P = |A| = vV A*A is the
unique positive definite square root.

This statement is the simplest case of the Cartan decomposition [97] from Lie group
theory that we discuss further in Section 2.2.3, though we will not need this level of
generality for our applications. In Chapter 6, we will lift this polar decomposition to direct
sums of certain matrix groups.
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2.1.9 Norms and Inequalities

In this subsection, we present some standard norms on vector spaces and matrices, as well
as certain inequalities between these norms.

Definition 2.1.14. For x € F¢ with F € {R,C}, then p-norm of x for p > 1 is defined as

d 1/p
Jally == (3 Jmat) ™
=1

Note that ||-||2 is the standard Euclidean norm, i.e. ||x||3 = (x,z) for the standard Euclidean
inner product defined above. Further we denote ||7||o 1= max;cq) |2;].

We will use B := {x € R? | ||z||2 < 1} to denote the Euclidean ball, and S¢! := {z €
R? | ||z||z = 1} for the Euclidean sphere in d-dimensions.

The following well-known result gives duality relations between L, norms.

Proposition 2.1.15. Hélder’s inequality [/S] states that for x,y € F? for F € {R,C} and
any p =1,
(z,9) < [lzllpllylle,

where q 1s the Holder conjugate exponent satisfying 1—17 + é = 1. Note that this generalizes
the Cauchy-Schwarz inequality by taking p = q = 2.

As a consequence, the p-norms can also be described as (Chapter 2 of [17]).

|z]l, = sup (y,z).
lyllg<1

Similarly, we can define the analogous notion of p-norms for operators. We first present
some well-motivated special cases that will be used throughout.

The Frobenius inner product on Mat(d, n) can be seen as the standard Euclidean inner
product on Mat(d,n): for A, B € Mat(d, n),

d

(A, B) = ZZA_UB” = (vec(A), vec(B))

i=1 j=1

where in the first term we are defining the Frobenius inner product, and in the last term
we are using the standard Euclidean inner product on F?. For inner product spaces V, W,
the Frobenius inner product on abitrary operators A, B € L(V, W) is defined as

(A, BY = Tr[A*B].
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It can be shown that this specializes to the definition above by considering an arbitrary
matrix representation of A and B. This inner product naturally induces the Frobenius

norm ||A||% := (A, A).

Another important norm on L(V, W) is the operator norm

| Allop := sup 1221 (2.4)

veV ||U||2 7

where the norms in the numerator and denominator denote the norms induced by the inner
products on W and V respectively. More generally, any choice of norms || - ||y and || - ||w
on vector spaces V and W produce the induced operator norm defined on L(V, W) as

Av
J Al o= sup 1201w,
veV HUHV
Note that || - [|op is therefore the operator norm induced by the standard Euclidean norm

|| - |2- By Proposition 2.1.15, we can rewrite this as
w, Av
| Allop := sup sup {w, Av) :
wew vev [[wl|2[|v]|2

Further, it can be shown that if A € H(V) or A € S(V), then we can restrict the above
variational formula to

(v, Av)
[Allop := sup ~7—7=. (2.5)
vev [|vll3
The following definition generalizes || - ||p and || - ||op, just as the L, norms on [F¢

generalize || - ||z and || - ||o-

Definition 2.1.16. For inner product spaces V,W and p € N, the p-Schatten norm on
Ae L(V,W) is defined

1Alls, = |1 All = (Te(A"A)P2)V7.
This can be extended to to arbitrary p > 1 by considering the eigendecomposition A*A =
Z?;nf(v) \ivvf according to Theorem 2.1.8 and defining
dim(V) 1/p

1Alls, = Al = | > A?

i=1
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It can be shown that the Frobenius norm || -||s, = || -||r and the operator norm ||-||s,. =
|| - llop are special cases. This leads to the following operator version of Proposition 2.1.15.

Proposition 2.1.17. For inner product spaces V,W and p € N, the p-Schatten norm on
A€ L(V,W) is equivalently defined

[Alls, = sup (A, B),

1Blls, <1
where q is the Holder conjugate % + é = 1.

As a consequence, the following generalizes the Cauchy-Schwarz inequality to operators:

(A, B) < || Alls, || Blls,-

In Section 9.3.1, we will need the following multi-argument generalization of the above
inequality for our trace method argument.

Theorem 2.1.18 (Section 1.2 in [90]). For inner product space V. and p € N with p > 1,

if Ay, ..., A, € L(V), then
p p
‘Tr[HAi] <TT 1Al
=1

i=1

We point out that the above inequality applies only when the number of arguments
coincides with the choice of Schatten norm p.

Finally, we present the following extension of the Riesz-Thorin theorem from functional
analysis [102] which allows us to interpolate between Schatten norms.

Theorem 2.1.19 (Corollary 3.1 of [61]). Let ® : H(m) — H(n) or ® : S(m) — S(n) be
a linear operator between two spaces of finite dimensional operators such that, for given
p,q € [1,00], the operator norms ||®|,—, and |®||,—, induced by the Schatten norms
S, and S, (Definition 2.1.16) are bounded. For any 0 € [0,1] and py defined to satisfy
pig = % + g, the linear operator ® satisfies

1-6 0

[llpo—pe < [P, =p I Pllg—sq-

This gives us a way to reduce the computation of an entire interval of induced operator
norms to just the endpoints of that interval.
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2.2 Linear Algebraic Groups and Structure

In this section, we revisit the linear algebraic concepts presented in Section 2.1 from the
perspective of Lie group theory. This provides the foundation for our geodesic convex
optimization framework for tensor scaling presented in Chapter 6.

2.2.1 Classical Groups

In this subsection, we define some important subsets of operators and consider their group
structure. This will be expanded upon in Section 2.2.3, where we will describe Lie groups
and their properties.

Recall that A € L(V) is invertible iff there exists A™! € L(V) satisfying A™'A =
AA™Y = I,. The set of invertible operators on vector space V forms a group under
composition as shown below.

Definition 2.2.1 (General Linear Group/ Special Linear Group). The subset of invert-
wble linear operators on V', along with composition as the group operation, is known as
the General Linear Group and is denoted by GL(V) C L(V'). The Special Linear Group
SL(V) C GL(V) is the subgroup of unit determinant operators.

The prefix S for “special” will henceforth stand for the unit determinant constraint.

For dim (V') = d, GL(V) is isomorphic to the group of invertible matrices G Ly(d) with
matrix multiplication. The isomorphism is given by Eq. (2.2) using the matrix representa-
tions in any choice of basis {&1,...,&;} C V. If V = TF¢ then we use shorthand GL(d) and
SL(d) to refer to the above groups.

We can also verify that the isometries described in Definition 2.1.11 are also groups
under compositions as, for any =, ¥ € U(V),

so that ZoW € U(V) as well. Similar calculations show that O(V) is also a group. Further,
we will often consider the unit determinant subgroups SU(V') and SO(V'), which are known
as the special unitary and special orthogonal groups respectively. These are examples of
compact Lie groups, and we discuss this more formally in Section 2.2.3.

While there is not a well-defined group structure for positive definite operators (e.g.
A, B € PD(V) does not imply AB € PD(V)), the polar decomposition in Theorem 2.1.13

25



shows that we can view PD(V') as the set of equivalence classes of GL(V') under the action
of U(V). This induced structure motivates the geometry we define in Section 2.2.4, which
is very useful for our optimization perspective in Chapter 6.

2.2.2 Torus Groups

In this subsection, we consider some very simple (diagonal) subgroups of GL(V'). These
are known as torus subgroups, and are the simplest setting in which we can present some
of the ideas of Lie theory that we further elaborate in Section 2.2.3.

Definition 2.2.2 (Torus Groups). For vector space V' and basis = = {&,...,&4} C V,
the set of invertible operators diagonal in the = basis is denoted by T=(V) and forms a
commutative group under composition. ST=(V') C T=(V) is the unit determinant subgroup.

Note we can simply verify commutativity as follows: for every A € T=(V'), the matrix
representations =~ ' A= is diagonal as discussed in Definition 2.1.6. In fact, this subgroup
is isomorphic to C%, the direct product of the multiplicative group of complex numbers
via the map A — {1, ..., Ag} for eigen-pairs {(\;, &) }icpq of A.

To better understand T=(V'), we consider the simplest setting of dim(V) = 1. In this
case, T=(V) ~ C,, and we decompose any z € C, into the magnitude and phase z = \z
where z > 0 and |A\| = 1. This induces the group decomposition T=(V) = T=(V) x TF(V)
for general torus groups by applying this component-wise. Note that both of these pieces
also have a group structure with the same operation. Further, T=(V') is an example of a
compact group, which will be discussed further in Section 2.2.3. We note that the name
“torus group” comes from the special case (S')?, the geometric torus.

This decomposition T5(V) = T=(V) x T (V) is reminiscent of the Polar decomposition
in Theorem 2.1.13, where we decomposed GL(V') = U(V) x PD(V) into a rotation and a
positive component. In fact, when = is an orthonormal basis, this is exactly the restriction
of the polar decomposition to the commutative subgroup 7=(V'). The following change of
variable allows us to further clarify the algebraic structure of 7=(V'). Consider the vector
space t := log TZ(V), which is isomorphic to the additive group R4m(V). Similarly, we
consider log T=(V') = /=15, which is known as the Lie algebra of the torus group T=(V).
This gives the decomposition log T=(V) = /=1t (V) @ t5(V), and by commutativity,
the exponential mapping gives an isomorphism between T=(V) and the additive group
V-15(V) @ t5(V). We will also often consider the unit determinant subsets of these
groups, which are denoted by STz, ST=, STE. Their corresponding algebras are denoted
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by st=, st5, 5t5, where we have added a trace constraint, e.g.
st? = {EAZ* | A € diagg(V), Tr[A] = 0}.

As we will show in Section 2.2.3, the exponential mapping is also useful in understanding
the polar decomposition for general operators. But in this case the group structure will be
slightly more complicated.

2.2.3 Lie Groups and Lie Algebras (Primer)

In this subsection, reconsider the various groups and decompositions discussed above using
(a bit of) Lie theory. The results in this subsection are not necessary to understand the
work in this thesis, and we present this as background to give some intuition for the
geometry discussed in Section 2.2.4. We suggest the reader consult the books [97], [32],
[53] (and many others) for a more thorough treatment.

The various optimization problems we study in this thesis concern optimization over
Lie groups. These are continuous groups of symmetries which, at every point, locally look
like a vector space. The groups of matrices and operators studied above (GL,SL, U, ...) are
classical examples of Lie groups, and the corresponding local vector spaces are called Lie
algebras (gl,sl,u=H,...).

Definition 2.2.3. A Lie group is a group that is also a smooth manifold. The Lie algebra
g := Lie(G) of Lie group G is the tangent space at the identity T.G.

We will not formally explain all of the terms in the above definition, instead choosing
to focus on some intuitive examples. A smooth manifold is a topological space that, at
every point, can be locally and smoothly transformed to a vector space. The vector space
associated with the point is called the tangent space, and describes the directions that are
“tangent” to the manifold. For concreteness, consider that the Earth we walk on is the
surface of a sphere in three dimensional space, where at every point the local neighborhood
looks like the Euclidean plane.

Now consider the concrete example G = U(d). The tangent space at the identity is
the vector space of matrices X € Mat(d) such that I; + tX is still unitary for some small
(infinitesimal) ¢. Since the unitary group is characterized by the equation UU* = U*U = I,
according to Definition 2.1.11, we can differentiate this to find

0=0o(Ig+tX)(Is+tX) = X + X*.
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This is exactly the set of skew-Hermitian operators, and is known as the Lie algebra of
the unitary group, denoted u(d). Note that differentiating the constraint U*U = I at the
identity also gives the same equation. We point out that u(d) is equivalent to v/—1 times
the set of Hermitian operators H(d), and we will use this correspondence later to formally
describe the polar decomposition.

Lie groups are manifolds such that the group structure is compatible with the set of
tangent spaces. Explicitly, if T;;G denotes the tangent space of the unitary group at element
U, then we have the following bijection between Ty G and 17,G = u:

X eu & Oo(U+tUX)(U +tUX)" = d,_oU(I + tX)(I + tX)U* = 0.

In other words, the tangent spaces are all compatible with the group operation.

In this way, if we consider all of the tangent vectors indexed by a fixed X € u, these can
be stitched together into a left invariant vector field on the group. This invariance makes
the setting of Lie groups especially suited to optimization, as the local structure at every
point always looks like the canonical local structure at the identity, and further there is a
change of variable operation that reduces this local structure to a vector space.

The flow induced by these left-invariant vector fields is captured by what is known
as the exponential map. For our unitary group example, this gives a mapping from the
algebra to the group. Any U € U(V) is normal and has spectrum contained in S! as
shown in Section 2.1.6. This means that we can write U = eV~ where Y € H(V). By
this calculation, we have shown that U(V) = exp(u(V)) = exp(v/—=1H(V)), and similarly,

O(V) = exp(o(V)) = exp(v/=IS(V)).

This global structure is only defined for compact Lie groups, of which U(d) is an ex-
ample. On the other hand, for non-compact Lie groups such as GL(d), there does not
always exist a global exponential map which can travel all throughout the group. But in
this case, we can use the polar decomposition to describe GL(d) as the complexification
of U(d). Explicitly, the valid directions at the identity that remain in GL, i.e. the Lie
algebra gl, are exactly u @ y/—1u. This can be likened to the very simple example of the
polar decomposition of the multiplicative group of complex numbers C,, which can be seen
as exp(R @ v/—1R), or the equally simple polar decomposition of torus groups given in
Section 2.2.2.

We can also combine the polar decomposition with the exponential map to lift this
vector space complexification to the group setting. According to Definition 2.1.9, any
P € PD(V) is Hermitian, so by Theorem 2.1.8 it can be diagonalized by some isometry
= according to Definition 2.1.11. Further, it has strictly positive eigenvalues, so we can
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write P = ¥ for some X € H(d) (explicitly, X := log P by Definition 2.1.7). In fact, the
log function is a bijection on strictly positive real numbers, so this shows that PD¢ (V) =
exp(H(V)) and PDg(V) = exp(S(V)).

Using these transformations, we can view the Polar decomposition in Theorem 2.1.13 as
a way to write any invertible A € GL(V') as the product of two exponentials A = eV1YeX
where XY € H(V). Earlier, we showed that U(V') = exp(u(V')), for Lie algebra u(V'). The
polar decomposition allows us to lift this to the non-compact group GL(V') = exp(u(V)) -
exp(v/—1-u(V)), where the Lie algebra is gl(V) = w(V) @& /=1 -u(V).

This Lie algebra and exponential map structure will be key to the tractability of the
group optimization problems studied in Chapter 6. We will use concepts from geometric
invariant theory in order to give geodesically convex formulations for the scaling problems
we study in this thesis. For background, see the foundational book by Mumford et al. [73],
and for a slightly more concrete perspective, see the book of Wallach [97].

Before concluding, we use this perspective of Lie algebras to decompose
SPDc(V) = Uzeuv) STZ(V),  SPDg(V) = Uzcon) ST (V), (2.6)

as well as a similar statement for associated vector spaces as
spc(V) == {X € H(V) | Tr[X] = 0} = UEGSU(V)ﬁf_E(V)’ (2.7)
5pog(V) := {X € S(V) [ Tr[X] = 0} = Uzeso)sti(V),

where SPD and spd are given in Definition 2.1.10. It will be quite easy to optimize over any
single torus group st5(V), since it is just a vector space of diagonal matrices. Therefore,
the above decomposition allows us to reduce optimization on positive definite operators, to
vector space optimization. This will be key to the appropriate notion of geodesic convexity
that we exploit in Chapter 6 and Chapter 7 in order to analyze tensor scaling problems,
which can be thought of as search problems over non-commutative groups.

2.2.4 Calculus for Positive Definite Operators

This subsection will introduce the notion of geodesics on positive definite operators. These
geodesics induce a natural geometry on PD(d) that reveals the underlying convexity of our
group optimization problem in Section 6.2.4.

Definition 2.2.4 (Geodesics on Positive Definite operators). For any two elements p,q €
PD(V), the curve v,, : [0,1] = PD(V) is defined as

'Yp,q(t) — p1/2(p71/2qp71/2)tp1/2 _ p1/2 eXp(t log(pfl/qufl/Z))pl/Z'
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Similary, for p e PD(V) and X € H(V'), the map v, : H — PD(V) is defined as
(X)) = p'2eXp'2.

We will also need the following well-known symmetry properties of these curves.

Fact 2.2.5. For any two elements p,q € PD(V), the curves ~,, and v,, are related by
V() = Ygp(L — 1) for any t € [0,1].

Further, || logp=2qp~'7|| = || log ¢~*/*pg~/2

| for any unitarily invariant norm || - ||.
Proof. The first statement is a well-known fact relating to the so-called weighted geometric
means of matrices, and is stated in Lemma 2 of [33].

To show the second statement, we observe that p~'/2gp='/2 = (p~1/2¢'/2)(¢"/?p=1/?)
is cospectral with (¢71/2pg /)71 = ¢'/2p~1¢}/? = (¢"/?p=Y2)(p~1/2¢"/?), and therefore,
so are their matrix logarithms. Since any unitarily invariant norm depends only on the
eigenvalues of the input, this implies that || - || takes the same value on log(p~/2¢qp~'/?)
and — log(q~/?pq1/?). O

These curves can be formally derived as geodesics, or shortest path curves, on the
Riemannian manifold of positive definite matrices. For a wonderful introduction to the
subject see the book by Bhatia [13]. The important thing to note for our purposes is that
there is a curve connecting any p € PD(V) to any other ¢ € PD(V). Further, for any
starting point p € PD(V), we can parametrize the non-Euclidean set of positive definite
matrices by the vector space H(V') using the exponential curves 7.

Another simple derivation of these curves comes from the Lie group structure given in
Section 2.2.3. Recall that the Lie algebra of GL(V') was the vector space v/—1H(V)®H(V),
and Theorem 2.1.13 gave a way to write GL(V) = U(V) - PD(V) = exp(v/—1H(V)) -
exp(H(V)). Also, the polar part of ¢ € GL(V) is exactly \/¢g*g. Therefore, for any
X € H(V), the geodesic curve from p := g*g € PD(V) in the X direction is related to the
induced curve from g € GL(V) in the tangent direction X:

(e™/2g)"(e"2g) = g7y, (2.8)
Note the factor of 2 since the polar part is really the square root of g*g. This is not exactly
Y, (nX) = p'/2enXpl/? as p = g*g does not imply p/2 = g. But if we consider PD(V) as
the set of equivalence classes of operators in GL(V') parametrized by their polar part, then

this relation becomes more natural.

In Chapter 6 and Chapter 7, we will lift these geodesics to products of simple groups.
This will allow us to give an geodesically convex optimization formulation for certain group
scaling problems.
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2.3 Convex Analysis

In this section, we review some basic definitions and results from convex analysis. We first
present the univariate setting, and then discuss its extension to vector spaces. We follow
the presentation in [17] and [75]. In Section 6.2.3, we will lift these ideas to the notion of
geodesic convexity on positive definite matrices. This will be the key to our analysis of
tensor scaling in Chapter 6.

2.3.1 Univariate Convex Functions

Convexity is a natural and very useful property of functions used throughout mathematics.

Definition 2.3.1. Function h : R — R s convex if any of the following conditions hold:

1. (0-th order): Vs,t € R and A € [0,1]: h(As + (1 — \)t) < )+
> W(s)(t = s);

Ah(s
2. (1-st order): if h is differentiable, then Vs,t € R : h(t) — h(s)
> 0.

3. (2-nd order): if h is twice-differentiable, then ¥t € R : h"(t)

We will also often use the following notions of strong convexity at a point.

Definition 2.3.2. (Twice-differentiable) function h : R — R is a-strongly convez at s € R
if K'(s) > a. Equivalently, h is a-strongly convezr on the interval [a,b] iff

WJEMM:MQ—MQEM@@—Q+%@—@?
h is called strictly convex at s € R if it is a-strongly convez at s for some a > 0.

Most of the functions studied in this thesis are sufficiently differentiable that we can ap-
ply any of the above equivalent conditions. Some of the proofs below will use second or third
derivatives, and so in the sequel we assume that the input function is thrice-differentiable.
The differentiability assumption can often be removed by different arguments, but we
choose this presentation as it lifts more naturally to our geodesic setting in Chapter 6.

The following shows the value of convexity, especially for optimization.

Definition 2.3.3. For function h: R — R, t € R is a critical point of h if W' (t) = 0.
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Lemma 2.3.4. For convex function h : R — R, if h* := inficg h(t), then h* = h(s) iff
s € R is a critical point of h.

Proof. If h* = h(s), then clearly s is a critical point, as otherwise we could decrease the
function by moving to s — dh'(s) for some small § > 0.

The other direction follows simply from the 1-st order condition in Definition 2.3.1, as
for any t € R we can lower bound

h(t) > h(s) + B (s)(t — s) = h(s).

In fact, if the function is strongly convex, the optimizer is unique as shown below.

Lemma 2.3.5. Let h : R — R be a convez function that is o > 0-strongly convez at the
optimizer t, = arginf;cg h(t). Then t, is the unique optimizer of h.

Proof. By Lemma 2.3.4, h/(t,) = 0 by optimality. Further, by continuity of the second
derivative, there is some non-zero radius r > 0 such that h”(t) > § > 0 for all [t —¢,| < 7.
Now for contradiction, assume that h(t) = h(t.) for some t # t,. By strong convexity, we

can bound
h(t) — h(t,) = / t B (s1) = /: (h’(t*)+ /t h"(sz)d32>dsl

ta

t min{r,s1} tOé
Z / (O + / h”<52)d52> dSl Z / 5 min{r, 51} > O,
tu ts ts

where the first two steps were by the fundamental theorem of calculus, in the third step we
used h/(t,) = 0 by Lemma 2.3.4 and the fact that A”(s) > 0 by Definition 2.3.1 of convexity
for the inequality, in the fourth step we applied h”(t) > § for |t —t,| < as derived above
using strong convexity, and the final step was by the assumptions @ > 0 and r > 0. This
is our desired contradiction, so t, is the unique optimizer. O

We can also derive the following approximate version of Lemma 2.3.4.

Lemma 2.3.6. For a-strongly convex h : R — R and any s € R, the optimum can be

lower bounded by
. |7 (s)?
= > B
h %gﬂgh(t) > h(s) 90

and the optimizer t, satisfies |t, — s| < —|h/(§f)|_
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Proof. We first use strong convexity near s to show the bound |t, — s| < @ for the
optimizer. Recall that Lemma 2.3.4 shows that any critical point of A is a global minimum.
Therefore we will show that if |h/(s)| is small, then strong convexity implies that there is a
critical point A'(t) = 0 nearby. We can assume h/(s) < 0 by considering the function h(—t)
if necessary. Then for arbitrary ¢ € R:

B'(t) = K (s)+ / R"(r) > N (s) + alt — s),

where the first step was by the fundamental theorem of calculus, and in the final step we
used h”(r) > «a by a-strong convexity according to Definition 2.3.2. By continuity of A/,
this implies that there is some s <t < s— M) quch that h'(t) = 0, which by Lemma 2.3.4

(03
means that the optimizer of A is within this range.

To show the lower bound, we use a-strong convexity and calculate, for any s,t € R,

h(t) — h(s) = /:S B(t) = /t:s <h’(s)+ / ’ h”(tg)) > h’(s)(t—s)+%(t—5)2’

to=s

where the first two steps were by the fundamental theorem of calculus, and in the final

step we used that h”(t) > « by Definition 2.3.2 of a-strong convexity and integrated. Now

the result follows by optimizing the quadratic lower bound shown above:

. . a (I'(s))?

h(t,) = inf A(t) > inf h B (s)(t — —(t —5)* = h(s) — ~—2—

(t.) = Infh(t) = Inf h(s) + K (s)(t = 5) + St = 5)° = h(s) — — ",

where the second step was by the lower bound shown above, and in the last step we chose

infimizer t = s — @ O]
Note that in the above proof, we only used strong convexity at points ¢t € [s,t,]. For

our applications, we will study convex functions that are strongly convex only in some

neighborhood. Therefore, we rewrite the above statement with these weaker assumptions.

Lemma 2.3.7. For convez function h : R — R with optimizer t, := argmineg h(t) and
any fizred s € R, if h is a-strongly convex for all t € [s,t,], then

h* = inf h(t) > h(s) — 7)1

teR 200

If the optimizer is not known, a sufficient condition is a-strong convezity for [s £ W]
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2.3.2 Convex Functions on Vector Spaces

All of these properties lift to convex functions on vector spaces.

Definition 2.3.8. For vector space V', function f :V — R is convex if for every x,y € V,
the univariate restriction t — f(x + ty) is convez.

f is a-strongly convez in norm || - || at point x € V if, for every v € V, the univariate
restriction t — f(x + tv) is a|v||*-strongly convex at t = 0 according to Definition 2.5.2.

Convex functions on vector spaces are also optimized at their critical points.

Definition 2.3.9. For vector space V' and function f:V — R, x € V s a critical point

of f uff
Yo eV :0of(x+tv) =0.

Equivalently, x € V is a critical point of f if for every v € V, the univariate restriction
t — f(x +tv) has critical point t = 0.

Lemma 2.3.10. For vector space V' and convex function f:V — R, f*:=inf,cy f(v) =
f(z) iff © is a critical point of f.

Proof. If x € V is a global minimizer of f, then in particular it is the minimizer of every
univariate restriction hA(t) := f(x + tv). Therefore by Lemma 2.3.4 we must have

0= 8t:0h<t) = 8t:0f(x + tv)

for every v € V, which is exactly Definition 2.3.9 of critical points.

Conversely, if x € V is a critical point, then for any y € V', we have that ¢t = 0 is a
critical point for the univariate restriction h(t) := f(x+t(y —x)). Therefore the statement
follows from Lemma 2.3.4. [l

And strongly convex functions on vector spaces also have unique optimizers.

Lemma 2.3.11. For vector space V' and convex function f :V — R, if f is a > 0-strongly
conver at z, := arginf ey f(x), then . is the unique optimizer of f.

Proof. Assume for contradiction that y # x, is also an optimizer. Then the univariate

function h(t) := f(z. + t(y — x.)) is strictly convex at ¢ = 0, so Lemma 2.3.5 gives the
contradiction. O

34



The above suggests that a natural algorithm to find the minimizer of a convex function
is to follow the direction of steepest descent. To formalize this idea, we will need a choice
of inner product.

Definition 2.3.12. If V' has inner product {-,-), and f is differentiable, then the gradient
of f at point x is the unique element of V' satisfying

Vo eV (Vf(x),v) = 0s—of(x+ ov).
Therefore, in this case the convexity condition can be written equivalently as

Ve,y eV f(z) = fly) = (Vf(@),y — ).

This suggests a family of minimization algorithms known as gradient methods or first-
order methods [75]. Convex functions give a wide class of optimization problems that arise
in many applications. The value of convexity, and specifically the first order convexity
condition in Definition 2.3.12, is that the gradient at any point defines a halfspace contain-
ing the optimizer. Therefore, in order to minimize the function, we can always follow the
negative gradient direction and this will intuitively lead us in the direction of the optimizer.

From this perspective, strong convexity means that the function curves strictly away
from any tangent hyperplane. This intuitively implies that the negative gradient direction
not only makes progress by decreasing the function, but also decreases the size of the gra-
dient. These kind of implications will be helpful for our analysis of the geodesically convex
problems in Chapter 6. For further details and formal analyses of various minimization
methods, we refer the reader to Section 1.2 of [75].

Finally, we present a standard result on projections in convex analysis that we will use
for our distance bounds in Chapter 4.

Lemma 2.3.13 (Lemma 3.1.5 in [75]). Consider vector space V' with Euclidean norm ||-||2.
Then for any convex body K C 'V and any point x & K, if x, := argmin,cg ||z — |3 is
the Euclidean projection, then

vy € K+ o —ylz < llz -yl

2.4 Quantum Information

In this section, we present some basic definitions from Quantum Information Theory. The
tensor scaling problem that we study in Chapter 6 has an equivalent formulation in terms
of marginals of quantum states, and so this perspective will give many useful inequalities
for our tensor setting. We will follow the presentation of Watrous in [95].
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2.4.1 Tensor Products and Quantum Marginals

The tensor product of vector spaces U and V' is defined as the the set of linear combinations
of formal pairs u ® v where u € U and v € V. If U has basis {uy,...,uq} and V has
basis {v1,...,v¢}, the tensor product U ® V has basis {u; ® vj}ic(ajel¢). This shows
dim(U @ V') = dim(U) dim(V).

The vector space U ® V' has operators L(U, V) acting linearly upon it, just as we
discussed in Section 2.1.1. By the definition of the tensor product space, any pair A € L(U)
and B € L(V') has a natural action on u ® v with u € U and v € V as (A® B)(u®v) =
(Au) ® (Bv), and this can be extended linearly to the whole space. We emphasize that
L(U,V) is not contained in the set of linear combinations of (A € L(U)) ® (B € L(V)).
This is in fact some part of the reason for the phenomenon of quantum entanglement.

Below, we collect some simple facts about the tensor product of linear operators.

Fact 2.4.1. For X € H(U),Y € H(V) the spectrum of X®Y € H(URV) is {y; }ic|a)jeid]
where {x;}icia) and {y;}jea) are the spectra of X and Y, respectively. Consequently,
det(X @ Y) = det(X)? det(Y)?

Given a tensor z € R? @ RY | we will often consider the “flattening” X := Mat(x) €
Mat(d,d"). The j-th column of X corresponds to the entries {z;;}iciq. More generally,
given 7 € R" @ R® ® R%, we can view this as a tuple of tensors X, ..., X4, € R4 @ R%
defined entry-wise as (Xj;)j,.j» = Zjjojs- 10 the following subsections, we will use this
correspondence to translate between tensors and quantum states and marginals.

2.4.2 Quantum States and Quantum Maps

We begin with the basic objects of study in Quantum Information.
Definition 2.4.2. For vector space V', an element p € L(V') is a quantum state if p = 0
and Tr[p] = 1.

We will often be informal about this definition and call arbitrary p >~ 0 a “state” even
if it does not satisfy the Tr condition.

Now we consider maps between these objects.

Definition 2.4.3. For inner product spaces U,V , a quantum map ® : L(V) — L(U) is a
linear map that preserves self-adjoint operators. The dual of quantum map ® is the adjoint
map ®* : L(U) — L(V') under the natural Euclidean inner product:

(P(X),Y) = (X, 2,(Y)).

p
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In Quantum Information theory, the appropriate notion of mappings is defined by
quantum channels, which satisfy some additional properties (completely positive, trace-
preserving). We do not define these, as we will only use the linear operator interpretation.

2.4.3 Representations of Quantum States and Maps

There are many ways to represent states and channels, each of which emphasize different
properties. The following definitions and equivalences are from Prop 2.20 of [95].

Definition 2.4.4. For vector spaces U,V and tuple of linear operators Ay, ..., Ax € L(U, V),
the associated state representation pa € L(U @ V') is defined as

pA = Z vec(Ay) vec(Ag)".

k=1
The associated quantum maps ®4 : L(V) — L(U) and ®% : L(U) — L(V) are defined by

K K
QuY) =D AYA,  DUX) =D A XA
k=1 k=1

In this case, {Ay, ..., Ak} is a Kraus representation of ® 4.

Proposition 2.4.5. Given inner product spaces U,V , for p € L(U, V) and ® : L(V) —
L(U), (p,®) is an associated pair iff for every X € L(U),Y € L(V):

(X, (V) = (. X & Y).

This gives a bijection between quantum states and quantum maps. If ® is a quantum
channel, then p is known as the Choi representation of ®.

Another helpful perspective is to view quantum operators as matrices acting on vectors
vec(L(V')). This allows us to use spectral theory to analyze quantum maps. The following
equation provides the translation and can be verified entry-wise:

vec(AX B*) = (A® B) vec(X).

Definition 2.4.6 (Natural Representation). For vector spaces U,V and tuple of linear
operators Ay, ..., Ax € L(U, V') given as Kraus operators, the natural representation of the
channel ® 4 given in Definition 2.4.4 is the matriz

K
MA = ZAk ®A_k,
k=1
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where Ay, denotes complex conjugation if F = C. Note that this is a map My : L(V) —
L(U) by the bijection Y € L(V) = vec(Y) e V@V and X € L(U) — vec(X) e U U.
Further note the following relations between pa, ® 4, My:

Ma(vee(Y)) = (Z A ® Ak> vee(Y) = 3 vee(A,Y A7) = vee(®4(Y))

VX € LU),Y € L(V) : {vee(X), Myvec(Y)) = (X, B4(Y)) = (p4. X ®Y)

As shown above, quantum maps can be viewed as bipartite quantum states. In the
following, we discuss how to generalize this to multipartite states.

Definition 2.4.7. Given inner product spaces V., W, the partial trace is the map Try :
L(V@W) — L(V) defined uniquely by

VX € L(V),Y € LW) : Try[X ®@ Y] = X (Tx[Y]).

For pe L(V®@ W), the V-marginal is then defined

p" = Trwlp).

Equivalently, the V. marginal is the unique operator in L(V') satisfying

VX e L(V): (0", X) = (p, X @ Iw).

In our setting, we will have p € L(V) for tensor space V. = RQagfm)Va-  Then for
any S C [m], Vs := ®ucsVa and the S-marginal p° € L(Vs) is the S-partial trace of
p e L(V) = L(VS ® Vg)

If V, = F% is given explicitly, then p5 € Mat(ds) where ds = [],cg da-

This property uniquely determines p5). If p is positive definite then so is p°. Moreover,
(p)T for T C S, and Tr[p®] = Tx[pT].

With this perspective for tensors, we can discuss how the flattenings described in Sec-
tion 2.4.1 relate to marginals. First note that for Kraus operators {Ay, ..., Ax} € L(U, V),
the marginals of p4 correspond to the operators



as shown in Definition 2.4.4. More generally, let state p € L(C1®@C%®C%) be represented
by the tuple of tensors 1, ...,2x € Ch @ C® ® C% as p = Zle zixy. In order to express
e.g. the d3 partial trace of p, we first view each xy as a tuple yj.1, ..., Yr.a; € C* ® C® with
entry-wise correspondence (), jojs = (Yk.js)j1.jo- Lhis allows us to write

K ds
PP =Trslp) =D ) ukivise (2.9)

k=1 j=1

Further, by Definition 2.4.4, this gives {Mat (yx ;) }re[r],je(as) a8 the Kraus operators of p(1?).

These translations will be useful in Chapter 7 in order to emphasize different perspec-
tives for tensor scaling inputs.

2.5 Concentration Inequalities

In probability theory, concentration inequalities are used to bound the deviation of random
variables from their means. We will heavily rely on such bounds in order to analyze various
properties of random inputs to the scaling problems studied in Chapter 5 and Chapter 9.

The simplest such inequality holds for arbitrary non-negative random variables.

Fact 2.5.1 (Markov). For random variable X > 0 and any 6 > 0

Note that this is trivial for any 0 < EX.
The above fact is quite elementary, but can be leveraged to prove much stronger in-

equalities for special classes of random variables. The exponential moment method is one
particular approach to stronger concentration, and proceeds

Pr[(X > 0] = Prle™ > ] < e PReX

for any ¢t > 0, where we applied Markov’s inequality in the last step. Therefore, if we have
control over the exponential moment, this allows us to optimize over ¢ to give a family of
strong inequalities. In the following, we will study several classes of random variables for
which we can control the exponential moment and give strong concentration bounds.

39



2.5.1 Independent and Sub-Exponential Distributions

The standard Chernoff bound is one such consequence involving a sum of independent
random variables. We state result for the specialized setting of Bernoulli random variables,
as this is all that we require for our analysis in Section 5.1.

Theorem 2.5.2 (Chernoff Bound, Theorem 2.3.1 in [95]). Let X, ..., Xn be independent
Bernoulli random variables with EX; = p;, and denote y = EZZ]L X; = ZZ]\LI pi. Then

for any t > pu, we have
N
VA IAY
P[ X,->t]< “<—>.
W[ Xzt <en(4

=1

Sub-exponential random variables are another subclass that enjoy strong concentration
bounds. The following are standard results from [94], [96].
Definition 2.5.3. Random variable X with mean EX = 0 is (12, b)-sub-exponential
2,2

1 t
vt < 7 : logEexptX < 5

The definition of sub-exponential distributions allows us to prove strong concentration
bounds via the exponential moment method.

Lemma 2.5.4 (Bernstein). If X is (v2,b)-subezponential, then for all 0 > 0

2

exp (—i) V<
eXp( 9) Vo > v

) b

IP[X>0]§{

Proof. We first proceed by the exponential moment method,

EetX
Pr[X > 0] = inf Prle"™ > "] <inf ——,
t>0 t>0 et?

where the last step was by Markov’s inequality. Now we can use Definition 2.5.3 on sub-

exponential variables
tX t2V2
inf log < inf — —th.
t>0 et? 0<t<b—!

The two cases then follow by choosing ¢ = 6/v% if it is feasible, i.e. § < v?/b
Zf21/2 (92 (92 92

2 T2 2 2
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and the boundary t = b~ if § > 12 /b otherwise

We can also control the finite moments of a sub-exponential distribution.

Lemma 2.5.5 (Proposition 2.7.1 in [95]). If both X, —X are (v*,b)-subexponential (Defi-
nition 2.5.3), then ¥p > 1 : E|X P < Z—;(bp)p.

Proof. By Definition 2.5.3, V|¢| < ;7 we have

t2 2
logEexptX < Ty

We will use the following simple inequality to prove a bound on moments.

Claim 2.5.6. Forallz €e R andp > 1: |z < pP(e” + e %)

Proof. Since e 4+ e~ > 1 always, the statement is clearly true for |z| < p. Otherwise,
divide both sides by p” and let u = x/p. Then we can show
P
Yu>1:— =uPl < (e")P =€,
pp
where the inequality u < e* is due to our assumption v > 1. The claim follows by a
symmetric argument showing u < —1 = |u| < e™™. O

Now we bound the p-th moment using the claim to give

1/2

E[X[P = 0PE|X/b] < (bp)’E(e™’ + e~ */") < (bp)" 15

where the second step was by the claim above, and the final step was by the subexponential
bound on the MGF by Definition 2.5.3. O]

In the following subsections, we will apply these general bounds to Gaussian and chi-
square random variables.
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2.5.2 Gaussian and Chi-square Distributions

Gaussian and Chi-square distributions are some of the most well-studied in probability
theory. In this subsection, we will define and give strong concentration bounds for these
distributions. We follow the exposition in [90].

Definition 2.5.7. The probability density function (pdf) of the standard Gaussian distri-
bution g ~ N(0,1) on R is

f(x eR) =

1 ( x2>
exp | —— | .
V27 P 2
It has mean Eg = 0 and variance Eg? = 1.

The multivariate centered Gaussian distribution with covariance matriz C' € PD(k) is
denoted g ~ N(0,C) and has pdf

fz € RF) = 1 M) ‘

{
det(27C) b (_ 2

g ~ N(0,C) can be equivalently written g = Zle VAigiu; where the g; ~ N(0,1) are i.i.d.
standard Gaussians and {\;,u;} are the eigen-pairs of C' according to Theorem 2.1.8. As
a consequence, Eg = 0 and Egg* = C.

This distribution satisfies the following linear invariance property.

Proposition 2.5.8. Consider Gaussian random variable g ~ N(0,C) for C € PDq(k).
Then for any A € Mat(d, k), Ag is also a Gaussian random variable, and in particular,
Ag ~ N(0, ACA*). As a consequence, if u,v € R* are orthogonal ((u,v) =0), then (g, u)
and {(g,v) are mutually independent.

We will often need to bound the norm of a random Gaussian vector. Therefore, we
introduce the following standard distribution.

Definition 2.5.9. Let X = Zle g? where g; ~ N(0,1) are independent standard Gaussian
variables. Then X is a chi-squared random with k degrees of freedom and is denoted x (k).
By linearity, the mean s EX = Z,’f:l Eg? = k.

The following is a well known explicit formula for the MGF of chi-square variables.
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Fact 2.5.10. For any t < %, the moment generating function (MGF) of X ~ x(k) is
Eexp(tX) = (1 —2t)7*/2,

If 4t < 1, then the MGF of X — k can be bounded by
log Eexp(t(X — k)) < 2kt?,

which implies that both £(X — k) are (4k,4)-subexponential according to Definition 2.5.5.

The last statement in the fact above can be combined with Lemma 2.5.4 to give con-
centration bounds on chi-square variables. But for this explicit distribution, we can rely
on the following stronger result.

Theorem 2.5.11 (Laurent, Massart [01]). For X ~ x(k) we have tail bounds

PriX —k > 20Vk +207] < exp(—0%),  and  Pr[X —k < —20Vk] < exp(—6?).

Before moving onto more complicated distributions in the following subsection, we state
an important result showing concentration for the spectrum of Gaussian random matrices.
This can be viewed as simultaneous concentration of ||Gz||3 for all directions z, and is
proved in using a net argument that is standard in the random matrix literature [9].

Theorem 2.5.12 (Corollary 5.35 of [91]). For d < n, let G € Mat(d,n) be a random
matriz with standard Gaussian entries G;; ~ N(0,1) for i € [d],j € [n]. Then for any
t>0,

Vit = Vd =t < 0pin(G) < 0max(G) < vV + Vd +t
with probability at least 1 — 2e~/2.
Much of the work of Chapter 5 on the Paulsen problem will be to prove similar spectral
results for more complicated Gaussian distributions that arise from our smoothed analysis

argument. The key technical results necessary to prove concentration are described in the
following subsection.

2.5.3 Hanson-Wright Inequality
We can generalize the results in Section 2.5.2 to more general quadratic forms of Gaussians.

We will use standard MGF bounds and the theory of sub-exponential random variables as
described in Section 2.5.1.
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Theorem 2.5.13 (Hanson-Wright Inequality [31]). For fized A € R™*"™ and g ~ N(0, I,,),
consider random variable ||Ag||5. The mean is E| Agl|3 = E{gg*, A*A) = Tr[A*A] = || A||%
and we have the following concentration:

62 | A*All7
exp (i) V0 < Al

|| A* All%

P[||| Agll5 — || AlI7] = 6] <
[
2exp _8\\A*A||op> V0> 1Al

Proof. By the Spectral Theorem in 2.1.8, we can diagonalize A*A = """ Au;ul with A >
0. This allows us to write ||Ag||3 = > i, Ai{g,u;)>. By orthogonality of the eigenvectors,
the random variables {(g, u;)?} are i.i.d. chi-squared variables with one degree of freedom,

so E||Ag|l3 = >_1", \i = Tr[A*A]. Further by independence we can separate the MGF as

log E exp(t||Ag|l5) = logEeXp(tZ Ni(ui, g)%) = Zlog]Eexp(t(ui,g>2).

i=1 i=1

Now we can use Fact 2.5.10 for max; 4[t)\;| < 1 to show

log Eexp(t(]| Ag|l3 — Tr[A7A])) = > "log Eexp(thi((g, u:)” — 1)) < Y 2£2A7,
=1 =1
which shows ||Agl|3 is (4>, A7, 4max; | N|) = (4)|A*A||3, 4] A* A||op)-subexponential ac-
cording to Definition 2.5.3. The theorem follows from the two-sided Bernstien bounds in
Lemma 2.5.4. [

In some of our applications, we may not be able to calculate second moments ||A*Al|%.
So below, we produce a simple corollary using only first moment information.

Corollary 2.5.14 (Theorem 2.1 in [81]). For fited A € R™*™ and g ~ N(0, I,,), consider
random variable ||Agll3 = (gg*, A*A). The mean is Tr[A*A] and we have the following
concentration:

62 0
P[|{gg*, A*A) — Tr[A*A]| > 0] < 2exp (—min{ , }) .
g™, A7) = A Al = STHA A A AL, SIA AT,

) Tr[A*A
Plllag". A°A) = LA > T < 2exp (-~ minfoP g )
op

Further, the lower and upper tails can be bounded separately by the same term without the
leading factor 2.
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Proof. The exponents in the two cases of Theorem 2.5.13 match at the boundary:

0 _ A*AlE 0

8l AAll: 8l AAll2, 8] AAllo,

Therefore we can rewrite the bound as

62 0
Pr|[(A*A, gg") — Tr[A"A]| > 0| < 2exp | — mi
r[(A"A,gg") — A4 > 0] < exp( mm{suA*An%’8||A*Allop})

so the probability is always upper bounded by the larger of the two. Continuing with the
crude bounds ||A*A||% < [|A*Al|op Tr[A*A], we get

02 0
Pl|{gg*, A*A) — Tr[A*A]| > 0] < 2exp (—min{ , }) )
og™, A7) =4 Al = 0 STHA A A Al S[TA* AT,

Now choosing 6 := n Tr[A* A] gives the second result. O

Since we know that ||Ag||3 > 0 always, the lower tail bound becomes trivial for § >
E|[Ag||3. In order to get higher probability statements we can use the following bound
from [62]. We repeat the proof for completeness.

Lemma 2.5.15 (Fact 4.5.7(3) in [02]). For fized 0 < A < I, and standard Gaussian
g~ N(0,1,), if c > 5 then the quadratic form concentrates as

2
PryonollaAg) < e THA] < exp (- 2eila]).
Proof. Note that E(g, Ag) = (A,Egg*) = Tr[A], so the following holds for any 6 > 0 and
t>0:
Pri{g, Ag) < 0 Tx[A]] = Prie™ @49 > T < TR exp(—t(g, Ag)),

where the last step was by Markov’s bound applied to e #9:49),

By the Spectral Theorem (2.1.8), we can diagonalize A = """ | \u;uf. This allows us
to bound the MGF by a similar calculation as in the proof of Theorem 2.5.13.

t0 Tr[A] 4 log E exp(—t(g, Ag)) = t0 Z Ai + log Eexp(—t Z Ni(g, u;)?)

i=1 =1

= Z (OX; + log E exp(—tAi (g, u;)?))

=1
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where the first step was by the definition of Tr, and the last step was by independence of
{(9, wi) }icp) since {u;}7; are orthonormal eigenvectors. Now we assume max;ep, (—2t)\; <
1 so that the moment generating function is defined and use Fact 2.5.10 to compute
log E exp(—tA;(g, u;)?) = —3 log(1+2t);). The main observation is that A — —1 Z?Zl log(1+
2t)\;) is convex and therefore the maximizer over the convex set {A € [0,1]",>"" |\ =
Tr[A]} occurs at the boundary where | Tr[A]| entries are 1 and one entry is the remaining
fractional part. Therefore we can bound the above quantity

n n d
t0 Tr[A]+log E exp(—t(g, Ag)) = t0 Z )\i—% Z log(1+2tA;) Z < o — — log(l + 2t)) :
i=1 i=1

Now we want to choose —2t = 1 — =1 > 0 for some 0 < § < 1, for which the moment
generating function is well defined as max;e|,) —2tA; < —2¢ < 1 by our constraint 0 < A <
I,,. Plugging this into the previous probability bound gives

log Pr{(g, Ag) < 6 Te[A]] < —Trg”

Tr[A]

(log(1 + 2t) — 2t0) = — (logf~t —1+0).

Rewriting 8 = e™¢, the term in the parentheses becomes %(c —14e ) > %c fore>5. O

This also gives the following simple corollary for the lower tail of chi-square variables.

Corollary 2.5.16. X ~ x(k) can be equivalently written as X = (gg*, Ix) for standard
Gaussian g ~ N(0,I;). By Lemma 2.5.15, for any ¢ > 5, X can be lower bounded as

2
PriX <e k] <exp (_56k>

The final result in this subsection will be a bound on the moments of quadratic forms
of Gaussians. This is a specialization of Lemma 2.5.5 and will be used in Chapter 5.

Corollary 2.5.17. For fized A € Mat(m,n) and g ~ N(0,1,,), for random variable || Ag||3
we have the following moment bounds for all p > 1:

< AR

BIAIE < T2 A,

T SplIAT Allop)” 4 (2 Te[AAJ)P.

Further, by the simple bound ||A*A||3 < ||A*A||op Tr[A*A], we have the corollary

Tr[A*A]

| Agl < e (SpIA Al + (2T A )
op
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Proof. Recall in the proof of Theorem 2.5.13 we showed that E|Ag||? = Tr[A*A] and
both +(|| Agl||3 — Tr[A* A]) are (4]| A*A||%, 4| A* A|op)-subexponential. Therefore we can use
Lemma 2.5.5 to prove our moment bound.
A* A2
B9l < 2(EIAgI — TA" AP + A" AP) < ETHE GpA ALy + (2TiA A
op
where the second step was by the inequality (z 4+ y)? < (2max{|z|, |y|})? < 2°(|z|" + |y|P),
and the final step was using Lemma 2.5.5. O]

2.6 Nets and Approximation Arguments

Throughout Chapter 5 and Chapter 9, we will use standard arguments in order to control
the supremum of a set of random variables. This will allow us to generalize the spectral
bounds of Theorem 2.5.12 to more complicated distributions. For this purpose, we will
need the following standard bounds.

In order to perform a union bound over sets, we need the following standard cardinality
bound (see e.g. [90]).

Fact 2.6.1. For 3 € |0, %] we can bound the binomial coefficient:

g ( 3, ) < 981~ 1oz, )

In order to control various operator norms of random matrices, we will perform a
standard net argument. As an illustration, say we have a set of random variables {X¢}¢cp
and we want to control supgcp X¢. If the set S is finite and we have concentration bounds
for each X, then the result would follow by a simple union bound. But this argument no
longer works for infinite B. In this case, in order to show strong bounds for every £ € S,
we first discretize the set to N C B and perform the union bound over every ¢ € N. Then
we show that supg.y X¢ approximates supgcp X¢ to give the result.

We use the following standard notions to discretize a unit ball B for such an argument.

Definition 2.6.2. Let || - || be a norm on R%. Then given subset B C R?, N C R? is called
an n-net for B if for every element v € B, there exists a nearby u € N such that

Ju—v[ <n.
N C B is called an n-packing of B if ||u — v| > n for every pair u,v € N.
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The following results will help with union bound arguments over nets and packings.

Fact 2.6.3. [Lemma 4.10 in [75]] Let || - || define a norm on R with unit ball and sphere
B:={veR||v| <1} and S:={veR||v| =1}

For anyn > 0, let N, C S be a mazimal n-packing of S and N, C S be a minimum n-net
for S according to Definition 2.6.2. Then

9 d
vi<imls (142)

For the specific case of the unit ball of || - ||o or || - ||op, We can use the following refined
characterization for our discretization.

Fact 2.6.4. The vertices of the polytope

H=1;NBu={yeR"| Y y=0-1,<y<1}
Jj€ln]
are of the form 1s—17 for disjoint sets S, T C [n| with SOT = 0. In particular, S, T € (LZJ)
2

if nis odd, and T € (n72) and S = [n] — T if n is even. Note that for the even case, these
vertices can be rewritten 1,, — 21y = 21g — 1,,.

This lifts naturally to the matriz setting as the vertices of
IFN By ={Y eHn) | Tr[Y] =0,V < 1}

are of the form P — Q for disjoint orthogonal projections P,Q € H(n) with PQ = 0, i.e.
Im(P) N Im(Q) = 0. In particular, Q = I, — P for some tk(P) = & projection if n is
even, both P,Q are projections with tk(P) = 1k(Q) = [ 5] n is odd. Note that for the even
case, these vertices can be rewritten 2P — I,, = I,, — 2Q).

The final part of this subsection deals with the approximation part of the argument.
Specifically, it shows how to translate bounds on sup,y X¢, where N C S is some appro-
priate discretization of the Euclidean sphere, into a bound on supg, g Xe.

Lemma 2.6.5. For M € Mat(n,d), if N is an n-net of S, then

[M]lop < (1 —n)~" sup [|ME]|2.
£EN
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Note this can be rewritten as ||[M*M||op, < (1 —n)72 supge y(§€%, M* M) for positive semi-
definite M*M .

This can be generalized to non-definite X € H(d) matrices as follows:

[ X |lop < (1 =21 —n*) "' sup [(£€*, X)|.
EEN

Proof. We follow the standard approximation argument given in [95].

First consider arbitrary M € Mat(d,n), and let & := argsupgcga-1 |[|[ME]]2 so that
|M&.||l2 = ||M||op by definition of the operator norm as discussed in Section 2.1.9. For
shorthand let p := supgcy [|[ME||2. N is an -net, so by Definition 2.6.2 we can decompose
£ =&+ & for some € € N, ¢ € nBY. This allows us to bound

[Mlop = IMEl2 < [IMEl2 + M2 < g+ 0l M]|op,

where the first step was by definition of &,, the second step was by the triangle inequality,
and in the final step the first term is bounded by definition of 1 as £ € N, and second term
is bounded by the definition of the operator norm and ¢ € nBY. The statement follows by
rearranging:

[Mlop < (1 —=n) "= (1—n)" sup [|ME]l>

The second statement follows by a similar calculation except that the triangle inequality
has more terms. For any Hermitian matrix X € Mat(d), let £, := arg supgcga—1 [(££, X)| so
that | X||op = [(§+&F, X)| by Definition 2.1.16. Further, for shorthand let p := supgcy [(££*, X)|.
N is an n-net, so by Definition 2.6.2 we can decompose &, = £+¢’ for some £ € N, ¢ € nBY.
This allows us to bound

X Nlop = [{&:€2, X)| < (667, X) [ +21(€°8™, X)€", X)| < 1€ I2lIEllA+1E 1D IX Nop,

where the first step was by definition of &, the second step was by the triangle inequality,
and in the final step the first term is bounded due to £ € N, and the next terms are by
the dual definition of the operator norm as discussed in Section 2.1.9. Therefore, using
I€’|l2 < n and rearranging gives the lemma:

X lop < 11+ @0+ 0" Xlop = (1 =27 =7°) | X]lop < p1 = sup (68", X1
S
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We will also want to bound the smallest singular values of random matrices with a
similar strategy. Therefore, we will discretize S?~! and perform a similar approximation
argument below for infgcga-1 X¢. The following lemma is helpful to bound well-conditioned
matrices.

Lemma 2.6.6. For X € Mat(n,d), if N is an n-net of S41, then

inf || X¢|2 > inf || XE€|ls — 0| X ||op-
nf X[ > it 1XE]l2 = 0l X oo

Proof. Let &, = arginfecga-1 || X¢[|2 be the optimizer. N being an n-net, so by Defini-
tion 2.6.2 we can decompose &, = { + & for £ € N, € nBY. Letting o := infeen || XE||2
for shorthand, we can bound the above as

cant, Xl = 11X (€ +&)ll2 = 1XEl2 = [ XE 2 = o = nll Xlop,

where the first step was by definition of & = £ + &', the second step was by the triangle
inequality, and in the final step we bounded the first term by definition of ¢ as £ € N and
the second term by definition of the operator norm. O]

Note that ||X¢|l2 > 0 always, so the above bound is only non-trivial when n <
infeen | XE][2

X This will be useful for random matrices that have small condition number.
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Chapter 3

Matrix Scaling Improvement

In this chapter we will study the matrix scaling problem.

Definition 3.0.1. For matric A € Mat(d,n), output diagonal matrices L € diag(d), R €
diag(n) such that B := LAR is doubly balanced, i.e.

. - B2 .
Vield:> Byl = | d“F, and Vi€ n]:> |Byl* = :
j=1 i

or prove that no such scaling exists.

Matrix scaling is an important subroutine in many fields of pure and applied mathe-
matics, and has been rediscovered from a variety of perspectives. Our main motivation is
to give an optimal analysis for the Paulsen problem in Chapter 4. We will also generalize
the results in this chapter to the tensor scaling setting in Chapter 6 and Chapter 7 using
the geodesic convex optimization framework developed in [20]. In Chapter 8, we present
some background on algorithms for the matrix scaling problem. In this chapter, we focus
on proving strong bounds on the solution for certain classes of inputs.

Overview: In Section 3.1, we formally introduce the matrix scaling problem. We
then present a well-known convex formulation for this problem, along with the natural
gradient flow algorithm used to solve it. We then give an analysis of the gradient flow
algorithm using tools from convex optimization. In Section 3.2, we prove strong bounds
on the solution to matrix scaling when the input satisfies a strong convexity assumption.
In Section 3.3, we prove even stronger bounds when the input satisfies a combinatorial
pseudorandom condition. In Section 3.4, we discuss the quantitative relationship between
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the above two conditions, and in particular show that the pseudorandom condition implies
strong convexity. This is a new result in spectral graph theory which we believe to be
of independent interest. Finally, in Section 3.5, we describe the ideas necessary to lift
this analysis to the more general frame and operator scaling problems, where the set of
scalings come from a non-commutative group. These ideas will be explained in more detail
in Chapter 6, where we will fully present the geodesic convex optimization framework for
more general scaling problems. The main application of the improved analyses of matrix
scaling will be given in Chapter 4 for the Paulsen problem.

3.1 Matrix Scaling and Convexity

In this section, we formally define the specific version of matrix scaling that we study. The
main goals of this section are to describe the convex formulation and the gradient flow
algorithm used to find the solution.

3.1.1 Matrix Scaling

The original matrix scaling problem concerns non-negative square matrices and has an
exceedingly long and varied history (see the survey of Idel’s for a detailed exposition [51]).
We will study a generalization of this problem, where the input is a tuple of rectangular
matrices with arbitrary elements from characteristic zero fields F = R or FF = C. We choose
this tuple version so that our results can be lifted to the more general frame and operator
settings as discussed in Section 6.3 of Chapter 6.

We first define the quantities of interest for matrix scaling.

Definition 3.1.1. For tuple A = {A, ..., Ax} € Mat(d,n)¥, the size is defined as

K
k=1

Fori € [d] and j € [n], the row and column sums are defined respectively as

K n K

ri(A) = (B, Y ARAD) = D> ) (A o(A) = ”,ZA*Ak D AR

k=1 k=1 j=1 k=1 i=1
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In the original matrix scaling problem, the goal is to output a non-negative doubly-
stochastic matrix (all row and column sums equal to 1). Below, we define a similar condition
for our setting.

Definition 3.1.2. Tuple A = {A,, ..., Ax} € Matc(d,n)¥ is called e-doubly balanced if

s(A)(1+¢) and  SAA-¢) e(4) < s(A)(1 +¢)
d ’ n - - n ’

%‘;_5) < ri(A) <

for alli € [d],j € [n]. Ais called doubly balanced if the above holds with € = 0.

We can now rephrase the matrix scaling problem in this language.

Definition 3.1.3 (Matrix Scaling Problem). Given input matriz tuple A == {Ay, ..., Ax} €
Mat(d,n)%, find non-zero scalings (L, R) € diag(d) & diag(n) such that

LAR :={LAR, ..., LAxR}
15 doubly balanced according to Definition 3.1.2.

Remark 3.1.4. The original matriz scaling problem of Linial et al. [00] has as input a
nonnegative matriz B € RY*™ and requires positive diagonal matrices L, R € R\ such
that the scaled matriz LBR is doubly stochastic, i.e. that (LBR)1, = (LBR)'1, = 1,,.
This is equivalent to the K = 1 case of Definition 3.1.8 on input A;; := \/B_Z'j, with the
added requirement that the ouptut must have size n.

In some cases, the only solution to the matriz scaling problem 1is the trivial scaling
(0,0). For a discussion of this failure case, and its combinatorial consequences, see the
work of Linial, Samorodnitsky, and Wigderson [60]). For further context on the 0 solution
to scaling problems, see the discussion on the Null Cone in Section 6.1.2.

If the input is already close to doubly balanced, we can hope to give a refined analysis
of the matrix scaling problem in Definition 3.1.3. The goal of Section 3.2 and Section 3.3
is to define and analyze sufficient conditions for nearly doubly balanced inputs to have
scaling solutions that are close to the identity.

Our strategy will be to analyze the natural gradient flow algorithm for a convex formula-
tion of matrix scaling. These concepts will be formally defined in the next two subsections.
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3.1.2 Convex Formulation/Kempf-Ness Function

In this section, we will present the convex formulation for matrix scaling. The formulation
comes from the work of Kempf and Ness [58] in the context of geometric invariant theory,
and we discuss this connection in more detail in Section 6.1.3.

We first simplify the domain of scalings. We can perform a change of variable (L, R) —
(eX,eY) for X € diag(d),Y € diag(n). Note that the trivial solution (L, R) = (0,0) is no
longer feasible (see Remark 3.1.4), but our focus in this chapter is on sufficient conditions
for scaling solutions, so this failure case will not be of concern to us. Next, we observe
that the row and column sums in Definition 3.1.2 depend only on the magnitude of entries,
so we can ignore the sign and complex phase of scalings and restrict our attention to
(X,Y) € diagg(d) @ diagg(n). (This is an instance of the polar decomposition C = R iR
as discussed in Theorem 2.1.13, and we will revisit this for more general scaling problems
in Chapter 6.) Finally, we can assume the normalization Zle X; =27, Y; =0 without
loss, as the doubly balanced condition is homogeneous. Note that this is equivalent to
restricting to unit determinant scalings as det(e*) = exp(Tr[X]). Therefore we can restrict
the domain of the matrix scaling problem as follows.

Definition 3.1.5. The scalings in Definition 3.1.3 can be restricted to subspace

t:={(X,Y) € diagg(d) @ diagg(n) | Tr[X] = Tr[Y] = 0}.

We will sometimes use X to refer to its embedding (X,0) € t by abuse of notation (and
similarly for Y — (0,Y) € t).

This vector space can be derived more formally using the perspective of Lie groups and
Lie algebras as discussed in Section 2.2.3, and these ideas lift to the more general tensor
scaling setting as shown in Chapter 6 and Chapter 7. At this point, we can introduce the
Kempf-Ness function which gives an optimization formulation for matrix scaling.

Definition 3.1.6. For matriz tuple {Ay, ..., A} € Mat(d,n)¥, the Kempf-Ness function
fa:t— R s defined as

K d n

K
FAXY) = s(eX2472) = 3 24,02 = 30N Y e

k=1 k=1 i=1 j=1

2 Y;
Ak- ,Ue ],

where size is given in Definition 3.1.1. The factor 2 is just to remove leading constants for
future calculations.
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Below, we prove that the Kempf-Ness function gives a convex formulation for matrix
scaling by showing (1) the set of doubly balanced scalings are exactly the critical points
of fa, and (2) f4 is convex on its domain. This is actually a general phenomena in the
setting of geometric invariant theory, and we discuss this connection to the work of Kempf
and Ness [58] in Section 6.1.3. Therefore, in order to analyze the solution of the matrix
scaling problem, we can rely on tools from convex optimization. Properties (1) and (2) are
verified by the simple derivative calculations below.

We will repeatedly use the following property of the Kempf-Ness function to reduce all
calculations to the origin.

Fact 3.1.7 (Equivariance). The family of Kempf-Ness functions {fa | A € Mat(d,n)¥}
giwen in Definition 3.1.6 satisfies the following equivariance relation:

fA(X, Y) = S(GX/2A6Y/2> = feX/erY/z (0, 0)

We can therefore characterize critical points of the Kempf-Ness function by a straight-
forward first-order calculation at the origin.

Lemma 3.1.8. For input A € Mat(d,n)¥, the (X,Y)-directional derivative of f4 is
Os_0f4(0X,5Y) me A)+ ) Yiei(A)

Therefore, doubly balanced scalings of A correspond to critical points of fu.

Proof. We first expand f4 to calculate the first derivative:

d n K
a&:OfA(éXa(SY 85 DZZG X+Y)Z’ EljaAk ZZX +Y Z‘ EzyaAk
) i= 1Kj 1n B znl 7=1 k=1
=2 X2 ) By A D NP I
=1 k=1 j= j=1 k=1 j=1

The first statement in the lemma then follows by Definition 3.1.1 of row/column sums.

For the second statement, note that by the equivariance property in Fact 3.1.7, (X,Y)
is a critical point of f4 iff the origin (0,0) is a critical point for f,x/24.v/2. Therefore it is
enough to show that A € Mat(d,n)¥ is doubly balanced iff (0,0) is a critical point of f4.
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We first show that if A is doubly balanced, then the derivative vanishes for every
direction in t, which gives the forward implication by Definition 2.3.9 of a critical point.
So considering (X,Y) € t,

n d
A
Os—of4(6X,8Y) = an A+ Ve =Y x,°
j=1 i=1

where the first equality is by the first order calculation above, the second equality is because
A is doubly balanced (Definition 3.1.2), and the final equality is because (X,Y) € t so
Z?:l X; = Z;'L:1 Y; =0.

To show the converse implication, assume A is not doubly balanced so (X,Y) :=

(r(A) — %?), c(A) — S(A )Y £ 0. Note that this vector is in t, as

n

d K d K
S =SSN 1Ans = S 1A = s(4),
=1 k=1

k=1 i=1 j=1

by definition of the Frobenius norm on Mat(d,n). The same calculation shows that
> 16 = 8(A), so (X,Y) € t by Definition 3.1.5. We will show that the derivative
in the (X,Y") direction does not vanish, which shows that the origin is not a critical point

by Definition 2.3.9. By the derivative calculation above,

Os—0fa(0X,0Y) = Z( >r1+z (c] — —) cj = Z <7”i _ %)2+i (Cj _ %)2,

= =1

cc(A) — 24 and the last

n

where in the first step we substituted (X,Y) := (r(A) —

equality is because 32?:1 (ri — g) = %Z?zl (cj — i) = 0. The above is strictly positive

since (X,Y’) # 0, so the origin is not a critical point for f,. O

We next calculate the second derivative to verify that the Kempf-Ness function is convex
according to Definition 2.3.8.

Lemma 3.1.9. For A € Mat(d,n)X and direction (X,Y) € t, the second derivative of fa
at the origin is:

d n K

O30 fa(6X,0Y) =3 > " [(Eij, Ap) (X +Y5)

=1 j=1 k=1

As a consequence, fa is convex on domain t for every input A.
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Proof. The first statement follows by expanding f4 as

d n

d n K K
03— fa(6X,0Y) = 030> > PN PDN B AP = > (Xi+Y)? D [(Eyj, Ar)l*
k=1

i=1 j=1 i=1 j=1 k=1

For the second statement, the equivariance property in Fact 3.1.7 shows that f, is
convex at (X,Y) € tiff f.x/a4.v2 is convex at the origin. The first statement in this
lemma shows that the second order derivative is always non-negative at the origin for
every direction in t, so f is convex by Definition 2.3.8. m

We can therefore collect the above facts into the following proposition, which shows
that the Kempf-Ness function is the desired convex formulation for matrix scaling.

Proposition 3.1.10. For every input A € Mat(d,n)¥,

1. fa is conver on domain t.
2. eX2Ae¥7? is a doubly balanced scaling of A iff (X,Y) is a critical point for fa.
3. eX2Ae¥/? is a doubly balanced scaling of A iff (X,Y) is a global minimizer of fa.

Proof. (1) and (2) are exactly the content of Lemma 3.1.9 and Lemma 3.1.8 respectively.
The final item also follows from Lemma 2.3.10, which shows critical points of convex
functions are always global minima. O]

3.1.3 Gradient Flow

The formulation in Proposition 3.1.10 shows that the matrix scaling solution is an optimizer
of the convex Kempf-Ness function given in Definition 3.1.6. Therefore in this subsection
we formally define a natural gradient flow which converges to the optimizer of f.

Definition 2.3.12 specifies that for inner product space (V(-,-)), the gradient Vh of
differentiable function h : V' — R at point x € V satisfies

Vo e V : (Vh(z),v) = Os—oh(x + dv).

Any choice of (positive-definite) inner product on t will induce a unique gradient vector
at each point, and will therefore induce a different gradient flow. We will choose an inner
product that corresponds with the scaling properties of t. This defines a gradient vector
field of f4 on t, and the gradient flow is then defined as the solution to the differential
equation produced by this vector field.
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Definition 3.1.11 (t Inner Product). For elements (X,Y), (X', Y") in vector space t (Def-
inition 3.1.5), we define their inner product as

d n
PRGN
=1 7j=1

The induced norm is ||(X,Y)||; = v/ {(X,Y), (X,Y)):.

(X, Y), (X, Y")

Q.H—‘

Similar to Definition 3.1.5, the above inner product is natural from the appropriate
scaling perspective. We give further explanation after Definition 7.1.2, where this inner
product is lifted to the tensor scaling setting.

With this choice of t-inner product, we can define the gradient vector at each point.

Proposition 3.1.12. For input A € Mat(d,n)X, and (X,Y) € t, the gradient is

d n
ViaX,)Y) = {d-ri(ex/QAeY/Q) —s(eX/QAeY/Q)}_l@ {n-cj(eX/ZAeY/z) —s(ex/erY/z)}

i=1

We will often use shorthand V 5 := V f4(0,0) and VL, VE for the left and right parts of
V 4, respectively.

Proof. First note that Vf4(X,Y) is in fact an element of t, as d Y0, 7 = 5 = ny ¢
by the calculation in Lemma 3.1.8 . To verify the formula above, we first reduce our
calculation to the origin by noting

Osofa(X + 6X"Y +6Y") = Os—o foxso aors2(6X7,6Y")

by the equivariance property in Fact 3.1.7. This induces the relation Vf4(X,Y) =
V foxs240v/2(0,0), so it is enough to verify the formula for the gradient at the origin for
every A € Mat(d,n)X. For arbitrary (X,Y) € t, Lemma 3.1.8 gives

n d
1 1
Os—ofa(0X,0Y) an )+Z Yic;(A Ezz:: (dri(A A))+E;§fj(n.cj(A)—s<A)),
where the last equality was because (X,Y) € t so S0, X; - s(4) = > Yy s(A) = 0.
Matching this last expression to the definition ds—ofa(6X,0Y) = (V f4(0,0), (X,Y)) gives
the statement. O
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This choice of inner product and gradient is well suited to analyze matrix scaling as
shown by the following approximate version of Lemma 3.1.8.

Fact 3.1.13. For e-doubly balanced A € Mat(d,n)™, the gradient satisfies the norm bound

n n

d d
[V allZ = éz dr; —s) 1 Z(ncj —s) éz Z se)? = 25%?,

]1 Jl

and ||V 4]|? = 0 iff A is doubly balanced.

Therefore, our goal will be to find sufficient conditions for the optimizer of an approx-
imate critical point to be close to the origin. To show a distance bound on the optimizer,
we will follow gradient flow of f4. Informally, at each time ¢ we would like to move our
scalings (X, Y;) infinitesimally in the direction of steepest descent.

Definition 3.1.14 (Gradient Flow). For input A € Mat(d,n)¥X, the gradient flow of the
Kempf-Ness function fa is the dynamical system {(X;,Y;) € t |t > 0} satisfying

(X07 Yb) = (O? O)a at(Xtv th) = _va(Xt> Y;f)

This induces a dynamical system on matrices by A, = eXt/2Ae¥t/2 with Ay = A. By
the equivariance property of Fact 3.1.7, we equivalently have 0,(X;,Y;) = —V f4,(0,0).

In this chapter, we reserve t and 9, exclusively for time variables, and we use Greek
letters for directional derivatives on the vector space (e.g. 0;A; vs 05 f4(6X,dY)), so as not
to confuse the domains.

One advantage of using this simple gradient flow algorithm is that certain quantities
controlling convergence to the optimum can be analyzed simply. The proposition below
gives a principled derivation of Lemma 3.4.2 in [62] while (slightly) simplifying the proof.

Proposition 3.1.15. For matriz input A € Mat(d,n)% and gradient flow (X;,Y;) as in
Definition 3.1.14,
atS(At) - ath(Xtv )/t> - _HvAt“’?

Proof. The first equality follows since s(A;) = fa(X;,Y;) for all time by Definition 3.1.14
of A, = eXt/2Ae¥/2. To show the second equality, we calculate

O fa(X0,Ys) = (VFa(Xe, Y0), 0u( Xy, Yo) )i = (Vfa (X0, Y2), =V fa(X0, Vo)) = — |V a, |17,

where the first step is by the chain rule, in the second step we used Definition 3.1.14
of gradient flow on (X,,Y;), and in the last equality we again used A, = eXt/24e¥4/? 50
Va, = Va(Xy, 1) L
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Our analyses in the next two sections will proceed by showing ||V 4,||¢ decreases ex-
ponentially under special assumptions on the input. By Definition 3.1.14 of 9,(X;,Y;) =
—V 4,, this allows us to bound the path length of gradient flow, showing (X, Y;) stays close
to the origin. Further, Proposition 3.1.15 will be useful in showing strong lower bounds on
the objective function f, in this case.

3.2 Strongly Convex Setting

In the previous Section 3.1, we showed that there is a convex formulation for matrix
scaling. In this section, we will analyze the gradient flow given in Definition 3.1.14 when
the input satisfies a strong convexity condition. There are many well known techniques
which show fast convergence of various descent methods (see e.g. [75]), but these tend to
apply to functions that are strongly convex on their whole domain. In Section 3.2.1, we
define a notion of strong convexity for matrix inputs. Then, in Section 3.2.2 we show that
strong convexity is maintained if all entries of the scaling (X, Y") are small. This leads to a
preliminary convergence analysis of gradient flow for matrix inputs A which are sufficiently
strongly convex as compared to their initial error ||V l|;. Finally, in Section 3.2.3, we
make an important structural observation about matrix scaling which allows us to directly
analyze the convergence of the worst error ||V 4, || over time. This allows us to show the
same fast convergence guarantee with a much weaker requirement on strong convexity. The
improvement from Section 3.2.2 to Section 3.2.3 is done by going beyond standard strong
convexity analyses and directly considering the oo-norm of the gradient, which is better
suited for analyzing convergence.

In Section 3.3, we will further improve the convergence analysis when the input satisfies
a certain pseudorandom condition. In Section 3.5, we will discuss how to lift both of these
results to the more general frame and operator scaling problems.

3.2.1 Strong Convexity

In this subsection, we will define strong convexity for matrix scaling and show some pre-
liminary convergence results that follow from standard convex analysis.

Definition 3.2.1. Matriz tuple A € Mat(d,n)X is a-strongly convez iff fa is a strongly
convex at the origin:

1 n
V(X,Y)€t: 02 ,fa(6X,0Y) > al/(X,Y) ||t—04< sz EZY?).
j=1
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Notice that unlike Definition 3.1.2 of doubly balanced matrices, this concept is not
homogeneous. Therefore, in general the amount of strong convexity should be compared
to the size. A simple motivating example is the all-ones matrix %J , which has size 1 and
satisfies a = 1 strong convexity. In Appendix A.2, we show that this is in fact an extremal
example with maximum «/s.

From a graph-theoretic perspective, strong convexity of a matrix tuple A can be related
to the graph expansion of the bipartite graph with edge weights w;; := 25:1 |Ai;|2. We
will use this connection to graphs in Section 3.4, where we compare strong convexity and
the pseudorandom condition of Section 3.3.

This strong convexity assumption is immediately useful in analyzing gradient flow. The
following is a standard result from convex analysis.

Proposition 3.2.2. If A is a-strongly convez then —0,—o||V 4,||? > ||V all?. In particular

Oi=0l|Va,lI? < 0 always for matriz gradient flow according to Definition 3.1.14. As a
corollary, if Ay is a-strongly convex for all t € [0,T], then

Vol < e TIValz, and e vl < AL
where (X3, Y;) is the solution to gradient flow given in Definition 3.1.14.

Proof. We first show —0,—¢||V 4,||? = 20%_,fa(—0V 4). This will imply the first statement
by strong convexity. Starting from the left hand side, we calculate

—0=0[|Va.ll?

5 = (01=0V4,, —Va) = 11_{%?5_1<VA,§ — Va4, —Va)

= %;n% ¢t <85:0fAt(_5vA) - 35:0fA(—5VA)>
= lim t7 (350 fa((X0, ) — 09.4) — Do fa(~0V )

= at:(]a&:OfA((Xt’ Vi) — 5VA)7

where the first two steps are by calculus, in the third step we used Definition 2.3.12 of the
gradient of f so that (V f4,(0,0), =V )¢ = 05=0fa,(—IV 4), the fourth equality was by the
equivariance property of Fact 3.1.7 as A, := eX/2A4e¥*/? and (X,, Y,) = (0,0), and the final
step is again by calculus. To show this is equal to the right hand side, we calculate

030 fa(=09.4) = D595 a(=0V.0) ) ls=0 = Os-0(V fa(=3V.4), =V}
= D50V f4(=09 ), Ormo (X, Yo = Dsodhoofa (X, Vi) = 6V )
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where the second step used Definition 2.3.12 of the gradient of f4 at point —0V 4, the third
step was by Definition 3.1.14 of gradient flow, and the final step was by Definition 2.3.12
of the gradient as well as the chain rule.

Therefore, we can show the first statement, —9;—o ||V 4,||? = 207_y fa(—0V 4) > 2a||V 4]|?
by Definition 3.2.1 of strong convexity.

Equivalently, —8;—¢log ||V 4,||? > 2a by the chain rule. This implies the second state-
ment, as

T
log V. ~ og [Vl = [ 811og [V} < ~20.
t=0
where the first step was by the fundamental theorem of calculus, and the second was by
fast convergence. Therefore, exponentiating both sides gives the result.

The final statement on scaling (X, Yr) is also a consequence of the fundamental the-

orem of calculus.
o \Y%
s/ ||vAt||t<||vA||/ ¢ < Wl
t

«

T
(X7, Yr)||e = H/ —V 4,
0

where in the first step we used (Xo,Yy) = 0 and 0;(Xy,Y;) = —V4, as given in Defini-
tion 3.1.14 of gradient flow, the second step is by the triangle inequality on || - ||, the
third step was by using ||V 4,||? < e 2%||V4||? as shown above, and the final step was by

integration. 0

We have shown in Proposition 3.2.2 that if A maintains strong convexity according
to Definition 3.2.1 throughout the trajectory of gradient flow, then we have exponential
convergence of ||V 4,]¢, which implies a strong bound on the scaling ||(X%, Y;)||s. The work
of the next Section 3.2.2 is to study how the strong convexity property changes over time.

3.2.2 Maintaining Strong Convexity

It will be difficult to have control over the entire trajectory of gradient flow, so the main
work in this subsection will be to prove that if strong convexity is sufficiently large at time
t = 0, then it remains large throughout gradient flow.

To this end, we observe that small scalings will preserve strong convexity. We define
the following measurement of scalings under which convexity is quantitatively robust.
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Definition 3.2.3. For vector space t, the infinity norm is defined as
(X, )] = maX | X;| + max |Yj].

Jj€n]

Similar to Definition 3.1.11, the above norm is related to the natural operator norm of
scaling (X,Y) € t. We further explanation this choice after Definition 7.1.12, where this
norm is lifted to the tensor scaling setting.

This norm gives a way to bound the change in convexity caused by scalings.

Lemma 3.2.4 (Robustness). If A € Mat(d, n)¥ is a-strongly convex, then for any (X', Y') €
t, the scaling B = eX'12Ae¥'/? is at least o - e 1" Yl _strongly convez.

Proof. We can lower bound each entry of the scaling, i.e. for any i € [d],j € [n],k € K:
|(Bi)i|* = eX6|(A)i; [T = e I lo (457,

where we substituted in B = eX/24e¥"/? in the first step, and the last step was by Def-
inition 3.2.3 of the infinity norm || - ||c. Therefore we can lower bound the second-order
derivative for arbitrary direction (X,Y) € t.

0y o fe(nX,nY) = ZZZ| (Br)ij (X, + Y;)?

i=1 j=1 k=1
K

d n
>33 D e IO ()X + )

i=1 j=1 k=1

eI L G2 (X, mY ) 2 eIl | (X, V) 2

where the first and third steps were by the formula in Lemma 3.1.9 for second order
derivatives, the second step was by the entry-wise bound derived above, and the lower
bound in the last step was by a-strong convexity of A. Since the direction (X,Y) € t was
arbitrary, this verifies Definition 3.2.1 showing B is e~ I(X"Y")lle . o-strongly convex. O

Remark 3.2.5. We show in Appendiz A.2 that the factor e W~ is in fact optimal. In
Lemma 7.3.11, following Section 3.6 of [05], we prove a weaker robustness statement
(a« = o — O(6)) for the more general frame and operator scaling problems. The differ-
ence between these two kinds of robustness, additive vs multiplicative, is discussed further
in Section 7.3. While it looks like a small change, this difference was an important impetus

for the improvements to the Paulsen problem given in this thesis. This is discussed further
at the end of Section 4.2.2.
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Remark 3.2.6. By a similar calculation, we can in fact show the stronger statement
e W02 fanX,nY) < 82_ fs(nX,nY) < Pl~02_ fa(nX,nY)

for any (X,Y) € t. This result was derived in [20] under the name of second-order ro-
bustness with respect to || - ||, and was used to give a nearly-linear time algorithm for the
K =1 matrix scaling case.

In the next lemma, we give a two-sided relation between || - [|¢ and || - ||s. This allows

us to combine the bound on [[(X},Y;)||¢ given by Proposition 3.2.2, with the robustness
property of Lemma 3.2.4 with respect to ||(X,Y)||co-

Lemma 3.2.7. For vector space t, the two norms || - ||t and || - || are related by
2
IV < IX I + Y11 < X Y)IE < <\/3HXHt+ \/ﬁHYHt> < (d+n)[(X, V)¢

Proof. To show that the first inequality, we calculate
1< 1 o d n
2 2 2 2 2 2 2 2
(X Y)[E = E;Xi +EJZIYJ- < gmax X[+ S max V2 = [IX[+ [V < (X V)

where the first step is by Definition 3.1.11 of the inner product, the third step is by
Definition 3.2.3, and the final step is by a? + b? < (a + b)? for a,b > 0. To show the other
inequality, we calculate

(X Y)I5 = (max |.X;| +max|Vj[)* <
€ld i€l

(d+n) ( IR zw) (d+ )| (X, V)

where the first step was by Definition 3.2.3, the third step was by Cauchy-Schwarz, and
the final step was by Definition 3.1.11 of the t-norm. n

At this point we can show a weak form of our main convergence theorem. The stronger
version is given in Theorem 3.2.19, and will follow by a refined analysis that avoids the
translation in Lemma 3.2.7 and directly controls convergence of ||(X¢, Y)||co-
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Theorem 3.2.8. If A isa > 6v/d + n||V al|co-Strongly convez, then (Xoo, Yoo) 1= limy_ 00 ( Xy, Y2)
exists and gives a solution to the matrixz scaling problem in Definition 3.1.3 on input A.

Proof. We claim that A; is -strongly convex for all time. So for contradiction, let T" be

the first time Az is < Z-strongly convex. Since A is a-strongly convex, Lemma 3.2.4 in the
contrapositive shows that ||(X7,Yr)|« > 1. By definition of T', A, is at least 2-strongly
convex for all t € [0, T]. Therefore, we can bound

Vd+n||Valle e

(X7, Y7) |0 < Vd+n|[(Xe, Y1) < /e <

<1,

(=

where the first step is by Lemma 3.2.7, the second is by the strong convexity analysis in
Proposition 3.2.2, and the third step is by the assumption a > 6v/d + n||V 4||s. This is a
contradiction, so the claim is shown.

To show that the limit exists, we can use strong convexity for all time to bound

lim 10:(X¢, Y1) || = lim / V4, ]l < lim ||VA||t/ eot/e — ().
T—o00 t>T T—oo t>T T—o0 >T

where the first step was by Definition 3.1.14 of gradient flow, and the second was by Propo-

sition 3.2.2 with 2-strong convexity. This implies that lim; . (X;,Y;) = (Xoo,Yoo) € ¢

exists, and V,_ = 0 for A, = eX~/2Ae¥>/2 50 A is doubly balanced by Proposi-

tion 3.1.10(2). O

In the remainder of this chapter, we make two kinds of improvements to the above
theorem. First, we weaken the assumptions by reducing the ratio ¢ needed to deduce fast
convergence; here « represents strong convexity (or pseudorandomness in Section 3.3) and
e represents the initial error of A. This will be useful for our application to the Paulsen
problem in Chapter 4. At a high level, given nearly doubly balanced A, we want to bound
the distance to an exactly doubly balanced input B. Our plan will be to perturb A and
then apply the fast convergence of matrix scaling. Therefore, the smaller the requirement

o

for £, the less we have to move to find B. Theorem 3.3.10 is our strongest result in this
direction and is used to give an optimal bound for the Paulsen problem in Chapter 4.

Our second improvement gives a strengthening of the conclusions of Theorem 3.2.8 by
proving bounds on various scaling parameters, e.g. size, ||(Xeo, Yoo) ||t [[(Xoos Yoo)||oo- This
will be useful for our statistics application in [36]. In this setting, we are given samples
from some unknown distribution, and the distance from the scaling solution to the origin
represents the error of a particular estimator. For this purpose, we give a strong result in
Theorem 3.2.19, and then generalize it to the tensor setting in Chapter 7.
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We present a high-level description of the techniques used to improve Theorem 3.2.8.
Note that any e-doubly balanced input A € Mat(d,n)® with size s(A) = 1 satisfies
[Valle < 2¢ by definition, and ||V 4]|? < 2¢* by Fact 3.1.13. In the proof of Theo-
rem 3.2.8, we only used the condition on || - [ and translated to [| - [[oc. In the following
Section 3.2.3, we will directly use the fact that A is e-doubly balanced initially and analyze
the change in ||V 4, || through gradient flow. This will allow us to replace the v/d + n fac-
tor loss by a logd factor, which in turn allows us to weaken the assumption to 2 2 logd.
To weaken this assumption further so that it is dimension independent, in Section 3.3, we
will go beyond strong convexity and analyze a combinatorial pseudorandom condition. We
show in Section 3.4 that this is in fact a strictly stronger condition than strong convexity.

We will apply these results to give optimal bounds for the Paulsen problem in Chapter 4.

3.2.3 Monotonicity and Improved Analysis

In the proof of Theorem 3.2.8, we used Proposition 3.2.2 to show a strong bound on
|(X%, Yy)|le. We then translated this to a bound on ||(X, Y;)||o in order to show that strong
convexity is maintained by Lemma 3.2.4. The inequality ||(X,Y)||cc < Vd+n|[(X,Y)]; in
this translation cannot be improved for general (X,Y’) € t. In this section, we will consider
e-doubly balanced inputs, where we also have a bound on the infinity norm ||V alle <
s(A)e. Therefore in this subsection, we are able to directly bound |[|(X¢, Y:)||« and prove
fast convergence throughout for ¢ 2 logd.

We accomplish this by a refined analysis of the individual row and column sums through
gradient flow. Recall by Definition 3.2.3 that

IV alloo = max‘d'h’ — S|+ max|n-c; — s‘.
i€(d)

j€(n]
We explicitly calculate the change in these quantities under gradient flow.

Fact 3.2.9. If A, follows gradient flow according to Definition 3.1.1/, then for any i €
[d],j € [n], the following formula gives the change in the row and column sums:

Oreori(A) = DD (AR (s = d 1) + (s = n - cy)
j=1 k=1
Oacs(4) =3 (AP (s =)+ (s =d-m).

where we use s = s(A),r; = r;(A), and ¢; = ¢;(A) as shorthand.
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Proof. We expand Definition 3.1.1 of row sums and calculate

n K
O OTz At O OZZ (Xt) ” |2 (Ye)j; — ZZ| Ak z] )ZZ - (v§>ﬂ)
Jj=1 k=1 j=1 k=1
n K
=D AP ((s—d ) + (s —n-c)).
j=1 k=1

where the first step is by A; = eX*/2A4e¥#/2 according to Definition 3.1.14, in the second
step we used that (Xo,Yp) = (0,0) and 0,(X;,Y:) = —V 4, again by Definition 3.1.14, and
the last step is by the formula for gradient given in Proposition 3.1.12. The calculation for
the columns is the similar. O

Our plan is to use the above formulas in order to directly analyze ||V 4,/ instead of
resorting to the fast convergence of ||V 4,||¢ shown in Proposition 3.2.2. We will give two
different arguments for the left and right errors, respectively, as the matrix scaling problem
is asymmetric with d < n. This will allow us to prove a stronger bound on ||(X;,Y})|/c0s
which then implies that strong convexity is maintained longer by the robustness result in
Lemma 3.2.4.

We first show that the worst row or column error grows very slowly under gradient
flow. This was observed in Prop 3.2 of [63] for the more general operator scaling setting.

Lemma 3.2.10 (Monotonicity). If A; follows gradient flow, then

Ormax{|| V5, lloo, VA, lloc} < —0r5(Ar) = [ Va,lIf-

Proof. We prove the statement at time ¢t = 0, from which the lemma follows by considering
A = A;. We will show that the row or column with the worst error is being pushed towards
the average by gradient flow.

First, consider the case when ||VL||o > [[VE||o. The proof below is entirely symmetric
in rows and columns, and so the other case ||[VE| o > ||V4||« follows by the same argument.
Let i € argmaxeg ]d ri(A) —s(A)| be the row with the worst error. We will separate into
two cases depending on the sign of the error, so consider the case ||V4||o = d-1r;(A) —s(A),
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meaning r;(A) is larger than average, and we want to show it is decreasing.

Drori(A) = ZZ'AM( —dery)+(s—n-c))

jlk‘l

<ZZdr (AR (= 1Vl + [ VE]|0) <O,

7=1 k=1

where the first step was by Fact 3.2.9, the second step was by the assumption that ¢ had
the worst row error, and the final step was by the assumption ||V4]|eo > [|[VE|le. In the
other case when ||V = s(A) —d - r;(A), r;(A) is smaller than average so we want to
show that it is increasing. By a similar calculation,

n K
Duzori(Ar) > Y Y (AR (Vo = 1V ]sc) > 0

j=1 k=1
Therefore, in both cases (see Remark 3.2.11 for differentiability of max),

=05, lloo = D10 max |- 7i(Ae) — s(Ap)] < 0+ [0i=05(Ar)| = |V all¢

where in the last step we used the fact that s(A;) = f4,(0,0) and Proposition 3.1.15 on
the change in s.

The other case [|[VE||o > || V]| follows symmetrically, so the statement is shown. [

Remark 3.2.11. The previous lemma bounded ||V 4,||~ by bounding its derivative. Tech-
nically, the infinity norm is not always differentiable, but this can easily be made rigorous
by following the proof of Prop 8.2 in [05], which used the generalized envelope theorem of
Milgrom and Segal (Corollary 4 of [70]) to bound the error. We omit this analytic detail
in this thesis, as the core of these proofs has to do with structural properties of scalings.

Lemma 3.2.10 shows that for small ¢ = 0, ||V,||cc = ||[Valls- Note that this lemma
did not use strong convexity at all. Below, we show that for strongly convex inputs, when
t is large, we can use the exponential convergence of ||V 4,||¢ derived in Proposition 3.2.2.

Corollary 3.2.12. If A, is a-strongly convex for all t € [0,T], then

IVE oo < VA|Vall- e,
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Proof. We simply translate the exponential convergence to the infinity norm:
IV Nl < VAVl < VAV arlle < VAV alle™",

where the first step was by Lemma 3.2.7 since the Y part is 0, and the third step is by
Proposition 3.2.2. O

~

|V4||lo as the leading d factor is canceled by the exponential convergence for T time.
By combining the above two bounds, we can give an improved analysis of the left scaling
under the strong convexity assumption. Specifically, we improve the bound on ||(X%, Y;) ||
by directly using the bound on ||V 4,|| for all time instead of resorting to the inequality
IV a,llco < Vd+n||Vy,|t This allows us to replace the leading v/d + n factor by logd for
the left scaling. Following this proposition, we prove a similar bound on the right scaling
by a slightly technical comparison argument.

Note that for T > ¢, the above Corollary 3.2.12 gives a bound on Vi lleo S

Proposition 3.2.13. Consider e-doubly balanced matriz tuple A € Mat(d,n)¥ of size
s(A) =1, and assume A; is a-strongly convex for allt € [0,T]. Then

log d 2logd 2
elog +5 og —|—\/_€.

X <
X floe < 20v 202 a

Proof. We break the evolution into two stages using cutoff x := 1‘;‘2 4 In the first stage,

we use the slow growth shown in Lemma 3.2.10 to bound ||V || & €, and in the second
stage we resort to the exponential convergence of Proposition 3.2.2. The cutoff is chosen
so as to balance the bounds coming from both stages. In the rest of this proof, we will use
the shorthand V, := V4, in order to avoid too many subscripts.

By the fundamental theorem of calculus, we have

T T K T
/ v < / IVH e = / IVl + / IV e,
0 fo%) 0 0 K

where in the first step we used Xq = 0 and 0;X; = —Vﬁt by Definition 3.1.14 of gradient
flow, and the second was by triangle inequality on || - ||. To bound the first stage, we use
monotonicity:

K K K t
J 198 < [ a9 95 < [ (max{|rvﬁuoo,uvﬁ||m}+ / HWH%)

K t ~ 262
(i [ ) <e (o4
0 0 2a
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where the second step was by the fundamental theorem of calculus applied to ||VE|. and
|VE|| along with the bound from Lemma 3.2.10, in the third step we used the e-doubly
balanced condition on A to bound the first term and Proposition 3.2.2 to bound the second,
and in the final step we used Fact 3.1.13 to bound ||V 4||? < 2¢?. Note that this actually
give a bound for both the left and right errors.

For the second stage, we use the fast convergence in Corollary 3.2.12.

T T \/_5
[ 19 < [ Ve gl = Vi e [ et < Y

where the first step was by Corollary 3.2.12, the second step was by a simple change of
variable in the integral ¢ — ¢ — k, and in the final step we used the definition of x = logd to
cancel the leading term and Fact 3.1.13 to bound ||V 4]|? < 2¢2. This argument explams our
choice of k, as this cancels the leading v/d factor coming from the translation ||-|[oc — [|-||¢
and makes the bounds on the two stages comparable.

Combining the bounds for both stages, we conclude that

logd 2
HXTHoo</<L(8+ ) fg—gog <1+2)+—5

Q 2x «Q

]

Repeating the proof of Proposition 3.2.13 for the right error Y; would give the same
bound with logn instead of logd. For the Paulsen problem in Chapter 4, we are interested
in the case n > d, so we would like to remove the dependency on n. To do so, we compare
V4 [l and [[V% || at any given time, and use the fact that ||V ||« is converging
exponentially to argue that ||V || cannot be large for too long.

Definition 3.2.14. For matriz gradient flow A; € Mat(d,n)¥, let 6; satisfy
IV e = 1+ )V, -

A simple argument shows that large imbalance ¢; implies decrease of the right error.

Lemma 3.2.15. For A; following gradient flow and &; according to Definition 3.2.1/,

s(A)8 = [Vallse (5(A) = [V, loo)d }

—0;1og IV ||l > mi ,
g |75, > min { 2210 —
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Proof. We prove the statement at time ¢ = 0, from which the lemma follows by considering
A = A;. Let 6 := 0p for shorthand, and let j € argmaxjicpny |1 - ¢j — s|. We will separate
into two cases depending on sign, and show the lower bound in the first and second term,
respectively. First consider the case |[V||. = n-c¢; — s, so that ¢; is larger than average
and we want to show that this it is decreasing.

~Oizo(n - ¢j(A) = 5(A) = 3 3wl (Al (05— 5) + (d i = 5)) = |V}

i=1 k=1

> ¢;(IV5le = 1V4 ]l ) = IVl
> (5(4) + [ 5lloe) (17510 = 9511 ) = (V512 + V52,

= 5(A)[Vle = (5(4) + 195l + 11V5 120 ) 1V 5 e

where in the first step we calculated 0c;(A;) using Fact 3.2.9 and 0;s(A;) by Proposi-
tion 3.1.15, the second step was by the case assumption ||[VE|| = n-¢; — s, and in the
third step we again used the case assumption that c; is the largest column sum, as well as
Lemma 3.2.7 to bound ||V||?. For the log derivative (see Remark 3.2.11 for differentiability
considerations), we continue

—O=o(n - ¢j(Ar) = 5(Ar) s(4) - s(A) + [[Vallo _ 5(A)0 = [Valloo

—0_nl R =
=0 OgHvAtHoo HvﬁHoo = 14+6 1+6 ’

where we used that 0 := §y satisfies |V = (1 + 0)||V4]|e by Definition 3.2.14. This
gives the lower bound in the first term.

Now we consider the case [|[VE|| = s—n-c;, i.e. ¢; is smaller than average and we want
to show that this it is increasing. The calculations are almost the same in this case, so we
skip some steps.

Or=o(n - ¢j(As) —

)= 3 Sl (AP (s n )+ (s — dor) ) + IVl

=1 k=1

- ¢ ([Vllse = IVall) + [V allf
(s(4) = [VAll) IV Elloo = IVl0),

where in the first step we calculated 0;c;(A;) using Fact 3.2.9 and 0;s(A;) by Proposi-
tion 3.1.15, the second step was by the case assumption |[V%|| = s —n-¢;, and in the third

d K

vV v
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step we again used the case assumption that c; is the smallest column sum, as well as the
simple fact ||V]|? > 0. To bound the log derivative, we continue

Oi—o(n - ci(Ay) — s(A 1
— B0 log ||V ||oo = = of ||]V(R|t|) (A4)) > (s(A) = V) (1 T 11s +5) ;
Alloco

where we used the definition | V|« = (1+0)||V4]|o. This proves the bound in the second
term, and show the lemma by considering the minimum of both cases. O

Note that this lemma also does not use strong convexity. We state the following simple
corollary which gives fast convergence when ¢ is large. This will be used in conjunction
with Corollary 3.2.12 for strongly convex inputs to show fast convergence for all time.

Corollary 3.2.16. Let A, € Mat(d,n)X be the solution to gradient flow, and assume
s(A;) > 0.95. Then for any + > a > 3|V 4, ||sos

6 >2a = —0,log||[V% [l > a.

Proof. By Lemma 3.2.15, we have the lower bound

s(A)0 — [[Vallse (5(Ar) = [[V] [lo0)d
1+ 6 ’ 146

Oy
1+0,

—0;10g ||VE ||l > min{ } > 0.75

where we used the conditions s > 0.95,0; > 2a > 6||Vallo,. The statement follows by
monotonicity of - for x > 0:

Oy
—0,1 By >0.75 > 1.5 >
tOgHvAtH - 1+6t - 1+20{ -

«,

where the second step was by our assumption 6; > 2«, and the last step was by the
assumption a < % ]

For the other case, when 4, is small, Corollary 3.2.12 gives fast convergence of ||V [/«
after time t > k = k;i 4 TIn the following lemma, we combine the above two arguments to

show exponential convergence of ||V ||.

Lemma 3.2.17. Consider e-doubly balanced matriz tuple A € Mat(d,n)X of size s(A) = 1,
and assume Ay is a-strongly convex for all t € [0,T] with % > «a > Te. Then, for any
T Z K = 10gd

2a0 7

HVZETHOO < \/5(1 =+ 204)5@"3‘@*&).

72



Proof. Our plan is to leverage the exponential convergence of ||V ||« from Corollary 3.2.12
to show that either ||[V% | is also decreasing exponentially, or §; will become large and
we can apply fast convergence from Corollary 3.2.16. To this end, we verify that both the
conditions of Corollary 3.2.16 (size and error) are satisfied for all t € [k, T']. First note that
A; is strongly convex for t € [0,T1], so the size can be lower bounded by

' ‘ 2 2 g 2ait 2¢?
s(dr) = sdo) + [ asa) = 1= [ IValE 21Vl [ ez 1o
0 0 0

20

where the first step was by the fundamental theorem of calculus, in the second step we
used Proposition 3.1.15 to calculate 0;s(A;), in the third step we used the exponential
convergence of ||V 4,||? derived in Proposition 3.2.2, and the final step was by the bound
|Vall? < 2 given in Fact 3.1.13 for e-doubly balanced input. By the assumptions e < 4 <
5, this gives lower bound s(A7) > 0.95. Since d;s(A4;) < 0 always by Proposition 3.1.15,
the lower bound s(A;) > s(Ar) > 0.95 follows for all t € [0, 7.

In order to show that « is large as compared to the error for all time, we use the
monotonicity lemma to bound

2

T
€
max{|yng||m,\|v§Tuoo}gg—/ dis(A) Se+s(A) —s(Ar) Se+ =, (32)
0

where the first step was by Lemma 3.2.10, the second step was by the fundamental theorem
of calculus, and the final step was by the lower bound s(Ar) > s(Ag) — % calculated above.
In fact the above bound holds for any t € [0, 7], so we have

g2 16e  «
OO<2< —><—<—,
IVl 2(s+ ) < 1 <0

where the first step was by Definition 3.2.3 and the bounds on the left and right part

calculated above, and in the final two steps we use the assumption £ < 1 This verifies

7
both conditions of Corollary 3.2.16 for all ¢ € [0, T7.

To show fast convergence of ||V 4, |l for all time, we partition [k, 7] into two pieces
depending on which of VI, V¥ are converging quickly.

Tg:={te[rT]| 0 > 2a}, and  Tp:={te[rT]]| 0 <2a}.
Since all quantities are continuous, this gives the decomposition

[k, T) = {[to = K, t1], [t1, t2], ...},
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where [t,,, t,,41] are maximal intervals fully contained in either 77, or Tk. For the remainder
of this proof, we will use V; := V4, as shorthand to avoid triple subscripts. We show
exponential convergence of ||V ||« for ¢ € [k, t,,], and induct on m. For the base case, we
have already shown in Eq. (3.2) that

2
8
VAl <o+ = < Ze < (V1 + 20)e"),
(8%

where in the second step we used the assumption ¢ < 2, and the third step only uses
« > 0. This satisfies the requirement at {5 = x, so we assume by induction that the lemma

is shown for ¢ € [k, ).

To show the induction step, first consider the case [t tmi1] € Tg. Then for any
t € [tm,tms1] we have

t
log [V loc —log [V o = / O 10 |V oo < —altmsr — 1),
tm

where the last step was by Corollary 3.2.16. Therefore
V0 < [V flee-t0) < V(1 + 2a)ec-),

where we used the induction hypothesis on t,, for the last step.

In the other case [t,,, tmy1] C Ty, for any ¢ € [t,, tymi1] we have
IV loo = (146) Vil < (146)Vde ™[V alle < (1+6;)e V22 < g(142a)v/2e "),

where the first step was by Definition 3.2.14 of d;, the second step was by Corollary 3.2.12,
in the third step we canceled the v/d term by our choice of k = 1‘;*2 4 and used Fact 3.1.13
to bound ||V 4||? < 2¢? for e-doubly balanced input, and the final step was by the case
assumption ¢; < 2a as t € T. Since t € [t,,, tny1] was arbitrary, the induction is shown

and the lemma follows for all t € [k, T7. O

As discussed earlier, applying the same argument as Proposition 3.2.13 to the right
scaling Y; would give a logn term. We can avoid this by applying Lemma 3.2.17, which
shows ||V% || converges quickly after x = % time. Therefore, we can give the following
bound for the right scaling.

Proposition 3.2.18. Consider e-doubly balanced A € Mat(d,n)% of size s(A) = 1, and
assume Ay is a-strongly convex for all t € [0,T] with % >« > Te. Then

log d 2logd 2
||YT||oo§80g L elog 2

2c0 202 o
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Proof. We can follow the proof of Proposition 3.2.13 by choosing cutoff k = %2 and
bounding the first stage by the calculation in Eq. (3.1):

elogd € TR
Wil < [ 19800+ [ 19800 < B2 (14 2) 4 [ 19

For the second stage, we apply Lemma 3.2.17 for all ¢ > k to bound

T T—k
2(1 +2 9
[ 19 < VAL 20 [ ¢ YA 20 2
" 0

(0% Oé

where the last step was by the assumption a <
stages to bound

K T
clogd € 2¢e
Yollo < | V2 |l VE ||, < (1 —> iy
Wrlle < [ 1951+ [ 1951 < GBS (14 )+ 2

%. Therefore, we can combine the two

]

We now follow the proof strategy of Theorem 3.2.8 with improved control on [|(X¢, ¥2)]| co-
The theorem below weakens the assumption of fast convergence to ¢ 2 logd instead of

2 2 Vd+n as in Theorem 3.2.8.

Theorem 3.2.19. If matriz tuple A € Mat(d,n)* of size s(A) = 1 is e-doubly balanced
and a-strongly convex with £ > a > e(4logd + 20), then

1. For all time t > 0, the scaling solution satisfies

4e e(2logd + 6
I €S and e i} < 2B,

I

2. The limit (Xoo, Yoo) 1= limy_o(Xy, Y1) exists and Ay := eX=/2Ae¥>/? gives a solu-
tion to the matriz scaling problem in Definition 3.1.3 on input A;

3. The size of the solution can be lower bounded by

e-e?

$(Ax) = fa(Xoo,Yoo) > 1 —

(0%
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Proof. We claim that A; is 2-strongly convex for all time. For contradiction, let T" be
the first time Ap is < 2-strongly convex. Since A is a-strongly convex, by the robustness
property of Lemma 3.2.4 in the contrapositive, we must have ||(X7,Y7)||o > 1. To show
a contradiction, we will use Proposition 3.2.13 and Proposition 3.2.18 to upper bound
(X7, Y7)||o. First verify the conditions: Ay is 2-strongly convex for all ¢ € [0,77, s(A) =
1, and A is e-doubly balanced with

a _ e(4logd + 20) S

> 7,

Q)

e

where we used our assumption €(4logd + 20) < a. Therefore we can bound

(X7, Y1) [[oo < 2max{{| Xz [loc, [Vl } <

2el 4 41 11
elogd (1 5) £ <5( ogd+ )<1’
o)

2a/e /le) ale «

where we use 2-strong convexity to bound || X7|, ||Yr|l« by Proposition 3.2.13 and
Proposition 3.2.18 respectively, and the next two steps use are by our assumption o >
e(4logd + 20). This is the desired contradiction, so A; must be %-strongly convex for all
time and the above calculation shows the infinity norm bound in item (1) for all time ¢ > 0.
The t-norm bound follows simply as

[Valle _ ev2-e

X, Yot <
5 ¥l < A < 22

where the first step was by applying Proposition 3.2.2 with 2-strong convexity, and in the
second step we use Fact 3.1.13 to bound ||V 4]|? < 2¢2.

The proof of item (2) now follows the same steps as in the proof of Theorem 3.2.8, as
we can show

fim [0 Y0l = Jim [Vl < i [Vl [ e,
T—o00 >T T—o0 >

T—o00 t>T >T

where the first step was by Definition 3.1.14 of gradient flow, and the last step was by
the fast convergence in Proposition 3.2.2. Therefore the limit (X, Yy ) exists, and further
V. =050 Ay = eX</2Ae¥=/2 is doubly balanced by Proposition 3.1.10(2).

To show (3), consider the univariate restriction h(n) := fa(nXoo,nYo). We want to
apply Lemma 2.3.7 to show the lower bound on f4(Xw,Ys) = $(Ax). First, we bound

the derivative.
1M (0)] = (Va5 (Xoos Yoo )| < [V allell(Xoo, Yao) Il
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where the first step was by Definition 2.3.12 of the gradient, and the final step was by
Cauchy-Schwarz. Now we show h is sufficiently strongly convex. We know the optimizer
n. = argmin,ecg h(n) is at n. = 1, since h is a restriction of f4, which has (X, Ys) =
arginf(x y)et fa(X,Y) by Proposition 3.1.10(3). Further, by Lemma 3.2.4 and the bound
|(Xoos Yoo)|loo < 1 shown in item (1), we have f4 is 2-strongly convex at (71X, 7Y, ) for
all || < 1. Therefore, the restriction h is o/-strongly convex with o/ > 2||(X., Yo)|f for

all n € [0,7,]. This verifies the requirement in Lemma 2.3.7, so we can bound the size by

S(Aw) = inf h(n) > h(o) — OF

neR 20/

IV AllE [ (Xoor Yoo IIE - L_c e2
2a||(XooaYoo)||{2/€ o a

Z fA(Ou()) -

where the second step was by Lemma 2.3.7, the third step were by our two calculations
above showing |h'(0)| < [|Valltl|(Xeo, Yoo)[|c and that h is 2[|(Xo, Yoo ) [|7-strongly convex,
and in the final step we used the assumption f4(0,0) = s(A) = 1 as well as Fact 3.1.13 for
e-doubly balanced A to bound the gradient ||V 4]|? < 22 O

Note that the strong convexity assumption in Theorem 3.2.19 is weaker by a factor of
O(d/logd) as compared to Theorem 3.2.8. In the following Section 3.3, we will further
weaken this assumption by analyzing gradient flow on inputs satisfying a combinatorial
pseudorandom condition.

This result should be compared to Theorem 1.5 of [63], which showed the same conver-
gence for the more general operator scaling problem with a stronger assumption o > ¢log d
(the result of [(3] actually used a related spectral gap condition, and we discuss this dis-
tinction in more detail in Section 7.1). Subsequent to its publication, Franks and Moitra
[35] applied the fast convergence result of [03] for frame scaling to give near-optimal sample
complexity results for an important estimation problem in statistics. Our pseudorandom
analysis in Section 3.3 can be used to improve the sample complexity bound from [35],
as we show in Section 4.4 and Section 8.5. We discuss the a vs o requirement in more
detail in Section 4.2.2 as well as in Section 7.3, as it is a make-or-break distinction for our
application to the Paulsen problem in Chapter 4.

3.3 Pseudorandom Setting

The main improvement between Theorem 3.2.19 and Theorem 3.2.8 came from our im-
proved analysis of ||(Xy,Y})||e under gradient flow. Specifically, our two-stage analysis
of ||V 4,|IF in Proposition 3.2.13 allowed us to effectively use the fact that the input was
nearly doubly balanced. But there is still a % loss from the first stage while we wait
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for the exponential convergence of ||V 4,]|¢ to kick in from Proposition 3.2.2. It would be
interesting to pin down whether or not this loss is necessary for any analysis of strongly
convex inputs.

To give optimal bounds in our application to the Paulsen problem in Chapter 4, we
would like to further decrease the requirement on ¢, and in particular to make it dimension
independent. We therefore revisit the combinatorial pseudorandom condition that was first
defined in Kwok et al. [62]. This new condition allows us to immediately show convergence
of ||V 4,]|« for all ¢ > 0, which in turn allows us to improve the bound on ||(Xs, Yoo)|loo
and decrease the ratio ¢ for pseudorandom inputs.

We first define the pseudorandom condition and then show how it implies fast conver-
gence of error. The rest of the analysis follows a similar strategy to Proposition 3.2.18.

Definition 3.3.1. Matriz tuple A € Mat(d, n)" is («, B)-pseudorandom if for every S C [d]
and T C [n] with |T| > pn:

222“1’“ Jl? > |5| |T|

€S jeT k=1

We note that the pseudorandom condition, like Definition 3.2.1 of strong convexity, is
not homogeneous. Therefore, v in this condition should be compared to the size, with #J
again being an extremal example (see Appendix A.2). From a graph-theoretic perspective,
the pseudorandom property is reminiscent of the expander mixing lemma for bipartite
graph w;; = Zszl |A;;]*. We will use the connection to graphs in Section 3.4, where we
compare strong convexity and pseudorandomness.

Remark 3.3.2. Definition 3.53.1 is slightly different from the pseudorandom condition in
Definition 4.3.2 in [02]. We believe the definition in this thesis is slightly more natural, both
its implication for fast convergence, as well as for our smoothed analysis result in Chapter 5
showing random inputs are pseudorandom. For more details on the explicit difference, see
Remark 3.4.4.

The next lemma reduces the pseudorandom condition to a much fewer number of sets.
This will not be used in this chapter to analyze pseudorandom matrices, but will be helpful
in Chapter 5 where we will use a union bound to show pseudorandomness for random
inputs.

Lemma 3.3.3. Matriz tuple A € Mat(d, n)K is (o, B)-pseudorandom iff

min min ZZ] (Ap)ii? > a—.

i€ld Te () S
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Proof. We will prove the following stronger statement: given arbitrary weight function
w : [d] x [n] = Ry, if w(S,T) == 37,06 jepwij > |S]|T] for every S € ([Z]) and T € ([Z]),

then in fact we have w(S,T) > |S||T| for all larger sets |S| > a,|T| > b. The lemma
follows by considering w;; := észzl |(Ax);|* and choosing a =1, b = fn.

The proof is by a simple induction, so assume we have w(S,T) > |S||T| for all |S| =
k,|T| = ¢. Then for any |S| =k, |T| ={ + 1,

Cu(S.T) =Y w(S, T =)= SISIT - jl = (C+ DISIE

JET JET

where in first step, every entry of w(S,T) is counted exactly ¢ times in -, w(S,T — j),
and the second step is by the inductive hypothesis. Canceling ¢ from both sides and using
|T'| = £+1 by definition, we have w(S,T) > |S||T|. By a symmetric argument, we can show
the required lower bound for |S| =k + 1,|T| = ¢, so the lemma follows by induction. [

Next we show that the pseudorandom condition is preserved under scalings. This ro-
bustness result is similar to Lemma 3.2.4 and will be important in proving our convergence
result in Theorem 3.3.10.

Lemma 3.3.4 (Robustness). If A € Mat(d,n) is («,3)-pseudorandom, then for any
(X',Y") € t, the scaling B = eX'?Ae¥"/? is at least (a - e~ XYl B)-pseudorandom.

Proof. The proof of Lemma 3.2.4 showed |(By);;|> > e 1Y )le|(A,);]? for each entry,
which implies this robustness lemma by Definition 3.3.1 of pseudorandomness. O]

Recall that in Section 3.2 we gave two different arguments for exponential convergence
depending on whether the left or right error was larger. In this section we will use the
pseudorandom condition to improve the argument in the case when d; small, i.e. when
[VE lloo = [|V4, |l according to Definition 3.2.14. We handle the other case, when the
V% || is larger, similarly to Corollary 3.2.16, and then combine the two to show exponen-
tial convergence for all time (instead of just after time xk = 102%1) using a similar argument
to Proposition 3.2.18 on strongly convex inputs.

Lemma 3.3.5. Consider matriz tuple A € Mat(d,n)X with s(4) < 1 that is («, B)-
pseudorandom for § < 5. If + > a > 14|V, then

6< S = —dimolog | V5l > %,
2 ¢ 3
where § := g is given in Definition 3.2.1/.
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Proof. We will use pseudorandomness to show that the worst row error is pushed towards
the average due to gradient flow. So let i € argmax;¢cig |d - 77(A) — s(A)| and recall by
Fact 3.2.9 that

n K

Op—ori(Ay) = ZZ\ (Ag)ijl ( d~ri)+(5—n~cj)). (3.3)

71=1 k=1

Our plan is to show that the row term always pushes r; towards the average, by bounding
the contribution from the column terms using pseudorandomness and the condition ¢ < 5.
First, for n even, we bound

DD 1A —9)

j=1 k=1

K

< V4 Hoosup22| (A1) Py,

jlk‘l

= | V& Hoo< -2 mln ZZ]Ak y ) (3.4)

7?/2 JET k=1

1T a
< V Ll B I [ 2¢ R
NS (Tz 2a dn = IValle ( T d) )

where the first step was by y := {n-¢; — s}jep € [|[VHllow - H where H := {y € R" |
(y,1,) = 0, |ly]|oc < 1}, the second step used Fact 2.6.4 which shows the maximizers of any
linear function over H are of the form 1,, — 214 for some T € ([ /2) and in the third step

we used the pseudorandom property for |T'| > fn and § < < . The calculation for odd n is
similar using Sn < | 5] pseudorandomness (see the followmg Remark 3.3.6).

Now that we have bounded the contribution from the columns, we separate into two
cases depending on the sign of the row error. So first consider the case ||V4|| =d - r; — s,
meaning we want to show r; is decreasing.

(0%
(A 2 Ve — 30 S 1A P & — )| 2 1P — IV oo (ri = 5.

7=1 k=1

where the first step follows from Eq. (3.3) and the case assumption ||[V4] =d-r; — s, and
the second step was by our bound in Eq. (3.4).
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To show exponential convergence, we combine with the change in s.

~Oold i = 5) [ VEllao(d2) = [ VElocld 7 = ) = [V
Vil = Vil

i 19 50oe = 195l _ IVAIZ + IVEIE

= IVil. IVl IVl

= a(1+8) = 3(s+ [ Vhlle) = (1 + (1+8))| V5o

«

> a=0(s+ Vil —a) =25V = 5.

~Oolog [ V4,1 =

+(d-r)

where the first step was by our case assumption ||V4|| = s — d - r; (for the question of
differentiability, see Remark 3.2.11), in the second step we substituted the lower bound for
—0i—o1i(As) just calculated along with Proposition 3.1.15 to calculate 9;s(A;), in the third
step we rearranged terms and used Lemma 3.2.7 to bound [|[V4]|? < [|VA|A + VA,
in the fourth step we used |[V#|| = (1 + 9)||V4||w by Definition 3.2.14 and our case
assumptlon d-r; = s+ [|[VL]], and the final steps were by our assumptions s(4) < 1,

6 <2<+ and ||V < 2. This verifies the lower bound for this case

In the other case | V|« = s — d - r;, we want to show r; is increasing:

n

K
«
Orori (A1) 2 il Vil = 32 D (A2 5 = )| = 73l Vhlloe = 1Vl (= 5) |

j=1 k=1
where the first step was by Eq. (3.3) and the case assumption |[|[VL|| = s — d - r;, and the
second step was by our bound in Eq. (3.4).
Once again, we combine with the change in s to show exponential convergence:
d- il Villoo = [VAlloo(d - 1i — ) + [ Val?
A
>a(l4+08)=6(d-r)=a—08s—||Vi|e —a) >

~Oi=olog |V, [l >

N2

where we follow the same steps as the other case and use ||V 4| > 0 and the case assump-
tion d-r; = s — ||V4||. Therefore the lemma holds in both cases. O
Remark 3.3.6. Note that Fact 2.6.4 for odd n actually requires fn < |5| < 5. We
will ignore detail and always require [ < % for simplicity, as the difference is negligible
(O(n™Y)) for all our results.
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Remark 3.3.7. Fquation 3.4 is the main consequence of pseudorandomness that we use
in our analysis, and we could as well have used it as our sufficient condition for fast con-
vergence, instead of pseudorandomness. But pseudorandomness enjoy strong multiplicative
robustness as shown in Lemma 3.5./, whereas the robustness we can establish for Eq. (3.4)
1s weaker and more difficult to prove. In Section 7.2.3, we generalize this analysis to the
tensor scaling setting.

To show that the error is decreasing exponentially when ¢ is large, we apply Lemma 3.2.15.
This is exactly the same argument as Corollary 3.2.16, just with different parameters, so
we omit the proof.

Corollary 3.3.8. Let A; € Mat(d,n)X be the solution to gradient flow, and assume
s(A;) > 0.95. Then for any + > a > 3|V 4, ||so,
5 >5 = —9log|VE e > <.
2 ’ 3
Note that Corollary 3.3.8 requires the lower bound s > 0.95, whereas Lemma 3.3.5

requires an upper bound s < 1. We will eventually use properties of fast convergence to
show these are both satisfied for all time.

We emphasize that the two convergence arguments in Lemma 3.3.5 and Corollary 3.3.8
only require ¢ 2 1, which is the reason for our improvement over the requirement ¢ 2 log d
in Theorem 3.2.19. This will be used in Chapter 4 to give optimal bounds for the Paulsen
problem.

We can combine the above two lemmas to show that the error converges exponentially
for all time. The following argument is elementary, but slightly more technical than the
proof of Proposition 3.2.18.

Proposition 3.3.9. Consider e-doubly balanced A € Mat(d,n), and let A; be the solution
to gradient flow according to Definition 3.1.14. If for all t € [0,T], the following assump-
tions are satisfied: (1) 0.95 < s(A4;) < 1; (2) Ay is (a, f)-pseudorandom with 3 > « and
B <3 (8) a>16e; (4) max{||V] ||, [[VE oo} < 1.1; then

Ca 3(1+ a/2)e
max{| Vil [[VZls} < e+ a/2)e " and  max{|| Xz o, [|Yrlloc} < ——.

Proof. The conditions (1)-(4) are defined so that we can use the previous fast convergence
analysis. Explicitly, the conditions of Lemma 3.3.5 are satisfied for all ¢t € [0,7] as (1)
implies s(A) < 1, (2) implies 3 < £, and (3), (4) together imply 1 > a > 16e > 14[|V | .
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Similarly, the conditions of Corollary 3.3.8 are satisfied for all ¢ € [0,7] as (1) implies
s(A) > 0.95, (2) implies § < 3, and (3), (4) together imply £+ > o > 16c > 3-2.2¢ >
3||Va,lloo- Therefore, in the sequel, we apply Lemma 3.3.5 and Corollary 3.3.8 freely

without checking conditions.
The proof plan is similar to Proposition 3.2.18, so partition [0, 7] into two pieces de-
pending on which of VL, V% is converging quickly.
Tr:={te[0,T]|d > a/2}, and T :={te0,7]]6 < a/2}.

Since all quantities are continuous, this gives the decomposition

[0,7] = {[0,t1], [t1, t2], ...},

where [t,,, t,m41] are maximal intervals fully contained in either 77, or Tx. In the remainder
of this proof, we assume A is fixed and use V; := V,, as shorthand to avoid triple sub-
scripts. We show exponential convergence for both ||VE|, and ||VE|, for t € [0,t,,] and
induct on m. The argument for the base case is slightly different as we use the fact that
A is e-doubly balanced.

First consider the case [0,¢;] C Tg, and let ¢ € [0, ;] be arbitrary. Then we can apply
Corollary 3.3.8 to bound

t ot
l0g [V = 0g |V + | 04log [VH < loge -
0

where the first step was by the fundamental theorem of calculus, and the last step was by
Corollary 3.3.8 applied with ¢ > 5. Therefore, the statement is true at time ¢ for VE. To
transfer this to the left side, we continue to use Definition 3.2.14 of § to show

||VL|| _ HVﬁHOO ge—at/S
P 146, — 1+a/2

where the first step was by Definition 3.2.14 of 4, and in the last step we used the case
assumption &; > «/2 as t € Tg. Since the choice of ¢ € [0,t;] was arbitrary, both the left
and right error satisfy the convergence bound for [0, ¢1] C Tkg.

For the other case [0,t1] C T}, consider any ¢ € [0, ¢;]. Then we can apply Lemma 3.3.5
to bound

! ot
l0g Vo = 1og [Vl + | Oylog [V o < loge — 5.
0
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where again the first step was by the fundamental theorem of calculus, and in the last step
we substituted || V4]l < € by the e-doubly balanced condition and applied Lemma 3.3.5
with § < 5. To transfer this to the right side, we continue

198 = (14 B)IIVE e < (14 a/2)ze™,

where in the last step we used 0; < a/2 by definition of T,. Since the choice of ¢ € [0, 4]
was arbitrary, the statement holds for the first segment.

For the induction, assume we have proved the convergence for [0, t,,] so
max{ ||V ||oo: V5, |} < (1 + a/2)e "/

for all t € [0,t,,] with m > 1. Consider the case [tp,tmi1] € Tr and let t € [ty tyii]
be arbitrary. We will show ||V ||s is small enough by Corollary 3.3.8, and then use
Definition 3.2.14 of ¢, to transfer this conclusion to ||V, ||. So we calculate

t
(6%
108 [V — 108 [V oo = | 01108 [VF o < 5 (¢~ ).
tm

where the first step was by the fundamental theorem of calculus, and the inequality was
by Corollary 3.3.8. Exponentiating both sides and using the induction hypothesis gives

IVEl oo < IVE [l @ < (14 af2)ce02,

Now we transfer this bound to VL. We will use that t € [t,,,, t;1] € Tk and t,, is the
endpoint of the interval, so d;,, = § < d;.

1 1+ a/2
vL o = VR - < —at/3 < —Oét/?)’
IVl = 1 19 < S0 et < e

where we used Definition 3.2.14 of §; in the first step, the second step was by the bound
on ||[V{||« calculated above, and the final inequality uses the fact that 0 < § < ¢, since
t € [tm, tms1] C Th.

In the other case, if [t,, tyy1] € T, then Lemma 3.3.5 shows for any ¢ € [t,,, tn1]

log [|V¢ [loc — log ||V

tm

t L a
w= [ 2108 | VHlw < =5t~ )
tm

Exponentiating both sides and using the induction hypothesis gives

[VH e < IV Jocem™605 < (1 + a2)ee05,
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Now we can transfer this convergence to VZ. We again want to use that ¢ € [ty tmt1] C
Tt and t,, is the endpoint of the interval, so 6; < § = d;,,. This allows us to bound

9 = (14 0[Pl < (14 8)[VE, e/

146
= IV e < (14 021207

where we used Definition 3.2.14 of J; in the first and third step, in the second step we
used the convergence of VZ derived above, and in the final step we used the induction
hypothesis on V}* as well as the fact that ¢, < S = 04, since t € [ty tyg1] € Tr.

Therefore, we have shown the exponential convergence on max{||V4 ||, [V ||} <
e(14 a/2)e=3 for all t € [0,T].

To bound the scalings, we calculate
T T T
3(1 2
el = | [ 9t < [ 1900 <cvap) [ oo < MEAIDE
0 00 0 0

o
where the first step was by the fundamental theorem of calculus as Xy = 0 and 0;X; =
—Vﬁt by Definition 3.1.14 of gradient flow, the second step was by triangle inequality of
| - |ls, and the third step was due to bound on V% derived above. The calculation for
| V7| is exactly the same except that we use the bound on ||[V#||... O

Finally, we can use the robustness from Lemma 3.3.4 to show that fast convergence
follows when the input is sufficiently pseudorandom.

Theorem 3.3.10. If matriz tuple A € Mat(d,n)X of size s(A) = 1 is e-doubly balanced
and («, B)-pseudorandom for % >a > 16e-¢ and < %, then

1. For all time t > 0,

at 98
max{[| V4 [loo, [V4, o} < (1 +a/2)ce™5e  and  max{]|Xi[loo, [Yilloo} < —

2. The limit (Xoo, Yao) := limy_o0 (X, Y1) exists and Ao := eX=/2Ae¥>/? gives a solu-
tion to the matriz scaling problem in Definition 3.1.3 on input A.

3. The size of the scaling solution can be lower bounded

10e2
—

5(Ase) = fa(Xoo, Yoo) >
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Proof. We claim that the assumptions of Proposition 3.3.9 always hold, and in fact we
can impose the stronger requirement A, is (¢, 3)-pseudorandom for all time. This satisfies
assumption (3) of Proposition 3.3.9 as ¢ > 1% . ¢ > 16¢ by our assumption o > 16e - €.
From this claim, the conclusions of this theorem will follow. So for contradiction, let 7" be
the first time one of the conditions fail. Then the assumptions (1)-(4) hold simultaneously
for all t € [0,7] and we can apply Proposition 3.3.9 freely up till this time. We will show
that in fact all the assumptions are strictly satisfied at time 7', which will give the desired
contradiction.

Note that (4) cannot fail first, as Proposition 3.3.9 shows
max{||V5 |loo, V4, o} < (1 + a/2e)e /3 < 1.1¢,

where in the last step we substituted 7' > 0 and a < %

Next, we show that (1) cannot fail first. The upper bound is clear as s(A) = 1 and
0¢s(A¢) < 0 by Proposition 3.1.15. For the lower bound, we calculate

’ T ’ 10e2 1
1-s(ar) = [ IValf < [ UV +IVEIR) < [ 2eapeom < 55 < o
0 0 t t 0 Q@ 100
where the first step was by the fundamental theorem of calculus as well as Proposition 3.1.15
with the assumption s(Ap) = 1, in the second step we used Lemma 3.2.7, the third step
was by the convergence derived above, and the final steps were by the assumptions o < %

and € < 7= < 1—(1)0. Therefore the size condition (1) could not have failed at time 7.

Clearly (2) cannot fail as we can always decrease « to satisfy the upper bound.

Finally, assume that our stronger pseudorandom requirement fails at time 71" so Ar is
not (2, #)-pseudorandom. Since A is (a, §)-pseudorandom, Lemma 3.3.4 in contrapositive
implies that [|(Xr,Y7)||l« > 1. But then we simply apply Proposition 3.3.9 with (2, 3)-
pseudorandomness until time 7" to bound

9¢ 9
<—<—X
«

(14 «/2e)e 1
16e 2’

afe
where the first step was by the bounds on max{|| X7||, ||Y7||«} given in Proposition 3.3.9,
the second was by the assumption a < %, and the third is by our assumption a > 16e¢ - €.

max{[| Xz[loc, [Vl } <3

This is the desired contradiction, so Proposition 3.3.9 applies for all time. Therefore,
items (1) and (3) in this theorem follows by the calculations above with T" € [0, co].

To show item (2), note that we already have shown

lim [[9,(X4, Y)[loo = Jim [[V.4,[loc = 0,
t—o0 t—o0
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where the first step was by Definition 3.1.14 of gradient flow and the last step is by item
(1). Therefore the limit (Xo, Yoo) exists. Further, V4 = 0, so Ay is doubly balanced by
Proposition 3.1.10(2). O

This dimension-independent requirement on ¢ will be the key to our optimal distance

bound for the Paulsen problem in Chapter 4. We will also see a generalization of this
argument to tensor scaling in Chapter 7.

3.4 Pseudorandom property and Convexity

In this section, we will study the relation between the pseudorandom property given in
Definition 3.3.1 and the strong convexity property given in Definition 3.2.1. The main
technical result of this section is given in Theorem 3.4.7, where we show that if A is e-
doubly balanced and («, 5)-pseudorandom for small enough constants € and 3, then A is
Q(a)-strongly convex. This will be useful in Section 8.5, where we will use strong convexity
to give algorithmic guarantees for pseudorandom inputs.

We first associate a bipartite graph to each matrix tuple. This will allow us to use ideas
from spectral graph theory.

Definition 3.4.1 (Associated Graph). Let H = (V, E,w) be an undirected graph with

vertex set V', edge set F C (‘2/), and edge weights w : E — Ry. The adjacency matriz

W e RV*V s defined Wy, = w(u,v) for vertices u,v € V; The degree of verter v is
d(v) = Y ,cv Wuw and the diagonal degree matriz is (D)., := d(v); the Laplacian of H is
the matriz L € RV*V defined as

L= Z wuv(eu - ev)(eu - ev)*

where {e, ey is the standard basis in RY. Note that this can be written L = D — A.
For matriz tuple A € Mat(d,n)¥, we associate bipartite graph H, = ([d] U [n], w) with

K
wij = > [(Ar)il”
k=1

fori € [d],j € [n]. We will often use w(S,T) := } icq > jer wij as shorthand for S C
[d], T C [n]. The Laplacian of A € Mat(d,n)¥X is the graph Laplacian of Hy:

Ly = Zzwij(ei —ej)(ei —€;)",

i=1 j=1
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where {e;}icpa) is the standard basis for R* C R* @ R"™ and {e;} e is the standard basis
for R* C R @ R™. We may drop the subscript L = L4 if the input tuple is understood.

This allows us to extend the definitions of the previous sections to graphs; in particular
the definitions of balanced, pseudorandom and strongly convex inputs.

Definition 3.4.2. Bipartite graph H = ([d]U[n], w) is normalized if w([d], [n]) = w(E) = 1.
It is called e-bi-regular if

1+ 1+
Vi € [d] . Zwij ETE, VJG [n]:ZwijG 6,
J€ln]

n
i€[d]

and it is called bi-reqular if € = 0.

Note if H = H, for matrix tuple A € Mat(d,n)¥, then the normalization condition
exactly corresponds to the size condition s(A) = 1, and e-bi-regularity exactly corresponds
to A being e-doubly balanced according to Definition 3.1.2.

We also translate the definitions of pseudorandom and strong convexity to graphs.

Definition 3.4.3. Weighted bipartite graph H = ([d] U [n],w) is («, 8)-pseudorandom if
for every S C [d] and T' C [n] such that |T| > fn we have

[S1IT]
w(S,T) = ZZwij > o= ast,

T

n

s
where we used shorthand ‘Tll = s,

If H, is the associated graph for matrix tuple A € Mat(d,n)™, then this corresponds
to («, B)-pseudorandomness of A according to Definition 3.3.1.

Remark 3.4.4. [02] gave a slightly different condition named pseudorandomness in Def-
inition 4.8.2: Vi € [d] denote the bad elements B; := {j € [n] | wy; < $}; then W is
pseudorandom if Vi : |B;| < Bn. This is a strictly stronger condition:

Q SI|T| - pBn
S w2 3wz ST Blzalg HUE
1€8,j€T i€S jeT—B; n ies n

For all |T| > 2Pn the last term is at least |T'|/2n so a graph satisfying their pseudorandom
condition is (a/2,20)-pseudorandom in our definition.

In our proof of Theorem 3.4.7, we show improved strong convexity results using the
weaker notion of pseudorandomness given in Definition 3.4.5.
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Definition 3.4.5. Weighted bipartite graph H = (|d] U [n],w) is a-strongly convez iff for
all (z,y) € RT@®R"™ such that 30 x; =" y; = 0:

d n
(2, 9) Lir(w,y) = 3 > wii(as Za<§;$f+%;?ﬁ>

i€(d] j€ln]

The fact below shows the connection between the Laplacian of H4 and convexity of A.

Lemma 3.4.6. Let H = H, be the associated graph for matriz tuple A € Mat(d,n)¥
according to Definition 3.4.1. For any (z,y) € R ® R" such that Zle ri =Y =0,
letting X := diag(x) € diag(d),Y := diag(y) € diag(n) gives the relation

n K

d
Do_ofanX,—nY) = > " |(Ap)y[ (Xi=Y))? Zzww = (z,y)" La(z,y).

i=1 j=1 k=1 =1 j=1

As a consequence, Ha is an a-strongly convezr graph according to Definition 3.4.5 iff A is
an a-strongly convex matrix tuple according to Definition 3.2.1.

Proof. The first statement follows by Lemma 3.1.9 and Definition 3.4.1 of the Laplacian.
Strong convexity follows by considering the infimum over all (X,Y) € t as described in
Definition 3.2.1. ]

We now present the main technical result of this section, showing («, )-pseudorandomness
implies Q(«)-strong convexity. For this purpose we will need some mild conditions on reg-
ularity and that [ is small enough.

Theorem 3.4.7. Consider matriz tuple A € Mat(d,n)% of size s(A) = 1 that is e-doubly
balanced wzth e < 1 . If A is (e, B)-pseudorandom according to Definition 3.53.1 for a < %
and f < — 16, then A is e~ Ha-strongly convex according to Definition 3.2.1.

FEquivalently, for a normalized e-bi-regular bipartite graph H that satisfies the («, (5)-
pseudorandom condition according to Definition 3.4.3, if €, «, B are all at most 116, then H
is e~ 2a-strongly convex according to Definition 3.4.5.

Remark 3.4.8. A weaker version of this theorem was given in Prop 4.5.3 of [02], specif-
ically showing (a, B)-pseudorandomness implies Q(%5)-strong convewity. Though the lan-
guage of that work was different, the purpose was to show pseudorandomness for perturbed
frames and then use fast convergence derived from strong convezity to show a nearby doubly
balanced frame.
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The improvement we make in our proof requires the assumption that A is nearly doubly
balanced. This allows us to slightly simplify the case analysis as well as give a quantitatively
stronger result in one of the cases.

Recall that our goal is to show, given (o, §)-pseudorandom graph (H, [d] U [n], w) that
for any x € R% y € R" such that (x,14) = (y,1,) = 0. We want to show

d n
(@, 9)" La(e,y) = > > wijlw —y;)°
i=1 j=1
is large as compared to é Zle x? + % 2?21 y]2-.

From this point on, fix € R% y € R™ with Zie[d] xT; = Zje[n] y; = 0. Therefore we are
more interested in lower bounding the terms w(i, j)(z; — y;)? for those rows and columns

2 g2
with large %, % respectively.

Informally, we want to show H concentrates a significant amount of weight in edges
(i,7) for which |z; —y;| is large. Our plan is to separate the rows and columns into buckets
depending on the value z;,y;. Then we will find a large subset of rows and columns from
different buckets, and use pseudorandomness to show H has large weight in these edges.

Definition 3.4.9. For fized (x,y) € R? ® R", parameter v € (0,1) chosen later, and
k,l € N we define:

Ry = {i € [d] | /" <af <7 sgn(x;) = £},
Cox = {j € [n] | ¥ <yf <" synly;) = £}

We will often use the shorthand Ry+1 := Rp_1 U R U Riy1 or Cprg = Cp 1 UC, U Cyyq.

Note that smaller v implies better lower bounds for different buckets by Fact 3.4.10,
but larger v means that the values in a single bucket are closer together. Note also that
(o, B)-pseudorandomness implies (o, 8')-pseudorandom for every 3 > . Therefore, we
will choose both 8 and v at the end of the proof to optimize the lower bound.

Fact 3.4.10. For buckets of the same sign, consider i € Ry, j € Cy with |k —¥¢| > 1. Then

(i —y)* = (1 —~)" max{a}, y;}.
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Proof. Assume without loss that ¢ € Ry, j € C for some ¢ > k + 2 and the signs are both
positive. Then
y]2 < AL 2D 2] 20

where we used Definition 3.4.9 of buckets and the fact that ¢ > k£ 4+ 2. This implies

(i —y;)? > (1 = )%} = (1 —7)* max{af, y},
as i € Ry and j € Cy for £ > k. The other case y7 > 27 follows from a similar calculation.
]

The above fact is our main tool for lower bounding contributions in the quadratic form
(I y) Lny Zzwz] XTi — y]
i€ld] j€[n]

We will mostly refer to pairs of buckets Ry, C, which have the same sign and drop the
superscript. If we can show the weights w(Ry, Cys1) and w(Ret1, Cy) are large, these
buckets provides a strong lower bound. This may not be possible for every row/column
bucket, so our plan is to use pseudorandomness and regularity to find a large subset with

significant contribution. Our proof will divide into two cases, depending on which of %

Hy\lz

or is larger, and lower bound the quadratic form by rows/columns, respectively.

To this end, we first define the set of good rows as those whose contribution can be
lower bounded using pseudorandomness.

Definition 3.4.11. For fized x,y and constant B chosen later, we define
= {k [ |Chza| > (1 = B)n}
to be the indices of bad row buckets, and we define good and bad rows as

RB = UkeKBle RG —- [d] — RB.

Recall that Definition 3.4.3 of pseudorandomness implies that every row has significant
weight going to every large enough subset of columns. Therefore, the above definition of
good rows simply implies the following lower bound on the quadratic form.

Lemma 3.4.12. Let H be a normalized e-bi-reqular graph that is (o, 5)-pseudorandom.
For fized (x,y) € RE@® R, the Laplacian quadratic form can be lower bounded by

(,y)"L(z,y) >Zzwwxl+y])>a51_ Zd

1€ERg j=1 i€Rg

where Rg are the good row buckets with respect to (x,y) given in Definition 3.4.11.
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Proof. Consider any good row ¢ € Ry with & € K according to Definition 3.4.11.
This means |Cyy1| > fn, so we can apply the pseudorandom condition to lower bound

w(i, Crt1) > a% > ag. For any such i € R, C Rg, this gives the lower bound
- 2 2 2.2 o AT 2 005
ZM’j(%’ - ?/j) > Z wz‘j(l’z‘ - yj) > (1 - 7) Iiw(% Ck:l:l) > 04(1 - 7) Bj,
Jj=1 J€Ck+1

where the second step was by Fact 3.4.10 applied to ¢ € Ry, j & Ci+1, and the third was
by the bound w(i, Cgs1) > a% derived above using pseudorandomness. The lemma then
follows by combining the contributions of these good rows. m

At this point, we would be done if Rg was a large portion of the total, i.e.

i€Rg

We will show below that for small enough S, the bad rows Rp are concentrated in a specific
way and have all their weight concentrated in a few columns. With this structure, in the

2 2
case when % > %, we will be able to show

vyl _ =l

L 2

2GS
i€Rp

and we will be done by Lemma 3.4.12.

To upper bound the bad row buckets, we will also use the pseudorandom condition. We
first show that all the bad rows are close together and that they have weight concentrated
in a specific subset of columns.

Lemma 3.4.13. If R # 0, there is a subset of columns C C [n] such that |C| > (1—f)n,
and further for every i € Rg,j € C, it holds that

oy < @ <%

Proof. For k € Kp, by Definition 3.4.11 we have |Cyy1] > (1 — S)n. We first show
that all bad row buckets are close together. If k, k' € Kp such that |k — k| > 3, then
Ck::tl N Ck’:l:l = @ and

n 2 |Crza| + |Cra| > 2(1 = B)n,
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which is a contradiction for g < % Similarly if Rp contains buckets of different signs, this
will produce the same contradiction.

Therefore, without loss of generality let k& be such that Ry € Rg C Rpi;. Then
we choose C' := Cyyy and note |C| = |Crs1] > (1 — f)n by Definition 3.4.11. Further,
1 € Rp,j € C implies

2(k—1)—1 -6, 2(k+1)+1

x} < =% <%,

where the first and last steps were by Definition 3.4.9 of bucketing. The lower bound
follows by an analogous calculation, so the lemma follows. O

We will use the structure on R and C' shown in Lemma 3.4.13 to upper bound the
contribution of the bad rows in terms of the columns. Specifically, we will use the fact that
> jen Y5 = 0 along with the small size |C'| < Sn to show

Zﬁ<czy_§'<c\|y|’§
d — n = n

i€RpB Jj€C

Importantly, we will be able to tune the constant ¢ to be as small as desired by requiring
smaller 5. We emphasize that this is the only place the assumption ) jem Yi = 0 is used.
Lemma 3.4.14. For Rp,C defined according to Definition 3.4.11 and 3.4.13 respectively:

2

2 s V(A—=8)? n

i€ERp

Proof. We will prove the following sequence of inequalities to show the lemma:

2 2 2 2
Z Ly < Z L < B Yj < g ||3/Hz
d |Rp| — 7%(1 - B)? il V(1 =B8)* n

i€ERp 1€ERpB

The first and last inequalities are clear as Rp C [d] and C' C [n]. To show the middle
inequality, we will use the fact that all rows of Rp are close together, and charge them to
the columns of C.

SN

2
(&>2 < ZjeCyj ? B (Zjeéyj) < |O|Zjeéyj2' < 8
~\ C] PICR T ACR T A8 - B)?

1€ERpB Jj€

3|S

Ql
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where the first step was by the approximation ratio 7. < v~ %y%., shown in Lemma 3.4.13,
in the second step we simply bounded the min by the average, in the third step we used
the assumption » jem ¥i =0, the fourth step was by Cauchy-Schwarz, and the final step
was by Lemma 3.4.13 giving |C| > (1 — §)n. O

Remark 3.4.15. While Definition 3.4.5 includes the condition Zie[d] x; = 0, we do not use
this condition anywhere in our proof. We can use this condition to bound |Rpg| in a manner
similar to the proof of Lemma 3.4.14. But this argument does not give an improvement in
the final constant in the proof of Theorem 3.4.7, so we choose to omit it.

Remark 3.4.16. Up till this point, the arqgument is very similar to section 4.4 of [02], and
in that work we were also able to give a strong lower bound (Q(«) vs Q(a/d)) for the case

% > % discussed above. Qur improvement comes from a different case analysis and
the use of reqularity to bound the other case.

We emphasize that the ratio %/BQ can be made arbitrarily small by decreasing /3. Since
the pseudorandom property of Definition 3.4.3 is an asymmetric condition, we will not be
able to use the same argument to lower bound (x, y)*L(x,y) in terms of the columns. The
fact that we can tune § will allow us to effectively join these two cases and give an Q(«)
lower bound on strong convexity.

2 2
It remains to handle the other case, when % > %% for appropriate chosen (small)
constant c. In this case, we use more elementary arguments based on regularity. We first
define the notion of good and bad columns.

Definition 3.4.17. For fived z,y, ¢ € N is a bad column bucket index if
2
. Y;
S S i - ) < a1 - S0 L
j€Cri€[d) jeCy

We define bad columns to be Cg = U,Cy where the union is over bad column bucket indices,
and good columns to be Cg = [n] — Cp.

As an immediate consequence, the quadratic form can be lower bounded by

(0,9)" Lwy) > 0?1 -7 3 2

jeCa

The good columns are defined just so that our proof plan goes through. Specifically,
we will be able to use regularity to show that bad columns have their weight concentrated
in nearby rows. This will then allow a similar charging argument to Lemma 3.4.14 in order
to bound the bad rows.
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Lemma 3.4.18. For normalized e-bi-reqular graph H, if Cy C Cg is a bad column bucket
according to Definition 3.4.17, then

1+5 x?
d’

(1—e—a) —J
jEC’e 1€ERp+1

As a corollary,

Z_gz i l+e¢ ||$||§_
< n Yil—e—a d

Proof. The second statement follows from the first by summing over all bad column indices
Cy C Cp and noting each Ry appears at most three times on the right hand side (for each
te{k—1,kk+1}).

We first show that for Cy C Cp, the weight from columns j € C, are concentrated in

|G

w(Rps1, Cp) > " — (1 —-e—a).

By Definition 3.4.17, we can upper bound the contribution of bad column bucket Cy by
2
Y; |Cy| _
> > wilzi—y)  <ar’(1=9)" ) L <ar’ (-9 9"

JEC, i€[d] JEC,

where in the last step we used max;ec, y? < 7*! by Definition 3.4.9. We can also lower
bound the contribution of C} as

SN wila =) = 03T w1 =1)%2 > (1= )R, Oy,

JEC, i€[d) JEC i€ Rot

where in the first step we considered just the terms from R,y; and used Fact 3.4.10 to
lower bound (z; — ;)* > (1 — 7)*y; for i & Rey,j € Cy, and in the last step we used
minjec, y; > 2L by Definition 3.4. 9

These two inequalities can be rearranged to show

201 _ ~N\2.20—1
e ey (21 R (€]

Ry, C .
w(Resr, Cp) < @ (1=~ =" g
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Finally, we can use column regularity to show

- C C
w(Rex1, Cp) = w([d], Cp) — w(Rez1,Cp) > (1 — 5)% — oz|n—g|,

where in the last step we used that each column satisfies w([d], j) > = by e-bi-regularity.

We can use the above and row-regularity to show that Ry, cannot be too small as
compared to Cy:

R C
| Rea| > w(Ryx1, [n]) > w(Rpt1,Cr) > (1 —e — Q)M7

(1+¢) -

where the first step was because each row satisfies w(i, [n]) < % by e-bi-regularity, and
the last step was by the lower bound derived above.

The first statement in the lemma now follows as

|Cy|
) n

(1—5—&)2% <(l—-e—«a

J€Cy

Rpwa|  _ 1+e¢ T
| | y 472(1£+1)+1 Z

20—1
Y < (1+¢)
d ~4

IA

where the first step (y7cc, < 7*7!) and third step (27, > 7*“*D*!) were both due

to Definition 3.4.9, and the second step was by the bound (1 + 5)% >(1—¢e— a)'i—”

derived above. O

The purpose of Lemma 3.4.18 is to show that the good columns outweigh the bad

columns. In order for this to be true, we need % < %% Note that this constant 2 is
strictly bounded away from 1 as v < 1. This is why we need the other case in Lemma 3.4.14
to be able to handle arbitrarily large constant, so that we can combine with Lemma 3.4.18.

We are now ready to prove strong convexity. We will separate into two cases, depending
on whether we can bound the contribution from bad rows or columns respectively.

Proof of Theorem 3.4.7. By Definition 3.4.11 and Definition 3.4.17 of good rows and columns,
we can lower bound

(w,y)"L(z, y) > max {aﬂ(l SR D A (EEIL D
1€ERG jeCq

where the first term is by Lemma 3.4.12 and the second is by the corollary at the end of
Definition 3.4.17. For the remainder of the proof, we separate into two cases, depending
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on whether we want to lower bound the quadratic form in terms of the first term (good
rows) or the second term (good columns).

Case 1: % < %% We use the lower bound on columns and show that the bad
columns contribute only a constant fraction of the total:

Zy_?< 3(1+e) l=l3 _ 3(t+e) [yl
n - Yl—-e—a) d ~4(1l—-ec—a) n’

j€Cp
where the first step is by Lemma 3.4. 18 and the second step was by the case assumption

”x”2 < l ”y”2 . By the assumptions ¢ < = 16, 16, the above constant is at most iﬂﬁg < E
and we can ﬁmsh the lower bound on the ﬁrst term

*L > 2 1_ 2 y] I_E 2 1_ QHyH2
(2,9)" L(z,y) > ar*(1=7)* ) p 5 (1 =7)
Jj€Cq

S af(l=9)( 4 =13, Iwlzy
- 12 44 4 d n

2 2
where again the last step was by the case assumption ”ZH? < 22 vl

2 2
Case 2: ”?2”2 < %%. We use the lower bound on rows and show the bad rows
contribute only a constant fraction.

Z 5 lyli3 < 46 [E3lk
= =82 n T AY1-p5)? d
where the first step was by Lemma 3.4. 14 and the last step is by the case assumption
”yH? < 4 ”deQ. For B < X we choose 1% = 32 < 1 so that il < % So we can

= ) (1 B)?
ﬁnlsh the lower bound on the second term in the max:

(%y)*L(I,y) > Oéﬁ(l —’}/)2 Z :L; > <1 — 1)0&ﬁ(1 _ )2%

iERG

S B(lz— <4+7 )( Hy||2)7

12
i 2
P .

1€ERp

Combining both cases gives the lower bound

2(1 — ~)2 Bd(] — ~)2 2 2
o) 2 i { U= U= (1 )
Substituting 7% = £ and choosing § = = gives leading constant at least e~!!. O

(1-8) 6
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Remark 3.4.19. We never used the assumption Zie[d] x; = 0. This would give a separate
argument bounding bad columns in terms of rows, analogous to Lemma 5.4.14. But this
does not improve the final constant, and only complicates the case anaysis, so we omit it.

3.5 Lift to Frame and Operator Scaling

In this short section, we briefly discuss how the matrix scaling problem studied in this
chapter can be generalized to the frame setting considered in Chapter 4. This will be
covered more formally in Chapter 6, where we will discuss scaling problems from the
perspective of Lie group optimization.

In all of the previous sections of this chapter, we assumed that we are explicitly given a
tuple of matrices A = {4y, ..., Ax} € Mat(d,n)" with a specified standard basis for F¢ and
™. But none of the above ideas depended on the choice of standard basis. Therefore, all the
results carry over verbatim to an arbitrary choice of orthonormal bases = = {1, ...,&;} C
F4 0 = {31, ..., 0, } C F™

Specifically, we can perform the change of basis operation M, = Z*A, ¥ as in Eq. (2.1)
to find the matrix representation of A with respect to (=, ¥). This gives a family of matrix
scaling problems on A, one for each choice of bases (=, V), which are just the standard
matrix scaling problem in Definition 3.1.3 applied to M := =*AW.

We can ask what operation corresponds to performing matrix scaling on M := =Z*AW.
Consider L € diag(d) which gives scaling LM = L(Z*AWV). Then, we can invert the change
of basis to find A is scaled by

S(LM)T* = (ELE)A, (3.5)
where we used the fact that = and ¥ are orthonormal bases (i.e. = € U(d) or = € O(d)
depending on the field).

Now consider the set of matrix inputs { M= := Z* A} where = is an arbitrary orthonormal
basis, and restrict the scalings to the form (X,Y") € t as discussed in Definition 3.1.5. Then
by considering all the induced scalings together, we find

Uz{e*Mze” | (X,Y) €t} — U={(Ee*E*)Ae” | (X,Y) € t}

= {eXAe¥ | X € H(d),Y € diag(n), Tr[X] = Tr[Y] = 0},
where the first step was by the induced scaling as described in Eq. (3.5), and the final

step was by the discussion in Theorem 2.1.13 showing that the Spectral Theorem gives a
decomposition of Hermitian matrices H(d) = U== diag(d)=".
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It turns out that this set above is exactly the domain of frame scaling. In fact, frame
scaling can be viewed as a simultaneous matrix scaling problem on all the inputs { Mz :=
=*A | 2 € U(d)}. We will discuss this relation more formally in Section 4.2. Similarly, if
we consider all possible right bases as well, then this gives the domain of operator scaling.
This problem was first defined by Gurvits [15] in the context of the polynomial identity
testing problem in algebraic complexity. Recently, Gurvits, Garg, Oliveira, and Wigderson
[38] showed that a simple alternating scaling algorithm for operator scaling converges in
polynomial time, implying polynomial time algorithms for a variety of problems in algebraic
complexity. This work is in fact what drew our attention to the scaling framework, and
parts of their results were key to our work in [62] on the Paulsen problem. In Section 6.3,
we will show how the results in this chapter on strongly convex matrix scaling can be lifted
to the operator setting. This will be applied in Chapter 9 in order to give near-optimal
sample complexity results for the matrix normal model in statistics.

The main take-away for this section is that the results of this chapter can be applied in
a basis independent way. In fact, in Chapter 6, we will show that these results hold even in
the setting of abstract inner product spaces U,V with tuples of abstract linear operators
A € L(U,V)X as input. By the discussion above, we see that any choice of orthonormal
bases (=, V) induces a concrete matrix scaling problem on the matrix tuple Z*A¥. We
will not need this level of generality for our applications in Chapter 4 or Chapter 9, but
we note that scaling problems are well-defined in this abstract setting as well.
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Chapter 4

Paulsen Problem Revisited

This chapter is devoted to the Paulsen problem in frame theory.

Question 4.0.1. Let U = {uy,...,u,} € C¢ be a spanning set of vectors satisfying

1—¢

= .  1+e
7 ]dj;ujuj =

1+e¢

) 1—¢
ly Vi€l —= <yl < (4.1

What is the minimum distance Y775_, [|v; — u;l[3 over all V- = {vy,...,v,} satisfying these

conditions exactly:

L1 , 1
Swi=ole  Viell:uli= 7

This was listed as a major open problem in frame theory ([24], [22]), for which little
was known despite considerable effort. Frames satisfying the conditions of Eq. (4.1) with
e = 0 are called unit norm tight frames, and these give optimal constructions for certain
applications in signal processing and coding theory [19]. In this chapter, we are able to give
optimal distance bounds for Question 4.0.1 in both the average case and the worst case, im-
proving on the polynomial distance bounds of Kwok et al. [62], [63] and the previously best
known bound from Hamilton and Moitra [16]. We accomplish this by a similar approach to
that of [62], while simultaneously simplifying the procedure and quantitatively improving
many parts of the proof. Our key tool is the optimization framework for scaling, discussed
in more detail in Chapter 6, which allows us to leverage the work of Chapter 3 on fast
convergence for matrix scaling. Our main technical contribution for the Paulsen problem
is the smoothed analysis performed in Chapter 5. In this chapter, we mainly combine the
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matrix scaling analysis of Chapter 3 and the probabilistic analysis of Chapter 5 to prove a
distance bound for the worst-case and average-case settings of the Paulsen problem.

Overview: In Section 4.1 we give the relevant background from frame theory and
previous approaches to the Paulsen problem. We then discuss the approach of Kwok et
al. [62], which combined ideas from frame scaling with smoothed analysis. In Section 4.2,
we explicitly connect the work of [62] to the optimization framework for scaling. Then,
we present a reduction to the matrix scaling problem. The proof of this reduction relies
on the concept of geodesic convexity and is deferred to Chapter 6. In Section 4.3, we
leverage the results of Chapter 3 to prove strong distance bounds for matrices satisfying
certain fast convergence conditions (strong convexity and pseudorandomness). By the
reduction presented in Section 4.2, this implies strong distance bounds for special classes
of frames. In Section 4.4, we show that random frames satisfy the sufficient conditions for
fast convergence, implying optimal distance bounds for the average case and improving
on the work of [63] and [35]. Finally, in Section 4.5, we combine these fast convergence
results with a perturbation argument to give our optimal distance bound for the Paulsen
problem. This settles the question (up to constant factors) for nearly all parameter regimes
(see Remark 4.5.4 for the remaining cases). We defer the smoothed analysis component
of the proof to Chapter 5, where we use techniques from random matrix theory [91] to
show that the random frames and perturbations discussed above satisfy conditions of fast
convergence.

4.1 Introduction

In this section, we will formally define the Paulsen problem. Section 4.1.1 also contains
some background from frame theory which motivated the question. Then, in Section 4.1.2
we will discuss the known partial results given by previous approaches to the Paulsen
problem. The final Section 4.1.3 contains a description of the dynamical system and
smoothed analysis approach of [62]. We follow a similar approach, with some refinements,
in order to give our optimal distance bounds.

4.1.1 Frame Theory Background

The Paulsen problem had been listed as a central problem in frame theory [25], and prior
to the work of Kwok et al. [62], had been open for over fifteen years despite receiving quite
a bit of attention [22], [16], [23]. It concerns frames, which are natural generalizations of
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orthonormal bases. Finite frames can be thought of as overcomplete bases, and they are
used in applications that may require flexibility or robustness in representations of vector
data. In this subsection, we will discuss some desirable properties of frames, especially
those investigated by Holmes and Paulsen [19] in the context of coding theory. For a much
more comprehensive look at the history and applications of finite frames, see the book [24].

Below, we define properties of frames which are relevant to the Paulsen problem.

Definition 4.1.1. A frame is a spanning set U := {uq, ..., u, } € Mat(d,n) for F € {R,C}.
The size of frame U 1is defined as

sU) = UIF = w3
j=1

Doubly-balanced and Grassmannian frames are two well-studied classes of structured
frames that we study in this chapter.

Definition 4.1.2. Frame U € Mat(d,n) is called e-doubly balanced if it satisfies

s(U) s(U)

s(U .
D 2wy 2049 0, vjepl: 0-09"P <yl < (149)
J

s(U)

n .

(1—¢)

In the literature, frames satisfying the first condition are called e-Parseval, and frames
satisfying the second are called e-equal norm. U s called doubly balanced if € = 0.

The above condition on frames can be viewed as a basis-independent version of the
doubly balanced matrix condition in Definition 3.1.2, and we discuss this connection further
in Section 4.2.

Another well-studied property of a frame is its pairwise correlation.

Definition 4.1.3. The correlation of frame U € Mat(d,n) is measured by

o) = max [{uy.uy)

Doubly-balanced frames with minimal ©(U) are called Grassmannian frames. If in addition,
|(uj, ujr)|* are equal for all j # j', then these are called Equiangular frames.

In [19], various classes of frames were studied for their robustness properties in the
context of linear algebraic codes. Specifically, it was shown that doubly-balanced frames are
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optimally robust with respect to a single erasure, and Grassmannian frames are optimally
robust with respect to two erasures. Therefore, an understanding of the optimal behavior
of the correlation © would be of interest to many communities.

Equiangular frames in particular have an extensive literature and have been studied
from a variety of perspectives. Still; it is not known whether equiangular tight frames exist
for all choices of d,n (see Chapter 5 of [21]). In the quantum information theory literature,
equiangular frames are known as SICPOVM’s, and are information-theoretically optimal
quantum measurements.

Doubly balanced frames are known to exist for any d < n, and there are even elemen-
tary algorithms that can explicitly construct them (Chapter 2 of [21]). But often, frames
are used in applications that require additional properties, e.g. small pairwise angles or
sparsity, which are not always satisfied by these generic constructions. In some of these in-
stances, the required frames can be produced via complicated algebraic constructions (see
e.g. [9]). These may not be robust to numerical error, and are often expensive to produce
algorithmically. It is known that the set of doubly balanced frames contains a manifold
of nontrivial dimension [32], and recently Needham and Shonkwiler [74] have shown that
this set is even (topologically) connected. Therefore the known algorithmic constructions
of doubly balanced frames are far from comprehensive.

On the other hand, there are many simple procedures which can construct e-doubly
balanced frames, as a set of random equal-norm vectors is nearly Parseval with high prob-
ability. Tropp et al. [91] proposed alternating projection algorithms to construct doubly
balanced frames from these nearly doubly balanced ones. They show positive experimen-
tal results and some partial convergence analysis. Holmes and Paulsen [19] studied the
optimal parameters for Grassmannian frames which are even harder to construct. They
construct some nearly equal norm Parseval frames with small maximal inner product, and
ask whether they are close to the optimal parameters for Grassmannian frames. This work
led Paulsen to ask a number of people whether a nearly doubly balanced frame is always
close to a doubly balanced one, and eventually this became known as the Paulsen problem
first formally stated in [L0].

Conjecture 4.1.4 (Paulsen Problem). Let p(d,n,e) be the minimum value such that for
every e-doubly balanced frame U € Mat(d, n) with s(U) = 1, there exists a doubly balanced
V € Mat(d,n) with s(V)) =1 such that

IV = Ui < p(d,n,e).

Then p can be bounded by a polynomial function in d and . In particular, this function
can be taken to be independent of n.
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Proving a good upper bound for the Paulsen problem would give us a firm foundation
to work with nearly doubly balanced frames, both in theory and in applications. Indeed,
our method can be seen as a continuous version of the alternating projection algorithm of
Tropp et al. [91], and our results can be viewed as a rigorous justification of the numerical
approach for constructing equal norm Parseval frames. We are also able to give an im-
proved randomized construction of nearly optimal Grassmannian frames in Theorem 4.4.5.
We hope that our techniques will be useful to the difficult open question of constructing
equiangular frames, as Tropp et al. [91] also proposed an alternating projection algorithm
for constructing them.

In [62], we were able to resolve the conjecture affirmatively and show the bound
p(d,n,e) < d''/2c. That work relied on techniques from the scaling framework, and we
discuss the approach in more detail at the end of this section.

Even in the case of random inputs, very little was known about the distance bound
in Conjecture 4.1.4. In fact, many of the known constructions of nearly doubly balanced
frames are random frames. The numerical approach suggested in [19] was to generate
random frames and then fix the doubly balanced constraints. As random frames have
small © with high probability, this approach was also suggested in [19] as a procedure to
construct Grassmannian frames. In [03], we were able to use the scaling framework to
prove beyond worst-case distance bounds for random inputs (on the order of 2 instead
of €), and we were able to use this approach to give simple constructions of near-optimal
Grassmannian frames. These results will be discussed further in Section 4.1.3.

In this thesis, we refine the scaling approach of [62] and [63] in order to give optimal
distance bounds for the Paulsen problem in both worst-case (Section 4.5) and average case
(Section 4.4) settings.

4.1.2 Previous Work

In this subsection we discuss the historical developement of both the upper and lower
bounds on the distance function p(d,n,e) in Conjecture 4.1.4.

A first compactness argument of Hadwin (see [10]) showed that the p(d, n,¢) is finite
for every € > 0, but this argument did not give any quantitative result. On the other hand,
it is easy to correct the Parseval or equal-norm condition individually, as shown by the
following transformations.
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Fact 4.1.5. For any input frame U € Mat(d, n) with s(U) = 1, the two transformations

D=

L Uj R - x i
U= =, w = d Y uju U (4.2)
DT Vel ( 2, ) /

produce equal-norm and Parseval frames, respectively. U is the nearest Parseval frame to
U, and U® is the nearest equal-norm frame to U.

If U is e-doubly balanced for e < %, then both UY and U are 3e-doubly balanced and
satisfy the distance bound

||UL—U||%§€2 and HUR—UH%§52.

The above results, as well as the simple examples showing this distance bound is tight,
are well-known in the literature (see [21], [10], [23]). We reproduce the proof in Fact A.3.1
for completeness.

This suggests the following natural algorithm to find a nearby doubly balanced frame:
alternate the transformations in Eq. (4.2) until both conditions are satisfied simultaneously.
This alternating procedure is a natural generalization of Sinkhorn’s algorithm [$3] for ma-
trix scaling, and in Chapter 8 we will formally discuss this algorithm from the perspective
of tensor scaling.

If this sequence of transformations {U(t)};>¢ eventually converges to some doubly bal-
anced U(T), then we can attempt to give a distance bound for the Paulsen problem by
bounding each step individually

IU(T) = Ullp <D _IIUE) = Ut = 1) 5.

Unfortunately, this alternate scaling procedure does not always reach a doubly balanced
frame. Further, Example 11.1 in [24] shows a frame for which this procedure does not even
converge to a fixed point. We believe this is the reason the alternating scaling approach
to the Paulsen problem was not pursued further in the literature.

According to [21], the main difficulty of the Paulsen problem was the lack of tools avail-
able to control both the Parseval and equal-norm conditions simultaneously. Therefore the
work of Bodmann and Casazza [16] and Casazza, Fickus, and Mixon [23] used certain
constrained procedures to give partial results for the distance function. Specifically, [23]
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used a gradient descent algorithm which maintained the equal norm property and itera-
tively improved the nearly-Parseval condition. Similarly, [16] defined a dynamical system
on Parseval frames that improved the nearly-equal norm condition. Both of these works
were able to show p(d,n,e) < poly(d,n) - in the case when d,n are relatively prime and
¢ is small enough.

The best known lower bound p(d, n,€) 2 € comes from from simple examples presented
in [16]. We repeat the example and give a detailed proof in Appendix A.1 for completeness.
Note importantly that the dependence on ¢ is linear, and so the poly(d,n) - €% results in
[16], [23] cannot hold in general for arbitrary d,n.

In fact, both of these approaches can be fruitfully analyzed from the perspective of
scaling, and we will elaborate on this in a future work (see Chapter 10). We emphasize
that our dynamical system approach in [62] was not the first, though there are a few key
differences to [16] and [23] which allow us to rely on tools from convex analysis.

In the following subsection, we discuss the approach of [62], which gave the first proof
that the distance function p could be bounded by a function that is independent of n. A
key component of this approach will be the framework of operator scaling, which provides
tools to design and analyze a procedure that improves both the Parseval and equal-norm
condition simultaneously. Another key component is to apply smoothed analysis to the
input to derive better distance bounds. We will follow almost the same approach with
some refinements in order to prove our optimal results.

Subsequently, this result was improved by Hamilton and Moitra [10] to p < de. We
discuss this result in more detail in the following Section 4.1.3. Therefore, prior to the work
in this thesis, the best known lower and upper bounds for the Paulsen problem differed by
a single O(d) factor.

4.1.3 The Dynamical System Approach

In our first attempt, we tried to control the distance of each step in the alternate scaling
algorithm described in Eq. (4.2). As discussed, this does not give meaningful results for
a variety of reasons. In [62], our intuition was that the alternate scaling algorithm may
be taking large steps but moving the frame very little. So we defined a dynamical system
on frames that can be viewed as an infinitesimal and continuous version of the discrete
alternate scaling algorithm.

Definition 4.1.6. For frame U € Mat(d,n), the dynamical system Uy = {uy(t), ..., un(t)}
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has initial condition Uy = U and is the solution to differential equation
A (t) = (d 3 us(us(8) = s(U) Lo )us(8) + s (mlles (O3 = s(U)). (43)
j=1

Note that if U is doubly balanced, then it is a fixed point of Definition 4.1.6. Further,
the two terms in the differential equation correspond to the error in the Parseval and equal-
norm conditions respectively, and serve to pull the frame to satisfy these conditions. To
bound the distance of input U to a doubly balanced frame, our plan is to bound the path
length of Definition 4.1.6.

Unfortunately, this dynamical system does not always converge to a doubly balanced
frame. In [62], our solution was to use smoothed analysis: by adding noise to the input
V .= U + E, we were able to show that the dynamical system converges quickly on this
perturbed input. This led to the following result.

Theorem 4.1.7 (Theorem 1.3.1 in [62]). For any e-doubly balanced frame U € Mat(d, n)
of size s(U) = 1, there is a doubly balanced V € Mat(d,n) of size s(V) =1 such that

IV - Ul% < d"e.

In particular, the function in Conjecture 4.1.4 can be taken to be independent of n.

The proof of [62] involved a combination of tools from the operator scaling framework
of [38] as well as an involved probabilistic analysis of the perturbation argument.

Subsequently, this was improved to p < de by the work of Hamilton and Moitra [10].
Their proof is by frame scaling, under the name of radial isotropic position [17], [10], along
with a cleverly defined distance function related to the Wasserstein metric. It should be
noted that this result is requires no assumptions on d,n,e, whereas both the argument
of [62] and the refinement in this thesis have various corner cases that are solved with
different arguments. Also the proof is dramatically shorter and simpler due to the slick
distance analysis that argues directly about the frame scaling solution.

In this thesis, we also use the two-stage dynamical system and smoothed analysis
approach of [(2]. Key to our results will be a refined use of the scaling framework shown
in Section 4.2. These improvements imply optimal distance bounds for Conjecture 4.1.4 in
Section 4.5, as well as an optimal analysis of the average case in Section 4.4.
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4.2 Improved Scaling Approach

The key result in this section is a reduction from frame scaling to the simpler matrix scaling
setting. In Section 4.2.1, we formally define the frame scaling problem and discuss some
applications in theoretical computer science. Then in Section 4.2.2, we show the connection
between the dynamical system approach in Definition 4.1.6 and frame scaling. This was a
key contribution of [62] which allowed us to use tools from the scaling framework to prove
a distance bound for the Paulsen problem. At the end of this subsection, we will briefly
discuss why the approach of [62], as well as the spectral analysis in [63], is not sufficient to
prove optimal distance bounds for the Paulsen problem. Then in Section 4.2.3, we present
a reduction from frame scaling to matrix scaling. This is the new key ingredient which
allows us to use the fast convergence properties of matrix scaling studied in Chapter 3 to
prove optimal distance bounds for the Paulsen problem.

4.2.1 The Frame Scaling Problem

We will show in the next subsection that both the alternating algorithm of Eq. (4.2)
and the dynamical system in Definition 4.1.6 output frames of the form LUR for some
L € Mat(d), R € diag(n) for input U € Mat(d,n). As discussed in Section 4.1, both of
these algorithms do not always converge to a doubly balanced frame, and therefore they
cannot immediately be used to solve the Paulsen problem. To understand convergence of
these algorithms, we are led naturally to the following problem.

Definition 4.2.1 (Frame Scaling Problem). Given frame U € Mat(d,n), find scalings
L € Mat(d), R € diag(n) such that V := LUR is a doubly balanced frame according to
Definition 4.1.2.

Remark 4.2.2. The above definitions hold in the more abstract setting where uq, ..., u, are
elements of a d-dimensional inner product space U over either R or C. In this chapter,
we assume without loss that U ~ F? where F = R or F = C and the frame U € Mat(d, n)
15 given according to the standard basis. The generalization to abstract vector spaces is
discussed further in Chapter 6.

Note the similarity to the matrix scaling problem in Definition 3.1.3. In fact, the frame
scaling problem can be viewed as performing matrix scaling simultaneously in all bases.
We formalize this by defining the appropriate generalizations of row and column sums.
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Definition 4.2.3. Given frame U = {uy,...,u,} € Mat(d,n), the row and column sums
are given with respect to £ € ST! and j € [n], respectively, and are defined as

re(U) = (£€*,UU") Z|£,u], and ¢ (U) := (Ej;, U*U) = [lu;]3.

The left and right error of a frame are Vy := (VE € Mat(d), VE € diag(n)), and are
defined by
Vi :=d-UU*—s(U)ly,  V§=diag{n-¢U)—sU)},.
We show that the above definitions generalize matrix row and column sums according to
Definition 3.1.1, as well as the gradient in Proposition 3.1.12. The column sums ¢;(U) are
defined in exactly the same way as in Definition 3.1.1 for the matrix setting, and therefore
the right error V& is exactly the same as the right part of the matrix gradient defined in
Proposition 3.1.12. For the row sums, consider ¢; € F¢ an element of the standard basis.
Then the frame row sum r.,(U) is exactly the same as the i-th row sum of matrix U as
given in Definition 3.1.1. Similarly, for arbitrary & € S%~!, let = be an orthonormal basis
of F? with & = &; then the frame row sum 7¢(U) is exactly the 1-st row sum r1(M) of the
matrix representation M := Z*U, where we performed a change of basis. The fact below
formally connects the doubly balanced condition for frames and matrices.

Lemma 4.2.4. Frame U € Mat(d,n) is e-doubly balanced iff the matriz representation
(2*U)ij := (&, uj) is an e-doubly balanced matriz according to Definition 3.1.2 for every
orthonormal basis = € Mat(d).

Proof. As both definitions are homogenous, we can assume without loss that s(U) = 1.
Definition 4.1.2 of the e-doubly balanced frame condition can be written equivalently as

|dUU™ — Li||op < €, and mz[i)]c\n c;(U)—1| <e¢,
JEIn

where we used the condition s(U) = 1. The condition on columns is clearly the same as
the matrix version. We can show the row condition by the following sequence of equalities:

|dUU* —14]|op = sup [(£€7,dUU* —1,)| = supsup |d||&. U||2 1| = supsup |d-r;(ZU) -1,

gesd-1 = i€ld] = i€ld]

where the first step was by the dual description of || - ||op given in Eq. (2.5) for Hermitian
input, in the second step we used the fact that Uz{y,...,&;} = S%! where the union is
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over all orthonormal bases, and the final step was by Definition 3.1.1 of the row sum. Note
that by the discussion above

ri(E°U) = Zm,uj =re,(U),

so the right hand side characterizes the balance condition for each matrix =Z*U. O]

This lemma suggests that the matrix scaling results in Chapter 3 can be applied to
analyze frame scaling problem if we consider all bases simultaneously. This is in fact the
approach we will take, and in Definition 4.2.11 we define the frame versions of strong
convexity and pseudorandomness in order to apply the analyses from Chapter 3.

We now place the frame scaling problem in a wider context by discussing some past
work and related problems. The frame scaling problem has appeared previously in many
fields in computer science, including radial isotropic positions in machine learning [17], [50],
and geometric conditions in Brascamp-Lieb inequalities [39], [10]. An early application was
discovered by Forster [31], who solved a special case of the frame scaling problem in order
to derive a lower bound on the sign rank of the Hadamard matrix. This was applied to
a breakthrough result in communication complexity. We note that Forster’s scaling result
was proved earlier in a more general setting by Gurvits and Samorodnitsky [11] in their
work on mixed discriminants, and is also implicit in the work of Barthe [10] on Brascamp-
Lieb inequalities. T'wo recent applications of frame scaling in machine learning are found
in the work of Hardt and Moitra [17] in robust subspace discovery, as well as Hopkins et
al. [50] in point location. The notion of radial isotropic position was key to the work of
Hamilton and Moitra [16] which gave the previously best known distance bound for the
Paulsen problem. We discuss their approach in more detail in Remark 4.2.6.

Operator scaling is a generalization of frame scaling that was introduced by Gurvits
[15] in an attempt to design a deterministic polynomial time algorithm for the important
polynomial identity testing problem in algebraic complexity. Continuing this approach,
Garg, Gurvits, Oliveira, and Wigderson [38] improved Gurvits’ analysis to prove that the
alternating algorithm for operator scaling can be used to compute the non-commutative
rank of a symbolic matrix in polynomial time. This line of work was what drew our
attention to the scaling framework in [(62]. We discuss this problem in the context of the
general scaling framework in Chapter 7 and Chapter 8.

Many of the scaling and distance results established in this chapter apply to the operator
scaling setting as well. But currently, our strongest smoothed analysis results are restricted
to the frame setting. We believe that they can be extended to more general problems. For
preliminary results for distance bounds in the operator setting, see Theorem 3.7.3 in [62].
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4.2.2 Previous Approach by Frame Scaling

A key component of [02] was to connect the Paulsen problem to the scaling framework
of [38]. In this subsection, we will discuss how frame scaling arises naturally from the
dynamical system in Definition 4.1.6. At the end, we point out some key differences between
frame and matrix gradient flow and especially the difference between the convergence
analysis of [62] and the results in this thesis.

Since the alternate scaling algorithm always performs steps of the form U < LU or
U «+ UR (see Eq. (4.2)), it is clear that for U € Mat(d, n), the output will always be of
the form LU R for some scaling matrices L € Mat(d), R € diag(n).

It turns out that this is also the case for the dynamical system in Definition 4.1.6. To
prove this, we rewrite the dynamical system of [62] in terms of scalings.

Proposition 4.2.5. For frame U € Mat(d,n), the dynamical system in Definition 4.1.6
can be equivalently written as a dynamical system on scalings: Uy = L,UR; for L; €
SL(d), R; € SL(n) Ndiag(n) satisfying the differential equation

(L(); RU) = (-[d7 ]n)7 atLt = _vét : Lt7 8th = _Rt . Vﬁta
where the gradient Vé/R 1s given in Definition 4.2.35.

Proof. Using the notation in Definition 4.2.3, the differential equation in Definition 4.1.6
can be rewritten as

U=U, U=~V -U~+U-V§).

We verify that this is equivalent to the differential equation on scalings given in this propo-
sition. Clearly the initial conditions are the same as Uy = U = LoU Ry. To show that the
solutions are the same, it is enough to show that for all frames, the differential equations
are equivalent at time t = 0.

O1—o(LiURy) = (04— L)U I, + U9, Ry) = —(V§ - U + U - Vi),

where we used the initial conditions Ly = Iy, Ry = I,. Comparing this to the previous
equation at ¢ = 0, we see that the two differential equation are equivalent for every input
frame, and therefore they induces the same dynamical system.

Now we prove the determinant condition, i.e. L; € SL(d),R; € SL(n). Note that
det(Ly) = det(l;) = 1 by the initial conditions. We show that it is invariant:

O¢logdet(Ly) = Tr[L;'0,Ly) = — Tx[V],] = s(Uy) Te[1y) — d - Tr[UU;] = 0,

111



where the first step is by standard matrix calculus (see e.g. [90]), and the last step was by
Definition 4.1.1 of size s(V) := ||V||%. By a similar calculation, det(Ry) = det(I,) = 1 and
Oy logdet(R;y) = —Tr[V{}] = 0. Therefore, for all time det(L,) = det(R;) = 1. O

Recall that in Definition 3.1.14, we gave a similar dynamical system for matrix scaling
as the gradient flow of a particular convex function. This convexity in fact comes from a
general phenomenon that captures the frame dynamical system as well (see Section 6.1.3).
In Definition 7.1.5, we discuss the geodesic convex formulation for tensor scaling which
will allow us to formally define the geodesic gradient flow for tensor scaling, of which this
frame scaling dynamical system is a special case. We will also heavily use this connection
to gradient flows in order to give our distance analysis in Section 4.3.1.

To close out this subsection, we elaborate on some technical details of [62] and [63]
in order to motivate the reduction to matrix scaling in Section 4.2.3. Note that a cru-
cial part of the analysis in Chapter 3 relied on the multiplicative robustness properties
of strong convexity (Lemma 3.2.4) and pseudorandomness (Lemma 3.3.4). It turns out
that this multiplicative robustness is not true for strongly convex frames (as shown in Ap-
pendix A.4). The work of [63] was able to give a sufficient condition for fast convergence
in the more general operator scaling case, but with a requirement that was quadratically
worse (compare a? 2 elogd in Theorem 1.5 of [63] to a 2 elogd in Theorem 3.2.19).
This means that in order to apply this fast convergence analysis to an e-doubly balanced
frame, we would need to perturb the frame by distance (1/2), which is the wrong order for
the Paulsen conjecture in Conjecture 4.1.4. Similarly, in [62], the analysis proceeded by a
slightly different pseudorandom condition on matrices. In that case, we were able to prove
multiplicative robustness, but only for the matrix dynamical system in Definition 3.1.14.
This meant that in order to guarantee that fast convergence was maintained throughout
the frame dynamical system (Definition 4.1.6), we had to follow a much more convoluted
path by repeatedly perturbing the frame. In the following subsection, we describe a re-
duction to matrix scaling which allows us to bypass both of these issues. This will allow
us to use a simpler perturbation argument in order to guarantee fast convergence for the
perturbed frame.

Remark 4.2.6. In [/0], Hamilton and Moitra avoided all of these convergence issues of
the dynamical system by a far ssimpler argument. They were able to use the simple fact that
the set of non-scalable frames, those inputs for which there is no non-zero doubly balanced
frame scaling, is of measure 0. Therefore, even an infinitesimal perturbation suffices for
their result. The core of their proof is then a very clever way to bound the distance to the
doubly balanced scaling by the initial error of the frame. The smoothed analysis strategy
of [02] can be thought of as a robust version of this argument, as there the input frame
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is perturbed by some finite amount, and this guarantees fast convergence to the scaling
solution and a strong bound on the path length of the dynamical system.

4.2.3 Reduction to Matrix Scaling

In this subsection, we will present a reduction from the distance analysis for the Paulsen
problem to the much simpler matrix scaling setting. We defer its proof to Chapter 6, where
we will formally define and use the notion of geodesic convexity. This sets up the following
Section 4.3, in which we will be able to use fast convergence properties of matrix scaling
derived in Chapter 3 in order to prove strong distance bounds for these matrix inputs. This
will immediately imply the same distance bounds for the frame setting by the reduction.

We first show some invariance properties of frames. This will allow us to simplify the
domain of frame scalings, paralleling the development in Section 3.1.2. First note that
Definition 4.1.2 is homogenous so we can normalize scalings to have unit determinant
without loss. Below, we show a much larger set of transformations which does not affect
the doubly balanced conditions for frames (Definition 4.1.2).

Fact 4.2.7. The e-doubly balanced condition for frames given in Definition 4.1.2 is in-
variant under the group U(d) x (SY)" if F = C and O(d) x {£1}" if F = R. Here
St ={N e C ||\ =1} is the unit circle in the complex plane.

Proof. Explicitly, we will show that U € Mat(d, n) is an e-doubly balanced frame iff V' :=
=EUeY is e-doubly balanced for any (Z,e¢¥) € U(d) x (S')" or (E,e¥) € O(d) x {£1}"
depending on the field. We will focus on the case F = C. The simpler F = R case follows
by an analogous calculation.

First note that the size does not change as
s(V) = VI = |EUe" |7 = Ul = s(U),

where we used invariance of || - || under unitaries = € U(d),e” € U(n). We can similarly
bound the left error

1dVV* = s(V)1allop = [[dZU" e Y U*Z* — s(U) Li|lop = |[dUU* — s(U) Ly|op,

where in the first step we used s(V) = s(U) as calculated above and e¥ = e~ as €97 € S,
and in the last step we used unitary invariance of || - ||op as = € U(d). For the right error,
we similarly calculate

n¢; (V) = s(V)| = [nl|Zuse™ |3 = s(U)] = [nllu;ll; — s(U)] = [ ¢;(U) = s(U)],
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where in the first and the last steps we used Definition 4.2.3 of the column sum, and in
the second step we used unitary invariance of || - || to remove = € U(d) and e¥ii € S.

The above calculations verify Definition 4.1.2 showing V' is e-doubly balanced. Since
(Z,eY) € G; were arbitrary, the statement is shown. O

Remark 4.2.8. This unitary invariance is a key component of the Kempf-Ness theory
described in Section 6.1.3 for the general scaling framework. In fact, one of the main
reasons that many of these scaling problems are tractable is due to the underlying convexity
which is revealed after we reduce from general scalings to positive definite ones using this
unitary invariance.

With this fact in hand, we can restrict the domain of the frame scaling problem to the
following subset. This is another instance of the polar decomposition in Theorem 2.1.13,
which will be used extensively in Chapter 6 in order to give an optimization problem for
all tensor scaling problems.

Definition 4.2.9. For the purpose of the frame scaling problem on input U € Matc(d, n)
as given in Definition 4.2.1, we can restrict to scalings of the form eXUe¥ where (X,Y)
are elements of the following vector space:

p = {(X € H(d),Y € diagg(n)) | Tr[X] = Tt[Y] = 0}.

If U € Matg(d,n) is a real frame, then we replace the Hermitian matrices H(d) by the
symmetric matrices S(d) (as defined in Section 2.1.53).

Recalling the discussion in Section 3.5, this is exactly the set of scalings induced by the
family of matrix scaling problem applied to the various representations =*U where = runs
over all orthonormal bases. Explicitly, by the discussion in Theorem 2.1.13, we can rewrite

p= UE{<EXE*>Y) ’ (X> Y) € t}a

where the index of the union runs over all orthonormal bases. This decomposition will be
an important component in our proof of the reduction from frame to matrix scaling.

We can also lift the norms || - || and || - || to the frame scaling setting.

Definition 4.2.10. For vector space p given in Definition 4.2.9 and element (X,Y) € p,
the p-norm and operator norm are defined as

X I

(XYl = " - XY ) lop = [[ X op + 1Y [lop-
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We emphasize the difference between || - ||, on the vector space p and the L,-norm || - ||,
given in Definition 2.1.14.

Note that Y € diag(n), so ||Y|lop = maxjcp, |Yj;|, matching the matrix case. Further,
note that || - ||, reduces to || - [|¢ and || - ||op reduces to || - ||oc When the domain is restricted
to t C p. Since Y is always diagonal, we will use ||Y||op = ||Y||oc interchangeably.

As shown in Lemma 4.2.4, the doubly balanced frame condition can be seen as a basis-
independent version of the doubly balanced matrix condition in Definition 3.1.2. In the
next definition, we give frame versions of strong convexity and pseudorandomness. These
will be used as sufficient conditions for fast convergence in an analogous way to the analyses
in Chapter 3.

Definition 4.2.11 (Frame Strong Convexity and Pseudorandomness). For frame U =
{uy,...,u,} € Matgr(d,n), U is an a-strongly convex frame iff the matriz representation
=Z*U is a-strongly conver according to Definition 3.2.1 for every choice of orthonormal

basis = € U(d) if F =C and = € O(d) if F = R.

Similarly, U is an (a, B)-pseudorandom frame iff M := Z*U is an («, B)-pseudorandom
matrixz according to Definition 3.3.1 for every orthonormal basis =.

This definition already allows us to simply lift the result of Theorem 3.4.7 to frames.
Corollary 4.2.12. Consider frame V € Mat(d,n) of size s(V) = 1 that is ¢ < 1=-doubly
balanced according to Definition 4.1.2. If V is an («, 8)-pseudorandom frame for o < %6
and B < %6, then V is e Ya-strongly convex according to Definition 4.2.11.

Proof. According to Definition 4.2.11, V' is an (a, §)-pseudorandom frame iff the matrix
representation Mz := Z*V is an («, )-pseudorandom matrix according to Definition 3.3.1
for every orthonormal basis Z C F?. Therefore, since max{«, 3,e} < 1—16, we can apply
Theorem 3.4.7 to show that each Mz is e !la-strongly convex as a matrix according to
Definition 3.2.1. Since this applies to every matrix representation Mz, this is equivalent

to e ta-strong convexity of the frame V according to Definition 4.2.11. O

We have shown that frame scaling can be seen as a simultaneous version of matrix
scaling for all basis representations. There are simple examples, like the all-ones matrix J €
Mat(d, n), which show that the doubly balanced frame condition is much more restrictive
than the doubly balanced matrix condition. But intuitively, if we could find the basis in
which the solution to the frame scaling problem lies, then we could just analyze matrix
scaling in this basis. This is formalized in our reduction below.

115



Theorem 4.2.13. Consider frame U = {uy,...,u,} € Mat(d,n). Assume that for ev-
ery choice of orthonormal basis =, the matrix scaling problem in Definition 3.1.3 on
mput Mz = Z*U has a doubly balanced solution eX=/2 V=e¥=/2 with (Xz,Yz) € t and
|(Xz,Yz)|[ < R for some R < co. Then there exists a choice of orthonormal basis E such
that the frame scaling

is a doubly balanced frame.

We defer the proof of this theorem to Chapter 6 after we have defined the notion of
geodesic convexity. As a consequence, we get the following strong convergence analysis of
frame scaling.

Theorem 4.2.14. If frame U € Mat(d,n) of size s(U) = 1 is e-doubly balanced according
to Definition 4.1.2 and («, B)-pseudorandom according to Definition 4.2.11 for % > a >
16e - e and B < %, then there is a scaling U, = eX/2Ue¥*/? with (X,,Y,) € p satisfying:

1. U, = eX2Ue¥*/? is a doubly balanced frame;

2. max{|| X, [lop, [[Yallop} < %

3. The size of the scaling solution is lower bounded by s(U,) > 1 — %.

4. The distance to the scaling solution is bounded by ||U, — U|[3 < .

Proof. For every orthonormal basis =, the matrix representation M= := Z*U is an e-
doubly balanced matrix by Lemma 4.2.4, and is an («, §)-pseudorandom matrix by Def-
inition 4.2.11. Therefore, we can apply Theorem 3.3.10 to each such matrix M= to find
scalings (Xz,Yz) € t such that e*=/2M=e¥=/2 is a doubly balanced matrix.

Since this holds for every basis, Theorem 4.2.13 implies that there is some choice of
orthonormal basis = such that the induced frame scaling (X, Y,) = (EXzZ, Yz) produces
doubly balanced frame

U* — €X*/2U€Y*/2.

The conclusions of (2) and (3) now follow exactly from the definitions M= := Z*U and
(X.,Y.) = (EX=E*, Yz) by the corresponding conclusions of Theorem 3.3.10, as

s(U.) = (20| = |22 U= f = ||e¥=/2 Mze "= 3,

[Xillop = IEX2="lop = [[Xzlloos  [Vallop = [[Yzlloo,
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where we used unitary invariance of || - || s, || - [|op- The distance bound in item (4) follows
similarly from the distance bound for the matrix Paulsen problem given in Proposition 4.3.1
in the following section, as

|U.~Ullr = [(EX= VU= —U | = ¥ (E0)e"*~Z U5 = =" MZ=/>— M7,

where we repeatedly used invariance of || - || under orthonormal =. O

The same proof strategy can be used to give frame and operator versions of the strong
convexity analysis in Theorem 3.2.19. We give this argument in Section 7.3.3 after we have
defined geodesic convexity, as the remainder of this chapter only uses the pseudorandom
distance analysis for frames.

The distance bound in Theorem 4.2.14 will be applied to give optimal bounds for the
Paulsen problem Conjecture 4.1.4. Specifically, we will show optimal average case bounds
in Section 4.4, and we will use a perturbation argument to show optimal worst case bounds
in Section 4.5. In Section 8.5, we are able to use the scaling bound in Theorem 4.2.14(2)
to give a tight sample complexity and algorithmic convergence guarantee for Tyler’s M-
estimator in statistics, improving the results in [35].

4.3 Distance Analysis for Matrix Scaling

The goal of this section is to prove the following strong distance bounds on matrix instances
satisfying the pseudorandom condition as in Theorem 3.3.10.

Proposition 4.3.1. Let A € Mat(d,n) be a matriz of size s(A) = 1 that is e-doubly
balanced and (a, B)-pseudorandom for% >a>16e-¢ and f < %, and consider the scaling
Ao = limy_, o Ay where A, is defined according to gradient flow in Definition 3.1.14. Then

this limit exists and Ao satisfies the distance bound

642

[Ase — Allf <

We also give a distance bound for strongly convex inputs in Proposition 4.3.6. This
will be applied, in Chapter 8, in order to make the results in this chapter algorithmic. The
remainder of this chapter only uses the pseudorandom distance analysis as this gives better
(dimension independent) bounds for the Paulsen problem.

As discussed in the previous Section 4.2.3, the above two propositions imply the same
distance bounds for frames satisfying strong convexity or pseudorandom conditions via the
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reduction given in Theorem 4.2.13. We will use the pseudorandom analysis to give optimal
average case bounds for the Paulsen problem in Section 4.4 and optimal worst case bounds
in Section 4.5.

In Section 4.3.1, we present the Kempf-Ness equivalence [58] from algebraic geometry,
specialized to the matrix scaling setting. This allows us to bound the path length of the
gradient flow given in Definition 3.1.14 using a natural potential function analysis. Then
in Section 4.3.2 and Section 4.3.3, we use the strong convergence properties derived in
Section 3.2 and Section 3.3, respectively, in order to give distance bounds for the scaling
solutions of strongly convex and pseudorandom inputs.

4.3.1 Kempf-Ness Equivalence

The dynamical system on matrices that is induced by Definition 3.1.14 can be written as
8tAt - _(VﬁtAt + AtVﬁt),

where the left and right errors V given in Proposition 3.1.12 act by diagonal scaling
(VEAVE),; = (V5)iAi;(VH)j;. Our approach will be to bound the magnitude of this
infinitesimal movement in terms of the following potential function.

Definition 4.3.2. For A € Mat(d,n), we measure the error to doubly balanced by

> (i) =54+ 3 () — s(4)"

A(A) = || Vallf =

&.IP—‘

We give this quantity a new name to emphasize that it is a function on Mat(d, n),
whereas the Kempf-Ness function f4 in Definition 3.1.6 is a function on t. In the rest of
this subsection, we are essentially following the distance analysis of [62]. We reproduce
these results as we believe the Kempf-Ness theory and scaling perspective give a principled
approach to the various useful equalities proved in Section 3.4 of [62].

By Definition 3.1.11 of || - ||, we can simply bound this error measure for nearly doubly
balanced matrices.

Fact 4.3.3. For A € Mat(d,n) that is e-doubly balanced according to Definition 3.1.2, the
error can bounded by

A(A) = [Vallf < IVl + IVEIZ < 2s(A)%*.
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Proof. The first step is by Definition 4.3.2 of A, and the rest is exactly Fact 3.1.13. n

A simple consequence is that A(A) = 0 iff A is doubly balanced. Therefore, we can
follow the approach laid out in [(2] to solve the Paulsen problem: follow the gradient
flow of A and bound the distance using A as a potential function. The following shows
that this approach is exactly equivalent to the dynamical system on scalings given in
Definition 3.1.14. This is a special case of a general phenomenon coming from the work of
Kempf and Ness [78] in geometric invariant theory.

Theorem 4.3.4 (Kempf-Ness Equivalence). For any matriz A € Mat(d,n), the Fuclidean
gradient flow of A is (up to constants) equivalent to the dynamical system on matri-
ces induced by Definition 3.1.14. Explicitly, the gradient flow on scalings 0y(X:,Y;) =
—Vfa(X.,Y;) induces the matriz dynamical system A, = eXt/2Ae¥/2 which is equivalently
the solution to the following differential equation:

1
AO == A, (9,5(At)ij - —g('?”A(At)

Proof. The initial conditions are clearly equivalent as Ay = A = eX0/24¢Y0/2, We show
that for all A € Mat(d, n), the direction induced by the gradient of A is the same as the
direction induced by gradient flow of scalings in Definition 3.1.14 at time ¢ = 0.

We check the statement for each entry a € [d], b € [n]. We can write out 0,,A according
to Definition 4.3.2 as

) +nZaab(EM,A* ) — %)2.

Note that the row sum (Ej, AA*) = 37" [A;]* depends on Ay iff @ = 4, and similarly
the column sum (E;;, A*A) = 2?21 |A;;|? depends on A, iff b = j. Also, the size depends
on every element as O,,5(A) = Ou Y, ’ |A;;]* = 2A4. We calculate the first term as

abA - dzaab ( E“,AA*> -

dzd:aab(wﬁ,Am_%)Q = dz (B, 44%) —2) (aab(Eii,AA*>—8ab§)
=1

= 20 (B %)~ 2) ()~ 203 (B A1) — 2) (24,

i=1
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Note that the second term in the equation above vanishes because S ¢ (Ej, AA*) =
|A||% = s(A). The other term involving column error from A can be calculated similarly
as

nzaab<E”,A* )-2) = nz (B 4 4) = ) (OB A°4) = D)
= on ((Bw4°4) ~ 2) (240) —2nZ(EH,A* -2 (24u),

and again the second term vanishes because » 7 | (Ej;, A*A) = ||Al|z = s. Therefore, we
can combine the two terms to show

}1 wA(A) = (d(Eoa AA%) = 5) A + Aus (n( By, A*4) — 5)
= (4 7a(A) = 5(4)) A+ Aus (- (4) — 5(4) ),

where in the last line we used Definition 3.1.1 on rows and columns.

We next calculate the direction induced by Definition 3.1.14 of matrix gradient flow
(note the leading factor 2):

20,—0(eX2 A¥/?) = (D—o X1) A + A(Oi=oY;) = —(VEA + AVE),

where the first step was by the product rule and initial conditions (X, Yy) = (0,0), and
the final step was by Definition 3.1.14. We can write the (a,b) entry of this equation as

(200X /2A4e7/2)| = ((4) = d-ral(4)) Aws + Aus((4) = - a(4))

ab

where the final equality follows by Proposition 3.1.12. Since this is equivalent to the
equation derived for —i@abA, the theorem is shown. O]

This equivalence allows us to more directly analyze the path length of the dynamical
system, as it is defined in terms of the frame instead of the scalings.

Lemma 4.3.5. For A € Mat(d, n) and dynamical system A; according to Definition 3.1.14,
0, A(A;) = —8|0, A7

Further, the distance traveled can be bounded by

1 T
l4r = Al < 2= / V_OAA).
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Proof. The first statement can be shown by the following calculation:

d n

OA(A) =D (05A(A)(0:Ar)i; = —82 |(0:As)i5|* = =810 Adl .

i=1 j=1

where the first step was by the chain rule, and in the final step we used Theorem 4.3.4 to
relate 0,(A:);; = —%@jA(At), and the last step is by definition of the Frobenius norm.

Next, we show the distance bound:

T T 1 T
/ Al < / 10 Ar = — / V_OAA),
0 0 \/g 0

where the first step is the fundamental theorem of calculus, the second is by the triangle
inequality, and the final step is by the equality just derived. O]

|Ar — Aollr =

F

Following this approach, we have reduced the Paulsen problem for matrices to a con-
vergence analysis on A(A) = ||V 4||2. In the next section, we will use the fast convergence
properties of strongly convex and pseudorandom inputs to give strong distance bounds.

4.3.2 Strong Convexity Analysis

Assuming strong convexity according to Definition 3.2.1, the distance bound now follows
by a simple calculation on the change in A. This is the same analysis as in Lemma 4.16
of [63] which was used to bound the distance for operator scaling.

Proposition 4.3.6. Consider A € Mat(d, n) with A; the solution of gradient flow according
to Definition 3.1.14 (or equivalently Theorem 4.3.4). If A; is a-strongly convex for all
t € [0,T], then the distance of the dynamical system is bounded by

A(A
Jar - g < 22

Proof. Lemma 4.3.5 bounds the distance travelled by
1 (T
l4r = A < 7= [ V05T,
0

Below, we will show that a-strong convexity implies /—0,A(A;) < —0, %, from
which the proposition will follow by integration.
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The assumption that A; is a-strongly convex is equivalent to
—0A(A) = =0 Va,llf = 20| V4, [l = 20 - A(Ay),

where the first and last equalities are by Definition 4.3.2 of A, and the inequality is due to
the exponential convergence shown in Proposition 3.2.2. Therefore, we can continue

—9A(A (A 2
V2a < W —0,A(A) < \/mij—_ ~-0V/AA),  (44)
t

where the last step was by the chain rule. Therefore, we can bound the distance by

I -1 /7  VA(A) - VA(Ar)
|Ar — Aollr < ﬁ/o Vv —0A(A) < \/T_a/o IV A(A) = Jia :

where the first step is by Lemma 4.3.5, and the second is by Eq. (4.4). Recalling that
A = Ay and A(Ar) > 0, the proposition follows by squaring both sides. n

Remark 4.3.7. Eq. (4.4) is an instance of the Lojaseiwicz gradient inequality from analysis
(see Prop 6.8 in [1/]). This inequality is used in the result of Lerman [05] to show properties
of this same gradient flow in the much more general setting of Hamiltonian manifolds.

This result can be combined with the fast convergence analysis in Theorem 3.2.19
to replace the strong convexity assumption throughout gradient flow by sufficient strong
convexity at the initial input. We omit this proof, as well as its lift to the frame setting,
as will only use the pseudorandom analysis of the following subsection for our results on
the Paulsen problem. This strongly convex distance bound will be applied in Section 8.5
to show algorithmic convergence of the distance to a doubly balanced frame.

4.3.3 Pseudorandom Analysis

When the input matrix satisfies the pseudorandom condition given in Definition 3.3.1,
Theorem 3.3.10 shows exponential convergence of || V||, instead of |V|? = A. In this
section, we use this condition to directly prove a strong distance bound.

We first show an elementary result on the distance traveled that requires no conditions.

Lemma 4.3.8. For A; the solution to gradient flow according to Definition 3.1.1/ and

nterval 0 <t <ty < 00!
A(A ) (ty — ¢
A = A <y A0 10)

122



Proof. The proof is by a simple Cauchy-Schwarz as

VBlA—Aule < [ V/=0ATA) < J | —@A(At)\/ | 1= VB =BG - )

where the first step is by Lemma 4.3.5, the second is by the Cauchy-Schwarz inequality;,
and the last step is by the fundamental theorem of calculus. Note that A(A;,) < A(A)
by Theorem 4.3.4 as we are following the gradient flow of A, so the term in the square root
is non-negative. The lemma follows as A(A;,) > 0. O

Combining this with the exponential convergence of |V 4, ||« for pseudorandom inputs
gives the strong distance bound.

Proof of Proposition 4.3.1. Since A satisfies the conditions of Theorem 3.3.10, we can
bound A for all time:

2at

A(A) = [Vallf S IIVE I + IV % <201+ a/2)%% 5,

where the first step was by Definition 4.3.2 of A, the second was by Lemma 3.2.7, and the
final step was by the convergence guarantee of Theorem 3.3.10(1).

To bound the distance travelled, we break the convergence into intervals t; := k:g’—z and
bound the distance of each interval:

A(A 3e 3e(1 + a/2)2e2e—* Q2
ol < Sl < 3 2G5 52 O EE  E

k>0 k>0 k>0

where the second step was by Lemma 4.3.8 and our choice of ¢, 1 —tp = 3—;, the third was
by substituting ¢, = k3¢ into the bound on A(A;) derived above, and the final step was
by a geometric sum and the assumption o < % O]

This result implies item (4) of Theorem 4.2.14, which will be used in the remainder
of this chapter to give optimal bounds for the Paulsen problem. Specifically, we show
optimal distance bounds for average case inputs in Section 4.4, and for worst case inputs
in Section 4.5.
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4.4 Average Case Analysis

In this section, we show that random frames satisfy the conditions of Theorem 4.2.14.
As a consequence we get an optimal average case analysis for the Paulsen problem. As
another consequence of this strong convergence result on random frames, we are also able
to give very simple constructions of near-optimal Grassmannian frames, which was one of
the original motivations of [19] for the Paulsen problem.

In [63], we used fast convergence properties of Definition 4.1.6 to give strong distance
bounds for the Paulsen problem when the input satisfied a certain “spectral gap” condition.
In fact, [03] was already able to give beyond worst-case bounds by showing random frames
satisfied this condition with high probability. Franks and Moitra subsequently improved
this result in [35] and used it to show near-optimal sample complexity bounds for an
important statistical estimation problem. In Section 8.5, we use the pseudorandom analysis
in Theorem 4.2.14 to improve this result and give tight sample complexity results for the
statistical problem studied in [35].

The next theorem is a standard result in random matrix theory that was used in [37]
to show that random frames are nearly doubly balanced with high probability. Note that
each vector in the frame is a random unit vector, so the frame is equal-norm by definition.
Otherwise, if we had used random Gaussians, then the frame becomes less and less balanced
as n grows, which would make it difficult to apply any of our convergence results, and also
would defeat the purpose of generating these random frames.

Theorem 4.4.1 (Theorem 5.39 in [94], Theorem 5.14 in [35]). Let U € Mat(d,n) be
a random matriz where the columns are independent and uniformly distributed as u; ~
n~Y2891 Then there exists a universal constant C' such that, for any e < % with n > 8%,

u 1
> gy = =1y
j=1 d

with probability at least 1 — 2 exp(—Q(e?n)).

S

c
d’

op

The next theorem states that random frames are pseudorandom with high probability.
This allows us to use Theorem 4.2.14 in order to give tight bounds for the Paulsen problem
in the average case.

Theorem 4.4.2. Let U € Mat(d,n) be a random matrixz where the columns are independent
and uniformly distributed as u; ~n=25%1. For any 20e=%° < 8 <1 ifn > 15%, then U
is an (e~ (67319828) 3)_pseudorandom frame according to Definition 4.2.11 with probability
at least 1 — 2exp(—%‘).
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Remark 4.4.3. In both [05] and [75], the authors used a “spectral gap” strategy in order to
show fast convergence of random frames. We discuss the relationship between this spectral
condition and our strong convexity condition in Section 7.1.3.

This is the main result of the probabilistic analysis in Section 5.1. This probabilistic
analysis combined with the fast convergence from Theorem 4.2.14 implies a near-optimal
distance bound for the Paulsen problem on random inputs.

Theorem 4.4.4. Let U € Mat(d, n) be a random frame where the columns are independent
and uniformly distributed as u; ~ n~Y2891 " Then there exists a universal constant C
such that if n > Cd, the following results holds simultaneously with probability at least

1 —exp(—Q(n)):

1. U has size s(U) =1 and is an e-doubly balanced frame with £* < <;

~ n’

2. U is an (a > Q(1), 3)-pseudorandom frame;

3. The solution to the frame scaling problem in Definition 4.2.1 on input U is a doubly
balanced frame V' € Mat(d,n) with

U —=VIE <&

Proof. Ttem (1) is by Theorem 4.4.1 and item (2) is by Theorem 4.4.2 applied for 8 = 1.
By the union bound, both hold simultaneously with probability at least 1 — exp(—(n)).
Therefore we have

a> Q1) > 16e - ¢,

where the last step was by our assumption ¢ < %, so we can apply Theorem 4.2.14 to show

the frame scaling solution on input U satisfies the distance bound in item (3). O
Theorem 5.1 in [63] gave the same conclusion as Theorem 4.4.4 but required the stronger
conditions n > d*/3. This was improved to the condition n > dlog®d in [35] though the

authors did not require a distance bound in that work. Both of these works used a variant
of the strong convexity analysis in Section 3.2 in order to show fast convergence. The key
to our improvement is the pseudorandom analysis in Section 3.3, which has an optimal
requirement ¢ 2 1, instead of ¢ 2 logd for strong convexity.

Note that by Example A.1.1, the distance function for the Paulsen problem must in
general grow linearly with . Therefore, the above theorem provides a beyond-worst case
analysis for random inputs. Further, it can be shown that these random frames are typically
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e-Parseval for €2 > %, so by Fact 4.1.5 this gives a lower bound for the distance that matches
Theorem 1.1.5 up to constants.

Random frames can also be shown to satisfy strong pairwise correlation properties
according to Definition 4.1.3. Therefore, this scaling approach gives a simple procedure to
construct near-optimal Grassmannian frames.

Theorem 4.4.5. Let U € Mat(d, n) be a random matriz where the columns are independent
and uniformly distributed as u; ~ n~Y259=1 " For any n > d large enough, with probability
at least 1 — m, if U, is the solution to the frame scaling problem on input U, then

V.= 1s doubly balanced and

1 [logn d
< _
o) 5 n? < d * n>

where © is the correlation parameter given in Definition 4.1.5.

U*
(1 [F2

Proof. We follow the proof of Theorem 4.20 in [(3] but supply our own pseudorandom
convergence analysis using Theorem 4.2.14. The result is trivial for logn 2 d as

1
O(V) = max (v;,v;)? < max||v;||2 = —,
(V) #j,e}[(n]<3 i) < jXH ill2 2
where the first step was by Definition 4.1.3 of ©, the second step was by the Cauchy-
Schwarz inequality, and the final step was by the fact that V' is equal-norm of size s(V') = 1.
Therefore, for the following, we assume logn < d.

The random frame U has size s(U) = 1 by construction, and the condition n 2 d implies

that U is € < \/g—doubly balanced by Theorem 4.4.1, and is (o = (1), §)-pseudorandom
frame by Theorem 4.4.2 simultaneously with probability at least 1 —exp(—2(n)). Our plan

is to bound O(U) with high probability, and then show that ©(V) ~ ©(U) by the strong
scaling bounds of Theorem 4.2.14(2).

First note that by independence and orthogonal invariance, the random variable X; :=
n*(uj, uy)? for j # j' has the same distribution as X := (v,e;)? with EX = . Further,
Lemma 5.9 in [35] shows that X — 5 is (O(d2), O(d""))-subexponential according to Def-

inition 2.5.3. Therefore we can apply the Bernstein bound in Lemma 2.5.4 to show

PrX ~ BX 2 6] < exp - min { R b
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Since X has the same distribution as X for each pair j # j’, we can apply the union
bound with § = C l"% for some large enough constant C' to show

> logn]
2

Pr [@(U) pe <n?Pr[X —EX > 6] <n’exp (— (1) min { log? n,logn}) < 00

where the first step was by our choice of § = C lofl” and the union bound over all pair

j # j' € [n], the second step was by the concentration bound on X derived above, and the
final step was again by our choice of § = C' 102" for large enough leading constant C'.

Now we apply fast convergence via scaling to show O(V) ~ O(U). For n 2 d large
enough, U satisfies the conditions of Theorem 4.2.14, so we can lower bound the size by

g2 d

U,) > s(U —0(—> >1—0( :1—0(—),
s(Us) = s(U) ~)= (%) -
where the first step was by Theorem 4.2.14(3), the second step was because U is (o =
Q(1), 3)-pseudorandom, and in the final step substituted £* < % by the doubly balanced
condition on U. Similarly, the scaling U, := eX*/2Ue¥+/? satisfies

€ d
max{ || X [op, [ YVillop} < o S o
where the first step was by the bound in Theorem 4.2.14(2) and the final step was by the
bounds shown above: o > 1 by pseudorandomness and 2 < % by the doubly balanced

condition on U.

We can use the above facts to bound the change in the correlation of V' := ||U(£]F =
%. We first rewrite the correlations of V' in terms of U:
(vj,v5) = s(U. )<€X*/2Uj€(y*)“/27€X*/2Uj€(y*)j'j'/2> = (w5, Xy,

s(Us)
Now we use the fact that (X, Y,) are close to the origin, so we can bound

6((Y*)jj+(y*)j’j’)/2 ¥
sy (Mol s, (= Taug))

S Wz, up) + 1wy, (€% = Tayuyr )| S Ny ugr)| + lgllallug 2| X op,

[(vj,v5)] <

where in the first step we separated eX* = I; + (eX* — I,), in the second step we used
maxjep | Vil = [[Yillop S £ < 1 and the lower bound s(U,) > 1 — O(e?) to bound the first

~ o Y
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term by a constant, and in the third step we used the definition of the operator norm and
the Taylor approximation |e” — 1| < |z| for |z| < 1 to bound the second term.

By the correlation bound on ©(U) derived above, this implies

2
O(V) = max [{vy,v)l* S max ([{us, u)] + sl o1 X, o)

i#5'€ln]
O@E)\* _ 1 [logn d
< [ v/ < h
_( o)+ n)”nz(d +n ’

@

where the first step was by Definition 4.1.3 of correlation, in the second step we applied the
perturbation bound derived above to rewrite |(v;,v;)| in terms of U and the scaling X,
in the third step we used u; € n'/289"! by definition as well as the bound || X,[lop < £ S

derived from Theorem 4.2.14(2), and in the final step we used the simple fact (a + 0)? <
2(a?+b?) and substituted in the value O(U) < %2 o > 1, and €2 < £ derived above. [

4.5 Solution to the Paulsen Problem

This section collects together the results necessary to show our optimal distance bound for
the Paulsen problem. The perturbation argument and its proof are given in Section 5.2
and Section 5.3.

We follow the same strategy as [02], by showing that for any e-doubly balanced input
U € Mat(d,n) to the Paulsen problem, there is a nearby perturbation V' := U + E such
that V' satisfies the conditions of Theorem 4.2.14. Combining these two steps gives a strong
distance bound for Conjecture 4.1.4. The next two theorems contain the main perturbation
step requirements.

We separate the perturbation argument into two cases for the following technical rea-
sons. To show existence of the frame satisfying the properties above, we will add random
noise to the input; in the asymptotic case of n — oo, with high probability there will exist
some j € [n] such that the random noise in this column will make the perturbation V" have
large error V. To combat this, we re-normalize all the columns in this large n case, and so
we must argue that this different process still satisfies our requirements. These arguments
are proven in full detail in Section 5.2 and Section 5.3 respectively.

Theorem 4.5.1. Let frame U € Mat(d,n) have size s(U) = 1 and be e-doubly balanced.
Then, for any 8 < %, there is a universal constant C' = Cy depending only on 3 such that
ifd>C,Cd<n<eC e<1/C, then there exists a frame V satisfying
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1. 'V has size s(V) =1 and is 2e-doubly balanced;
2. V is (a, B)-pseudorandom as a frame with o > 16e(2¢);
3. |V = Ull% < Ogle).

Theorem 4.5.2. Let frame U € Mat(d,n) have size s(U) = 1 and be e-doubly balanced.
Then, for any < %, there is a universal constant C' = Cg depending only on [ such that

ifd>Cin>Cde< é, then there exists a frame V' satisfying

1. 'V has size s(V) =1 and is 4e-doubly balanced;

2. V is (a, B)-pseudorandom as a frame with o > 16e(4e);

3. |V = Ull% < Ogle).

Note that the first theorem has a two-sided condition Q(d) < n < e°@, whereas the
goal of the Paulsen problem is to develop bounds that are independent of n. Therefore,

we supplement with the second theorem, which only has a lower bound condition n 2 d,
but requires much smaller initial error ¢ < %l.

Given these perturbation theorems, we complete the distance analysis for the Paulsen
problem in almost the entire parameter regime.

Theorem 4.5.3. There exists a universal constant C such if n > Cd and

d/C

n<e or

<
“=Cd

then for any e-doubly balanced frame U € Mat(d,n) of size s(U) = 1, there exists a doubly
balanced V' € Mat(d,n) with size s(V') =1 such that

IU-VIE<e.
In the language of Conjecture 4.1.4, p(d,n,e) < & when the above conditions are satisfied.

Proof. We first deal with some corner cases. If d < C, then the main results of [1(6] (or
even its weaker form in [(2]) give

p(d,n,e) S de S e.
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Similarly, if ¢ > (—1} then choosing V' as an arbitrary doubly balanced frame gives
n n
> vy = w3 < lvjlle + llugll2)* S 1S e,
j=1 Jj=1

where the first step was by triangle inequality, the second was because ||u;||2 ~ [|v;]]s = £,
and in the last step we used the assumption ¢ > (—1;

In the remaining cases, we apply Theorem 4.5.1 for d > C,Cd < n < e“, e < %, and

Theorem 4.5.2 for d > C,n > Cd, e < é, both for g = % and C = Cj large enough. So
let V' be the output of those theorems. Then V satisfies the pseudorandom condition in
Theorem 4.2.14, which implies V. is a doubly balanced frame. To satisfy the size condition,

we normalize V := —%=— and bound the distance:

S(Voo

IV = Ulle < IV = Vaoll + Voo = Vil + IV = Ul
2
SI=0E) ™ =1+ /= +VES VE

where the first step was by triangle inequality, in the second step we bounded the first term

using the definition V := \/:("“;_) and the bound s(V) > s(V) — O(e*/a) = 1 — O(e) from

item (3) of Theorem 4.2.14 since o 2 ¢, the second term by the distance bound in item
(4) of Theorem 4.2.14, and the third term by the perturbation bound in Theorem 4.5.1(3)
and Theorem 4.5.2(3) respectively, and the final inequality is by Taylor approximation

— T — x| Ior (o .
VI—z—1] S el for o] $1 =

Remark 4.5.4. In view of the lower bound in Example A.1.1, the above theorem gives a
tight distance bound for all cases except: (1) d > C,n < Cd,e < %, and (2)d > C,n >
eCd,% > e > é. For these remaining cases, we resort to the O(de) bound of Hamilton
and Moitra []0]. We once again remark that their result is entirely unconditional and
the procedure is quite a bit simpler. We believe that our perturbation approach can be
improved to cover all cases, but some new ideas are required to give a unified argument for

all parameter settings.

In the following Chapter 5, we will prove that Theorem 5.1.6 showing random frames
are pseudorandom, as well as the perturbation statements in Theorem 4.5.1 and Theo-
rem 4.5.2.

130



Chapter 5

Smoothed Analysis of the Paulsen
Problem

In this chapter we prove strong error and pseudorandom properties for certain random
distributions of frames. In Section 5.1 we consider the setting of random unit vectors, which
will be used to prove optimal average-case bounds for the Paulsen problem in Section 4.4.
Then in Section 5.2 and Section 5.3 we show that a random perturbation of a nearly
doubly balanced frames satisfies the pseudorandom property of Theorem 4.2.14 with high
probability. This smoothed analysis approach allows us to prove an optimal distance bound
for the Paulsen problem in Section 4.5.

All of the results in this chapter will deal with real vectors and vector spaces. This is
not without loss of generality, but the real case is easier to understand (for the author).
We will mention how each definition and result can be simply lifted to the complex case
as we go along.

5.1 Random Frames

In this section, we will study the random frame V' = {vy, ..., v,}, where each v; is drawn
independently and uniformly from %Sd’l. Note that V' is equal norm and of size s(V') =
1 by construction. It is also nearly Parseval for n large enough with high probability
according to Theorem 4.4.1. Here we will show that for every < % and n large enough
(as a function of d, 8), V' is an (2(1), 5)-pseudorandom frame with high probability.
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We first show that Definition 4.2.11 of (-, §)-pseudorandom frames is equivalent to a
spectral lower bound on all subsets {v;};er for |T'| = fn.

Lemma 5.1.1. FrameV € Mat(d,n) is («, B)-pseudorandom according to Definition 4.2.11

i
p— 2 —_—
ml[% Ad(g v]]>_m1n561§1df1§ \§UJ\>04

JjeT
where Ay denotes the d-th largest eigenvalue.

Proof. Recall that frame V' is pseudorandom according to Definition 4.2.11 iff =*V is a
pseudorandom matrix according to Definition 3.3.1 for every orthonormal basis =Z. By
Lemma 3.3.3, the pseudorandom matrix condition reduces to a lower bound on each row
i € [d] and column subsets T' € (["}) We lift this to the frame setting by taking an infimum

over all orthonormal bases (U(d) if F = C and O(d) if F = R). So for fixed T' € ([”])

Halfrllg[l;]lZ] &i,v))F = 1é1df1J€ZT| &, v,
where we used (Z*V);; = (&, v;) by Eq. (2.1), and the equality follows as Uz{¢, ...,&4} =
S?-1 where the union is over all orthonormal bases (by a similar reasoning to the proof
of Lemma 4.2.4). The lemma follows by requiring this condition for every T' € (g"i) as in
Definition 4.2.11 of pseudorandomness.

Our plan is to show this spectral lower bound for a single subset with high probability,
and then show the pseudorandom condition by a union bound over subsets. Unfortunately,
the standard concentration properties of unit vectors, i.e. the ones used in Theorem 4.4.1,
can only give exp(—/fn/4) as an upper bound on the failure probability for each subset,
which is slightly weaker than necessary for a union bound over ( ﬂ"n) A 20n(1-logs B) qubsets.

Therefore, in the next lemma, we show that the normalization v; = \Fll for random

Gaussian vectors {g; ~ N (0, 21,)},ep only decreases the pseudorandom condltlon by a
small amount with high probability. This allows us to use the stronger lower tail bounds
in Corollary 2.5.16 for Gaussian random vectors to give a tighter failure probability for the
sets. We emphasize that this reduction is only for the analysis of pseudorandomness, and
the frame we construct still comprises of random unit vectors.

Lemma 5.1.2. Let U € Mat(d,n) be an (a, B)-pseudorandom frame according to Defini-
tion 4.2.11, and V = UR a right-scaling with R € diag(n). If the subset

Tp={j€ | |R] <7}
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satisfies |Tg| < f'n, then V is a (T&%, B+ B')-pseudorandom frame.

Proof. We expand the condition of Lemma 5.1.1 for V: for T € ( [n] ) and ¢ € §41,

(B+B")n
T-T T
S e =D IR PG u = > T|<g,uj>|22m%2m%%

jeT JET JET—Tp
where in the second step we used |R;|*> > 7 for j € T by definition, the third step is by
the pseudorandom property of U applied to |T'| — |Ts| > n, and the final step is again by
7| = |Tp| = Bn and [T = (B + B')n. O

Below, we show that the normalization v; = does not affect the vectors by too

95
Vnllgsl2 ' _
much, so that we can use the lemma above to reduce our analysis to showing the random
Gaussian frame is pseudorandom.

Lemma 5.1.3. Let G € Mat(d,n) be a random frame where each column is generated
independently as g; ~ N (0, %Id), and let V' be the normalization, defined as v := m.
J

Then for any B' > 20e~49, the random variable Tg == {j € [n] | n||g;||3 > 2} satisfies

Pr(|Ts| = 8'n] < exp(—=Q(8'n)).

Proof. Note nd||g;||3 ~ x(d) is distributed as a chi-squared variable with d degrees of
freedom by Definition 2.5.9, so letting X, be the indicator variable for the event j € T},
we can bound the mean by

2 2 d
= 12 > 9] < > 1+ < -~
]EXJ PT[n||g]||2_2]_Pr X(d>—d(1+\/§+9)]_exp< )a

where we used the bound in Theorem 2.5.11 for x(d) with 6 = \/g.

Therefore E|Tg| = 30, EX; < ne~%°. To show a high probability bound on |T|, we
can use the fact that {X;} are mutually independent since the vectors {g;} are mutually
independent. Now we can apply the Chernoff bound to show

€E|TB|

3n )ﬂ " < exp(—Q(8n)),

PT[|TB| > 5'”} = Pr[in > B’n} < e‘E|TB‘<
=1

where the first step was by definition |[Ts| = ., EXj, the second step was by Theo-

rem 2.5.2 applied to Bernoulli random variables {X};c}n), and in the final step we used
the bound p'n > 20E|Tp|. O
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At this point, we can show pseudorandomness of V' by lower bounding eigenvalues of
random Gaussian matrices. In the next two lemmas, we use standard Gaussian concen-
tration and net arguments to prove stronger lower tail bounds for eigenvalues of Gaussian
random matrices. We first show that for each ¢ the quantity we want to lower bound is
very well concentrated.

Lemma 5.1.4. For fized ¢ € ST ¢ (r[b,"rl) and independent random Gaussian vectors

g1, gy ~ N(0,1y), the random variable

N
= (&7, Zg]g] =2_1(&.95)l

is distributed as x(N), a chi-squared variable with N degrees of freedom. This implies that
E[r¢e] = N and for any ¢ > 5,

N 2
Prire > N(1+ c)] < exp (—%) , and Pr |:T§ < e_cN} < exp <—50N> )

Proof. The distribution and mean statements follow from Definition 2.5.9 of chi-squared
variables. The concentration of the upper bound follows from Theorem 2.5.11 by choosing
0% = 7 = 1, and the concentration for the lower bound is exactly Corollary 2.5.16. O

Note that we only need a lower bound for 3 . [(£, g;)|* by Lemma 5.1.1. We use the
upper bound from Lemma 5.1.4 in the following proof so that we can bound the operator
norm and give a more precise net argument for the lower bound using Lemma 2.6.6.

Lemma 5.1.5. For random Gaussian matrizc G = [g1, ..., gn] where g; ~ N(0, 1) and any
c¢>5,if N 2 10d then

W

Auin(GG7) = _inf €G]} > g™ N

with probability at least 1 — 2 exp(—5").

Proof. Our plan is to use Lemma 5.1.4 to bound each direction ¢ in an appropriate net N, C
S9-1. Since random Gaussian matrices are well-conditioned with very high probability, we
can decrease the size of the net required for our union bound if we first bound the largest
eigenvalue (according to Lemma 2.6.6).
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So let Ny € S% ! be an ny = %—net according to Definition 2.6.2. Then

Pr| swp [[€Gl = VNI +20)| < 3 Pr{lig’Gll = N {1+ 20
gENU feNU
o (ai- D) <on(- D).

where the first step was by union bound over Ny, in the second step we applied Fact 2.6.3
to bound |Ny| < (142n;")? < 7¢ < ¢ and Lemma 5.1.4 with 2c¢ to bound the probability
for r¢(G) = ||€*G/|3, and the last step was by the assumption N > 10d,c > 5 so d < <.

Assuming this event occurs, Lemma 2.6.5 shows

3 3
sup 1€°Gll2 < 5 SUP IE*Gl2 < =/ N(1 + 2¢).
tesd- 2 ¢en, 2

Now we perform a similar argument for the lower bound, so let N;, C S¢~! be an nz-net
with ny, = 1 /W Then Fact 2.6.3 gives a bound on the size of the net

INL| < (14209 < (14 9y/ec(1 + 2¢))* < e,

where the final inequality was by the assumption ¢ > 5. Therefore, we can lower bound
cN

2
Pr[gier]l\g 1€*G )5 < e_CN] < exp (200[ — 50]\[) < exp (—?) ,

where we used the union bound, the derived bound on |N.|, and Lemma 5.1.4 to bound
the probability, and the final step was by the assumption ¢ > 5 so that N > 30d.

Now assume that both events occurred:

3
Anf 1€°Gll2 = VerN,  and sup [[€°G ]l < 5V N(1+20),
L

§€Sd71

which by the union bound happens with probability at least 1 — Zexp(—%). Then by
Lemma 2.6.6,

1
i 1€l > inf €G] —m sup €G], > Vel (1——),
§eNL gesd—1 3

{Sdl

where the last step was by our choice of 1. Squaring both sides gives the result. O
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By taking a union bound over all sets of size fn, we can show pseudorandomness of G.
And combining this with our reduction gives pseudorandomness of V.

Theorem 5.1.6. Let G € Mat(d,n) be a random frame where each column is generated in-
dependently as g; ~ N (0, #Id), and let V' be the right normalization given by v; = ﬁgﬂb'
Then for any 20e~%9 < B < %, if n > 154, then G is (ge*(‘**mog?ﬁ), %B)—pseudomndom
with probability at least 1 — exp(—pn/10), and V is (e~ (6731228 B3)_pseudorandom with
probability at least 1 — 2 exp(—LFn/10).

Note that the second statement in this theorem on random unit vectors is exactly a
restatement of Theorem 4.4.2.

Proof. By Lemma 5.1.1, to show pseudorandomness of G it is enough to lower bound the

smallest eigenvalue of every %6n subset of vectors. Note that each subset Gr = {g;}jer

with T' € (é[;}n) is a random Gaussian matrix where each entry is from N(0, #) (not the
5

standard Gaussian), and further that |T| = 26n > 10d by our assumption n > 15%.

Therefore, we apply Lemma 5.1.5 to each T' € (%[Z]n) with ¢ = 3(1—log,(35)) < 4—3log, 3

to show

de ¢ 4 2 %Bn(l—logQ(%B))
Pr| min Apn(GrGr) < —— - =f| < <—) < exp(—pn/10),
Te( M) 9d 5 e
5P

where Gr = {g;};er, the bound (;n) < 258n(1-1082(38) ig by Fact 2.6.1, and the bound on
the failure probability of each subset comes from Lemma 5.1.5 with ¢ = 3(1 — log,(3/3)).
This shows G is (o = ge~ 3828 18) pseudorandom with probability at least 1 —
exp(—p£n/10).

Next we show that this implies pseudorandomness for V. Lemma 5.1.3 shows that if
Tp:={j € [n] | llg;|3 = 2}, then

PTUTB| = %5”] < exp (_%) :

Since v; = —=%——, this is equivalent to considering V = GR with R, = —=-— so that
J Vnllgsli2 J Vnllgsli2
Tp :={j € [n] | |Rj|* < 7 = 3} satisfies |Ts| < :Bn. Then assuming that we are in the

event where G is (a := %e‘<4_31°g2 A, %B)—pseudorandom, we can apply Lemma 5.1.2 with
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R and 7 defined above to show that, with additional failure probability at most e #7/10 1/
is (o, 26 + 1/3)-pseudorandom for

4
o > rarib s LA uaens 2 esons)
B+=872 9 5
where we substituted 7 = % and the pseudorandomness of G shown above. O

Theorem 5.1.6 is used along with the error bound in Theorem 4.4.1 to give an opti-
mal average-case analysis for the Paulsen problem in Section 4.4. Below we discuss the
relationship of this result to the previous works of [63] and [35] on random frames.

In [63], we first studied random frames in the setting of the Paulsen problem. In
that work, we used a slightly different spectral gap condition to show fast convergence of
the scaling dynamical system of Definition 4.1.6. The relation between the spectral gap
condition of [63] and strong convexity will be discussed in more detail in Chapter 7. We
were able to show, using a trace method, that n > d*3 vectors suffice in order for the
random frame to satisfy the spectral gap condition of [63]. This implied strong distance
bounds for the Paulsen problem as well as strong bounds on the scaling solution for random
frames with n > d*/3.

In [35], Franks and Moitra improved this analysis by showing n 2 dlog d vectors suffice
in order for random frames to satisfy the spectral gap condition. Their result went through
an intermediate step of defining the Cheeger constant of a frame and then borrowing from
spectral graph theory to show that a large Cheeger constant implied the spectral gap
assumption of [03].

In our analysis, we are able to use the pseudorandom analysis of Section 3.3. Therefore,
we show in Theorem 5.1.6 that n = d vectors suffice for a random frame to satisfy the
pseudorandom condition in Definition 4.2.11, which then implies strong distance bounds
and strong bounds on the scaling solution of random frames. This gives a strictly stronger
result than the random frame analysis of [63]. Further, the main application in [35] was
to show that bounds on the scaling solution of a random frame implied strong accuracy
bounds on Tyler’s M-estimator for a problem in high-dimensional statistics. They were
also able to prove that when n > dlog®d, this M-estimator could be computed by fast
algorithm. In Section 8.5, we will be able to improve their result to show n = d vectors
suffice for both of these results.
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5.2 Perturbation Argument for small n

In this section, we will use smoothed analysis to prove the following generalization of
Theorem 4.5.1.

Theorem 5.2.1. For e-doubly balanced frame U € Matg(d, n) of size s(U) =1 and e < 1,
let i >0 > 0 be the magnitude of noise added in the perturbation process V.= U + 6G in

2
Definition 5.2.2. Then for any f < %,9 < %l, if d > % and 100W <n< e%,

then the output of the perturbation process V.= U + 0G satisfies:

1. (Distance): |V — U||% = 6*s(G) and s(V) =1+ 6%s(Q) with s(G) € 1 +0;
2. (Error): max{||V¥lop, [Villop} < (14 6%)e + 606%;
3. (Pseudorandom): V is an (e~ 4=310825 52 3)_pseudorandom frame;

. . i1 92
sitmultaneously with probability at least 1 — 6exp(—1—0d).

Before we give the formal details of the perturbation argument, let us see how this
smoothed analysis argument implies the existence of perturbation given in Theorem 4.5.1

in the F = R case. This can be simply lifted to C by the discussion in Remark 5.2.4.

Proof of Theorem 4.5.1. We will show that there is an appropriate choice of parameters
such that, for V' the output of Theorem 5.2.1, the normalization V' := ”‘}/”F satisfies the
three requirements of Theorem 4.5.1 with non-zero probability.

To this end, let 6% = 9731228z and § = e~ (1131225 Clearly § < L by the assumption
that f < %, and we can take Cs large enough in Theorem 4.5.1 so that

100 100d

A — <n< 692d/40
= min{?, 5} =

min{ 3, 0%} —

and we can apply Theorem 5.2.1. Therefore, its three conclusions hold simultaneously with
failure probability at most

where the last inequality was by the assumption that d > 190—20. Below, we verify the

distance, error, and pseudorandom conditions of V”.
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1. (Distance): By item (1) of Theorem 5.2.1, s(V) = s(U) + 6*s(G) > s(U) = s(V').
Note that V' is the projection of V' onto the Euclidean ball in Mat(d,n), so by
Lemma 2.3.13, this projection only shrinks the distance to U:

IV —U|Z < |V = Ul% = 8s(G) < (1+0)62 < 1.1 - 2310825,

where the last inequality was by the distance bound in Theorem 5.2.1(1) and the
choice of parameters §2 = e731°820¢ and § = e~ (117319828 This proves item (3) of
Theorem 4.5.1.

2. (Error): We can apply item (2) of Theorem 5.2.1 to show

1 6
max{[|VE]op, [|VElop} < (1 + 82) + 6062 < 5(1 o+ g) < 2,
where the second step was by our choice of parameters #§2 = e~ (11731082 8) o9-3log2 B —
e 2e. Since s(V) > s(U) = 1 by the calculation above, the normalization V’ is 2e-
doubly balanced. This proves item (1) of Theorem 4.5.1.

3. (Pseudorandom): By item (3) of Theorem 5.2.1, V' is («, )-pseudorandom with

—(4-3log, B) 52 5
(& e e

> > > 16e(2
CZ w2 i) = o)

where in the second step we used our choice of §% = e*31°828¢ for the numerator

and the size bound s(V') < 1+ §%(1 + 0) from item (1) for the denominator, and the
final inequality was by 6%(1 4 6) < & by our choice of § = ¢~(1'731°628) < 1 and the
assumption 62 < <. This proves item (2) of Theorem 4.5.1.

]

Therefore the goal of this section will be to establish the more general Theorem 5.2.1.
We will describe the exact construction of noise G in Section 5.2.1, and then prove the
error and pseudorandom properties in Section 5.2.2 and Section 5.2.3 respectively.

5.2.1 Perturbation Process

The work of Section 5.1 intuitively shows that adding random Gaussian noise V' = U + 0G
will improve the pseudorandom property of V by €(6%). But if U is nearly doubly balanced,
this noise may cause the error of V' to blow up. Specifically, consider for any ¢ € S41:

re(V) —re(U) = (667, (U + 6G)(U + 0G)") — (66", UU") = 20(U¢, G¢) + 6*(£67, GG™),
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so that [|[V{|lop = supgega-1|d - 7¢(V) — s(V)| could grow by Q() due to the cross-term
20(UE, GE). For small § < 1, this means that adding G random noise will cause error to
grow much faster than pseudorandomness, which only grows at rate O(6?), and so we will
not be able to apply Theorem 4.2.14 for fast convergence.

To maintain small error of the perturbation and satisfy the o 2 ¢ condition required for
our pseudorandom analysis, we add linear constraints to the noise so that the first order
term vanishes for both marginals. Explicitly, for fixed input U € Mat(d,n), we add two
sets of constraints to the noise G € Mat(d,n): UG* = GU* = 0 so that the row error does
not blow up; and diag(G*U) = {(Ge;,Ue;)}}_; = 0 so that the column error does not
blow up. This is formalized below by choosing the appropriate covariance matrix for our
random noise.

Definition 5.2.2 (Perturbation Process). For input frame U € Mat(d,n) we define two
subspaces of R @ R":

L= {vec(X) | UX* = XU* =0}, R :={vec(X) |diag(X*U) = 0}.

Then the orthogonal projections onto these subspaces are denoted 1z, — P, and 14, — Pgr
respectively. Further, Py : RIQR™ — RY®@R" is defined as the orthogonal projection onto
the intersection L N\ R. To reduce clutter, we may drop the subscript P = Py if the input
frame U 1s understood.

For any 6 > 0, the input is 0-perturbed to V := U + 0G where vec(G) ~ N (0, #PU).

We can show that adding this random noise will increase the error by O(6?) and increase
the pseudorandom property by €(62) with high probability. We need the conditions on
d,n, 8,0 to apply Gaussian concentration, as we require various random variables to have
sufficient degrees of freedom. In the next proposition, we collect properties which will be
helpful to analyze the noise, since Definition 5.2.2 does not give an explicit formula for the
projection Py .

Proposition 5.2.3. For input frame U € Mat(d,n) and Py, Pg, Py from Definition 5.2.2:

1. Pp, Pg can be explicitly defined as

u,;u;
P, = Lo U UU")'U, Py ::Z—H;HG i
j=1 2112

and we can implicitly define Py such that ker(Py) = Im(Py) + Im(Pg).
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2. The following relations hold for any vec(X) € LN R and for any ¢ € R, j € [n]:
re(U+X) = (€67, (U + X)(U + X)7) = (§67 UU" + X X7) = re(U) +r¢(X),
c;(U+X) = [I(U+ X)e;llz = IUellz + 1 Xe;]13 = ¢;(U) + ¢;(X).
As a corollary s(U + X) = s(U) + s(X).
3. Py satisfies the spectral bounds
max{0, Iy, — P, — Pr} = Py = I4, — max{ Py, Pr}.
Here max is used to denote that Py < 14, — P, and Py < 14, — Pr.
4. If vec(G) ~ N(0, --Py) then the size s(G) is distributed as --x(k) where x(k) has
k = Tr[Py| = tk(Py) degrees of freedom and nd—d*—n < k < min{(d—1)n,d(n—d)}.

Proof. 1. By Definition 5.2.2, we have that for any vec(X) € R, each column of X is
orthogonal to the corresponding column of U. This means that the image of Py is
exactly the span of the vectors {u; ® e;};cin). Note that these are all orthogonal
(since (ej,ej) =0 for j # j') so we can explicitly define

n

;U
PR = Z L X E]’j.
j=1

s 13

Similarly, Definition 5.2.2 shows that for any vec(X) € L, each row of X is orthogonal
to the row span of U. The projection onto the row span of U is given by Eq. (2.3)
as U*(UU*)~'U. Since the constraint on every row is the same, item (1) follows.

2. Assume vec(X) € Im(Py) and calculate
U+X) U+ X)) =UU"+UX"+ XU+ XX =UU"+ XX",

1T+ X)esllz = 1Uell + 2(Uej, Xej) + [1Xe;]13 = [Uesll3 + 11X e,

where the cross terms in both lines vanish by definition of subspace vec(X) € L and
vec(X) € R respectively. The corollary follows simply as

s(U+X) =Te[(U + X)(U + X)*] = T[UU* + XX*] = s(U) + s(X),

where the first step and the last step were by Definition 4.1.1 of size, and the second
step was by the previous calculation to showing the cross terms vanish.
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3. In this proof, we will use the various properties of orthogonal projections described
in Section 2.1.7. By part (1), Im(Py) € L so Py = I — Pp. Similarly Im(Py) C
R = Py =<1- Py

For the lower bound, we have that Py > 0 since it is an orthogonal projection.
Then, note that I, — P, — Pr has eigenvalue 1 on L N R and eigenvalue 0 or —1
on the complement. This is dominated by Py, which has eigenvalue 1 on L N R and
eigenvalue 0 on the complement.

4. tk(Py) = Tr[Py] because Py is an orthogonal projection. Now we perform dimension
counting to bound the ranks:

dim(L) = rk(Py) = k(1) tk(U*(UU*)"U) = d?,

where we used the property of tensor products in the second step and the fact that
U is full rank in the final step; dim(R) = rk(Pr) = n since there are n orthogonal
terms. Therefore, the bounds follow by taking the trace of the spectral bounds in
item (3).

Also, s(G) = £ (vec(G), Py vec(G)), and the eigenvalues of Py are in {0,1}, so the

statement follows by Definition 2.5.9 of chi-square variables with k& = rk(Py).
[

We will use these properties to bound the error of V' in Section 5.2.2 and show V is a
pseudorandom frame in Section 5.2.3 with high probability.

Remark 5.2.4. We could have chosen the weaker constraint UG*+GU* = 0, which would
decrease the number of constraints by a constant factor. This would improve some of the
results below as the noise would have more degrees of freedom. We chose this model for
simplicity, as it is easier (for this author) to reason about row spaces.

Also, here we focus on the case F = R. The extension to C is quite simple: We can
replace the real Gaussian distribution with the complex one, and the orthogonality relations
are with respect to the complex inner product on the vector space. Again this could improve
the number of degrees of freedom by a constant factor.

We sacrifice these small constant factors for the sake of clarity. Of course, our approach
gives a real perturbation if the original vector space is real, and the scaling algorithm also
remains within this real vector space, which may be desirable for applications.
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5.2.2 Error

In this subsection, we bound the error of V' = U + §G after the perturbation process in
Definition 5.3.2. Recall that according to Definition 4.2.3 and Definition 4.2.10, the error
can be written as

IV llop = Sup dore(V)—s(V)|  and [Vl = max n - ¢;(V) = s(V)].
€

d—1 JEn]

We use the orthogonality properties in Proposition 5.2.3 to decompose this error into
two terms, one depending on U and the other on the noise G. This allows us to use the
fact that U is e-doubly balanced to bound the error of perturbation V.

Lemma 5.2.5. For e-doubly balanced U € Mat(d,n) of size s(U) = 1, and perturbation
V =U + 6G according to Definition 5.2.2,

IV¥llop < €+ 5:8;1}0 (€67, dGG" — s(G)a)],  [[Vilee < € 407 max nl|Ge;l3 — s(G)).
= —1 n

Proof. Ttem (2) of Proposition 5.2.3 shows
re(V) = 1e(U) + 8°1¢(G), ¢;(V) = ¢;(U) + 8%¢;(G),  s(V) = s(U) +6%s(G).
So by the the triangle inequality, we can bound

V¥ llop = sup
éesd—l

(d-re(U) = s(U)) +6*(d - 7¢(G) — S(G))‘ < e+ 0%V lop:

where the first step is by item (2) of Proposition 5.2.3 and the definition of || - ||op, and in
the last step we used that U is e-Parseval. By the same calculation, we have

V8o = max (0 ,(U) = s(U)) + 6% 4(6) = (G| < & + 8 Ve
JEIN

where the first step is by item (2) of Proposition 5.2.3 and the definition of || - ||, and the

final inequality is due to U being e-nearly equal norm. O]

To show these errors are small, we first give mean and concentration inequalities for
s(G),re(G), c;(G). Then we apply a net argument to control the left error of G and a union
bound over columns to control the right error of G. We will repeatedly use the spectral
bounds of item (3) in Proposition 5.2.3 to control these quantities.
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Lemma 5.2.6. For e-doubly balanced frame U € Mat(d,n) and vec(G) ~ N(0,-FPy)
according to Definition 5.2.2, the size can be bounded by

1 d 1 d
_-_2c <1— - =4
1 7 n_E[s(G)]_l max{d,n}

Further, if d > 100,n > 100d, then for any 6 < }L the size concentrates as
Pr(|s(G) — E[s(GQ)]| > 36] < 2exp(—6°dn).

Proof. Ttem (4) of Proposition 5.2.3 shows that s(G) = ||G||% is distributed as --x(k)
where dn — n — d? < k < dn — max{n, d*}. So E[s(G)] = £ and the bounds on the mean
follow.

To show concentration, we can use Theorem 2.5.11 to show

(g@dn)2 )
Pr[s(G) ~ Els(G)]| = 36| < 2exp (- ) < 2exp (~6%n),
where in the first step we used the assumption 6 < %L to bound 36 > gg@ > 2(29 + 292),
and the last step was by k > nd —n —d* > %dn by the assumptions d > 100,n > 100d. [

Next, we show that rgcga-1 also concentrates around this value.

Lemma 5.2.7. For e-doubly balanced frame U € Mat(d,n) and vec(G) ~ N(0, -+ Fy)
according to Definition 5.2.2, the row sum for any & € S ! can be bounded by

d 1+ 3¢

n

d 1-—3¢
< E|d - <1- — .
<Bld - re(0)] < 1 - max { 8,25

Further, for any 0 < 60 < %,

0%n

Per-rg(G) _E[d- rg(G)]’ > e} < 2exp <_?> .

Proof. For fixed £ € S%!, we use Definition 4.2.3 to rewrite r¢(G) as the quadratic form
of standard Gaussian g ~ N(0, I4,):

n

re(G) = ) (£,Gey)* = <§£* ® I, vec(G) Vec(G)*> = %@5* ® In,ng*P>, (5.1)

J=1
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where the last step is by vec(G) ~ N(0, 7= P). Therefore, the mean can be calculated as

Eld - r¢(G)] = %]E<§§* © I, ng*P> - %<5g* ® In,P>,

where we used E[gg*] = I, and the fact that P? = P for projection P according to
Definition 2.1.12. Since we don’t have an explicit formula for P, we apply spectral bounds
from item (3) of Proposition 5.2.3 to bound

S|

%<5§* @ In, Lin — P — Pr) < %<5£* @ I, P) < (" @ I, Lo — max{Py, Pr} ).

(5.2)
To control the mean, we bound the inner products with P, Pg.
(@1, P) = (€€ @ I,, I, @ U (UU*)'U) = (£¢%, 1) - Te[U*(UU*) U] = d,

where in the first step we substituted the explicit form of Pp, given in item (1) of Proposi-
tion 5.2.3, and in the final step we used the fact that £ € S9! as well as the cyclic property
of trace Tr[U*(UU*)"'U] = Te[(UU*)(UU*) ™).

We bound the inner product with Py similarly as

n 2% n \2
<€§* X ]n, PR> = <§§* ® Inu Z ujur% (029 Ejj> — Z <€’U]> <In7 Ejj> € (U),
j=1

n

T
[ = il l+e
where in the first step we substituted the explicit form of P given in item (1) of Proposi-
tion 5.2.3, and in the final step we used the fact that U is e-equal norm so nlu;||3 € 1+ ¢
and then substituted r¢ by Definition 4.2.3. We can now bound the mean using the bounds
in Eq. (5.2):

<E[d-re(G)] = %<££* ® 1, P) <1 —max {% ?(fg } '

Since U is assumed to be e-Parseval, the statement in the lemma follows by the bounds
d-r¢(U) € 1 £ ¢ and the Taylor approximation 1=£ € 1 =+ 3z for |z| < 3.

—XT

To prove concentration on r¢(G), we recall by Eq. (5.1) that we can write

d-re(G) = %<P(£§* ® 1) P, gg*>,
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where g ~ N (0, I4,). Then, we apply Corollary 2.5.14 to this quadratic form to show

Per re(G) — Ed - T‘g(G)‘ > 9] _ P?“H<P(§§* © I,)P,gg") — Te[P(E€* @ fn)P]( > en]

<100 (e s )
= SO\ TRIPEE 9 )Py A\ T[PEC ® )P f)

where in the first step we used Egg* = I, to calculate the mean. To finish the lemma, we
can plug in bounds Tr[P(¢6* ® I,)P] < n using P? = P =X Iy, and [|P(6€7 © L) Pllop <
| P?|lop <1 to conclude that

Per 1¢(G) —E[d - rg(G)]‘ > 9] < exp (_Q%n) :
]

At the end of this subsection, we will use the concentration of r¢ to control the left error
of V' by a standard net argument. The next lemma show that each column concentrates
around a similar value to s(G), r¢, which we will use to control the right error.

Lemma 5.2.8. For e-doubly balanced frame U € Mat(d,n) and vec(G) ~ N(0, -+ Fy)
according to Definition 5.2.2, the column sum for any j € [n]| can be bounded by

(1+3e)d 1 (1-3e)d 1
| (43 {— _}.

_ < e <1_
- 7 < E[n-¢j(G)] <1 —max —
Further for any 0 > 0,

Pan -¢;j(G) —E[n - cj(G)]‘ > 9} < 2exp (—%W) :

Proof. For fixed j € [n], we use Definition 4.2.3 to rewrite n - ¢;(G) as a quadratic form
with standard Gaussian g ~ N(0, I4,) as

1
n-ci(G) = n<[d ® E;j, vec(Q) Vec(G)*> = E<Id ® Ejj, ng*P>, (5.3)

where the last step is by vec(G) ~ N(0, - P). The mean can then be calculated as
1 . 1
Eln - ¢(G)] = 3E<Id ® Ejj, Pgg P> = E<[d ® Ejj,P>,
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where we used E[gg*| = I, and the fact that P? = P as P is a projection. Since we don’t
have an explicit formula for P, we apply spectral bounds from item (3) of Proposition 5.2.3
to show

1 1
—{I;®F
d<d®

1
_]j7Id’n_PL_PR> §3<Id®E P> d<Id®E Idn—maX{PL,PR}> (54)
So to control the mean, we bound the inner products with P, Pg.

J3» Jjs

(a0 ) € d () Il € (139)

(1@ By, Pr) = (1@ Bjj, L@ U'(UU) U ) = d(Ey;, U (UU*)7'0)
d

where in the first step we substituted the explicit form of P, given in item (1) of Proposi-
tion 5.2.3, in the fourth step we used that U is e-Parseval so ||dUU* — I4op < €, and in the
final step we used that U is e-equal norm, as well the Taylor approximation ; 1” el+3x
for |z < 3 L

We similarly calculate the inner product with Py as

(Ia @ Ejj, Pr) = { 1a® ]J’Z . ®EJ] :<d—J2]>:17
“ Juy H2 [[uj[3

where in the first step we substituted the explicit form of Pg given in item (1) of Proposi-
tion 5.2.3, and in the second step the cross terms vanished by (E;;, Ej;) = 1[j = j']. We
can now bound the mean using the bounds in Eq. (5.4):

(1+3)d 1

= —ElSE[n-Cj(G)]zc—li(fd®E]],P)<1—max{m 1}.

n n d

To prove concentration, we recall the expression that by Eq. (5.3) we can write

1 *
E<P(Id ® Ej;)P, g99%),

where g ~ N (0, I4,). So we can apply Corollary 2.5.14 to get

n-ci(G) =

Pan - ;(G) —Efn - cj(G)]’ > 0] = PrH(P([d ® E;,)P,gg") — Tr[P(I; @ Ejj)P]>‘ =2

0d min{ 0d 1})
8||P(1g ® Ejj) Pllop Tr[P(Iy ® Ej;)P] '

< 2exp (—
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To finish the lemma, we plug in the bounds Tr[P(I; ® Ej;)P] < d using P? = P < Iy,
and |P(I4 ® Ej;)Pllop < [|P?|lop < 1 to conclude that

Pan -¢;j(G) —E[n - cj(G)]‘ > 6’] < 2exp (— min{6?, 0}, g) .
[l

The above lemmas have shown that dr;(G) = s(G) and nc;(G) ~ s(G) for each row
and column. To bound the left error of G, we use a net argument over S¢~!, and to bound
the right error of G we use a simple union bound over columns j € [n].

Proposition 5.2.9. For e-doubly balanced frame U € Mat(d,n) and any % + é <6< }1

such that d > 100 and 1()0912 <n< exp(%), the output V.= U + 0G of the perturbation

process in Definition 5.2.2 satisfies the following simultaneously with probability at least
1-— Gexp(—%):

1. |s(G) —E[s(G)]| < §;
2. [[VE]lop < e+60;

3. Vil < €+ 56.

Proof. Ttem (1) follows exactly from Lemma 5.2.6 with failure probability at most 2 exp(—6%dn/9) <
2exp(—03d/2) as n > 100 by assumption.

To show the remaining items, we use a net argument and union bound to control the
errors of GG, and then apply Lemma 5.2.5 to control the error of V' = U + 0G.

To show (2), we bound the left error of G by

IVélko < sup [d-7e(6) — Bld-re( G| + [Eld - ()] ~ BIS(G)]| +

s(G) — E[s(G)]],
(5.5)

using the triangle inequality. We first apply the bounds on expectations given in Lemma 5.2.6
and Lemma 5.2.7 to show:

E[s(G)] ~ Eld - re(G)]| < 3mx{§§} +mm{g,§l} <4l

where we used the assumption ¢ < % in the final inequality.
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Then we can use the concentration bound in Lemma 5.2.7 to show for any fixed ¢ € S¢!

Per -1¢(G) —Eld - Q(G)]‘ > 30} < exp(—62n).

To show the final bound on V4, we use a standard net argument. So let N C S¢~! be an
1 = g-net according to Definition 2.6.2. By Fact 2.6.3 we can assume |N| < (1+2n1)% =
19¢ < e3¢, So we can bound

2 92n
Pr[sup d-re(G) —E[d - Tg(G)]‘ > 39} < 2exp(3d — 0°n) < 2exp ( — —),
EEN 2

where we used the union bound over N and Lemma 5.2.7, and the last step was by the
assumption n > 1000%.

Then we can apply Lemma 2.6.5 for quadratic forms on the matrix (£€*, dGG* —
E[dGG*]) to show

sup |d-1¢(G) —Eld-re(G)]| < (1 —2n—n*)""sup |d-re(G) — E[d - r¢(Q)]| <

gesd-1 £EN

- 30.

DN o

(5.6)

where the last step was by our choice of n = %.

The concentration of s and 7¢ all hold simultaneously with failure probability at most
2exp(—02dn/9) + 2 exp(4d — 0*n/10) < 4exp(—60?n/20). So we can bound the error

9 d 1
L, < = — 4= <
IVallop < 29+ (n + d) + 60 <66,

where the first step was by bounding each of the three terms in the decomposition in
Eq. (5.5), and the last inequality was by the condition d > 190—20, n > 100912 and 0 < ;11.

Similarly, we can bound the column error
V8l < max |- ¢,(C) ~Eln- ¢,(C)]| + [Efn - ¢,(G)] ~ ES(@)]| + |s(6) ~ Els(@)]|
(5.7)

Applying the union bound over all columns gives

Pr [ max
JEMN]

n-c;(G) —E[n - cj(G)]‘ > 39} < 2nexp(—0*d) < exp <—?) ,
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where the first step follows from the bound in Lemma 5.2.8 on each individual column, and
the last step was by our assumption n < exp( Note that this is a crucial assumption
to bound the column error.

100)

Therefore, we can collect terms to show
d 1
IVElloo < <—+—) + 30+ 6 < 50,
n d

where the first step was by bounding each of the three terms in the decomposition in

Eq. (5.7), and the last inequality was by the conditions d > 19020’ n > 10045 4 with 6 < I

Finally, when these error bounds of V¢ hold, we can apply Lemma 5.2.5 to show
IVilop < €4 8[| VEllop < €+ 6657, [ViHloo <&+ 8 VE|loo < €+ 5082

]

Note that the only place we used the upper bound n < eXp(mo) was to bound the
column error of G in Proposition 5.2.9. In the next section, we will deal with the case of
larger n by right-normalizing our perturbation.

5.2.3 Pseudorandom Condition

In this subsection we will show that the perturbed frame V' = U + G in Definition 5.2.2
is pseudorandom with high probability. The argument will be somewhat similar to Sec-
tion 5.1, but more complicated due to dependencies in the entries of noise G. We will show
that the noise G has (6?) contribution in each term of Lemma 5.1.1.

Recall that Lemma 5.1.1 gives a spectral characterization of the frame pseudorandom
condition which requires a lower bound on

inf (€ ) = 1ndf71 1€V Pp|)2

egd—1
¢ JeET

for every T € ([57;]1) where we use Pr = diag(ly) € Mat(n) to denote the orthogonal
coordinate projection onto 7.

Substituting in V = U + 6G according to Definition 5.2.2 of the perturbation process,
we can rewrite ||£*V Pr|s = ||£*UPr — 6§*G Pr||o. Now if we had orthogonality conditions
for these two terms (like in Proposition 5.2.3(2) for rows and columns), then we could
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separate into two terms, one depending only on U and other depending only on G, and
focus on lower bounding the random part. The first issue with this strategy is that the U
term is totally arbitrary, so it does not necessarily help with the pseudorandom condition,
unlike in Section 5.3.2 where we were able to use the e-doubly balanced condition of U
to bound the error of V. The second issue is that, even though we only require a lower
bound, the U and G parts are not necessarily orthogonal, so we cannot ignore the U term.

What we can do is show that the random matrix G part is mostly uncorrelated with
the deterministic matrix U. Explicitly, we will show that for every &, T, there is a large
component of £*G Pr that is orthogonal to £*U Pr. For this purpose, we define the following
projections.

Definition 5.2.10. For e-doubly balanced frame U € Mat(d,n), let Pr = diag(ly) €
Mat(n) be the orthogonal projection onto column subset T' C [n]. Let Pyr € Mat(n) be
the orthogonal projection onto the row space of UPr, which according to Eq. (2.3), can be
written as

Pyr = (UPH) (UPrPrU*) N UPr) = (UPp)* (Z uju;> i (UPy).

Note that we have defined Py such that its image contains the entire row space of
UPr (ie. &UPr for any € € RY). So our plan is to show £*GPr has a large component
in the kernel of Pyr. This may seem like overkill, as we really only need orthogonality for
each fixed pair £*U Pr and £*G Pr. But this property is less robust for changes in &, so it
will be difficult to perform the approximation portion of our net argument below with only
pairwise orthogonality.

Therefore, we can use these projections to isolate the random contribution in order to
lower bound ||£*V Pr||r. We will use the fact that Im(Pyr) C Im(Pr), and in particular
that these projections commute.

Lemma 5.2.11. For e-doubly balanced frame U € Mat(d,n) and perturbation V = U + G
according to Definition 5.2.2,

&V Pr||3 > 8|1 G(Pr — Pur)|3

for any € € ST and T € ([572) where Pr, Py are given according to Definition 5.2.10.

Proof. Note that Im(Pyr) C Im(Pr) and therefore Pr = (Pr — Pyr) + Pyr gives a
decomposition of Im(Pyr) into orthogonal subspaces. This will separate the components of
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random vector £*G Pr into two parts, depending on whether or not they are orthogonal to
the deterministic part £&*UPr. So for any ¢ € S we have

1€V Pr|)3 = ||€(UPr + 6GPyr) + 66" G(Pr — Pyr)||3
= |E*UPr + 6§*GPur|3 + 0*|€°G(Pr — Pur)|l3,

where the first step was by the decomposition Pr = (Pr — Pyr) + Pyr, and the last step
was by the fact that £*G Pyr and £*U Py are both always contained in I'm(Pyr), whereas
£*G(Pr — Pyr) is in the orthogonal component ker(Pyr). Both terms are non-negative, so
lemma follows by ignoring the first. O]

This lemma allows us to show that V' is pseudorandom by lower bounding the smallest
singular value of the set of random matrices G(Pr — Pyr) for T € ([B’ﬂ) There are
two problems with using standard two-sided concentration results on Gaussian random
matrices: first our Gaussian noise has complicated dependencies; second, similar to the
issue in Section 5.1, standard Gaussian concentration can give an upper bound of at most
exp(—pfn/4) on the failure probability, which is slightly too weak for a union bound over
( ﬁ") ~ 20n(-1og: B) many subsets. So we will rely on Lemma 2.5.15 which gives stronger

n

probability bounds for the lower tail.

We first show mean and concentration bounds for an individual ¢ € S%1.

Lemma 5.2.12. For any fized £ € S, T ¢ (gﬂ) and vec(G) ~ N(0,--Py) according to
Definition 5.2.2:

1 d 1 2
p (5— = ( —Zg) ) <E|&*G(Pr — Pyr)|3 < S

Further, if n > 100% and d > 1270, then for any ¢ > 5
Pr {H{*G(PT — Pyr)ls > (1+ C)S] < exp (—%) and

2
Pr {Hg*G(PT — Pyp)|3 < 0.95602} < exp (—50(0.95675))
give high probability bounds for the upper and lower tail, respectively.

Proof. We first rewrite the term as a quadratic form with standard Gaussian g ~ N (0, I4,):
* 2 vk * 2 * 1 % *
<§f ,G(Pr — Pyr)°G > = <€f ® (Pr — Pyr)*, vec(G) vec(G) > = %<§5 ® (Pr — Pyr), Pgg P>»
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where the first step is a straightforward calculation on tensor products, and in the last step
we used that vec(G) ~ N (0, %PU) along with the fact that (Pr — Pyr)? = (Pr — Pyr) as
it is an orthogonal projection. Now we can calculate the mean:

1
E|&*G(Pr — Pyr)||5 = —E

an <§§* ® (Pr — Pyr), PQQ*P> = %(ff* ® (Ppr — Pyr), P),

where the last step was by P? = P as it is an orthogonal projection. Since we don’t have
an explicit formula for P, we bound this expectation using the spectral bounds from item
(3) Proposition 5.2.3 as

(€&" @ (Pr — Pyr), lan — P — Pr) < (§§" ® (Pr — Pyr), P)
~ <€f ® (PT — PUT)aldn — maX{PL,PR}>. (58)

So we calculate inner products with Iy,, P, Pgr to bound the mean. First,

(€€ © (Pr — Pyr), lan) = (§€7, Ia) Tr[Pr — Pyr] = vk(Pr — Pyr),

where the last step was because Pr — Pyr is an orthogonal projection. By comparing
dimensions, we get

T| — d < tk(Pr) — tk(Pyr) < (€€° @ (Pr — Pyr), Lan) < tk(Pr) = [T,

where the lower bound was because rk(Pyr) < rk(U) = d. Similarly we can bound the
inner product with Py, as

(¢ @ (Pr— Pyr), PL) = (€6 @ (Pr — Pyr), I @ U*(UU*)~'U)
= (€¢*, 12)(Pr — Pyp, U*(UU*)"'U) = (Pp — Pyp, U*(UU*)"'UPr) =0, (5.9)

where in the first step we substituted the explicit form for P, given in item (1) of Propo-
sition 5.2.3, in the third step we used Pr — Py = Pr(Pr — Pyr) since all of these are
commuting projections, and the last step was because Pr — Pyr is the projection to the
orthogonal subspace of the row span of U Py, so UPr € ker(Pr — Pyr). We also calculate
the inner product with Py as

<€§*®(PT_PUT) > <€§ ® PUT Z “ H2 X E]j> c Z é u] PT_PUTanj>7
]
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where the last step was because U is e-equal norm. Since Pr — Pyr is an orthogonal
projection, we can bound the inner product 0 < (Pr — Pyr, Ej;) < 1. So in total, we can
bound the Pr term

n

0 < (£ @ (Pr— Pyr), Pr) < 7

n
U)<(1+3
re(U) < (1+3¢)
where in the last step we used that U is e-Parseval and the Taylor approximation i’—ﬁ €
14 3z for |z] < 3.
Plugging the above calculations into Eq. (5.8) gives upper and lower bounds

EHf*G(PT—PUT)Hg S %<§£*®(PT_PUT)7[dn> S g and (510)

1
E||£*G(Pr — Pyr)3 > %(ff* ® (Pr — Pyr), lan — Pr, — Pr)

T|—d 0_1+3€@_1 ﬁ_g_l—k?)e Z0.9567
n d d

(5.11)

> =
— dn dn d d

where the first step was by Eq. (5.8), in the second step we plugged in the bounds for I4,, Pr,
and Pg, in the third step we used |T'| = fn, and the last step was by our assumptions

100 d d B 1 B8
d277n21005 SOthat;Sl—ooandzlgm

To show concentration for the upper bound, we can apply Corollary 2.5.14 to the
quadratic form (P(£€* ® (Pr — Pyr)) P, gg*) along with the bounds

|1P(£€* @ (Pr — Put))Pllop < |P?[lop < 1,

since Pr — Pyr < I, as it is an orthogonal projection, and Tr[P({€* ® (Pr — Pyr))P] <
(I, E€* @ (Pr — Pyr)) < fn from Eq. (5.10) to show, for ¢ > 1:
B

Pr{leG(Pr = Pur) i 2 (1405 ] = Pr[(P(&&" @ (Pr = Pur))P.gg") = (1+ )]

<o (- (s i) o0 ()

Similarly, to show a high probability bound for the lower tails, we apply Lemma 2.5.15
with ¢ > 5 to show

2
Pr|||€*G(Pr — Pyr)||3 < e ¢ 0.952] < exp (—50(0.95671)) ,
where we used the lower bound on the mean given in Eq. (5.11). O
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We emphasize that this lemma allows us to tune the failure probability to be arbitrarily
high at the cost of worse upper and lower bounds. Note that the cost of the lower tail is
especially high, as the bound grows exponentially with respect to c.

To show pseudorandomness of V', we continue with a standard net argument to give

high probability lower tail bounds for the random matrix in Lemma 5.2.11.

Lemma 5.2.13. For e-doubly balanced frame U € Mat(d,n), consider the perturbation
V :=U+0G with § < 1 and vec(G) ~ N (0, --Py) according to Definition 5.2.2. If § < 3,
d> 1270 and n > %l, then for any T € (gﬂl),cz 5

i * _ 2 < *(C+1)§ < _cﬁ_n _
Pr geléldf-l 1&*G(Pr — Pyr)ll; <e gl = 2exp 3

Proof. Our plan is to bound each direction & € Ny, C S9! for an appropriate net N;, C
S91 and then use Lemma 2.6.6 to bound the infimum over S¢~!. Intuitively, the random
matrix G(Pr — Pyr) will be well-conditioned with high probability, so we can decrease
the cardinality of the net Ny, by first proving high probability upper bounds according to
Lemma 2.6.5.

So we choose ny = é and let Ny C S9! be an ny-net. By Fact 2.6.3 we have
[Nyl < (1+2551)" =197 < ™.
For ¢ > 5, this gives the upper bound
PTLSE%J 1§°G(Pr — Pur)ll2 > /(1 + 3C)ﬁ/di| < exp <3d - gcﬁn> < exp ( - Cﬁ%),
U

where the first step was by the union bound over Ny as well as the concentration shown
in Lemma 5.2.12, and the final step was by our assumption n > 100%.

Assuming that these bad events do not occur, we can bound every ¢ € S%! by the
multiplicative upper bound in Lemma 2.6.5:

Nej

9
sup & G(Pr — Por)l < 3 swp IEG(Pp — Por)ll < 94/ (14365,

£€Sd*1 £eNy

0¢]

Now let N, C S9! be an n;, = % (90)-295”—16;;6). By Lemma 2.6.6, we can bound the
8

cardinality of the net

9
N <1+2*1d<(1+2.3._
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where the last inequality was due to the assumption ¢ > 5. This allows us to simultaneously
lower bound every & € Ny, by

2
Pr Eier}\g &G (Pr — Pyr)ll2 < \/0.956_‘35/61] < exp <2cd — gcﬁn> < exp < — CB%),

where the first step was by the union bound, the cardinality bound on Ny, and the con-

centration shown in Lemma 5.2.12; and the last step was by the assumption n > 100%.

Now assume both events occur:

. . ) 9 B

51619\; |€*G(Pr — Pyr)|l2 > v/0.95e=¢B/d and  sup ||£*G(Pr— Pur)ll2 < 3 (1+ 30)8’
L

ccsd-1

which by the union bound occurs with probability at least 1 — 2exp(—cfn/3). Then we
can simultaneously lower bound all £ € S91:

inf [[£*G(Pr — Pyr)l2 > lnf 1§ G(Pr — Pyr)|l2 —nr sup [[£°G(Pr — Pyr)||2
gesa-1 cegd—1

B 095e c \/ B 3
>4/ E_Z 2(1 > 24/0.95e<%
0.95e¢ 773 2(1+ 30) + 3c¢) d 3 0.95¢ 7

where the first step was by Lemma 2.6.6, the second step was by choice of n; and the upper
bound assumption. The result follows by squaring both sides and noting O.95§ >el. O

[\]

We can finally show pseudorandomness of the perturbation V' = U + G by a union
bound over sets.

Proposition 5.2.14. For e-doubly balanced frame U € Mat(d,n) let V := U + 6G be the
perturbation according to Definition 5.2.2. If § < 4,5 < 1 ,d > 100 ,n > 100d then V s

(exp(—(4 — 3log, 8))6?, B)-pseudorandom with probability at least 1 -2 exp( 671/5)

Proof. We apply Lemma 5.2.13 with ¢ = 3(1 — log, #) simultaneously to every T' € ([”])

With failure probability at most 2771710825 exp(—cfn/3) < exp(—cBn/5), this gives the
lower bound

2 2 ()P o (4-310g, ) 528
Tren(m)gel?df 1 1€V Pr||5 > m(m)geléldf ) 62||€*G(Pr—Pyr)||3 > 6% 7 >e 2004 7

where the first step is by Lemma 5.2.11, the second is the conclusion of Lemma 5.2.13, and
the final step is by our choice of ¢. This is exactly the sufficient condition for pseudoran-
domness given by Lemma 5.1.1. O]
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5.2.4 Putting it Together

Proof of Theorem 5.2.1. Let V' be the output of Definition 5.2.2. Then the first part of
item (1) follows as V — U = §G so |V — Ul||% = §?||G||% = 6%s(G). The second follows by
the orthogonality condition in Proposition 5.2.3(2). To show the bound on s(G), we use
the mean and concentration bounds to show

|s(G) = 1| < |s(G) = E[s(G)]| + |E[s(G)] = 1] < g + % + % <9,

where we used the bound on the mean given in Lemma 5.2.6 and the concentration given in
Proposition 5.2.9(1) in the first step, and the final inequality follows from our assumptions
d > 0 and pni00d

- 2 02

Item (2) is exactly Proposition 5.2.9(2) and (3).

Item (3) is exactly Proposition 5.3.17.

So by the union bound these occur simultaneously with probability at least
2 2

1—2exp<—01—§>—26Xp<—01—(;i)—26Xp<—€—g>1—6exp(—012—5i> > 0,

where the first inequality is by our assumptions n > fn > 100d, and the last inequality is
by our assumptions d > %. O

5.3 Perturbation Argument for Large n

The goal of this section is to prove Theorem 4.5.2. We will in fact use a modified pertur-
bation process for the smoothed analysis argument to prove the following generalization.

Theorem 5.3.1. Let U € Mat(d,n) be an equal-norm frame with size s(U) = 1 that is
e-Parseval for e < %. If 6 < %,ﬂ < %, then for any choice 0fé+% <9< i,C > 10 such
that d > 1270,71 > #%2}, and B > 20Ce=%9 the output V' of the perturbation process
gwen in Definition 5.3.2 satisfies the following properties simultaneously:

1. (Distance): |V' = U||% < (14 6)6%;

2. (Error): ||[VE |lop < (14 6%)e + 6%(80 + 24/6% - (1 + 30)7Cd + 62 - 21Cd + §* - 20Cd)
and V¥, = 0;
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8. (Pseudorandom): V' is an (e~67319828)52 3)_pseudorandom frame;
with probability at least 1 — % — 4exp(—0°n/10) — 4exp(—pn/10).

Before we give the formal details of the smoothed analysis argument, let us see how
this implies the existence of the perturbation given in Theorem 4.5.2 in the F = R case.
This can be simply lifted to C according to Remark 5.2.4.

Proof of Theorem 4.5.2. Our input U is e-doubly balanced, so we first column-normalize
uj = m so that we can apply Theorem 5.3.1. This produces U’ that has size s(U’) = 1
J

and V¥, = 0 by construction. Further by Fact 4.1.5, U’ is 3e-doubly balanced and

" = Ul < &*.

Now we can apply Theorem 5.3.1 with the appropriate choice of parameters to get
output V’ which will satisfy the three properties with non-zero probability. To this end,
let 02 = e!! 3828z and § = e~ (14731828 and C' = 10. Clearly 6 < 1, and we can choose
C' large enough in Theorem 4.5.2 such that

100

> >1
> min{ﬁﬂ?}’ and n > 100

min{d, 07}

so that 8 > 10Ce~%?. Therefore, the three conclusions Theorem 5.3.1 hold simultaneously
with failure probability at most

4
c + 4 exp(—Bn/10) + 4exp(—6°n/10) < 18—0 <1,

where the first inequality was by the assumption that n > 1006%. Below we verify the
distance, error, and pseudorandom conditions of V”.

1. (Distance): We calculate
V' = UllE < (V' = U'lle + IU" = Ullp)* < (V1 +0)82 + Ve2)? < el 3lomPe,

where the first step was by triangle inequality, in the second step we bounded the
first term by item (1) of Theorem 5.3.1 and the second term by the calculation
above using Fact 4.1.5, and the third step was by our choice of §2 = e!!=319828¢ and
0 = e~ (1131022 8) and the assumption ¢ < Wlogzﬁd.
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2. (Error): VE, = 0 by construction, so we can bound the left error by item (2) of
Theorem 5.3.1 to show

IV llop < 36 + 6%(3e + 86) + 20°\/(1 + 30)7Cd + §*(21Cd) + 6°(20Cd)

< (35 + M08 fg(3e 4 8o~ (117310 7))

i 2616.574.510g2ﬁ8\/(1 + 3e-(14-310838)) . 70d
+ 622_6 10g2 652(21061) + 633—910g2 683(20060)
< 5<3 +3e 048 B e pe 04 e*‘md’l) < 4,

where we used Fact 4.1.5 to bound ||V ||op < 3¢, in the second step we substituted
our choice of C' = 10, 6% = e'! 319828 and 0 = ¢~ (14319828 and in the final step we
used our the assumption that ¢ < m. Note that the higher order terms are
the only place we use the assumption ¢ < é, and we believe this part of the analysis

can be improved. This will be discussed in more detail in Section 5.3.2.
3. (Pseudorandom): By item (3) of Theorem 5.2.1, V' is («, 8)-pseudorandom with

a > e (6-3logB)52 _ 5o > 16e(4¢),

11-3log,

where we plugged 6% = e B¢ in the second step.

]

The formal description of the perturbation will be given in Section 5.3.1, and the proof
of the error and pseudorandom properties will be given in Section 5.3.2 and Section 5.3.3
respectively.

5.3.1 Perturbation Process

For the previous perturbation argument, we used the assumption n < e in Lemma 5.2.8
to show that the error of every column |¢;(G) — 1| remains bounded. As n — oo, the
union bound over these n columns will fail because some column ||g;]|3 will be large with
probability approaching 1. To get around this, we perform a right-normalization after
our perturbation and show that we still have enough randomness (degrees of freedom) to
maintain the error and pseudorandom properties.
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Definition 5.3.2 (Perturbation Process). Let frame U € Mat(d,n) of size s(U) = 1 be
e-Parseval (||Villop <€) and equal-norm (||VE||w = 0), and consider some § > 0. First,
add noise V := U + 6G where vec(G) ~ N(0, -+ Py) according to Definition 5.2.2, then

output the column normalization V' := {v},...,v/,} C C? defined as

4 Sas
e v Uj + 09

v
Tl Vnllug 4 dg;ll

Note that the output V' has size s(V') =1 and VE, =0 by construction.

We emphasize that in the sequel we will use g ~ N(0, I,) for the standard Gaussian,
which is not to be confused by {g; = Ge;} the columns of the random matrix vec(G) ~
N(0, ﬁPU).

In the following two section, we will show that for nearly doubly balanced frame U, the
normalized output V' still has small error and satisfies the pseudorandom property. To
simplify calculations, we have assumed that input U is also equal-norm. As shown in the
proof of Theorem 4.5.2; this assumption can be satisfied with only a small loss.

5.3.2 Error

In this subsection, we bound the error of V' after the perturbation process in Defini-
tion 5.3.2. By definition, V¥, = 0, so the main result of this subsection is the following
bound on the left error.

Proposition 5.3.3. For frame U € Mat(d,n) with size s(U) = 1 which is equal-norm
(VE =0) and e-Parseval (||V|op < €), let V' be the output of the perturbation process in
Definition 5.3.2. Then, for any 10(% + %) <6< i and C > 10 with d > 100,n > 1006%,

V5 op < €+ 0%(e + 80 + V62 - 100Cd + 6% - 21C4d + 6* - 20Cd),
with probability at least 1 — 10 exp(—0°n/10) — &.

Note that V£, = 0 by construction. By Definition 4.2.3, we can write the left error as

IV¥llop = lld - V'V = s(V') Lallop = S, (667, d - VIV = 14)], (5.12)
Coi

where V' is normalized so s(V’) = 1 by construction. In Section 4.4 and Section 5.2.2, we
were able to control the error using Gaussian concentration. But the normalization step
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in Definition 5.3.2 makes the distribution much more complicated, and we cannot simply
apply Gaussian concentration e.g. Corollary 2.5.14. Therefore we will use some Taylor
approximations and simple moment bounds to control the error of V', which will only give
constant success probability instead of high probability results. The proof is quite long as
there are many terms to bound, but the calculations are elementary.

We begin by decomposing the error of V'’ into various terms that we control separately.

Lemma 5.3.4. For perturbation V' given according to Definition 5.5.2, the left error can
be bounded by the following:

4" g9t — 4> (nllglB)usu;
7j=1

V¥ llop < [V lop +07
—— = -
(0) N op

g

(2)

n

+6° |4l (mllglDugus| 4D (nllgil3)g:9;
=1 op Il 371 on
3)
+641d> (nllg;13)g9; || +20" |[d ) (nllg;ll3) ups)|  +26° d D (nllgill3) g97]|
j=1 op J=1 op J=1 op

4) (H)
where the terms are named based on the order of §, and (H) stands for “higher-order”.
Proof. Note that item (2) of Proposition 5.2.3 shows that
nllojllz = nllugllz + 0%nllg;ll3 = 1+ 6*nlg;l3,

where the last step was by the equal norm property of U. Below, we use the Taylor
. 2 . .
expansion 1%1 =1— 2+ {5 to write out the left marginal as

~ ] - v;; - (0%nllg;113)
VIV = 1= ) = (1—52n||g-||2+ J 12 vV}
2 ol = 2 Tr ol i~ 2 e+ T ponlg, 8 )

(5.13)

161



According to Eq. (5.12), we want to bound the difference ||[dV'V"™* — I4]|o,. We show the
lemma by substituting v; := u; + dg; into Eq. (5.13) and grouping terms by the exponent
of d:

1dV'V"™ = Tillop < UdUU* [dHOp +od HUG’k + GU*HOp

( (1)

d> 995 — dZ(anjH%)uju;
j=1

@Y (wllg;13) (wig; + g4 )
Jj=1 op J=1 op

- . (nllg;113)? .
d> (nllg;l3)9;9; dz T 527jlllg]||2 ( uj + 5gj) (Uj + 59j)
j=1 op

@)
) (1)

+ 62 +63

4

—
w
=

+ o4 +6* . (5.14)

op

J/

where we applied triangle inequality on || - ||op, and names are based on the exponent of ¢
((H) stands for “higher order”).

Now we bound term-by-term. First note U that term (0) matches exactly as ||[dUU* —
Lillop = ||VE||op by Definition 4.2.3, term (1) vanishes due to the orthogonality condition
of Proposition 5.2.3(2), and the terms (2) and (4) in Eq. (5.14) match exactly with the
same terms in the statement of Lemma 5.3.4. The following two claims will match (3) to
(3) and (H) to (H), from which the lemma follows.

Claim 5.3.5. Term (3) in Eq. (5.14) can be bounded by

n 2 n n

> @ nllgil3)6(uig; + gup)|| < 4D nllgil)ugus| 11D (0%nlg;113)0%g;9;

J=1 op J=1 op J=1 op
Proof. For any £ € S9!, we consider the quadratic form
|(§€*, > (0*nllg;13)8(usg; + gu))| = (2D (6*nllg;15)(E us) (695, €)

j=1 j=1
<4 (Z@Qanﬂl%)(f?ug’)Q) (Z(52n|!9j\|§)52<€,9]'>2> ,
j=1 j=1

where the final step was by Cauchy-Schwarz. The claim then follows by taking supremum
over £ € 8?1 according to the definition of || - [|op- O
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Next we deal with the higher-order terms in (H).
Claim 5.3.6. (H) in Eq. (5.14) can be bounded by

Z 52””91” o
1+ o237

n

2> (nllgll3) uu;

Jj=1

n

> (0°nllg;ll3)g;9;

Jj=1

+ 262

op

op op

Proof. Since the term (H) on the left hand side is positive semidefinite, we only increase
the operator norm by removing the normalization 1 + 6%n||g;||3 > 1. Therefore we have

((5271”9] H 2 * * * 2 *
Z 1+ 62nllg; H2UJU = Z (0%n]lg;115) (“juj +u;(0g;)" + (dg;)u; +9 ngj)-
To deal with the cross-term, note that for any ¢ € S9!

n n

<ss*, > (8®nllg;13)* (Susg; + 6gju;f>> =Y (@nllg;15)72({& u;)) (5(€, 95))

Jj=1 Jj=1

Z (Pnllgs 3 ((6:)” + (6. ,)°).

where the last step was by 2ab < a? +b2. The claim then follows by taking supremum over
¢ € S% 1 according to the definition of || - ||op- O

The right hand sides of Claim 5.3.5 and Claim 5.3.6 are exactly the terms (3) and (H)
in Lemma 5.3.4, so the lemma is shown. O

Note that the term (3) in Lemma 5.3.4 combines terms from (2) and (4). We will
control both of these terms separately, which will imply a bound on (3) by Claim 5.3.5.

We first bound (2) in Lemma 5.3.4 by Gaussian concentration and a net argument,
similar to how we bounded ||V, in the previous section. We first define a shorthand
for the quadratic term that comes from the Taylor approximation for the normalization.

Definition 5.3.7. Consider equal-norm frame U € Mat(d, n) with vec(G) ~ N(0, - Fy)
according to Definition 5.2.2. Define Y := diag{\/nl|g;||l2}}—, so that, for any & € S*,

n

re(UY) =) (& u;)*(nllg;15)-

=1
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With this definition, we can rewrite quadratic term (2) in Lemma 5.3.4 as

d> gig; —d Y (nllgl3)uu;|| = Sup d|re(G) —re(UY)].
P =1

op

In Eq. (5.6) in the proof of item Proposition 5.2.9(2), we have already shown high probabil-
ity bounds on 7¢(G). We will use a similar argument to show that 7¢(UY’) also concentrates
around the same value, so the quadratic term can be bounded.

Lemma 5.3.8. If frame U € Mat(d,n) of size s(U) = 1 is e < %—Parseval and exactly
equal norm (according to Definition 4.1.2), then for every & € S471,

8_(1—1—35)(1_1—6 (1—3e)d 1—|—5}

1—

< : < _
. y <E[d-r(UY)] <1l+¢ max{ —

1
Further, for any 0 <6 < 7,

0°’n

d-re(UY) —E[d- Q(UY)]’ > 9} < 2exp ( - —>

PT|:
9

Proof. We rewrite d - 7¢(UY) as a quadratic form with standard Gaussian g ~ N(0, I4,).
We emphasize that g; € R? is the j-th column of random matrix g; = Ge; where vec(G) ~

N(0, #P), so g; is not a subset of the coordinates of g ~ N(0, I4,).
d-re(UY) =dn Y (& u)llgills = D (& u)*(Ia @ Ejj, Pgg*P), (5.15)
j=1 j=1

where the last step is by vec(G) ~ N(0, -~ P) and g; = Ge;. Now we can control the mean:

E[d-re(UY)] = EZ(&,@@V(M@ Ejj, Pgg*P) = <Zfd ® (<§7uj>2Ejj)7P>a

where the last step was by P2 = P as P is an orthogonal projection and Egg* = I,. Since
we don’t have an explicit formula for P, we control the expectation using the spectral
bounds in Proposition 5.2.3(3):

n n

Z<§7uj>2<]d & Ejja]dn — PL - PR> S Z<€7uj>2<]d ® Ejj’P>
j=1 =1

. (5.16)
< (& u)* (I ® Ejj, Ian — max{ Py, Pr}),
=1
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where again we use max as shorthand to denote that the inequality is satisfied with both
terms separately. Now, we bound the inner products with Ig,, Py, Pr. First,

n

Z<§auj>2<ld ® Ejj, 1a® 1) = dZ(f,uj>2 =d - r¢(U).

j=1 j=1

Then, we calculate the inner product with Py, as

Z<§7 uj>2<ld & Ejj7 PL> - Z<§7 uj>2<jd & E]j? [d & U*(UU*>_1U>
= (Ig, 1) > (& u) (B, UN(UU)'U) =d Y (& u)*(uyus, (UUF) ™)

j=1 Jj=1
. d d
a3 te) (12 )l e d-r@) (%5 )

where the fourth step was because U is e-Parseval with s(U) =1 so dUU* € (1+¢)l,, and
the final step was because U is equal norm so n||u;||3 = s(U) = 1. Finally, we calculate
the inner product with Py as

n n n n

Uy,
j=1 j=1 j=1
where we used (Ej;, Ej;) vanishes unless j = j', and that Tr[ujui] = |lu;|3. Plugging

these calculations into Eq. (5.16), we bound the mean

dre(U) (1 _ ﬁ _ %) <E[d-re(UY)] < dre(U) (1 ~ max {ﬁ %z}) |

where we used Taylor approxamation |(14z) ™' —1| < 2|z| for || < 3 to bound the ¢ terms.
The bound in the lemma now follows by the fact that U is e-Parseval of size s(U) = 1
sod-re(U) € 1+e¢ for all £ € S9!, Therefore we can use the Taylor approximation
T — 1] < 3|z| for |z| < § to bound the error terms.

To prove concentration, we recall Eq. (5.15) where we wrote d - 7¢(UY) in terms of
standard Gaussian g ~ N (0, I,):

d-re(UY) < (Z[d® §,u] )) P,gg*>.

165



To get concentration, we will plug the following bounds into Corollary 2.5.14:

P (Z I;® (<€,Uj>2Ejj)) p

Tr

<Y (&) (1a @ Ejj, Ln) < d-re(U) < 1+¢,
j=1

1

< max(&, u;)*[| P*|lop < max [Ju; |3 =
j€n] J€ln] n

P (Z Ii® (<5,Uj>2Ejj)> P

where in the first line we used the spectral bound P < I, from Proposition 5.2.3(3) and
the fact that U is e-Parseval of size s(U) = 1, and in the second line we used Cauchy-
Schwarz for the second step and the fact that U is exactly equal-norm with s(U) = 1 for
the final step. Therefore, applying Corollary 2.5.14 shows

op

Pr|

d-re(UY) —E[ddeY)]‘ > 9} < 2exp (—min{92,9}8(1716)) < 2€Xp<— 92_n>7

where the last step was by our assumptions ¢ < % and € <

ool

Now that we have proved concentration results for both quadratic terms, we can bound
term (2) in Lemma 5.3.4.

Lemma 5.3.9. Ifc < & and { > 0 > 10(£+1), then the term (2) in Lemma 5.3.4 satisfies

ngjg}‘ - dZ(anng)uju; = sup |d-1e(G)—d-re(UY)| <e+86
) ) fESd71
j j op
with probability at least 1 — 4exp(—927”).

Proof. By the triangle inequality, we can bound

re(G) = re(UY)| < |re(G) — Elre(G))| + [Elre(G)] — Elre(UY )| + [re(UY) = Elre(UY)]|

In Eq. (5.6) in the proof of Proposition 5.2.9(2), we have already shown

sup
gesd— 1

d-re(G) —E[d- TE(G)]‘ < 4.5
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03n

with probability at least 1 — 2exp(—5") as n > 1009%. We can also control the difference

in expectations:
1 d
sup [E[d - re(G)] —~ Bld - re(UY)]| < e+ (1+3¢) (5 + ),
gegd-1 d n
where the first step was by the two-sided bounds in Lemma 5.2.7 and Lemma 5.3.8.

We apply a net argument (similar to Proposition 5.2.9) to give high probability bounds
for r¢(UY'). Solet N C S be an n = g=-net so that 1 —2n —n* > 9.9. Fact 2.6.3 gives
us the bound |N| < (1+ 2p71)¢ < e* so we can use the union bound to show

Pr| sup |re(UY) ~Efre(UY)]| > %9} < Pr[sup |re(UY) — Elre(UY)]| 2 (0.3)39}
£egd-1 ¢EN
< ZPT[ re(UY) — ]E[rg(UY)]‘ > (0'2)39} < 2exp(4d — (0.90)*n) < 2exp ( - 02771)7

£eEN

where the first step was by Lemma 2.6.5, the second was by the union bound over N, the
third was by by the concentration probability shown in Lemma 5.3.8, and the final step
was by the assumption n > 1009%.

03n

In total, with probability 1 — 4 exp(—%3"), the quadratic term can be bounded by

1 d
§4.50+e+(1+3a)<3+ )+36’§5+89,

n

dy 9595 —d Yy (nllg;l3)usu;
j=1 j=1

op

O

=

where the last step was by the assumption 6 > 10(% + %) and € <

To bound the higher order terms (4) and (H) of Lemma 5.3.4, we use a crude triangle
inequality and the following bound on higher order moments of Gaussian norm c¢;(G) =

lg; 13-

Lemma 5.3.10. For every j € [n], if frame U € Mat(d,n) is e < %—doubly balanced, then
for vec(G) ~ N(0, ==Py) according to Definition 5.2.2 and any p > 1:

E(dnl|g;[3)" < (8p)"d + (2d)".
Proof. We rewrite n - ||g;]|3 as a quadratic form with standard Gaussian g ~ N (0, I,).
* 1 *
nllgills = n(la @ Ejj, vee(G) vee(G)") = (L @ Ej;, Pgg"P),
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where the last step is because vec(G) ~ N (0, —=P).

We have derived the following bounds in Lemma 5.2.8:

1
7 dn

|1P(I4 @ Ejj)Pllop < [|P?llop <1, and  Tr[P(I4® Ej;)P] < (14 @ Ejj, 1a) < d,

where we used P < I,. Therefore, we can apply Corollary 2.5.17 with the bounds to show,
for any p > 1:

E(dnllg;[[3)" < (8p)" Tx[P(Li® Ej;) PI|P(1a® Ejj) Pllgy ' +(2 Tr[P(Ia® Ej;) P))P < (8p)*d+(2d)".
O

This allows us to bound the expectation of (4) and (H) in Lemma 5.3.4. Unlike the
arguments of Lemma 5.3.9, for these terms we bound the whole || - ||, instead of each inner
product (£€*,-), and we will not use a net argument. We will also only be able to prove
constant probability bounds on these terms using Markov’s inequality.

We begin by bounding term (4) in Lemma 5.3.4.

Claim 5.3.11. For equal-norm frame U € Mat(d,n) and vec(G) ~ N(0, - Py) according
to Definition 5.2.2,

E < 4d + 256.

4 “(nllg;l13)9;9;
j=1

op

Proof. We use a crude triangle inequality to bound in terms of ||g;||3:

4y (nllg;l13)9;9;
j=1

n
<dny gl
P =t

O

So we can bound the expectation using the Gaussian moment bounds:

n

1 < N ) o
S%;Emngﬂrz) < S (@ 4 (8-2)2 - d) = 4d + 256,

j=1

E

d> (nllg;ll3)g;9
j=1

op

where the first step was by the triangle inequality, and the second step was by Lemma 5.3.10
with p = 2. m

Next, we bound the first term in (H) in Lemma 5.3.4.
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Claim 5.3.12. For equal-norm frame U € Mat(d,n) and vec(G) ~ N(0, #PU) according
to Definition 5.2.2,

E2 < 2(4d + 256).

d> " (nllg;ll3)*uju
j=1

op

Proof. We use a crude triangle inequality to bound in terms of ||g;||3:
n 14
< dn2z HgJHQ’
P =

where we used that U is equal-norm in the last step so ||lu;[|3 = +. So we can bound the
expectation using the Gaussian moment bounds:

4y (nllg;l15)usu;
j=1

0]

E

4y " (nllg;l13) usu
j=1

1 - 2\2
< - ;E(dn||gj||2) < 4d + 256,
op -

where the first step was by the triangle inequality, and the second step was by Lemma 5.3.10
with p = 2 (we omit the calculation as it is the same term as Claim 5.3.11). O]

Finally, we bound the second term in (H) in Lemma 5.3.4.

Claim 5.3.13. For equal-norm frame U € Mat(d,n) and vec(G) ~ N(0, = Py) according
to Definition 5.2.2,

< (160 + 2210

E2
d

d> (nllg;l3)’9;9;
j=1

op

Proof. We use a crude triangle inequality to bound in terms of ||g;||3:

n
<dn’y g5
P 7=t

So we can bound the expectation using the Gaussian moment bounds:

dy _(nllg;13)9;9;
j=1

(0]

n

2 ¥ 2\3 2 3 3
< %;E(dn\l%llz) < -2 ((2d)+(8:3)%d) < (16d—|—

j=1

4> (nllg;l13)’99;
j=1

op

where the first step was by the triangle inequality, and the second step was by Lemma 5.3.10
with p = 3. ]
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We can now combine these terms to get a bound on the left marginal.

Proof of Proposition 5.3.3. We use the decomposition in Lemma 5.3.4 and bound term by
term. First, |[Vy|lop < € by the e-Parseval assumption on U. Then, Lemma 5.3.9 shows
the quadratic term is bounded by ¢ + 80 with probability at least 1 — 4exp(—927").

For the higher order terms in Lemma 5.3.4, we apply the expectation bounds given in
Claims 5.3.11, 5.3.12, and 5.3.13, along with Markov’s inequality for C' > 1 to show that

simultaneously with probability at least 1 — %

< C(4d + 256) < 7Cd;

op

d> (nllgil3gig;|| < CE|d> (nllg;ll3)g;9;
=1 j=1

op

< 20(4d 4 256) < 14Cd:

dy (nllg;l3)*u|| < CE||dY (nllg;l3)*usu;
j=1 j=1

op

op

2(24)3

< C(16d + ) < 2004d:

dy (nlgill5)?gg;| < CE||dY_(nlgll3)’ig;
j=1 j=1

op

op
where the last step in each line was by the assumption d > 100.

This also allows us to bound term (3) in Eq. (5.14), as

2 n

43 (@l 051350,

J=1

dy (8nllg;13)usu;

j=1

<4

d> (5°nllg;3)0(w;g; + g;u3)
j=1

op op

< 4(52(1 e+ 30)) (54 : 7Cd>,

where the first step was by Claim 5.3.5, we bounded the first term by using Lemma 5.3.8
to bound the expectation and following the proof of Lemma 5.3.9 for concentration, and
we used the bound derived for term (4) above to bound the second term.

op

In total, we can collect all terms in Lemma 5.3.4 and show that with probability 1 —
4exp(—012—gl) - %:

[V lop < €4 6%(e 4 80) + 26°\/(1 + £ + 30)(7Cd) + §*(21Cd) + 6°(20Cd).

]

Remark 5.3.14. We believe the moment bounds in Claims 5.3.11, Claim 5.3.12, Claim 5.5.13
are not necessarily the best way to analyze these terms. These are in fact the bottleneck in
our assumption £ < é. Note that Theorem 5.2.1 covers all n < e€, so for this case, we
could try to use the assumption n > e to improve the error bound.
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5.3.3 Pseudorandom Condition

In Section 5.2.3, we were able to use Gaussian concentration to give high probability
lower bounds for the spectral pseudorandom condition given in Lemma 5.1.1. In this
section, we have right-normalized the perturbed input V' = U + 0G, so the distribution
of columns becomes more complicated. Therefore, instead of proving the lower bound
directly, we follow a strategy similar to Section 5.1 by using Lemma 5.1.2 to bound the
effect of normalization on pseudorandomness. For this purpose, we use the following lemma
to show the normalization affects most columns very little.

Lemma 5.3.15. For equal norm frame U € Mat(d,n), let V.= U + G and V' be the
output of the perturbation process according to Definition 5.5.2. Then for any C > 10, the
random variable T := {j € [n] | n||g;||3 > 6} satisfies

1
P?"HTB’ Z 2Ce*d/2n] S 5
Proof. To show the claim, let X; be the indicator variable for the event j € Tz and note

d
EX; = Pr[n”ngg > 6] < Pr[n-cj(G) >1+5] <2exp ( — 5),

where in the second step we used the definition of ¢;, and in the final step we applied
concentration from Lemma 5.2.8.

Therefore we use Markov’s inequality to show

1
Pr[\TB\ > 2ce-d/2} < Pr[yTBy > CE|Ty|) < 2,

where the first step was by the above bound on E|Tp|. O

Remark 5.3.16. This is the part of the argument most ready for improvement. We believe
that the different columns will only be weakly dependent and so we should be able to get a
high probability bound in the above statement.

We can now prove pseudorandomness of V' simply by applying Lemma 5.1.2.

Proposition 5.3.17. For e-doubly balanced U € Mat(d,n) with ¢ < %, and V' the output
of the perturbation process in Definition 5.3.2, if 6 < i,d > %,n > wgd,ﬁ > 10Ce= %2,
then V' is (e~ (6731082852 3)_pseudorandom with probability at least 1 — 2.

Q
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Proof. Applying Proposmon 5.2.14 with 5 28 shows that V is (e~ (®=31824) 1 3)-pseudorandom.
Then we normalize v va I SO we Want to bound the size of TB = {j € [n] | nllg;ll3 >

6}. Applying Lemma 5.3.15 with C' = 10 gives that |T| < Ce=¥2n < lﬁn by our as-
sumption 3 > 10Ce~%2. By the union bound, both of these events occur Slmultaneously
with the probability stated.

Our plan is to reduce pseudorandomness of V' to the pseudorandomness of V', so we

rewrite the normalization as V' = VR with R;; = m Note nllvil|3 = nllu;l3 +
J

6?n)|g;|13 = 1 + &*nllg;||3 by Proposition 5.2.3(2) and the equal-norm property of U. So

j€eTp :> Rj2 < 1+1662 By the assumption § < 1, we can apply Lemma 5.1.2 with

49

T=2> 1+652 to show V' is (o/62, #')-pseudorandom for §' < £+ 18 = 3 and
o> S medlond) A —6-s108,8)
-1 5~
where we used (e~ (®—310826) % B)-pseudorandomness of V' and substituted in 7 = 18—1. ]

5.3.4 Putting it Together

Proof of Theorem 5.3.1. Let V' be the output of Definition 5.3.2. Then item (2) follows
from Proposition 5.3.3 by the assumption that U is e-Parseval with s(U) = 1 (so [|[VE]op <

e) and item (3) is exactly the content of Proposition 5.3.17, so by the union bound these
occur simultaneously with failure probability at most

0%n bn 4
4 ( ) 2 ( ) Z <
exp 10 + 2exp 10 + C

where the last step is by our assumptions C' > 10,17 > 100 ——%—2 { TS

To show item (1), we claim that the distance from U — V”’ is less than the distance
from U — V. The claim then follows as

V' =UllE < IV = UllE < (1+6)8%

where the last step is by item (1) of Theorem 5.2.1.

To show the claim, we use the fact that both U and V' are equal norm. In particular,
for every j € [n] we have

vj = argmin{||w — vylf3 | nllw]]; = 1}.
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By the orthogonality conditions in Proposition 5.2.3(2), |lv;]13 = |lu;[34+ 2195115 > w3 =
%, so in fact v} is the projection of v; onto Bg. Therefore, the claim follows by Lemma 2.3.13.
O

This completes the smoothed analysis section of the thesis. With the results of Sec-
tion 5.2 and Section 5.3, we can complete the optimal distance bound for the Paulsen
problem as shown in Section 4.5.
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Chapter 6

Geodesic Convexity and Scaling

The main goal of this chapter is to present a framework for our analysis of the general tensor
scaling problem. To this end, we first present the scaling framework from a more abstract
perspective in Section 6.1. This background comes from a long line of work in mathematical
physics and algebraic geometry, and is quite abstract and technical. This general theory
is not required in order to understand our results, as the analysis of tensor scaling mostly
relies on tools from basic linear algebra and convexity theory. In Section 6.2, we formally
define the tensor scaling problem, which is a special case of the scaling framework and
the most general problem we study in this thesis. Then, we use the theory of Kempf-
Ness functions presented in Section 6.1 to give a geodesically convex formulation for tensor
scaling. This is main result of this chapter, and in Chapter 7 we use it to generalize
the matrix scaling analysis of Chapter 3 to the tensor setting. Finally in Section 6.3, we
use this geodesically convex formulation to prove the frame-to-matrix reduction given in
Theorem 4.2.13. We also present a general reduction theorem from the non-commutative
tensor scaling problem to the simpler commutative setting. Using this reduction, we are
able to unify the arguments in [63] and [36], as well as to give quantitative improvements
in Chapter 7.

6.1 Background on Scaling

In this section, we would like to give some background for the geodesic convex formulation
for tensor scaling that we present in Section 6.2. The ideas presented here come from the
fields of Hamiltonian geometry and geometric invariant theory. We reiterate to the reader
that most of this abstract perspective is only discussed for context, and will not be used in
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subsequent analyses. Since we will only require a small bit of this theory, we mostly give
sketches here without formal definitions.

The following subsections proceed in order from general to specific, ending with the a
description of the convex optimization framework that we specialize to our analysis of tensor
scaling. Section 6.1.1 contains a very brief sketch of the moment map, using the Schur-
Horn Theorem and Horn’s problem as illustrating examples. The moment map is used
to understand (compact) groups acting on (symplectic) spaces in a specific (Hamiltonian)
way. Then in Section 6.1.2, we present some ideas and questions from geometric invariant
theory, which studies group actions with additional algebraic structure. For this and the
remaining sections, we will use the example of matrix normalization to illustrate concepts.
It turns out that this setting can be seen as a special case of the Hamiltonian group
actions discussed in Section 6.1.1. The focus of Section 6.1.3 is the Kempf-Ness Theorem
[58], which presents an optimization formulation for some of the group orbit questions of
Section 6.1.2. This is also the context for the most general form of scaling, which can be
viewed as a dual problem to the null cone question from geometric invariant theory. One
of the key contributions of the Kempf-Ness theorem is to explain the underlying geodesic
convex structure of these group optimization problems. Finally, in Section 6.1.4, we follow
the presentation of Biirgisser et al. [20], which makes quantitative the relationship between
group optimization and scaling. In particular, this is the place we discuss scaling algorithms
and their analysis at a high level. This sets the stage for Section 6.2, where we use this
geodesic convex optimization framework to analyze tensor scaling.

6.1.1 The Moment Map

The moment map and moment polytope are central objects in the study of Hamiltonian
manifolds. This subject has a long history with many connections across mathematics
and physics. We will only need a tiny sliver of the full theory for the work in this thesis.
Therefore we invite the reader to consult the monograph by Guillemin and Sjamaar [/1]
for a much more thorough exposition of the history and main results. In this subsection,
we will discuss some concepts via the following illustrating example.

Example 6.1.1. Given two vectors \,a € R, when does there exist a matriz A € H(d)
with spectrum \ and diagonals diag(A) = a?

The answer to the above question is a classical result in matrix analysis and is known
as the Schur-Horn Theorem [51]. It states that A exists iff a is in the convex hull of

permutations of A, i.e. Sg- A = {(Aoq1),-, Ao@)) | 0 € Sq} where Sy are the set of
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permutations on [d]. One elementary proof of this result relies on the theory of majorization
and is explained in detail in the wonderful book by Bhatia [12]. Below, we translate this
result into a more general language in order to illustrate the concepts of moment maps and
moment polytopes.

First note that by the Spectral Theorem (Theorem 2.1.8), A € H(d) has spectrum
A € R%iff A = UAU* for some unitary matrix of eigenvectors U € U(d), where A = diag()\).
Therefore, we can rewrite the set under consideration as the orbit of A under conjugation by
the group U(d). We want to understand the image of this orbit under diagonal projection
diag(B) := {bii}icia, and the Schur-Horn theorem tells us that this image is in fact a
convex polytope with vertices Sy - A.

We can now present the main characters in the general story: the input is a set X
(symplectic manifold), a group G (compact Lie group), and a special kind of (Hamiltonian)
action G- X — X, and we want to understand the properties of this action using a specific
(moment map) p: X — g, where g is a vector space associated with G (its Lie algebra, see
the discussions in Section 2.2.3). The role of the moment map is to encode the infinitesimal
behavior of the group action at each point. We will not detail how exactly this is done,
but will present a more concrete example in Section 6.1.3.

In the context of Example 6.1.1, we have X the subset of H(d) with spectrum A, group
G = U(d) acts by conjugation on X, and we want to understand this group action through
its diagonal projection diag : H(d) — R?. The main content of the Schur-Horn Theorem
is that the image diag(UAU*) is a convex polytope.

As the culmination of a long line of work in symplectic geometry [0], [42], [13], Kirwan
[09] proved the following grand generalization: the image of the moment map for any
Hamiltonian action is always a convex polytope! This allows us to unambiguously define
this image as the moment polytope. In the next Section 6.1.2, we restrict to the some
problems in geometric invariant theory which are illuminated by the theory of moment
maps.

6.1.2 Geometric Invariant Theory

In this section, we present some basic ideas from geometric invariant theory. This is a
subfield of algebraic geometry where we want to study the action of a group G on a vector
space V' via the geometry of polynomial functions on V. Once again this is a powerful and
deep subject which we will barely sketch, so we point the interested reader to the classical
text of Mumford et al. [73] for a more thorough treatment.
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In order to avoid too many technical details, we will mostly focus on the following
illustrating example.

Example 6.1.2. Given matriz A € Mat(n), when is it diagonalizable according to Defini-
tion 2.1.6, i.e. when is there some V € GL(n) such that VAV~ € diag(n)? Further, if it
is diagonalizable, what is the condition number defined as

inf (V) 2= i0f [V [op [V lo?
Here, the infimum is over all possible bases of eigenvectors V- € GL(n).

Recall that according to Definition 2.1.6, A is diagonalizable iff it has a linearly inde-
pendent basis of eigenvectors. On the other hand, if A* = 0 for some k € N, then A is said
to be nilpotent, and A cannot be diagonalized if this is the case. Below, we present some
stability concepts from geometric invariant theory which generalize the diagonalizability
property in Example 6.1.2. We will revisit the condition number in Section 6.1.4.

Definition 6.1.3. Let v € V' for some inner product space V over field C, and let G C
GL(V) be an appropriately nice (complex algebraic reductive) group with a linear action on
V. We denote the orbit of v by G - v, and the orbit closure with respect to the Fuclidean
topology by G -v. We say v is

1. unstable: if 0 € G - v;
2. semi-stable: if 0 & G - v;

3. stable: if G - v is closed;
The set of unstable points is called the null cone of the group action.

Note that 0 € V' is a singleton closed orbit under any linear action, so v stable implies
v is semi-stable. In the context of Example 6.1.2, it can be shown that for vector space
Mat(n) and conjugation action VAV ™! of V' € SL(n), the null cone is exactly the set of
nilpotent matrices, and that A is diagonalizable iff this orbit is closed, i.e. A is stable.
This suggests the following natural problem

Definition 6.1.4 (Null Cone Membership). Given (V,G) as in Definition 6.1.3, decide
whether input v € V' 1s stable or in the null cone.
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This basic problem contains many natural questions in computational complexity and
algebra as special cases. It turns out that in this general setting, classical results by Hilbert
and Mumford (see [73]) show that the null cone can always be written as the common zeros
of some set of G-invariant polynomials. This motivates the following approach to null cone
membership: compute the set of invariant polynomials and test whether they all vanish on
the given input. This algebraic approach has been made constructive in some cases (e.g.
[72]), but often with prohibitively large runtime.

By another set of classical results [58], it turns out that we can connect the null cone
problem to the moment map from Section 6.1.1. For now, we will just state the result
for Example 6.1.2. In this setting, u(A) := AA* — A*A is the moment map. Note that
1(A) = 0 is exactly the set of normal matrices which can be diagonalized by unitaries
(see Theorem 2.1.8). Therefore the diagonalization problem can be rephrased as finding
an element of the orbit B € SL(d) - A := {VAV~! | V € SL(d)} such that u(B) = 0.
Equivalently, A is stable iff A is diagonalizable iff 0 € u(SL(d) - A). This is known as the
scaling problem associated to null cone membership problem in Definition 6.1.4.

In Section 6.1.3, we explore this connection between stability and scaling in more detail.

6.1.3 Kempf-Ness Equivalence

In this subsection, we will introduce an optimization formulation for the null cone problem
given in Definition 6.1.4. We will follow the work of Kempf and Ness [58], which connects
the moment map from Section 6.1.1 to the group optimization setting. We will once again
use the example of matrix diagonalization from Example 6.1.2.

First note that deciding the stability properties of v € V' according to Definition 6.1.3
can be rewritten in terms of the following optimization problem:

cap(v) = inf |lg-ol}3 = 0.

where || - ||z is the standard Euclidean norm on inner product space V. This is called the
capacity of group orbit G - v and has a long history not only in geometric invariant theory,
but also in various instances of the scaling framework in theoretical computer science,
namely operator scaling [15] and the Brascamp-Lieb inequalities [39]. Indeed, it can be
shown that cap(v) = 0 iff 0 € G - v iff v is in the null cone, i.e. v is unstable. This reduces
the null cone membership problem in Definition 6.1.4 to solving this group optimization
problem, or even approximating it to sufficient precision.
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Going back to our diagonalizability example, consider the standard upper triangular
Jordan block N € Mat(2) which sends Ney = e; and Ne; = 0. Clearly N is nilpotent as
N2 = 0. We can simply verify that N is in the null cone of the SL(2) conjugation action:
let V; := diag(e™", e') € SL(2) and observe that

—t t —2t
. 1 e 0 01 e 0\ . 0 e _
fm iV = lim ( 0 et) (0 0) (o e—t) =l (0 0 ) =0

so 0 is in the orbit closure of N and N is in the null cone according to Definition 6.1.3.

This answers one direction of the null cone problem, but for the stable case, we would
like to certify that cap > 0. If the function g — ||g-v]||3 were convex, then we could attempt
to find the minimizer of this function, and the vanishing gradient would give the required
certificate of optimality (see Lemma 2.3.4). It turns out that this is the right idea given
an appropriate geometry on GG. In particular, the Kempf-Ness function [58] for group G
and vector v is defined as

folg € G) == |lg-vl3,

and the capacity of G -v is the optimum value of f, over G. Further, by defining the appro-
priate notion of geodesic convexity and geodesic gradients on (G, we can certify optimality
of the Kempf-Ness function and show that v is stable according to Definition 6.1.3. Below
we explicitly describe these optimality certificates in the matrix conjugation example.

Proposition 6.1.5. For A € Mat(d) and group SL(d) acting by conjugation, the Kempf-
Ness function is defined as

fa(V) = [[VAVHE.

By unitary invariance of || - |r, the value of fa(g) depends only on the polar part V*V .
Further, for any P € SPD(d) and X € spd(d) given in Definition 2.1.10, the univariate
restriction

h(t) = fa(vVPe™ /p)

is convex on t € R. Finally, the moment map p(B) := BB* — B*B encodes the first order
derivative of fa in the following sense: for any P € SPD(d) and X € spd(d),

Br—oh(t) = Bi—o fa(V P \/p) = Tr[u(VP - A)X].

Therefore, V' is an optimizer of fa iff W(VAV™) =0 iff VAV~ is normal.

We omit the proof of these properties, as refer to Proposition 6.2.18 for the explicit
calculations in the tensor scaling setting. Note that we have used the Kempf-Ness function
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to explicitly connect the moment map to the group stability conditions in Definition 6.1.3.
In fact, in this group optimization setting, the Kempf-Ness function gives an equivalent
way to define the moment map as u(g - v) := Vf,(g) where V denotes the appropriate
notion of (geodesic) gradient on the group G. We will discuss this more formally later (see
Definition 7.1.1). This gives us enough machinery to state the Kempf-Ness theorem [58],
which completely characterizes unstable and stable points.

Theorem 6.1.6 (Kempf-Ness Theorem). Let v € V' for some inner product space V' over
field C, and let G be a nice (complex reductive) group with a linear action on V. Then v is

1. unstable iff cap(v) = infyeq fu(g) = 0.

2. semi-stable iff cap(v) > 0.
3. stable iff g € G such that cap(v) = f,(g) iff u(g-v) =V f,(g) =0.

This tells us that we can decide the stability of v in two ways: either by solving
the group optimization problem cap(v) = inf,eq fo(9) = infyeq||g - v||3, or by solving
the so-called scaling problem g, := arginfyeq [|u(g - v)|; = arginfyeq |V fo(g)[7, where
| - |lg is an appropriately chosen norm for the gradient of f,. Note that item (3) shows
that for the Kempf-Ness function, the local optimality condition given by V f,(g) = 0
is equivalent to the global optimality condition cap(v) = f,(g). This is reminiscent of
convex analysis (Lemma 2.3.4), and indeed an important result of [58] shows that f, is
in fact a convex function when the domain G is given the appropriate geodesic geometry
(see Definition 6.2.13). In the next Section 6.1.4, we will discuss how this can be viewed
as a duality theory between the null cone problem and scaling. Then we will present a
quantitative strengthening of the Kempf-Ness theorem due to [20] which makes this duality
effective and allows us to transfer results between the two problems.

6.1.4 Optimization for Scaling

In this subsection, we will discuss the non-commutative duality theory due to [20]. This
will allow us to effectively connect the group optimization framework to scaling problems,
which are the main focus of this thesis.

One of the main results of [20] is the following quantitative strengthening of the Kempf-
Ness Theorem (6.1.6).
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Theorem 6.1.7 (Non-commutative Duality Theorem 1.17 of [20]). Let V' be an inner
product space with linear action of complex reductive group G. Then there are constants ~y
(weight margin) and L (weight norm), depending only on (G, V') such that, for any v € V,
the capacity cap(v) == infyeq ||g - v||3 and moment map p: V — g are related by

L @)l cap() 1 eI
S ] P 7 AT A T

Assuming the normalization ||v||s = 1 for simplicity, we can rewrite this in terms of the
Kempf-Ness function f,(g) :=|lg - v|3 as

IVAlels < iy 5 o) < 1 IVRURS

1 —
Y e 2L

where ¥V denotes the geodesic gradient for f,.

These inequalities now allow us to transfer results between the group optimization and
scaling problems. Explicitly, if we have a scaling algorithm that can output a point v # 0
with ||V,]|g < 7, then this implies

. v,
cap(v) = glggfv(g) > ||U||g(1 N 7”9) 0,

which by Theorem 6.1.6 certifies that v is semi-stable, i.e. v is not in the null cone.
Conversely, if we have a group optimization algorithm which can output a d-optimizer g
satisfying f,(g) = |lg - v[|3 > (1 — §)"'cap(v), then this gives an approximate solution to
the scaling problem as

cap(v
IV @l <22(1- ﬁ) <2Ls.
2

Now that we have this framework, the duality theory of Theorem 6.1.7 along with the
geodesic convexity of the Kempf-Ness function suggests that we can borrow ideas from
classical convex optimization in order to solve scaling problems. This perspective was a
major contribution of [20] and allowed them to give new algorithms for a variety of scaling
problems that were previously intractable, as well as to give a principled analysis for many
known algorithms. We discuss these algorithmic results in more detail in Chapter 8.

Below we present some concrete instances of the scaling framework and discuss the
consequences of Theorem 6.1.7 as they relate to the results in this thesis. We will specifically
discuss known bounds on the parameters v and L from Theorem 6.1.7.
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In the work of Linial et al. [66] on the matrix scaling problem, it was shown 7! is
bounded by a polynomial in the dimension, though they did not use this language. This
was a key step in their strongly polynomial algorithm for matrix scaling. It turns out that
a similar polynomial bound holds for the matrix balancing problem [76], which also has
many well-known polynomial time algorithms.

For the non-commutative generalizations of frame and operator scaling, it had been
known since the work of [45] that v~! < dn for inputs in Mat(d,n), though once again
this was not the language used. This bound was a key step in our preliminary bound
p(d,n,e) < dne on the Paulsen problem in [62]. The polynomial bound for operator
scaling also explains the polynomial time algorithm for operator scaling and its various
downstream applications in algebraic complexity given in [38].

On the other hand, almost all other scaling problems are not known to have polynomial
bounds for v~!. In fact, even for the next simplest case of 3-tensor scaling, a result of
Kravtsov [60] shows that 4~! must be exponential in the dimensions (see also the extension
to higher order tensor scaling in [37]). This can be seen as analogous to the jump in
difficulty from graph matching to hypergraph matching.

In Chapter 3, we were able to prove much stronger results for matrix scaling inputs
that satisfied the strong convexity or pseudorandom conditions. Similarly, in Chapter 7
we will give very strong results for tensor scaling, but not in the worst case. We generalize
the strongly convex and pseudorandom analyses of Chapter 3 to the tesor setting in order
to bypass the worst-case convergence results given in Theorem 6.1.7. This is sufficient
for our applications to the Paulsen problem (Chapter 4) and the tensor normal model
(Chapter 9), as we can show random instances of tensor scaling satisfy these conditions
with high probability.

Our subsequent analyses on the tensor scaling problem can be derived in a self-contained
manner. The background presented in this section serves to motivate and contextualize
the concepts used, but is not required to understand the main results in this thesis. Of
course, many of the key observations and ideas for the analysis are heavily inspired by the
theory of general scaling problems.

In the subsequent sections, we restrict our attention to the tensor scaling setting, though
we can now use language that connects our work to the general setting of [20].
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6.2 Tensor Scaling and Geodesic Convex Formulation

In this section, we will introduce the tensor scaling problem, which is a generalization of
both matrix and frame scaling. The problem will use the language of classical Lie groups
and Lie algebras, so we refer the reader to Section 2.2.3 for the relevant notation and
definitions. This section provides the framework for our analyses in Chapter 7, where we
provide quantitatively stronger analyses for inputs to the tensor scaling problem satisfying
additional conditions.

In Section 6.2.1, we formally define the tensor scaling problem. We also prove some
simple properties of scalings that will be useful for our optimization formulation. Then
in Section 6.2.2, we explicitly define the Kempf-Ness function for tensor scaling. This
function will be crucial to our analysis, as it provides a tractable optimization formulation
for the tensor scaling problem. In Section 6.2.3, we define the notion of geodesic convexity
on positive definite matrices. This reveals the proper geometry in which the Kempf-Ness
function is convex. Finally, in Section 6.2.4, we formally show that the Kempf-Ness function
gives a geodesic convex optimization formulation for tensor scaling. This will allow us to
use tools from convex optimization in our analysis in Chapter 7.

6.2.1 Tensor Scaling Problem

The tensor scaling problem is a generalization of matrix scaling in two directions: the inputs
are higher order tensors instead of matrices, and scalings are general matrices instead of
diagonal ones. We eventually want to describe the general tensor scaling problem, which
involves finding a scaling of a particular form in order to satisfy certain balance conditions
on the input. We begin by giving some basic definitions about tensors.

Definition 6.2.1. Let V = ®qcm)Va be a tensor product of inner product spaces {V, }acim)-
Then for tuple x := {x1,...,xx } € VE, its size and associated operator are defined as

K K
s@) =Yl and  pe= 3w,
k=1 k=1

where || - ||o is the standard Euclidean norm on V. Note that p, = 0 is positive semidefinite
K
and Tr[ps] =32k |zell3 = ().

We recall that the input to matrix and frame scaling are (tuples of) elements from
Mat(d, n) which is isomorphic to the tensor product F¢ @ F* by A — vec(A). The size of
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tensor tuple {vec(4,), ..., vec(A;)} € F¢®F" as given in Definition 6.2.1 is consistent with
the size of matrix tuple A € Mat(d,n)" as given by Definition 3.1.1.

The following notion of tensor marginals gives an analogous generalization of row and
column sums of matrix tuples.

Definition 6.2.2. Consider linear operator p € L(V') on tensor product V = ®gejm)Va,
and any S C [m] with Vs := ®uesVa. Then the S-marginal of p is defined as p® := Trg[p],
where Trg denotes the partial trace over the complement Vg as given in Definition 2.4.7.
For small subsets e.g. S = {a} or S = {a,b,c}, we use shorthand p or pl@>),

The appropriate notion of balance for tensors will be defined using these marginals.
Below, we show how this definition generalizes the row and column sums of frames and
matrices, which were the quantities of interest in the matrix and frame scaling problems.

Consider tuple A = {vec(4,), ..., vec(Ax)} € (F?@F")X. Then the associated operator
according to Definition 6.2.1 is

K
pa = Z vec(Ay) vec(Ag)".
k=1
If we use p4 € L(d), p% € L(n) to denote the left and right marginals, then these can be

explicitly calculated as follows. For the left marginal, we calculate the inner product with
E;; = e;e; € L(d) for standard basis {e; }icjq C F? as

(pa, By @ 1) <Zvec (Ag) vec(Ag)* ,Z(ei®ej) e @ e;) > ZZ| (Ag) ” ,

k=1 Jj=1 k=1 j=1

where the first step was by the formula above for p4 and the decomposition 7,, = Z?:l E
for standard basis {e;};e(,) C F". Definition 2.4.7 tells us that p4 = Trg[pa] is the unique
operator satisfying (p4, X) = (pa, X ® I,,) for all X € L(d). Matching this to the above,
we see that the diagonals of p% are exactly the row sums diag{r;(4)}%, according to Def-
inition 3.1.1. The symmetric calculation shows that the diagonals of pf = diag{c;(A)}}_,
are exactly the column sums.

Next, we show how this generalizes the row and column sums of Definition 4.2.3 for
frames. Consider frame {uy, ..., u,} € U™ for inner product space Y. This can equivalently
be viewed as the tuple U := {u; ® €1, ..., u, ® €,} € (U @ R")" for standard basis {e;}}_,
Then the associated operator according to Definition 6.2.1 is

pui= Y (0@ e;)(u; ®e) = (uju; @ Ej).

j=1 j=1
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We use p5 € L(U), pE € L(n) to denote the left and right marginals according to Defini-
tion 6.2.2, and compute them explicitly as follows. For the left marginal, we calculate the
inner product with arbitrary X € L(U) as

n n

J=1 Jj=1

where the first step was by the formula above for py;, and the second step was by definition
of tensor products. Definition 2.4.7 tells us that p; = Trg[py] is the unique operator
satisfying (pk, X) = (pyr, X ® I,,) for all X € L(U), so matching this to the above we see

n

L *

U= g ujus.
i=1

A similar calculation shows pff = diag{||u,|[3}7—,. These exactly produce the row and
column marginals of a frame given in Definition 4.2.3.

Recall that both frames and matrices were defined by elements of Mat(d, n). The matrix
and frame settings were different as the left marginal for frames could be scaled by arbitrary
matrices instead of diagonal ones, and we required a stronger balance condition on this left
marginal for frames in Definition 4.1.2 instead of just on the diagonals in Definition 3.1.2.

To properly generalize these to the tensor setting, we need to specify a set of scaling
operations and balance conditions. These will be defined based on the following notion of
a scaling group. The definition is a bit long and technical, and the reader can keep in mind
the matrix scaling setting, where we acted on the left and right by diagonal matrices.

Definition 6.2.3 (Tensor Scaling Group). Let V = ®qeim)Va be a tensor product of inner
product spaces over field F € {R,C}. A tensor scaling group on 'V is defined as

o G=(Gy,...,Gpy) where each G, is a choice of one of the following groups:

(non-commutative) G, = SLp(V,), OR

= e SU(V,) ifF=C

(commutative) Go= ST (V) with {Ea cS0(V,) #fF=R"

G has the natural embedding G — {g1 ® ... @ gm | 9o € Go} C SLp(V'), which is in
fact gives an isomorphism of the group structure by component-wise multiplication.
We will often use G to refer to this embedding G C SLyp(V') by abuse of notation.
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The polar part of scaling group G is denoted (P,p), and is defined as

o P = (P,....P,) where P, is the polar part of G, according to Theorem 2.1.185.

Ezxplicitly,
(non-commutative) G, =SLp(V,) = P, =SPDg(V,),
(commutative) G, = STs (V) = P,=ST7(V,).

P has the induced embedding P — {p1 ® ... @ Py, | pa € P,} € SPDp(V'), which is in
fact the polar part of the embedding G C SLg(V') by Theorem 2.1.13. We will use P
to refer to this embedding P C SPDg(V') by abuse of notation.

e p=p P..3Bp, wherep, = logP, is the associated vector space according to the
discussion in Section 2.2.3 and Section 2.2.2 for non-commutative and commutative
groups respectively. Explicitly,

(non-commutative) P, =SPDp(V,) = po = spop(Va),
(commutative) P, =STY (Vo) = pa =st7 (Va),

where spo(V) = logSPD(V) is explicitly given in Eq. (2.7). p has the induced
embedding
p— {Zl & IT+ i+ Iy ® 2, ’ Zae[m] € pae[m]}7

where Ig the identity operator on Qux,Vy. This is the associated vector space of the
embedding P C SPDy(V') as discussed in Section 2.2.3, i.e. p = log P.

Matrix scaling is specified by choosing G = (ST(d),ST(n)) in Definition 6.2.3. In
Definition 3.1.5, we restricted the set of scalings to the vector space t = st(d) @ st(n) by
the simple change of variables + — e® without loss of generality. Similarly, frame scaling
is specified by G = (SL(d),ST(n)), and in Definition 4.2.9 we reduced the set of scalings
to P = (SPD(d),ST,(n)) and its Lie algebra p = spd(d) @ st (n) by the same change of
variables. Operator scaling [38] is specified by the choice G = (SL(d),SL(n)), and it can
be shown that the set of scalings can similarly be reduced to the positive definite matrices.
In general, the set of scalings for the tensor setting can also be reduced to the polar parts
(P,p). In Section 6.2.3, we can define a natural geometry on P which will allow us to
give a tractable optimization formulation for the tensor scaling problem in Definition 6.2.5
below. Similarly, the reduction to p = log P will allow us to use standard convex analysis
on vector spaces to analyze this more general group optimization setting.

We can now define the balance condition for tensors. This will depend on the choice of
scaling group in Definition 6.2.3.
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Definition 6.2.4. Let V = QucpmyVa be a tensor product of inner product spaces {V;,}acm)
with choice of scaling group (G, P,p) according to Definition 6.2.5. Then tuple x =
{x1,....,x} € VE is e-G-balanced if for every a € [m]:

1+e¢

1 _
d “s(a), < p <

s(z)I, < diag™" (p*)) =

y s(x)l, if G, = SL(d,),
1+¢
d,

1—¢

y s(z)1, if G, =ST="(d,),

where diag™ is the diagonal projection in the = basis as given in Section 2.2.2. x is called

G-balanced if the above holds with ¢ = 0.

In our discussion after Definition 6.2.2, we showed that for input {vec(A;), ..., vec(Ag)} €
(F¢®F")X | the diagonal entries of pk and p% corresponded exactly to the row and column
sums of matrix tuple A € Mat(d,n)¥ given in Definition 3.1.1. Therefore, A is an e-doubly
balanced matrix according to Definition 3.1.2 iff it is e-G-balanced for G = (ST(d), ST(n))
according to Definition 6.2.4. Similarly, Definition 4.1.2 of the e-doubly balanced frame
condition corresponds exactly to the e-G-balance condition for G = (SL(d), ST (n)). And
Definition 2.12 in [63] of an e-doubly balanced operator corresponds to the e-G-balance
condition for G = (SL(d), SL(n)).

Now we can collect the above into a formal definition of the tensor scaling problem.

Definition 6.2.5 (Tensor Scaling Problem). Let V' = ®qepnVa be a tensor product of inner
product spaces {V}acpm) with scaling group (G, P,p) according to Definition 6.2.3. Then
for input x = {x1,...,xx} € VE, output scaling g = ®Raeim)9a € G such that

g-x:={g- xk}szl = {®uem]a - xk}szl
1s G-balanced according to Definition 6.2.4.

Note that from here onwards, we will repeatedly (and implicitly) use the isomorphism
(g1y-39m) = 1 @ ... ® g as described in Definition 6.2.3.

This gives a common generalization of matrix, frame, and operator scaling, as well as
many other problems in the scaling framework. The first three are known to be solvable
in polynomial time. Similarly, if 7" is a commutative group then this reduces to geometric
programming, which can be solved using standard convex optimization techniques (see
e.g. [21]). On the other hand, for all non-commutative tensor scaling problems with m > 3,
the framework of [20] requires exponential time even to decide whether there exists a non-
trivial g # 0 for which g - x is G-balanced. This is because the weight margin ~ described
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in Theorem 6.1.7 is exponentially small for tensor scaling, and this parameter controls the
algorithmic analysis of [20]. In Chapter 9, we will consider the setting V = ®q¢mR% with
scaling group G = (SL(dy),...,SL(d,,)) for our statistical application. Importantly, our
inputs will come from natural random distributions which we show satisfy certain strong
convexity and pseudorandom conditions. This allows us to give strong bounds on the
solution and algorithms to compute them in this beyond worst-case setting.

To finish this subsection, we give a useful property of the balance conditions which
will allow us to restrict the scalings to the polar (P,p) and eventually will be useful in
our optimization formulation. This result generalizes the discussion in Definition 3.1.5 and
Fact 4.2.7 showing we could restrict scalings to the polar components for the matrix and
frame settings respectively.

Lemma 6.2.6 (Equivariance and Invariance). The following properties hold for input x €
VE with V = ®ae[m]‘/;1.

1. For scaling g € GL(V), the associated operator satisfies pg.. = gp.g*.

2. For any S C [m|, the S-marginal also satisfies the following equivariance: for any
gs € GL(Vs) where Vs 1= QuesVa,

S S *
Plgserz)x = 95PzYs-

3. Let (G, P,p) be a choice of scaling group according to Definition 6.2.3, and let U :=
G NSU(V) be the subset of unitary operators. Then x is e-G-balanced iff u - x is -
G-balanced for any uw € U, i.e. the balance conditions in Definition 6.2.4 is invariant

under G N SU(V).

Proof. The first statement follows by expanding Definition 6.2.1 of p:

K

pgx = Y _(924)(97}) = gpag”.
k=1

We prove the second statement in the special case when S = {a} is a singleton. Note
that the general case follows by considering the partition V' = Vg ® V5. To do so, we verify
that g,p."” g matches Definition 6.2.2 of the marginal. So consider arbitrary X € L(V})

and calculate the inner product
(Plguer) e X @ Iz) = (pu, 92X g0 © Iz) = (p), 95X ga) = (929" g3, X),
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where in the first step we used py., = gpyg* as shown above, and the second step was by
(a)

Definition 2.4.7 of marginals. Since Plonols)

is uniquely defined by the equation

<IOEZ‘)I®IE)'I’ X> = <p(9a®li)'ir7X ® IE>

for all X € L(V,), this matches with ga,og(ca) g and the second statement is shown.

Now we prove the third statement. Consider v ® ... ® u,, € U, which we decompose as

m

U R e @ Uy = H(ua ® Iz).

a=1
We will show that each individual transformation maintains the G-balance property.

So consider u := u, ® Iz, and we claim that p,., is e-G-balanced iff p, is e-G-balanced.
We first show that the size does not change. This follows simply as

K K
su-z) =Y llu-aills = llzel = s(),
k=1 k=1

where the first and last steps were by Definition 6.2.1, and the middle step was because
u € SU(V) is an isometry according to Definition 2.1.11 so Euclidean norm |||z is invariant
by definition.

Now we show that every b # a marginal is unchanged. So consider arbitrary Z;, € L(V})
and calculate the inner product

(puar 2o @ I5) = {po, witta, @ Zp ® Iz) = (pV), Z4),

where the first step was by the equivariance property p,.. = up,u*, and in the last step we
used u, € G, C SU(V,) so ulu, = I, by Definition 2.1.11. This shows pq(f)z = p;(,;b) since the
marginal is uniquely defined by the equation

<P5ﬁ?p, Zy) = {puw, Zp @ I;).

Now we show that the a-th marginal p{*) is e-balanced iff p\Y) is. Define S, := {¢ €
Vo | I€N13 = 1} if G, = SL(V,) and S, := {& € 2} if G, = ST=(V,), and consider arbitrary
¢ € S,. Then for arbitrary y € VX, we can rewrite the constraint in Definition 6.2.4 of the
e-G-balance condition for the a-th marginal as
1—-¢ (

o L1te : , a
sy = pl < syl iff sup [(€€%, dapl? — s(y) 1) < s(y)e, (6.1)
a a €Sa
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whgre we used that S, is the sphere for G, = SL(V,) and the standard basis for G, =
ST=(V,). For y = (u, ® I3) - x with u, € G,, we have

sup [(dapl?)—s(u-x) 1o, £€7)) = sup [(dap' —5(2) Lo, uiEE Ua)| = sup [(dap' —s(x) 1o, "),

where in the first step we used the equivariance pq(f;)r = uapg;a)uz for the first term and
s(u-z) = s(x) shown in the calculation above for the second term, and the second step was
by the change of variable ¢ := u*¢ as u, € G, preserves the sphere S,. Matching this to
Eq. (6.1), we see that x is e-balanced in the a-th marginal iff -z is. Since the other b # a
marginals were invariant as shown above, this verifies that x is e-G-balanced according to
Definition 6.2.4 iff u - x is e-G-balanced. Finally, we can apply this iteratively for each part
to show the third statement for arbitrary u € U. O

By the polar decomposition in Theorem 2.1.13, we can factor G = U - P for uni-
tary part U and polar part P. The unitary invariance of the balance condition shown
in Lemma 6.2.6(3) implies that we do not lose anything by restricting our scalings to P.
In Section 6.2.3 we will provide a geometry on the positive definite matrices in P. This
will allow us to use the theory of Kempf-Ness functions in algebraic geometry to give a
tractable optimization formulation for finding the solution to the tensor scaling problem.

6.2.2 Kempf-Ness Function

In this subsection, we will formally define the Kempf-Ness function [58] for tensor scaling.
This will give the optimization formulation we use to analyze the tensor scaling problem.
For background on this function in geometric invariant theory, see Section 6.1.2.

Definition 6.2.7. Let V = QqcpmVa be a tensor product of inner product spaces {Vy}aem)
with scaling group (G, P, p) according to Definition 6.2.5. Then for tuple x := {x1, ..., vk} €
VE  the Kempf-Ness function f¢: G — R, is defined as

fG< ) (g ZL’) Tr[pg':v] = <pm>g*g>'

The goal of the tensor scaling problem in Definition 6.2.5 is to find a G-balanced scaling
of the input. In Lemma 6.2.6(3), we showed that if there is a balanced scaling y € G - z,
then we can assume without loss that y € P - x. A similar invariance property holds for
the Kempf-Ness function.
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Fact 6.2.8. The tensor Kempf-Ness function is unitarily invariant, i.e. the value of fo
at g depends only on g*g € P.

As a consequence, this function is also well-defined on P, which will be useful for our
optimization formulation given in Section 6.2.4

Definition 6.2.9. Let V = QuemVa be a tensor product of inner product spaces with
scaling group (G, P,p) according to Definition 6.2.3. Then for tuple ¥ := {zy,...,xx} € VE,
the Kempf-Ness function can be equivalently defined as f£ : P — R, where

FE () == {ps ).
Note that fS(g) = fF(g*9) and fF(p) = fS(»"?).

This last line is why we give different names to ¢, fF. Specifically, note that P C G
so the domain of f* is contained in the domain of €, but they may have different values
fP(p) # fS(p) for p € P on this common domain. Therefore, we will tend to use fF
exclusively for positive definite elements to avoid confusion.

In the next subsection, we will provide a geometry on positive definite matrices P
which will allow us to do calculus on the Kempf-Ness function. The geometry is more
straightforward when the base point is the identity, so we will repeatedly use the following
property to simplify calculations.

Fact 6.2.10 (Equivariance). Let V = ®quepyVa be a tensor product of inner product
spaces {Vg}taeim) with scaling group (G, P,p) according to Definition 6.2.53. For tuple
x:={x1,...,v5} € VE, the Kempf-Ness functions in Definition 6.2.7 and Definition 6.2.9
satisfy the following relations:

fi(g) =slg-x) = f&(Iv),  and  fL(D) = (pa,p) = flio,(Iv)

where Iy = Qqepm)la is the identity element of G C GL(V).
In the following section, we define the notion of geodesic convexity on positive definite
matrices. This will allow us to better understand the Kempf-Ness function f? in Defini-

tion 6.2.9 and eventually show that it gives a tractable optimization perspective for the
tensor scaling problem.
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6.2.3 Calculus for Positive Definite Operators

This subsection will introduce the geodesic framework that reveals the underlying convexity
of the Kempf-Ness function in Definition 6.2.9. This subsection simply lifts the results of
Section 2.2.4 to the tensor scaling setting.

The domain of the Kempf-Ness function in Definition 6.2.9 is a tensor product of subsets
of positive definite matrices. It turns out that the geodesic curves from Definition 2.2.4 lift
naturally to this tensor setting.

Fact 6.2.11. For tensor product V = ®qcpmVa, let (G, P,p) be a scaling group according to
Definition 6.2.3. Then P is closed under the geodesics given in Definition 2.2.4. Fxplicitly,
for any p,q € P and Z € p,

1/2

/Vp,q(n) = ®a€[m}pa /

1/2, %0, 1/2

(P2 Paaps P)'0Y? and  p(2) = Qacpmpy e py”,

where we have used the embeddings given in Definition 6.2.3: p — p1®, ..., ®pm € P, and
Z—=>0Q+ ...+ 72, ® I € p.

The symmetry properties of geodesics also lift to this tensor setting by applying Fact 2.2.5
component-wise.

Fact 6.2.12. Consider tensor product V = ®QqcpmVa with scaling group (G, P,p) according
to Definition 6.2.3. For any p,q € P, the geodesics satisfy v, q,(n) = Y4p(1 —n) for any
n € [0,1]. Further, || logp=t/2qp~'/2| = || log ¢~**pq~'/?|| for any unitarily invariant norm
|1 on p.

Since our scaling groups are just direct products of the very simple groups SL(d) and
ST(d), the above result follows immediately from our embeddings, so we omit the proofs.

This above is a special case of the Cartan decomposition in the general Lie group setting.
For details, see the book of Wallach [97].

The convexity of the matrix Kempf-Ness function was a crucial ingredient in our analysis
of Chapter 3. The following definition generalizes the notion of a convex function on a
vector space to this geodesic setting and will be equally crucial in our analysis of tensor
scaling in Chapter 7.

Definition 6.2.13 (Geodesic Convexity). Let V = ®qem) be a tensor product of inner
product spaces, and let (G, P,p) be a scaling group according to Definition 6.2.3. Then
function f: P — R is geodesically convex if for every p,q € P, the univariate restriction
n — f(vpqe(n)) is convex according to Definition 2.5.1.
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Given norm || - || on p, f is a-geodesically strongly convex at p € P with respect to || - ||
iff for every Z € p,
Op_of (w(nZ2)) = ol Z][5,

1/2 is the geodesic given in Fact 6.2.11.

where 7,(nZ) = p/%e"p

In the following subsection, we will show that the Kempf-Ness function for tensor scaling
is geodesically convex. This will allow us to use tools from convex optimization to analyze
the tensor scaling solution.

As an example, we can relate critical points and optimizers of geodesically convex
functions similar to the result of Lemma 2.3.4 for univariate functions.

Definition 6.2.14. Let V = ®quepm) be a tensor product of inner product spaces, and let
(G, P,p) be a scaling group according to Definition 6.2.3. Then p € P is a critical point of
function f: P — R iff

Vg € P 0y=of(pe(n))) = 0.

This condition can be equivalently written as
VZ € p: 0o f (1(12)) = Oyo f (p'2e"p'?) = 0.
The following lemma generalizes the natural property of convex functions: that local
minimizers are global minimizers.

Lemma 6.2.15. Let V = ®QquepmVa be a tensor product of inner product spaces, and let
(G, P,p) be a scaling group according to Definition 6.2.3. For geodesically convex function
f:P—=R, pe P isa critical point iff it is a global minimizer of f.

Proof. 1f p € P is the optimizer of f, then in particular for any Z € p we must have

I=of(p(nZ)) 20, and == f(%(nZ)) = Iy=of (vp(—nZ)) > 0.

This implies 0,—0f(7,(tZ)) > 0 for every Z € p and verifies criticality of p according to
Definition 6.2.14.

Conversely, assume p € P is a critical point of f, and consider arbitrary ¢ € P. By
univariate convexity, we have

f(@) = f(p) = f(0.q(1) = F(pe(0)) > (1 = O)an=0f<7p,q(77>> =0,

where the first step was by Definition 2.2.4, the second step was by the 1-st order condition
of Definition 2.3.2 applied to univariate convex function ¢t — f(7,,(n)), and the final step
is because p is a critical point. As g € P was arbitrary, p is a global minimimizer of f. [
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Recall that in Lemma 3.1.8 we were able to show that critical points of the matrix
Kempf-Ness function correspond to doubly balanced scalings. This implied that the matrix
Kempf-Ness function gives a convex formulation for matrix scaling as shown in Proposi-
tion 3.1.10. We will show a similar result for the more general tensor case in the following
subsection using Lemma 6.2.15.

6.2.4 Geodesic Convex Formulation for Tensor Scaling

In this subsection we show that the Kempf-Ness function in Definition 6.2.9 gives a geodesi-
cally convex optimization formulation for the tensor scaling problem in Definition 6.2.5.
These results are well-known in the geometric invariant theory literature (see [53], [10],
[73], [11], [20]), and follow by straightforward derivative calculations as shown below.

We first show that G-balanced scalings correspond to critical points of f¥. This gen-
eralizes Lemma 3.1.8 for the matrix scaling problem.

Lemma 6.2.16. Let V = ®uepmVa be a tensor product of inner product spaces {Va}ae[m]
with scaling group (G, P,p) according to Definition 6.2.3. For tuple x := {xy,...,xx} € VE
and g € G, g -z is a G-balanced scaling of x iff p := g*g is a critical point of fI(p)
according to Definition 6.2.1}.

Proof. We will show that y € V' is G-balanced iff the identity [y is a critical point for fyP .
This suffices to show the lemma as

On=ofE (p(2)) = Opopa, 0'2€"P'?) = Oyt (pprs2 s €"7) = Do fyrr2. (Y1, (0Z)),

where the first and last steps were by Definition 6.2.9 of the Kempf-Ness function and
Fact 6.2.11 of geodesics on P, and the second step was by the equivariance property of p
shown in Lemma 6.2.6(1). Therefore p is critical for f iff Iy, is critical for f zﬁ /2.

We first calculate the first order derivative of f; as
anzof;(enz) = 877:0<Py7€nz> = (py; ZenZ>|17=0

- <py,a§} Zew )= YAz = Y (o - Wi, z.), (62

a€[m)] a€m]

where the first step was by Definition 6.2.9 of the Kempf-Ness function, the second step
was by standard matrix calculus ane"Z = Ze"7Z and the embedding Z — Zae[m} Z, ® Iz
given in Definition 6.2.3 for p, in the fourth step we used Definition 6.2.2 of marginals of
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p, and in the final step we used the fact that for every a € [m], Z, € p, C spo(V,) so
(1., Z,) = Tr[Z,] = 0 by Definition 2.1.10.

Using this formula, we first show that the balance condition implies criticality. So
assume y is G-balanced, and first consider the case G, = SL(V,). Then, according to
Definition 6.2.4, pi" — S(y)] = 0 so the a-th term above vanishes. In the other case G, =

ST=(V,), the G-balance condltlon in Definition 6.2.4 implies that diag®(p{" — S(y I,)=0.
Since Z, € p,, it is also diagonal in the = basis, so the a-th term vanishes in thclLs case as
well. Therefore, for G-balanced y, the entire derivative vanishes in Eq. (6.2). Since Z € p
was arbitrary, this verifies Definition 6.2.14 showing Iy is a critical point of f?f .

Conversely, assume y is not G-balanced. We will exhibit a Z € p such that the derivative
On=0 fP (e"?) # 0, which implies that Iy is not a critical point of fP In the case when

G, = SL(V,) we choose Z, := pz(f) sc(la I,, and in the case when G, = ST=(V,), we choose

its diagonal projection Z, = dlagE( (a) IIG)' By construction, Z =3 1 Za® Ig € p,
and since y is not G-balanced, Z # 0. Therefore, we can calculate

&Fof;(enz) = Z <P§a) Id, > Z 1Za]1% > 0,

a€[m] a€m]

where the first step was shown in Eq. (6.2), in the second step we used the definition of Z,
and the last inequality is strict as y is not G-balanced so Z # 0. This shows the identity
is not a critical point of f; according to Definition 6.2.14. O

Next we show that the Kempf-Ness function is geodesically convex everywhere.

Lemma 6.2.17. Let V = ®,cpmVa be a tensor product of inner product spaces {V,}acm)
with choice of scaling group (G, P,p) according to Definition 6.2.3. Then for any tuple
x:= {1, ...,vx} € VE, the Kempf-Ness function fI is geodesically convex on P according
to Definition 6.2.15.

Proof. We will show that f; is geodesically convex at the identity for any choice of y € VX,
This will suffice to show the lemma as, for any p € P and Z € p, 92_fF(,(nZ)) =
873:0 fpl/z_x(e”Z ) by the equivariance property of Fact 6.2.8, so fI is geodesically convex at
p iff f,i2., 1s geodesically convex at the identity.

For any Z € p, we calculate

Onmofy (") = Oi_o{py, ") = {py, Z%) > 0, (6.3)

195



where the first step was by Definition 6.2.9 of the Kempf-Ness function, the second step
was by standard matrix calculus 9,e"” = Ze"Z, and the final inequality was because
Z € p C H(V) so Z% = 0 and the inner product of two positive definite operators is
always non-negative. This verifies that the univariate function  — f'(¢"?) is convex by
Definition 2.3.2, and since Z € p was arbitrary, this verifies geodesic convexity. O

Below we collect the properties we have shown in this subsection.

Proposition 6.2.18. Let V = ®uemVa be a tensor product of inner product spaces
{Vataepm) with choice of scaling group (G, P,p) according to Definition 6.2.3. Then for
any tuple v := {xy,...,xx} € VE:

1. The Kempf-Ness function f is geodesically convex on P;
2. For g€ G, g-x is G-balanced iff (g*g)'/? is a critical point of fF;

3. For g € G, g-x is G-balanced iff g*g is a global minimizer of fF.

In Chapter 7, we will prove strong bounds on the tensor scaling solution for special
inputs using tools from convex analysis to analyze the geodesically convex formulation.

6.3 General Scaling Reductions

Now that we have properly defined the geodesically convex formulation for tensor scaling,
we can give a formal proof of the frame-to-matrix reduction in Theorem 4.2.13. Specifically,
we will use Proposition 6.2.18(3) equating the scaling solution to the global minimum of
the Kempf-Ness function in Definition 6.2.9. We first present a simple functional statement
that will be useful in the proof of Theorem 4.2.13. It will also be used in Chapter 7 to
reduce the analysis of the tensor scaling problem to the simpler setting of commutative
scaling groups (see Definition 6.2.3 and Definition 7.2.1).

Theorem 6.3.1. Let f : P — R be a continuous function on domain P. Let there be a
(not necessarily disjoint) decomposition P = UzcxyP=, and assume for every = € X the
restriction f|p= attains its minimum (not necessarily uniquely) at some point ps € PE.If
there is some compact set K C P such that p= € K for every = € X, then f attains its
global minimum at some point p, € UzcxP=.
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Proof. In order to find the global minimum of f, we can restrict our attention to

inf f(p) = inf inf f(q) = Eig(f(pa),

peP E€X ¢eP=

where the first step was by the decomposition P = Uscx PZ, and the last step was by the
assumption p= = arginf,cp= f(q). Therefore, if the global minimum of f is attained, then
we can assume that the optimizer is an element of Uzcyp=.

To show that the global minimum is attained, we write the infimum as

inf = inf =) = inf

inf f(p) = nf f(p=) = inf f(g),
as Uzexp=z € K by assumption. The right hand side is the infimum of continuous f over
compact set K, so by the extreme value theorem, this infimum is attained at some point
p«. The left hand side shows that p, is the global minimizer of f, and by the argument
above, p, € Uscxpzs. ]

This simple result is the key to many of our reduction for the analysis of tensor scaling.
It also allows us to unify and improve the analyses of [63] and [36] for tensor scaling by
choosing different decompositions P = U= P=. We discuss this in more detail at the end of
the section.

At this point, our reduction from frame scaling to matrix scaling in Theorem 4.2.13
follows simply by translating the language of Chapter 4 to the geodesic convex formulation
of Proposition 6.2.18 and applying the decomposition result of Theorem 6.3.1.

Proof of Theorem 4.2.13. We first rewrite the frame scaling problem in the language of
Definition 6.2.5: we are given input vec(U) € FI®F" with scaling group G = (SL(d), ST(n))
and P = (SPD(d),ST(n)) the associated polar part according to Definition 6.2.3. By
Proposition 6.2.18(3), if p. = (e**,e¥*) := arginf,cp f/(p) is a global minimum of the
Kempf-Ness function in Definition 6.2.9, then the scaling e**/2UeY+/? produces a doubly
balanced frame according to Definition 6.2.4 (or more simply Definition 4.1.2 for frames).

To show the conclusion of the theorem, we will apply Theorem 6.3.1 to f# with the

decomposition B B
P =UTT = U=(STS(d),ST(n)),
Fd

where the union is over all orthonormal bases = C according to the decomposition of

SPD(d) given in Eq. (2.6). -
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The optimizer of each restriction f£ 7= can be found by using the assumption that, for

every orthonormal basis = and matrix representation M= := Z*U, there exists a diagonal
scaling (Xz, Yz) € t (where t = st, (d) @ st (n) according to Definition 3.1.5) such that
eX=/2M=e¥=/? is a doubly balanced matrix according to Definition 3.1.2. Note that for any
matrix representation M=, the diagonal scaling (X,Y) € t induces a frame scaling

eX/2ME€Y/2 N (EeX/ZE*)UeY/2

according to Eq. (3.5).

Therefore, if f),;= is the matrix Kempf-Ness function according to Definition 3.1.6, then
it is related to the frame Kempf-Ness function as

fu=((X,Y) € t) = s(eX2M=e¥/?) = s((2eX?2")Ue¥/?) = fF(zeX=", V), (6.4)

where the first step was by Definition 3.1.6 of the matrix Kempf-Ness function, the second
was by our calculation above showing (ZeX/2Z*)UeY/? is the frame scaling induced by
(X,Y) € t, and the final step was by Definition 6.2.9 of the Kempf-Ness function for frame
scaling on domain P.

By Proposition 3.1.10(3), eX=/2M=e¥=/2 is a doubly balanced matrix scaling iff (Xz, Yz)
is the global minimizer of the matrix Kempf-Ness function f;;= given in Definition 3.1.6.
By the equivalence in Eq. (6.4), this means that pz := (Ee*=E*,¢'=) € (ST (d), ST(n)) =
T% is the global minimum of f ’Tf' Further, by the assumption that ||(Xz, Yz)||i < R,
we have that these optimizers are contained in a compact set. Therefore, we can apply
Theorem 6.3.1 to ff with decomposition P = UETE to find the global minimizer p, €
U=z(ZeX==*, e¥=). By Proposition 6.2.18(3), the induced scaling is a doubly balanced frame.

]

We now discuss how the partition idea in Theorem 6.3.1 allows us to unify the previous
analyses of specific tensor scaling groups.

In [62] and [63], our motivation was to analyze the Paulsen problem in Chapter 4, so we
defined the dynamical system in Definition 4.1.6 as the simultaneous and continuous version
of the alternate scaling algorithm in Eq. (4.2). Because we did not have the perspective
of geodesic convex optimization, we directly analyzed the convergence of this dynamical
system in terms of the error in the doubly balanced condition. Specifically, we showed
that the error [|[Vy||7 defined in Definition 4.2.3 decreased exponentially when the input
frame satisfied a natural spectral condition. Now that we have a better understanding of
the geodesic convex formulation, we can derive this as the exponential convergence of the
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gradient under gradient flow for geodesically strongly convex inputs. But as discussed in
Section 4.2.3, the reduction in Theorem 4.2.13 is crucial to our application to the Paulsen
problem because it allows us to use the stronger robustness properties of matrix scaling
(e.g. Lemma 3.3.4) to bound the frame scaling solution.

Similarly, in [30], we analyzed the tensor scaling solution directly using functional ar-
guments and geodesic convexity. Specifically, we bound the optimizer of the Kempf-Ness
function by decomposing P into geodesic curves and bounding the optimum for each uni-
variate restriction. We repeat this argument in Theorem 7.1.16. Since each piece of the
partition is just a univariate convex function, we can use very simple arguments based
on the gradient to bound the optimum. Further, these univariate restrictions enjoy strong
robustness properties for tensors similar to matrix scaling. While this argument is straight-
forward, it loses some information about the error in the balance conditions. Therefore
in Section 7.2 we are able to given an improved analysis for the case of commutative
tori by analyzing the e-G-balance condition of Definition 6.2.4 directly throughout gradi-
ent flow. Then, we are once again able to lift this to the non-commutative setting using
Theorem 6.3.1.

As the above discussion shows, the choice of partition P = Uz Pz affects the analysis of
tensor scaling in subtle ways. By Proposition 6.2.18(3), finding the tensor scaling solution
for input x with scaling group (G, P, p) is equivalent to finding the optimizer of the Kempf-
Ness function min,ep f given in Definition 6.2.9. By using the partition argument in
Theorem 6.3.1, we can reduce this to bounding the optimizer on each piece P=, which may
be simpler. But it is also important to consider how much global information about the
tensor is preserved when analyzing the restricted optimization problem over P=. The value
of Theorem 6.3.1 is that the choice of decomposition is left to the user, and therefore gives
flexibility to leverage different partitions and different simpler analyses to approach the
full tensor scaling problem. It would be interesting to see whether we could find improved
analyses of tensor scaling for other special subsets of P.

At this point, we have described all the general theory required to analyze tensor
scaling. In particular, we have shown that Definition 6.2.9 gives a geodesically convex
formulation for tensor scaling, and analysis of the non-commutative setting can be reduced
to the commutative setting using Theorem 6.3.1. Recall that there were many valuable
properties of matrix scaling (e.g. standard convexity, strong robustness in Lemma 3.2.4)
which do not necessarily carry over to frame scaling. Similarly, we will be able to give
improved results for the tensor scaling problem when the scaling group is commutative,
and then use Theorem 6.3.1 to lift these results to the non-commutative setting. As a
consequence of these ideas, our work in Chapter 7 will mostly use elementary convex
analysis and structural observations about scaling.
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Chapter 7

Tensor Scaling

In this chapter, we study the tensor scaling problem described in Definition 6.2.5. This
is a common generalization of matrix, frame, and operator scaling. We will generalize
the strongly convex and pseudorandom techniques of Chapter 3 in order to analyze the
geodesic convex formulation given in Proposition 6.2.18. A key component in our proofs
will be the decomposition strategy given by Theorem 6.3.1. This will allow us to reduce
to the simpler commutative setting, where we can use arguments from standard convex
optimization. Our main application of these results is given in Chapter 9, where we prove
strong bounds on sample complexity and error for the tensor normal model from statistics.

Overview: In Section 7.1, we present the necessary definitions relating to our strong
convergence results, specifically strong convexity, pseudorandomness, and the spectral con-
dition. This leads to a reasonably simple preliminary analysis of the scaling solution for
sufficiently strongly convex inputs. Then, in Section 7.2, we improve this analysis for the
commutative tensor scaling problem when the inputs are strongly convex and pseudoran-
dom. This is lifted to the non-commutative setting using the decomposition ideas from
Theorem 6.3.1. In Section 7.3, we consider robustness properties of these convergence
conditions for non-commutative tensor scaling. These will be helpful in deriving algorith-
mic guarantees for inputs satisfying these sufficient conditions. Finally, in Section 7.4, we
show that the pseudorandom condition implies strong convexity. This is a similar (but
incomparable) result to Theorem 3.4.7 on matrix pseudorandomness and strong convexity.
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7.1 First Analysis of Strongly Convex Tensor Scaling

In this section, we give our first results on the scaling solution for tensor scaling inputs
satisfying a natural strong convexity assumption. This can be accomplished by lifting ideas
from convex optimization to analyze the optimizer of the geodesically convex formulation
for tensor scaling presented in Proposition 6.2.18 This preliminary analysis can be viewed
as a generalization of Theorem 3.2.8, and will be sharpened in two ways in Section 7.2.

In Section 7.1.1 and Section 7.1.2, we extend the notion of gradient and gradient flow
to the geodesic setting, specifically for the Kempf-Ness function. In Section 7.1.3, we
define the appropriate notion of geodesic strong convexity for tensor scaling. Finally, in
Section 7.1.4, we show a bound on the optimizer for inputs satisfying this assumption by
lifting arguments for strongly convex functions to the geodesic setting.

7.1.1 Geodesic Gradient

The simplest and most natural approaches to convex optimization are gradient based al-
gorithms (discussed briefly in Section 2.3.2). In this subsection, we formally define the
geodesic gradient. We use this to define the geodesic gradient flow algorithm in Sec-
tion 7.1.2.

Recall, from Definition 2.3.12, that the gradient of function h : V' — R on vector
space V' encodes the first order differential information of the function. Explicitly, for
any « € V,v € V and inner product (-,-) on V, the gradient Vh(z) € V is defined to
satisfy (Vh(z),v) = Oi—oh(xz + tv). In our setting, the Kempf-Ness function for tensor
scaling is defined on positive definite matrices, so the natural vector gradient is not well-
defined. But we can use the geodesics in Fact 6.2.11 to encode first order differential
information in the geodesic gradient. Specifically, for scaling group (G, P,p) according to
Definition 6.2.3, infinitesimal changes at p € P correspond to geodesic curves v,(nZ) :=
p/2e"%pt/? parametrized by Z € p. Therefore, we would like the geodesic gradient to
capture first order information for these directions.

Definition 7.1.1. Consider scaling group (G, P,p) according to Definition 6.2.3 with inner
product (-,-) on vector space p. Then the geodesic gradient of function F': P — R at point
p € P satisfies

VZep: (VF(©p),Z), = 0p=oF(1,(nZ)) = anng(pl/Qe"Zpl/z). (7.1)

This definition of geodesic gradient applies in the general setting of Riemannian man-
ifolds. These are spaces which locally look like inner product spaces, and so the geodesic
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gradient encodes local first order information with respect to these local inner products.
As discussed in Section 2.2.3, our domain is a special kind of manifold for which the lo-
cal structure is invariant under a natural group action. Therefore, in this thesis, we will
restrict our definitions to this simpler setting. We will briefly mention extensions to more
general geodesic settings in Chapter 10.

Below, we make an appropriate choice of inner product which is adapted to the tensor
scaling problem, and then present the explicit form of the geodesic gradient for the tensor
Kempf-Ness function.

Definition 7.1.2 (p Inner Product). Let V' = QqcpmVa be a tensor product of inner product
spaces, and let (G, P,p) be a choice of scaling group on V according to Definition 6.2.5.
Then, for elements Y, Z € p, the inner product is defined as

¥, 2= 3 T {Ver ),

a€m)] @

where the right hand side uses the standard L(V,) inner product (X,Y) = Tr[X*Y].

This inner product is a natural choice for our tensor setting. As shown in Defini-
tion 6.2.3, p has a natural embedding into L(V') as the infinitesimal of P:

Zep = Oyo@aem € =Y Z,® Iy,

a€[m]

where I is the identity operator on Vi := ®pzeeim Vs From this perspective, Defini-
tion 7.1.2 is (up to constant factor) the natural Frobenius inner product on this embedding:

< SYveen Y 4 ®Ib> = > Yo Za) (T da) + ) (Yas L) To, Zo) (I )
be[m]

a€[m] a€(m] a##b

1
=D d—a<Ya,Za> +0=D-(Y,Z),,

a€[m)]

where D := [[,c(,, da O % is the dimension of Vz, and the cross-terms vanish because
Ya, Z, € sp0(V,,) so (Y, I,) = (I, Z,) = 0 by Definition 2.1.10. This last expression exactly
matches Definition 7.1.2 up to the constant D factor.

This is also a natural generalization of the inner product in Definition 3.1.11 for matrix
scaling. In that setting, we are given matrix tuple A € Mat(d, n)X which can be viewed
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as a tuple of elements in F? @ F" by A, — vec(A;). The diagonal scaling group is T :=
(ST(d),ST(n)), and this gives the associated infinitesimal vector space t := st (d) @ st (n)
according to Definition 6.2.3. So for elements (X,Y), (X', Y’) € t we have

¢ d 33733

<(X,Y),<X/,Y/)> _ <X,X’> YY’ ZX“X;—F%ZY v
j=1

where in the last step we used that operators in t are all diagonal in the standard basis.
This exactly matches the inner product given in Definition 3.1.11.

Now that we have chosen an inner product on p, the geodesic structure of P induces a
unique geodesic gradient for the Kempf-Ness function.

Proposition 7.1.3. Let V = ®uepm)Va be a tensor product of inner product spaces with
scaling group (G, P,p) according to Deﬁmtzon 6.2.3. Then for input x = {x1,...,xx} € VE,
the geodesic gradient of the Kempf-Ness function fF at point p € P satisfies V fF(p) =
Vf;'/%(]v), and is given by V fF(p) = {(V fF(p)) @} epm) which is defined component-wise
as

do - i), — 52 - 2) - I if Go = SL(V,),

\v4 P (a) — _ = !
(V1) Qing™ (dy g, — s 2) 1) if Gu = ST=(V,)

where diag™ is the diagonal projection into basis Z. Note that (V fF(p))@ € p, for all a €
[m], and VI (p) = {(VF () }aepm) € p. We will often use shorthand V, := V fF(Iy),

and V, = {V;“)}ae[m] for the marginals.

Proof. We will verify that the above formulas satisfy the requirements for geodesic gradient
given in Definition 7.1.1. Recall that

FE(n2)) = (pa, 0" p' 2y = (2 pap'?,€77) = (pprs2, €7) = 110, (v1, (2)),

where in the first and last steps we used Definition 6.2.9 of the Kempf-Ness function and
Fact 6.2.11 for geodesics, and the third step was by the equivariance of p as shown in
Lemma 6.2.6(1).

Therefore, we can reduce our calculation of the gradient to geodesics from the identity
by the change of variable y := p'/? - z, as

<fo(p),Z>p = anzof ('VP(UZ)) On= Of (vr,(n2)) = <vff(IV)a Z>P7
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where the first and last steps were by Definition 7.1.1 of the geodesic gradient, and the
second step was by substituting y := p1/2 -x into the equation f(v,(nZ)) = @2 (v, (nZ))
shown above. We emphasize that V fF (Iv) # V fF(g*g) unless g = (¢ g)l/2 is the unique
positive definite square-root.

Now we calculate the first order differential from Iy using Eq. (6.2):

a S y a
aUZOfy<€nZ) = Z <p§;) - %]aa Za> = Z d <d p( ) — (y)]m Za>'
a€[m] a a€[m] a
If G, = SL(V,) we leave the term as is, and if G, = ST=(V}) then Z, € p, = 5tE(V) so the

inner product does not change by projecting d,, - pg(f) s(y)I, — diag=(d, - py —s(y)1a).
In either case, the above expression exactly matches the given definition of gradient as

(V0 2y = 32 I, 2)

a€m)] @

by Definition 7.1.2 of the inner product (-, -),. O

The p-norm of the geodesic gradient gives a natural way to measure error that is
compatible with the balance condition of Definition 6.2.4.

Fact 7.1.4. Let V = ®qecm)Va be a tensor product of inner product spaces with dim(V,) =
d, for each a € [m] along with scaling group (G, P,p) according to Definition 6.2.5. For e-
G-balanced tensor tuple v € VE according to Definition 6.2.4, the gradient V, = V fF(Iy)
satisfies

||V$||§ <m-s(x)*?

Proof. We assume that G, = SL(V},) for every a € [m]. The case of diagonal scaling groups
follows simply by applying the calculation below to the diagonal restriction. So let V, be
the geodesic gradient according to Proposition 7.1.3, and we calculate

v ||dapf(fa)_ ‘[ HF < d I < 2
IVells = Z Z [ dap$? = s(2) Lul3, < m - s(z)?e,

where in the first step we substituted in the expression from Proposition 7.1.3 for the
geodesic gradient and Definition 7.1.2 for || - [|,, the second step was by the inequality

|- 1% < dall - 12, applied to v € p, C L(V,) with dim(V,) = d, for each a € [m], and

the final step was by e-G-balance condition of x according to Definition 6.2.4, or more
precisely, the expression in Eq. (6.1) for e-G-balanced inputs. ]
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After defining the appropriate notion of strong geodesic convexity in Section 7.1.3, we
will use simple gradient arguments to bound the scaling solution of sufficiently strongly
convex inputs in Section 7.1.4. In the following subsection, we will describe the gradient
flow dynamical system which is naturally induced by Proposition 7.1.3. This part is not
required for our analysis and is only presented for completeness.

7.1.2 Geodesic Gradient Flow

In this subsection, we will present the geodesic gradient flow for tensor scaling. This part
can be skipped without loss for any of our results, as the analysis of Section 7.1.4 only
uses properties of the geodesic gradient and geodesic strong convexity, and the analyses in
Section 7.2 only use gradient flow for the much simpler commutative tensor scaling setting.
The goal of this subsection is to discuss the techniques in this thesis in relation to past
work on tensor scaling.

We first present the formal definition of the gradient flow dynamical system for non-
commutative tensor scaling.

Definition 7.1.5. Let V = ®quemVa be a tensor product of inner product spaces with
scaling group (G, P,p) according to Definition 6.2.3. Then, for input v = {x1,...,xx} €
VE  the G-gradient flow is the dynamical system {g; € G}i>o defined by initial condition
go = Iy and differential equation

1
at.gt = _§V ;jx(lv) * Gt
This induces a dynamical system on tensors by x; == gy - .

Note that the above definition is with respect to G scalings. For most of the results
in this thesis, the properties of interest will be invariant with respect to isometries (e.g.
Lemma 6.2.6), and so we will be able to restrict our attention to the polar P and its
geodesic geometry. This is not the case for gradient flow, and we will discuss the reason
for this at the end of this subsection.

Before this, we prove that the dynamical system in Definition 7.1.5 is natural in the
sense that it follows the direction of steepest descent for the Kempf-Ness function s(g-z) =

f8(9) = f(g"9).
Lemma 7.1.6. Let V = ®QqcmVa be a tensor product of inner product spaces and consider
scaling group (G, P, p) according to Definition 6.2.5. Then, for input x = {x1,...,xx} € VE
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and x; = g; - x the solution to gradient flow given in Definition 7.1.5, the change in size is
dys(wy) = —|| Ve, |l As a consequence

s(rr) — s(z) = / IV 2

Proof. We begin by rewriting the size of x; := ¢; -  in terms of the Kempf-Ness function
and the gradient flow:

s(we) = Tr[pg,.a] = (Pas 9L 1), (7.2)

where the first step was by Definition 6.2.1 for the size of tensor z; := ¢; -z, and the second
step was by the equivariance property in Fact 6.2.10

Since this only depends on the polar part of g;, for the purpose of computing the size
we write the induced dynamical system as

—0(9: g:) = —(0:9+)" 9 — 97 (Deg1)
= (5VIE0) - 0) 0+ 6 (5VF0.00) - 0) = 6 (V1L ()

where the first step was by the product rule, the second step was by Definition 7.1.5 of
gradient flow, and in the final step we used that V£ (Iy/) € p is self-adjoint.

(7.3)

gt x

Now we can simply compute the change in size as

—0hs(21) = —0pr: 97 90) = (par 57 (Vg o () gt) = D Pgreas (Vo (1) W @ 1)

a€lm]

- Y6099 = Y Ll seor vy - I o e

a€[m] acm] ¢ a€[m]

where the first step was by the calculation in Eq. (7.2), in the second step we used
the formula for the derivative of the polar part given in Eq. (7.3), in the third step we
used pg,.. = gipzg; by the equivariance property in Fact 6.2.10 as well as the embedding
ViE(ly) = Zae[m](VfP( v))@ ® I; as described in Definition 6.2.3, in the fourth step
we substituted x; = ¢; - © as well as Definition 6.2.2 to reduce the i 1nner product to each
marglnal in the fifth step we subtracted s(z;)1, from each term as th € p, C spo(V,) so
(Vzt ,I,) = 0 by Definition 2.1.10, in the sixth step we substitute th = dapg;t) — s(xy)1,
or its diagonal restriction depending on the scaling group according to Proposition 7.1.3,
and the final step was by Definition 7.1.2 of the p-norm. The second statement follows
simply from the first by the fundamental theorem of calculus. m
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To complement this lemma, the discussion below gives an intuitive derivation of the
dynamical system in Definition 7.1.5 as the steepest descent direction for the Kempf-Ness
function. Recall that s(g-z) = f%(g) = fF(g*g) by Definition 6.2.7 and Definition 6.2.9. It
is intuitively clear by the first order definition of the geodesic gradient in Definition 7.1.1,
that for the Kempf-Ness function at point p € P, the geodesic curve n — v,(—nV fF(p)) =
pt/2e=VI t (P)p1/2 gives the steepest descent (infinitesimally) with respect to the p-norm in
Definition 7.1.2. Recall by the unitary invariance of Fact 6.2.8, ff (9) depends only on
the polar part g*g. Therefore, even though the tangent space for g € G is the larger set
(ip @ p) - g as discussed in Section 2.2.3, the steepest descent direction will only depend on
the polar direction in p - g. As shown in Eq. (2.8), the curve  — e~ "V/a=(v) . g induces
the polar curve n — g*e‘"vfggr(]V) g, so this also gives the steepest descent direction for
s(g-2) = f(g)-

But if we were only interested in the steepest descent for the Kempf-Ness function,
we could as well have defined the dynamical system in Definition 7.1.5 just in terms of
the polar part. In fact, this seems more natural if we wanted to use geodesic convexity
to analyze tensor scaling. The differential equation at time ¢ is always in p - g, so in
some sense we are only concerned with the infinitesimal polar direction. But due to the
non-commutativity of GG, this does not imply that g, € P for all time.

The reason we choose to define the gradient flow in terms of g; € G comes from Kempf-
Ness theory [58], [11], [10]. We can illustrate this using the simple example of matrix
scaling. For this setting, we showed in Theorem 4.3.4 that the geodesic gradient flow for
the Kempf-Ness function f, induces the same direction as the Euclidean gradient flow for
|V 4l|?2. In order to preserve this natural property for the non-commutative setting, we
need to define a dynamical system in terms of ¢g; € G.

In fact, this gives a principled derivation for the dynamical system for operator scaling
that we defined in [62] and [63]. These works were motivated by the Paulsen problem
in frame theory described in Chapter 4. Therefore, they defined a dynamical system on
frame U = {uy, ..., u,} € Mat(d,n) for the purpose of decreasing a natural notion of error
to doubly balanced:

Ouus (1) = (S(U () 1a = dUOU )" )ty (0) + s (D) (s(U @) =l 3)

This is equivalent to the gradient flow given in Definition 7.1.5 for G = (SL(d), SL(n)) (up
to the factor %) as the terms in parentheses are exactly the geodesic gradients for frame
scaling given in Proposition 7.1.3. This is a special case of the Kempf-Ness equivalence [53],
[10] from geometric invariant theory which then allows us to use techniques from geodesic

convex analysis to further understand this dynamical system.
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Another simple feature of the matrix gradient flow in Definition 3.1.14 is that it is
defined in terms of (X;,Y;) € t, which is a vector space. Recall that P = e? by the
discussion in Section 2.2.3, so we could try to give Definition 7.1.5 in terms of p instead.
Unfortunately, for non-commutative scalings, this change of variables makes calculus much
more difficult as the geodesic structure is only locally defined with respect to p. Explicitly,
for non-commutative scalings e¥,e? € P, e¥/2eZe¥/? # ¢¥Y*+Z_ This makes the curve from
e’ — e# € P quite difficult to express purely in terms of p, which is why we define the
non-commutative gradient flow on g, € G. On the other hand, if P is commutative, then
everything can be more simply expressed in terms of p, and this is the approach we take in
Section 7.2 to give our improved strong convexity result. Therefore we will further discuss
how to generalize Definition 3.1.14 of matrix gradient flow in this simpler commutative
setting in Section 7.2.1.

Much of this thesis builds upon the work of [20], which placed the scaling framework
into the context of geodesic convex optimization as shown in Chapter 6. That work also
used gradient flows similar to Definition 7.1.5 in order to prove convergence results for
optimization algorithms for scaling problems. We hope that the gradient flow techniques
developed in this thesis will be useful for more questions in the scaling framework.

7.1.3 Strong Convexity

In this subsection, we will use the norm given by Definition 7.1.2 to define geodesic strong
convexity for the tensor Kempf-Ness function. We will also present a related spectral con-
dition that will be easier to show for random inputs and will be applied in Chapter 9. With
the appropriate geodesic notions of gradient and strong convexity in hand, in Section 7.1.4
we apply standard arguments from convex analysis to give our first quantitative scaling
result.

We begin with the natural notion of strong convexity induced by | - ||,.

Definition 7.1.7. Let V = ®u¢pmVa be a tensor product of inner product spaces and let
(G, P,p) be the scaling group according to Definition 6.2.5. Then input x € VE is a-p-
strongly convex if

VZep: Opofs (1, (02)) = 05olps,€™) > allZ]]5.

The expression above only depends on the input tuple . Below, we show that this is
equivalent to geodesic strong convexity with respect to the Kempf-Ness function.
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Lemma 7.1.8. Consider tensor product V. = ®QqepmVa with input x € VE and scaling
group (G, P,p) according to Definition 0.2.3 with g € G. Then y = g - x is a-p-strongly
convex according to Definition 7.1.7 iff fI' is a-geodesically strongly conver at g*g with
respect to || - ||, according to Definition 6.2.15.

Proof. We first rewrite the a-p-strong convexity of y = g - x as
O olpgar€”?) . {pay 9" Z%g)
inf ————— =inf ——=——>aq,
zer |21 zer | 213

where we used Eq. (6.3) and substituted p,, = gp,¢g* by the equivariance property in
Lemma 6.2.6(1). Letting p = g*g, we can similarly rewrite the a-geodesic strong convexity

condition as g2 P 7 1272 172
—ofa . , A
e O (%;(77 ) _ e (pap 7 ) >,
N VT o 21

where we usd Fact 6.2.11 for the geodesic v,(nZ) = p'/2¢"p'/? and again applied the
calculation in Eq. (6.3).

By the polar decomposition in Theorem 2.1.13, we can write ¢ = up'/? where u €

G N SU(V) is an isometry and p'/? € P is the polar part. This allows us to show the two

expressions above are equal, as

O olpge €)  Ape,g" Z%g) e, (W Zu)p ) Ohofa ((0Y))

inf —————— = inf ————- = inf 5 = inf 5 ,
zen 2] zer |23 Zep 1Z11; Yep Y13

where the first step was calculated above for the a-p-strong convexity condition of y = ¢g-x,
the second step was by the polar decomposition g = up'/2, and in the final step we applied
the change of variable Y = u*Zu along with the fact ||Y||, = || Z||, by unitary invariance
of Definition 7.1.2 as well as the calculation above for the a-geodesic strong convexity of
fF at p. Therefore, these two expressions are equivalent and g - z is a-p-strongly convex
according to Definition 7.1.7 iff fI" is a-geodesically strongly convex at p = g*g according
to Definition 6.2.13. O

This equivalent condition will be helpful in Chapter 8, where we will be able to lift
tools from convex optimization to the geodesic setting to prove convergence of algorithms
for tensor scaling.

We also present a spectral condition which implies strong convexity and will be easier
to prove for random tensors. To motivate this definition, we expand out the second-order
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derivative calculation in Eq. (6.3):

02_of(en”) = <px,<ZI ®Z>> Sz + > (P Z,® Z). (T4)

a€[m] a#£be[m]

The cases of interest to us will be when z is a nearly balanced tensor so dapgl) ~ I, and the
diagonal terms (p;“), Z?2) are large. So we define the following spectral condition in order
to control the off-diagonal terms.

Definition 7.1.9. Let V = Quem)Va be a tensor product of inner product spaces and let
(G, P,p) be the scaling group according to Definition 6.2.5. The input x € VE satisfies the
A-Pap-spectral condition if
T Y A
Zacvazoers W ZallFIZllr T Vdud,

Input x satisfies the A-p-spectral condition if the above holds for every pair a # b € [m].

Note that the above condition is symmetric in the sense that the p,,-spectral condition
is equivalent to the py.-spectral condition.

A very similar spectral condition was used in [03] to give a fast convergence result for
operator scaling, and we discuss the relation of Definition 7.1.9 to [63] at the end of this
subsection. We next show how this condition can be simply combined with the balance
condition in Definition 6.2.4 to show strong convexity.

Proposition 7.1.10. Let V = ®quem)Va be a tensor product of inner product spaces and
let (G, P,p) be the scaling group accordmg to Definition 6.2.3. If input x € VE is e-G-
balanced according to Definition 6.2.4, and satisfies the A-p-spectral condition according to
Definition 7.1.9, then x is a-p-strongly convez for a > s(x)(1 —e) — (m — 1)\

Proof. Our plan is to show that the expression in Eq. (7.4) is lower bounded by using
the balanced condition to lower bound the diagonal terms, and the spectral condition to
upper bound the off-diagonal terms in absolute value. To show that the diagonal terms in
Eq. (7.4) are large, we use the fact that x is e-balanced so

“ 1—¢ 1—¢
(P, 22) > 8($)d—<fa> Zz) = S(x)d—IIZaH%,

a

where the first step was by Definition 6.2.4 and the fact that Z2 = 0.

210



The off-diagonal terms are bounded by Definition 7.1.9 of spectral gap, so we can bound
the second order derivative for any Z € p by

aﬁ:[}fx(enz) — Z (a) Z2 Z ab Z ®Zb>

a€lm] as£be[m]
s(z)(1 —¢)
S P T o i A AT
a€[m] da wtvcim) V dadly
2
| 1 Z4 ||F
= Z(S(I)(l— £)+A) Z
a€[m] a€[m]

> ((s(x)(1 —e) + A)IIZH;‘i - mAIIlep,

where the first step was given in Eq. (7.4), in the second step we lower bounded the
diagonal terms by the calculation above and upper bounded the off-diagonal terms by
Definition 7.1.9, and the last step used Cauchy-Schwarz as well as Definition 7.1.2 of (-, -),.
As Z € p was arbitrary, this verifies Definition 7.1.7 of strong convexity. O]

Note that the above proof only used the lower bound pg(f) = %{1_5)]@. In the m = 2
s(x)CEIJrE)I

operator scaling case there is a partial converse using the upper bound p;“) = a

Lemma 7.1.11. Input A € Mat(d,n)X can be considered as a tuple of elements in the
tensor product space V = F4QF" by the natural isomorphism Ay, — vec(Ax). Let (G, P,p)
be any choice of scaling group on V = F? ® F" according to Definition 6.2.5. If e-G-
balanced A is satisfies the A\-p-spectral condition and is a-p-strongly convex according to
Definition 7.1.7, then a < s(A)(1 +¢) — A.

Proof. Let (X,Y) € p be the elements that achieve the supremum in Definition 7.1.9. By
changing sign and normalizing if necessary, we assume without loss that || X||% = d, |V ||% =
nand (pg, X @Y) = —NXeYe — X Then, we calculate

Vdn
Opofa(e™,e™) = (p, (X @ I, + [s@Y)?) = (p", X?) + (p", Y2> +2(p, X ®Y)
s(A)(1+¢ s(A)(1+e¢
< 20Dy + LDy o ey e

=2(s(A)(1+¢e) =N =(s(A)(1 +¢e) = N|(X, Y)Hp’

where the first step was by the calculation in Eq. (6.3), the second was given in Eq. (7.4), in
the third step we used the e-G-balance condition in Definition 6.2.4 to bound the diagonal
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terms by max{d||p"|op; 7/|p%|lop} < $(A)(1 + ¢) and used {ps, X @ Y) = _)\”XH\I/?J%/HF to

bound the off-diagonal term, and the final steps were by our assumption that ”)ZHQF =
% = 1. Since Definition 7.1.7 of strong convexity gives a lower bound for every (X,Y") €
p, this shows the required upper bound for a. O

Therefore, in the case of m = 2 scaling (i.e. matrix, frame, or operator), for nearly
doubly balanced inputs, strong convexity and the spectral condition are nearly equivalent
for analyzing fast convergence.

In [63], we used a similar plan to lower bound the diagonal terms and upper bound the
cross term in Eq. (7.4) for V = Matg(d,n) ~ R? @ R". We showed that the dynamical
system in Definition 7.1.5 converged quickly to the solution of operator scaling when the
input satisfied a spectral condition. To do so, in [63] we considered the associated operator
D40 L(R") — L(R?) satisfying (X, ®4(Y)) = (pa, X @Y according to Proposition 2.4.5.
Tuple A € Mat(d,n)¥ was said to satisfy the o-spectral gap condition if

0'2<(I)A) S (1 —O')

where o1 > 09 > ... are the singular values of the linear operator ® 4 written in decreasing
order. The main technical work of Section 3.3 of [(3] was to control the cross term in
Eq. (7.4) by combining the spectral gap and nearly balanced conditions. Specifically, we
were able to show that if A is nearly doubly balanced, then the top singular value is
~ f}%z with singular value pair close to ( \/1277 \;—27) Therefore, if the spectral gap o is large
then the cross term is small. Further, o > ¢ implies that ||V 4, ||§ decreases exponentially

throughout gradient flow.

In this thesis, we give a slightly cleaner analysis using strong convexity. In particular,
our definition of the spectral condition is defined on (p,, p») C (Va, V;) instead of in relation
to the top singular vector pair of ®4. This allows us to control the cross term in Eq. (7.4)
more directly, which then implies strong convexity for nearly balanced inputs. As shown in
Lemma 7.1.11, for nearly balanced inputs with A small enough (or o large enough), these
definitions are nearly equivalent. The value of Definition 7.1.7 is that our results can be
applied to inputs that are not nearly balanced if strong convexity is shown by other means.

In the following Section 7.1.4, we will combine these definitions to give strong bounds
on tensor scaling.
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7.1.4 Strong Convergence Bound

In this part, we will analyze strongly convex tensor inputs that are nearly balanced. The
proof can be seen as an extension of standard arguments from strongly convex optimization
to the geodesic setting. At the end, we will discuss the exact parameters of the theorem
that will be improved in Section 7.2.

Our plan is to show that strong convexity is robust for small scalings p ~ I,. This
will allow us to use Lemma 2.3.7 to bound the optimizer of the Kempf-Ness function along
each geodesic, which will then allow us to control the scaling solution.

We will need the following version of operator norm, which controls the change in strong
convexity with respect to scalings.

Definition 7.1.12. Let V = ®QqepmVa be a tensor product of inner product spaces and let
(G, P,p) be the scaling group according to Definition 6.2.5. Then, for Z € p, the operator

norm is defined as
1Z]lop := Z 1 Zallop:

where ||-||op refers to the standard Euclidean opemtor norm on L(V') and L(V,), respectively.

Similar to the discussion after Definition 7.1.2, note that this definition of the operator
norm is motivated by the Euclidean operator norm of Z with respect to the embedding Z —
> acpm) la® Za € L(V)). We note that || 3 ,c( fa® Zallop < 2 uepm | Zallop, and in general,
the inequality could be strict (e.g. X = dlag{2 —1,—1} est(3)and 7 = X@[;— 30 X).
We use the notation || Z||,, for the norm in Definition 7.1.12 for simplicity.

This norm allows us to show that strong convexity is maintained along univariate
restrictions h(n) := fF(y,(nZ)) for any p € P. In Lemma 7.2.13, this result is generalized
to show that strong convexity is maintained for commutative scalings, and in Section 7.3
it is further generalized to non-commutative scaling groups.

Lemma 7.1.13. Let V = ®RquemVa be a tensor product of inner product spaces with scal-
ing group (G, P,p) according to Definition 6.2.3, and consider x € VE with Kempf-Ness
function fF according to Definition 6.2.9. If fF is a-geodesically strongly conver at p € P
according to Definition 6.2.13, then for any direction Z € p, the univariate restriction
h(n) == fF(v(nZ)) is e”InZlee . || Z||2-strongly conver at n € R.

Proof. By Definition 6.2.13, a-geodesic strong convexity of fI" at p € P implies that
(0'2pap'?, Z2%) = 05 _o(pa, 02" p'2) = 0o £ (1p(n2)) = ol Z];,
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where the first step was by the derivative calculation age”Z = e"? 72, in the second step
we used Fact 6.2.11 for the geodesic v,(nZ) = p'/2e"%p'/? as well as Definition 6.2.9 of the

Kempf-Ness function fF and the final step was by Definition 6.2.13 of a-geodesic strong
convexity in || - [[.

We can use this to bound the second derivative at other points as
01y (w(n2)) = (" pep'?, €2 2%) > e lon (p2p plP2, Z2) > emInZlen . || Z]I2,

where the first step was again by Definition 6.2.9 of the Kempf-Ness function and the deriva-
tive calculation, in the second step we used the spectral lower bound e?? Z? = e~ lInZllor 72
by Definition 7.1.12 of the operator norm in order to bound the inner product since both
terms are positive semi-definite, and the final step was by a-geodesic strong convexity of
fF at p € P as calculated above. This verifies Definition 2.3.2 of strong convexity for

h(n) = fF(m(n2)). O

Remark 7.1.14. The important property used in the proof of Lemma 7.1.13 was that
e? commuted with the second order term Z%. In Lemma 7.2.13, we will generalize this to
show a stmilar robustness of strong convexity for commutative scalings. This generalization
will be used to give an improved analysis in Section 7.2. In Section 7.3, we will further
generalize this result to show that small perturbations maintain p-strong convexity for non-

commutative scaling groups.

In the following, we give a translation between norms so that we can apply standard
gradient based analysis to the strongly convex scaling setting.

Lemma 7.1.15. Let V = ®RquemVa be a tensor product of inner product spaces with scal-
ing group (G, P,p) according to Definition 6.2.3. Then for any Z € p, the norms || - ||,
(Definition 7.1.2) and || - ||op (Definition 7.1.12) satisfy

(3 d) 121 <1z < - 1213,

a€[m] a€lm]

Proof. By Definition 7.1.2 of || - ||, and Definition 7.1.12 of || - ||op,

> 1 Zall% 2
1z = 3 ZE < Sz,
@ a€m)]

a€m)]
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where the second step was by the bound || Z,||% < do|| Za||2, for Z, € L(V,) with dim(V,) =
d,. To show the reverse bound, we calculate

1212, = (% ||Za||op)2 (2 HZQHF)Q <(Ta)(x Bk (% ) 1213

ag[m) a€[m] a€[m]

where the first step was by Definition 7.1.12 of the operator norm, in the second step we
used || Zy|lop < || Zal|F, the third step was by Cauchy-Schwarz, and the final step was by
Definition 7.1.2 of || - ||,. O

We can now apply the reduction in Theorem 6.3.1 to bound the tensor scaling solution.

Theorem 7.1.16. Let V = RqucpmVa be a tensor product of inner product spaces with
scaling group (G, P,p) according to Definition 6.2.3. If input x € VX has size s(z) = 1

and is a-p-strongly convex according to Definition 7.1.7 with ¢ > | /3~ e da- IV LE(L)]ly,
then there is a G-balanced scaling x, = e?*/? - x with Z, € p satisfying

eIV A2y

2.0, < S

ellVall
20

As a consequence, s(x,) > 1 —

Proof. By Proposition 6.2.18(3), in order to find a G-balanced scaling, it is enough to find
the global minimum of fZ. We decompose the domain P into univariate restrictions using
the “sphere” S, :={Z ep | ||Z], =1} as

Pzep:UZESpeRZ7
where the first step is by the discussion in Section 2.2.3 of the Lie algebra p := log P. We
will apply Theorem 6.3.1 to find the optimizer of f£, so by the partition above it is enough
to bound the optimizers of the univariate restrictions hzes, (n) = fI'(e"?).

For each univariate restriction, we will show that |h’;(0)| is small and hy is <-strongly

convex on the interval |n| < |h;f/(2)|, which then allows us to apply Lemma 2.3.7 to bound

the optimizer. We will use the shorthand V, = VfF(I;) as this is the only geodesic
gradient we consider in this proof. First we bound the gradient by

|12 (0)] = 10p—0 2 (") = (Va, Z)y| < IValloll Zllp = [IVally,
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where the first step was by our definition of h, the second was by Fact 6.2.11 of geodesics
from the identity as well as Definition 7.1.1 of the geodesic gradient V, = V f7(Iy/), the
third step was by Cauchy-Schwarz, and in the final step we used that Z € S, so || Z]|, = 1.

To show strong convexity of hy, we first note that a-strong convexity of input x is
equivalent to a-geodesic strong convexity of fI at the identity by Lemma 7.1.8. There-
fore, we can apply the robustness property of Lemma 7.1.13 to show hz(n) = fF(e"?)
is e~lIZllov . q-strongly convex at n € R. In particular, hy is %-strongly convex for all

‘77| S (Zae[m]d ) 1/2 as
-1
P (Y d) = Wzl <nt(Y d)IZIE< 1,
ae[m] aE[m}

where we used Lemma 7.1.15 to transfer between norms and || Z|, = 1 as Z € S,. This

implies hyz is 2-strongly convex for |n| < —‘h;z/(g)‘ as

(O] _ Vel e
afe _a/e§<zd) ’

a€[m]

where in the first step we used gradient bound |h7(0)| < ||V, calculated above and the
final step was exactly our assumption ¢ > /3" c(da - [Vallp. Therefore, Lemma 2.3.7

shows that the optimizer 1y of hy satisfies

e[ Vally

PO _ eVl
2a

otns) 2 ha(0) - 208 5 50y - 2O I

d <
2a/e an Inz] <

where we used hz(0) = fF(Iy) = s(z) and the bound |1/(0)] < ||V.]|, calculated above.

Finally, since each univariate restriction in the partition P = Uzcg,e®” has bounded
optimizer €72 € e*# we can apply Theorem 6.3.1 to show that the global minimum of f
is of the form e?* := ¢7#% for some Z € S,. By Proposition 6.2.18(3), this shows eZ*/2 .
is G-balanced, and further we can lower bound the function and upper bound || Z,||, using
the univariate calculations above as

el Vally
P Z > > b
fole™) 2 Jnf hz(nz) = s(z) = =0

e[| Vel
and || Z,][, < sup |zl Z]], < .
Z€S,
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In the following Section 7.2 we will use gradient flow to show stronger bounds for the
scaling solution. Specifically, we will be able to use bounds on || V||op to directly analyze the
path to the optimizer, instead of just relying on gradient bound || V||,. These results can be
compared to the improved strong convexity analysis of Section 3.2 and the pseudorandom
analysis of Section 3.3.

7.2 Improvement through Commutative Gradient Flow

In the previous Section 7.1, we gave the appropriate definitions required to lift simple
gradient and strong convexity arguments to the geodesic setting. This is analogous to
the result in Theorem 3.2.8 on matrix scaling. In this section, we will use structural
properties of commutative gradient flow to strengthen these results. Specifically, we will
analyze inputs that are e-G-balanced so that ||V§Ca)||Op < s(z)e for every a € [m]. Note
that by Fact 7.1.4, this implies ||V, < m - (s(z)e)?. In this section, we will go beyond
standard convexity arguments by directly analyzing the operator norm of the solution
through gradient flow. This will allow us to achieve the same conclusions as Theorem 7.1.16
while significantly weakening the assumption on strong convexity. The improved analyses
in this section will be applied to give the best-known sample complexity and error bounds
for the tensor normal model in Chapter 9.

By Theorem 6.3.1 we will reduce the analysis of general tensor scaling to commutative
scaling groups. So in Section 7.2.1 we will review and simplify the definitions of the
Kempf-Ness function and gradient flow in these settings. Then, in Section 7.2.2 we present
a refined analysis of commutative gradient flow when the input is strongly convex. This is
analogous to the improvement from Theorem 3.2.8 to Theorem 3.2.19 for strongly convex
matrix scaling, which also came from directly analyzing the co-norm of the scaling solution
instead of the t-norm. Finally in Section 7.2.3, we will define a “pseudorandom” condition
on tensors and use it to show even faster convergence of gradient flow.

7.2.1 Simplified Setup for Commutative Tensors

In this subsection, we review the definitions of Section 6.2 and Section 7.1.4 for the sim-
pler setting of commutative tensor scaling. We begin by repeating Definition 6.2.3 for
commutative scaling groups.

Definition 7.2.1 (Commutative Tensor Scaling Group). Let V = ®qucpmVa be a tensor
product of inner product spaces {Va}acpm) all over field F € {R,C}. A commutative tensor

217



scaling group on V is defined as T = (T4, ..., Ty,), where for each a € [m], T, = STg (V)
for some isometry =* € SU(V,) if F = C and =* € SO(V,) if F = R. The polar part is
denoted by Ty = {STZ (V) }taepm) along with associated vector space t = Buepmsts (Vo).
We will sometimes refer to (T,Ty,t) as the commutative scaling group diagonal in the
2 = {E%}acpm) basis.

A commutative scaling group can be viewed as a set of diagonal matrices in the =¢
basis. As a consequence, all the elements of (7,7 ,t) commute. We will often reduce to
the standard basis 7' = (ST(dy),...,ST(d)) by a change of basis on the input. This is
only to reduce clutter, and our analysis will hold for any commutative scaling group.

Next, we give a simpler definition of the Kempf-Ness function for commutative scaling
groups.

Definition 7.2.2. Let V = ®uemVa be a tensor product of inner product spaces with
commutative scaling group (T,Ty,t) according to Definition 7.2.1. Then for tuple x :=
{z1,...,2x} € VE, the Kempf-Ness function from Definition 6.2.9 can be equivalently
defined as f!:t— R, where

[o(Z) = [+ (e7) = {pa, 7).

We could have given this form of the Kempf-Ness function in Definition 6.2.9 by the
change of variable P = €. But for non-commutative scaling groups, the geodesic structure
is more difficult to understand from this perspective as e¥/2eZe¥/2 # ¥ +Z. Therefore we
chose to give the definitions in Section 6.2 with respect to the polar P. In this section,
we will focus on the commutative setting, and so the definition of geodesic gradient and
geodesic gradient flow can also be simplified by this change of variable.

Proposition 7.2.3. Let V = ®uecmVa be a tensor product of inner product spaces and

consider commutative scaling group (T,Ty,t) diagonal in the = basis according to Defini-

tion 7.2.1. Then for input x = {x1,....,xx} € VE, the gradient of f! at'Y € t satisfies
VIY) = VI (e) = Vi, (Iv) = Vv, (0),

and 1s defined component-wise as

(VA = (VT () = ding™ (dapé‘?/g.x (e xm).

We will often use shorthand V, = V f£(0) and V, = {v;”}ae[m] for the marginals.
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Proof. The explicit expression for (Vf4(Y))@ follows directly from the analogous state-
ment in Proposition 7.1.3 by the equality (VfL(Y))@ = (VfT+(e¥))@. Therefore, we
focus on proving the first statement. Note that the equality V fI+(e¥) = V fgf/%([v) was
already shown in Proposition 7.1.3, and Vf%/%(.fv) = Vfi,2,(0) follows from the first

equality by the change of variable 2/ = ¢*/? . z and Y’ = 0.

We show the first equality VfL(Y) = VfI+(e¥) by relating Definition 2.3.12 of the
gradient and Definition 7.1.1 of the geodesic gradient. For fixed Y € t, we can calculate
the directional derivative for arbitrary Z € t as

(VI(Y), Z)e = 0o (Y +0Z) = Oy fr " (e7177) = 0o fa " (er (0Z)) = (V [+ (e7), Z)s,

where the first step was by Definition 2.3.12 of the gradient of f!, in the second step we
used the equivalence fi(-) = fI*+(e’) according to Definition 7.2.2, in the third step we used
Fact 6.2.11 for the geodesic 7,y (nZ) = e¥/2e"%e¥/? = ¥ +1Z by commutativity of (T, T, t),
and the final step was by Definition 7.1.1 of the geodesic gradient of fI+. The statement
follows since Z € t was arbitrary. O]

Now that we have an expression for the gradient of the commutative Kempf-Ness func-
tion, we can show that the gradient flow from Definition 7.1.5 can also be written as a
dynamical system on vector space t in the commutative case.

Proposition 7.2.4. With the same assumptions Proposition 7.2.3, the gradient flow in
Definition 7.1.5 can be written in terms of Z;, € t with initial condition Zy = 0 satisfying
differential equation

0:Z; = _vf,:Zz/zm(O) = _Vf;(Zt)-

This induces the dynamical system x, = et/ . x.

Proof. Note that we have already shown Vf!, , (0) = Vf;(Z;) in Proposition 7.2.3. Let
z; = ¢, - « be the dynamical system from Proposition 7.2.4 and 1, := e%/? . x be the
dynamical system in this proposition. We will show that x; = g, for all time so that these
two equations define the same dynamical system. By the initial conditions gy = Iy = e%0/2,
the statement is true at time ¢ = 0.

To show the equivalence for all time, we rewrite the differential equation for z; as

Oy = O0y(g - x) = _%<Vf;:tz<l‘/)> "G X = _%(vf£+(l\/)) "Lty

219



where in the first and last steps we substituted x; = ¢; - , and in the second step we used
Definition 7.1.5 for the gradient flow for g;. Similarly, we rewrite

1 1 1
Oy = a(ezt/2 ‘) = §(atZt)€Zt/2 T = _§(ertzt/2.;p(0>)(62t/2 -T) = _E(Vf?jt(o)) " Yt
where in the first and last steps we substituted y, = €Zt/2 - ., the second step was by the
chain rule, and the third step was by the defining equation 0,7; = —V fetzt s2.,(0).

The calculation above, along with the equivalence Vf; (0) = V f;}([v) as given in
Proposition 7.2.3, shows that if z; = y;, then the differential equations are also the same
at time t. Therefore, since the initial conditions are the same, this implies that the two
dynamical systems are equivalent and z;, = ¢, - © = e%*/? . x = v, for all time. O]

Below, we state the formula for change in size over gradient flow which follows directly
from the non-commutative version in Lemma 7.1.6 by the equivalence of gradient flows
shown in Proposition 7.2.4.

Lemma 7.2.5. Let V = ®QqcmVa be a tensor product of inner product spaces and consider
commutative scaling group (T,Ty,t) according to Definition 7.2.1. Then for input x =
{21,....,2x} € VE and z, = /%2 the solution to gradient flow given in Proposition 7.2.4,
the change in size is Oys(x;) = —||Va,||?. As a consequence

s(rr) — s(z) = / IV 2

We can also simplify Definition 7.1.7 of strong convexity in the commutative setting.

Definition 7.2.6. Let V = QuemVa be a tensor product of inner product spaces and
consider commutative scaling group (T,Ty,t) according to Definition 7.2.1. Then input
= {x,...,2x} € VE is a-t-strongly convex if f is a-strongly convex at the origin:

1Z. 1%
VZet: O, finZ)>alZlf=a) 4
a€[m]
By this change of variable (from 7 to t), we can use tools from standard convex
analysis on the vector function f!. In particular, we can show that strong convexity

implies fast convergence of gradient flow. This follows by lifting the argument in the proof
of Proposition 3.2.2 to the tensor setting.
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Proposition 7.2.7. Let V = ®ucmVa be a tensor product of inner product spaces and com-
mutative scaling group (T,Ty,t) according to Definition 7.2.1. If input x = {x1,...,xx} €
VE s a-t-strongly convex according to Definition 7.2.6, then the trajectory of gradient
flow z; = e#/2 - x given in Proposition 7.2.4 satisfies —0i—o||Va,||? > 2a||V.|?. As a
consequence, if x; is a-t-strongly convex for t € [0,T] then

AN

«

IVarlli < e IVellf and [ Z7[l <

Proof. This proof is a simple generalization of Proposition 3.2.2 in the matrix setting.
So we first show —0,—o[|Va, [If = 202_,f1(=nV.), which will imply the first statement by
strong convexity. Starting from the left hand side, we calculate

1 ) _
—§3t=0HthHf = (0=0Va,, — Vo) = lim 1 (V,, — V,, =V, )

t—0

= lim¢ ™! (anzo f2,(=1Vg) — an:of;(—nvx)>

t—0
= lim ¢~ (D=0 fH(Z — 1Y) — Dyo fE(—V2))
= 8t:()an:0f; (Zt - T]Va:>7

where the first two steps are by calculus, in the third step we used the Definition 2.3.12
of the gradient to translate (V,, Z) = 0,0 f,;(nZ) for y = x; and y = x in direction Z =
—V, = =V fL(0), and the fourth equality was by equivariance property of Lemma 6.2.6(1)
applied with @, := e%/2 -z so f! (—nV,) = fY(Z; — nV,). To show this is equal to the
right hand side, we calculate

020 f4(=1192) = 0, (D, S3(=19) ) lomo = Dy (VFH(=1 V), = V.
= n:0<vf;(_7]vw); at:OZt>t = 3n:oat:0f; (Zt - nvm>7

where in the second step we used Definition 2.3.12 of the gradient to replace 9, fi(—nV,) =
Oy=ofL(—nV . — V) = (VfL(—nV,.), —V.), the third step was by Definition 7.1.5 of
commutative gradient flow 0,—0Z; = —V fL(Zy) = —V, for initial condition Z; = 0, and
the final step was by the Definition 2.3.12 of the gradient of f! as well as the chain rule
for 0; with initial condition Zy = 0.

Therefore, we have the lower bound —d—o|| Ve, [} = 20;_ofi(—nVs) > 20| V.|| by
Definition 7.2.6 of strong convexity.
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Equivalently, —8;—¢ log ||V,,||? > 2a by the chain rule. This implies

T
log [V | — log ||V 2 = / Oy 10g ||V | < —20T,
t=0

where the first step was by the fundamental theorem of calculus, and the second was by fast
convergence inequality just derived. Exponentiating both sides gives the second statement.

The final statement is also a consequence of the fundamental theorem of calculus, as

' ! " et ¢ [Vl
J A I e A
0 t 0 0 «

where in the first step we used Zy, = 0 and 0,Z; = —V,, according to Proposition 7.2.4
of gradient flow, in the second step is we used the triangle inequality on || - ||¢, and in the
third step we used ||V, ||« < e7T||V,||¢ as shown in the second statement. O

1 Zall = \

This result can also be shown straightforwardly for non-commutative scalings by for-
mally defining the geodesic Hessian. We do not give this definition as commutative gradient
flow is sufficient for our analysis.

Next, we simplify Definition 7.1.12 of the operator norm for commutative scaling groups.
Definition 7.2.8. Let V = ®ucm)Va be a tensor product of inner product spaces with com-

mutative scaling group (T,Ty,t) that is diagonal in basis = according to Definition 7.2.1.
The operator norm for Z € t is defined as

1Z]loc := ) Il diag™ (Za) lop = ZmaXKé}a  Za)l-

da
a€lm] aglm ] ldal

This commutative version of the operator norm satisfies the same relations with || - ||¢
as the non-commutative version, so we repeat Lemma 7.1.15 for the commutative setting
without proof.

Lemma 7.2.9. Let V = ®qcmVa be a tensor product of inner product spaces with com-
mutative scaling group (T,Ty,t) according to Definition 7.2.1. Then, the norms || - ||s
(Definition 7.2.8) and || - ||¢ (Definition 7.1.2) satisfy the two-sided relations

-1
(Y d) 121 <1212 < 3 12l

a€[m] a€[m]
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With these definitions in hand, we will make some structural observations about gra-
dient flow for commutative scalings when the input is e-T-balanced. This will allow us to
give an improved analysis in the strongly convex setting in Section 7.2.2, as well as another
strong bound on the scaling solution when the input satisfies a pseudorandom condition.
As mentioned previously, both of these results will be lifted to the non-commutative scaling
setting using Theorem 6.3.1.

7.2.2 Strongly Convex Analysis

In this subsection, we will use commutative gradient flow to analyze the scaling solution
for strongly convex inputs. In Theorem 7.2.16 at the end of this subsection, we will use
Theorem 6.3.1 to lift this result to the general non-commutative tensor scaling problem.
This gives a small polynomial improvement as compared to Theorem 7.1.16 and will be
applied to give a better sample complexity result for the tensor normal model in Chapter 9.

In Theorem 7.1.16, our analysis required o 2 4 /3~ ¢ () dal| Vi ||y in order to show that
every univariate restriction n — fF(e7?) is strongly convex for a large enough interval. The

extra factor is due to the inequality || - [lop < /D e da - || - ||y Which is tight in general.

In this part, our inputs will be e-T-balanced according to Definition 6.2.4, which implies
the gradient bound ||V, |? < me? by Fact 7.1.4. To bound the scaling solution, we will
follow commutative gradient flow and directly analyze ||Z;|| instead of analyzing || Z||
via bounds on the gradient. This will allow us to show that strong convexity is maintained
for all time until the optimum is reached, which implies the main theorem of this section
by a similar strategy to Theorem 3.2.19.

In this and the following Section 7.2.3, we will focus on the case when V = ®a€[m}ﬁ?da
with standard diagonal scaling groups 7" = (ST(dy), ... ST(d,,). The results generalize to
an arbitrary choice of commutative scaling group in a straightforward manner by change
of basis, and will be lifted to the non-commutative setting at the end of this subsection.

Recall by Definition 7.2.8 and Proposition 7.2.3 for the commutative T-scaling problem,

Vel = 32 IVAO) Doy = Y || ding (dup® —s@)L)|| . (7:5)
a€lm] a€m)]

op

where we restricted to the diagonal basis for 7' = (ST(d;), ..., ST(d,,)). Below, we explicitly

calculate the change in the quantities s(z) and Pt to show that |V, |l changes somewhat
slowly under gradient flow. Once again, we ignore questions of differentiability for the
infinity norm (see Remark 3.2.11 for this technical detail).
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Lemma 7.2.10. Let V = QuepmF% with scaling group T = (ST(dy),...,ST(d)) and
associated polar (T ,t) according to Definition 7.2.1. Then for input v € VX and x; the
solution to gradient flow according to Proposition 7.2.4, the change in the diagonals of p,,
can be explicitly calculated as

—Oo( By, o)) = (B, VONED o)+ 3 (ol B @ V),
b#ac[m]

where El(f ) are the diagonals matrices in the standard basis of V, = Fa,

Proof. By Proposition 7.2.4 of gradient flow, we can calculate
~0io(Bi, p)) = — 00 (B © Iny #ppe? ) = —(0-0Z0) (B © L), po)
_Z v @ L) ()®IE)>,%>

:<E§:>,v;“>>< WA+ N (D B @ V),
b#ac[m)]

where the first step was by Definition 6.2.2 of the partial trace and marginals as well as the
equivariance property in Lemma 6.2.6(1), in the second step we used the initial condition
Zy = 0 along with the fact that 7, commutes with El(la ), in the third step we applied
Proposition 7.2.4 of gradient flow, and the final step was once again by Definition 6.2.2 of
the marginals along with the fact that V € t so Vi commutes with E.*. O

We will use the above formula to show that ||V, |l changes somewhat slowly under
gradient flow. More precisely, we will bound the rate of increase for small ¢, and then show
that it decreases exponentially for large ¢. If x; is a-t-strongly convex for ¢ € [0, 7], then

IVENS < dallVEDN? < dallVar [IF < dallVallFe™, (7.6)

where the first step is by the relation between || - ||« and || - ||¢ in Definition 7.2.8, and
the final step was by Proposition 7.2.7. For input z that is e-T-balanced, we can use
Lemma 7.2.10 to improve this d,-factor loss near the beginning of gradient flow.

Lemma 7.2.11. Let V = Qg% with scaling group T = (ST(d),...,ST(d»)) and
associated polar (Ty,t) according to Definition 7.2.1. Then for input x € VE with z; the
solution to gradient flow according to Proposition 7.2.4,

atmﬁxlogHV Moo < (m — 2)s(zy) 4 (2m — 2)max||V Nl so-
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Proof. We will show that for every y € V&, 9,—o maxyejm) log ||Vyt lo < (m —2)s(y) +
(2m — 2) max,cpm HV Hoo The lemma follows for arbltrary t by considering gradient flow
starting at y = xt

Let a = arg maxXpe[y ||Vx lso and further let i € argmax;ea,] |( i 9 d, - pi s(z)1,)|
be the diagonal with the worst error. We will separate into two cases dependmg on the
sign of this error. We first bound the change in size:

—Oh=os(@) = [Vl < D IVPI% < IV ool Vel oo, (7.7)
be[m]

where the first step was by Lemma 7.2.5, the second was by Lemma 3.2.7, and the third
was by our case assumption a = arg maxpe[y HV;,; l|o-

V) = do(B, i) — s(x), meaning this
diagonal is larger than average. We bound its increase by Lemma 7.2.10:

Now consider the case ||Vz )||o<J = (E( o)

at 0<Em )7 pa(ct)> - _<Ei(ia)7 vg(ca)><pg(ca)’ Ez(za)> - Z <pg(cab)’ Ez(za) @ Vgcb)>

b#ac[m]
< VO lpl B+ Y VP lloelpl™, B @ 1)
b#a€[m]
= (o EO) (= IVl + - 19Ol )
b#a€[m]

< (m = 2)|[VE w0, ),

(22

where the first step Was by Lemma 7.2.10, in the second step we used our case assumption
IV = (B, V) to bound the first term and [V| < [|[VY|s - I, to bound the

second term, and in the final step we used the case assumption ||V§;a) oo > HV$ ||oo for all
b € [m]. Ignoring questions of differentiability for || - ||« (see Remark 3.2.11), this allows

us to bound the change in V% by

at Od < i 7p($t > B at:os(xt)
1V oo

=0 log |Vl = < (m —2)do (B, p) + [V,

where in the last step we used the bound derived above for change in (Efﬂ,pf,;?) and
Eq. (7.7) for the change in size.
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In the other case —||VY | = (E, V"), we bound the decrease of the diagonal
<E(a) ,0( )>
i Pt )

—0i—o(EBS, ply = (B VOVl By + > (ol B @ V)

b#a€[m]

< VNl E) + D IVl B @ 1)
b#a€[m]

= <pa(va)7Ei(ia)>< Z IV oo — Hv{(ﬂ@,&)

b#ac[m)]
< (m = 2)|[ VO [ (pl@, B,

where the first step Was by Lemma 7.2.10, in the second step we used our case assumption
(B vy = —||V{”||« to bound the first term and |VY| < ||V )||Oo I, to bound the

(1

second term, and in the final step we used that a = arg maxyem ||Vz |loo. This allows us

to bound the change in V) as

Di=08(7¢) — Oh= od (B, pi?

) (@)
S (m - Q)d <E’L’L 7p:(ca)> - O’
V5|0

D=0 log | Vi) [l =

where in the last step we used the bounds derived above for change in (EZ(Z ), pgfi)> and the
equality Oi—os(x;) = —||V,||? given in Eq. (7.7).

In both cases, we can bound the change by
=010 |V [loo < (m = 2)(s(2) + [V [loo) + [ Valloo < (m = 2)s(@) + (2m — 2)[| VLo,

where the first step was by do (B, piV) = (x) (BD VY < s(z ) + [V e, and

in the final step we used a € argmaxycpm IVl 50 |Valloo < m|| V|l according to
Definition 7.2.8. [

This generalizes the bound on error shown in Lemma 3.2.10 for the matrix case. Note
that for m = 2, the first term vanishes, and so the bound in Lemma 7.2.11 depends only
on the error ||V,||s. This allows us to bound ||(Xr,Y7r)||s in Proposition 3.2.13 and
Proposition 3.2.18 for strongly convex inputs. For the m > 3 tensor case, we have a much
worse bound on the error over time. Below, we combine Lemma 7.2.11 with Eq. (7.6) to
improve the bound on the scaling solution in Theorem 7.1.16 for strongly convex inputs.
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Proposition 7.2.12. Let V = ®QqcmV, be a tensor product of m > 3 inner product spaces
with dim(V,) = d, for each a € [m|, and let (T, Ty,t) be a commutative scaling group
according to Definition 7.2.1. Let x € VX be an input of size s(x) = 1 and x; be the
solution of gradient flow according to Proposition 7.2.4. Assume x is e-T-balanced and x,
is a-t-strongly conver and satisfies MaXqe[m) V50 < s for allt € [0,T]. Then

Q et (1 1Y _3 evmd, "
127" loo < £v/md, o)<

m—1  « a

Proof. We can assume without loss that V, = F% and T, = ST(d,) for each a € [m] by a
change of basis if necessary.

We first show that for any a € [m] and any ¢ € [0, T, the gradient is bounded by

1——a

V9| < min{ee™ D ey/md,e '} < ey/md, "7C. (7.8)

The bound on || Z]|« will follow by the fundamental theorem of calculus. This bound will
also be useful in the proof of Theorem 7.2.15.

For the first term in the min, we use Lemma 7.2.11 to show
t
maclog [V | < maxlog [V o + |0, maxlog [V
a€[m] a€m] 0 acm) T
t
<toge [ ((m=2s(ar) + (2~ 2V
0

t
<loge + / (m — 1) = log(ee™~1),
0

where the first step was by the fundamental theorem of calculus, in the second step we
used the bound ||V§;a)||oo < s(x)e < e for the first term as x has size s(x) = 1 and is
e-T-balanced according to Definition 6.2.4 and Lemma 7.2.11 to bound the rate of change
in the second term, and in the third step we used s(z,) < s(x) = 1 to bound the first term

in the integral (since 9;s(x;) < 0 by Lemma 7.2.5) and the assumption HV;‘?HOO < 5 for
all 7 € [0, 7] to bound the second term.

For the second term in the min expression in Eq. (7.8), we use the exponential conver-
gence of Proposition 7.2.7 to show

Hva(c(i)Hoo < v daHV;(v(:)Ht < v da”Vﬂcth < v da”Vx“te_at <evmd, - e_at:
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where the first step was by the relation in Lemma 7.2.9, the third step was by Proposi-
tion 7.2.7 applied with a-t-strong convexity till time ¢, and in the final step we used the
bound [|V,||? < me? by Fact 7.1.4 for e-T-balanced z of size s(z) = 1.

Therefore, we have shown both bounds in the first inequality of Eq. (7.8). This is all

that is necessary to bound ||Z ||oo We show the second inequality for use in the proof of
Theorem 7.2.15. We optimize the upper bound in Eq. (7.8) by balancing terms:

log v/md,

ge(m—Dt md,e”™ <= (m — 1)t =log\/md at<:>t— T o
-1+«

Substituting this in to Eq. (7.8) gives

1o
max ||V ||oo < mameIIl{€6(m_1)t,5\/ mdae_o‘t} < ev/md, m71+a7

t€[0,7]

log \/mda

where we plugged in t = for the last step.

To show the bound on HZ Hoo, we apply the gradient bound in Eq. (7.8) up till time

T. We assume T > r := 8 Vlﬁi’l, as the argument below is only stronger otherwise. We
can bound

128 oo =

r

K T
< / IV e + / IV < / ™ 4 o /md /
00 0 K 0

celm

-k / da L LAk 1 1 1
+ 15 m e — ¢ mda m71+a <— + )

m—1 o -1

where the first step was by the fundamental theorem of calculus for gradient flow defined
by Zy = 0 and 0,7; = —V,, according to Proposition 7.2.4, the second step was by the
triangle inequality for || - ||, in the third step we used Eq. (7.8) to bound the first stage by
IVE]|o < eem =Dt and the second stage by |V ||l < exp v/md, - €=, the fourth step
was by integration, and in the final step we plugged in Kk = log‘/mTl“ The ﬁnal inequality in
the proposition follows by the bounds m—1+a <mas a < s( ) § 1 by Proposition A.5.2,
and — < ;- asm > 3. [

The above proposition improves upon the bound on Z from Theorem 7.1.16 as shown
below. For e-T-balanced input z of size s(z) = 1, we have ||V,||? < me? by Fact 7.1.4.

Therefore, if x is an a > Q(1)-t-strongly convex input with 1 2 &\ /m3_,(,, da, then
a a VI'
121 < 12401 < V21l < VL S e/, (7.9
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where the first step was by the inequality || - ||op < || - ||, the second step was by Def-
inition 7.1.2 of || - ||, the third step was by the conclusion of Theorem 7.1.16, and the
final step was by the calculation ||V,||? < me? as shown in Fact 7.1.4. Comparing this to
Proposition 7.2.12, we get an improvement of dg(l/ ™ in the conclusion. This will be useful
to give improved error bounds for our statistical application in Chapter 9.

The other valuable part of this analysis is that it allows us to weaken the strong convex-
ity assumption of Theorem 7.1.16. Specifically, we will eventually show that the conditions
required throughout gradient flow in Proposition 7.2.12 are implied by sufficient strong
convexity of the initial input. To this end, we generalize Lemma 7.1.13 to show robustness
of t-strong convexity.

Lemma 7.2.13. Let V = ®uepmVa be a tensor product of inner product spaces with
dim(V,) = d, for each a € [m|, and let (T,Ty,t) be a commutative scaling group ac-
cording to Definition 7.2.1. If input x € VE is a-t-strongly convex, then for any Y € t the
scaling €¥/? -z is e Wllov . o t-strongly conveu.

Proof. We will lower bound 83:0 féy/%(nZ ) for arbitrary Z € t to verify Definition 7.2.6
of strong convexity. Note that (T,7,,t) are all commutative, so Y,Z € t implies Y, Z
commute. Therefore we can lower bound the second-order derivative by

02 o forr2.a(€7%) = 02 o(Peviog, €'%) = (g, €222 1%) > Wl (p, 72 > 7 Vl=q| 72,

where the first step was by Definition 7.2.2 of the Kempf-Ness function, the second was
by equivariance from Lemma 6.2.6(1) as well as standard matrix calculus 0,e” = ze”, in
the third step we used the spectral lower bound eY/2Z2eY/? = e~IIVlle 72 for commuting
Y, Z € t to lower bound the inner product since p, = 0 and Z € t C H(V) so Z% = 0, and
the final step was by Definition 7.2.6 of a-strong convexity of x. Since Z € t was arbitrary,
this verifies eIVl . a-t-strong convexity according to Definition 7.2.6. [

Remark 7.2.14. In Section 7.3, we will further generalize this result to show that small
perturbations maintain p-strong convexity for non-commutative scaling groups. In this case
we will only be able to show additive bounds of the form a — O(9) for scaling ||Y ||lop < 0,
which becomes vacuous for § ~ «. For the purpose of our sample complexity results in
Chapter 9, this only induces a constant factor loss, as in that setting we analyze random
inputs which are shown to satisfy a =~ 1 strong convezity. But as discussed in Section 4.2.3,
the multiplicative robustness result was crucial for our work on the Paulsen problem, and
we believe it is of independent interest, since Appendix A.2 shows that it is a tight result.

229



At this point, we can refine our analysis to simultaneously weaken the assumption of
Theorem 7.1.16 by a polynomial factor and give slightly stronger bounds on the scaling.
The theorem below will be applied in Chapter 9 to get a small polynomial improvement
in sample complexity for the tensor normal model.

Theorem 7.2.15. Form > 3, let V = Qqem)Va be a tensor product of inner product spaces
with dim(V,) = d, for a € [m], and let (T, T, t) be a commutative scaling group according

to Definition 7.2.1. If input x € VE of size s(x) = 1 is e-T-balanced and a-t-strongly
_a/vE
convex with <= >6m € mdmaxl m o then:

1. For all timeT" > 0, the solution Zr of gradient flow satisfies

a/ve

36\/mda17
20/ /e

evm
ajye

12z < and  Va € [m]: || 2] <

2. The limit Zo := limy_,o0 Zy exists and T = €%=/%- 1 is a T-balanced scaling solution

to the T'-tensor scaling problem in Definition 6.2.5;

3. The size of the solution can be lower bounded by

2

¢
s(zy) = Z)>1——7F.

(@) = i) 2 1= 510
Proof. We claim that for all time, z, satisfies the gradient bound max,c, ||th oo < 5~
and is at least Té—t-strongly convex. For contradiction, assume that T 1s the last time

all of these conditions hold. Let us first consider the case that ||V |l = L and the

2m

gradient condition does not hold after time 7. Then, we can apply Proposition 7.2.12 for
e-T-balanced input x with \/%—t—strong convexity up till time T" to show

1-alVe 1
IV < ey/mdy ™ < Ve L

- 6m T 6m

where the first step was by the bound in Eq. (7.8) applied with \/%—t—strong convexity, the
a/Ve

second step was by our assumption % > 6m - ¢ mdmanT, and the final step was by
the bound o < s(z ) = 1 by Proposition A.5.2. By continuity, 7' cannot be the last time
MaXecm \|th |lo < -, so the balance condition cannot fail first.
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Then, we can consider the case that T is the last time xp is \/%—t—strongly convex.
By Lemma 7.2.13 in the contrapositive, this implies || Zr|l > 3. But we can apply
Proposition 7.2.12 with gradient bound HV&?HOO < 5 and J=-tstrong convexity up till
time 7" to bound

170‘/\/g

3m - evmdyax

2a/\/e

where the first step was by Definition 7.2.8 of the infinity norm, the second step was by

Proposition 7.2.12 applied with \/%—t—strong convexity, and the final bound was by our

NG
assumption \/% > 6m - 5\/mdmaxl m . This gives the required contradiction, so the

assumptions must hold for all time.

<

I

A,

1 Z2]|oe < m - max || Z47]|o < m
a€[m]

Now that we have the claim, we can apply Proposition 7.2.12 for all time. The bound
on || Z3]|o in item (1) follows from the conclusion of Proposition 7.2.12 with e-tstrong

convexity for any 7" > 0. The bound in item (1) also follows by strong convexity as

T T T
/e EVM
Zel= | [ =V < [ 19l 19l [ e < S
0 ¢ 0 0 a/\e
where the first step was by the fundamental theorem of calculus as Zy = 0 and 0,7; = —V,,
according to Proposition 7.2.4, the second step was by the triangle inequality on || - ||, in

the third step we applied Proposition 7.2.7 with \/%—t-strong convexity, and in the final step
we used ||V,||? < me? by Fact 7.1.4 applied to e-T-balanced input z of size s(z) = 1.

To show item (2), we can again use strong convexity for all time to bound

lim 10: Z¢]|« = lim/ |V lle < lim HVAH,(/ e~oMVe =,
T—00 >T T—o00 >T

T—o0 t>T

where the first step was by Proposition 7.2.4 of gradient flow, and the second was by
Proposition 7.2.7 with \/%—t—strong convexity for all time. This implies that the limit
Zs € texists, and x,, = e?=/2 . 1 satisfies V,_ = Vf{(Z,) = 0, 50 2 is T-balanced by
Proposition 6.2.18(2).

To show item (3), we can bound the change in size over gradient flow by

@)= st = [ IValE < [ IR < me”
s(x) — s(xy) = i < zllce < )
0 ¢ 0 ¢ 204/\/E
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where the first step was by Lemma 7.2.5, the second step was by Proposition 7.2.7 applied
with \/%—t—strong convexity throughout, and in the final step we used Fact 7.1.4 to bound

IV.||? < me? as s(x) = 1 and z is e-T-balanced by assumption. Item (3) follows by using
the fact that s(z) = 1 and rearranging. O

Finally, we can lift this result to the non-commutative setting using the reduction given
in Theorem 6.3.1.

Theorem 7.2.16. For m > 3, let V. = ®uem)Va be a tensor product of inner product
spaces with dim(V,) = d, for each a € [m] with scaling group (G, P,p) according to Defini-
tion 6.2.5. If input x € VE of size s(x) = 1 is e-G-balanced and a-p-strongly convex with

/e

gz =6m- a/mdmaXl_T, then there is a scaling x, = o2 = e%/2 .z with p, € P and
Z, € p satisfying:

1. x, is a G-balanced tensor;

a/Ve

1—
21 2Zully < 3% and 227 lop < 2B for every a € [ml;

m52

3. The size of the scaling solution is lower bounded by s(x,) > 1 — YN

Proof. Our plan is to apply the reduction in Theorem 6.3.1. Let (TE,TE7 t=) denote the
commutative scaling group that is diagonal in the basis £ = {Z?} according to Defini-
tion 7.2.1, and consider the decomposition P = UEE;(TE = Uszcxe' where Z € X runs
over all tuples of orthonormal bases such that TF C P, i.e. stT C p, for each a € [m].
Explicitly, if p, = st5"(V,), then the a-th component just contains the singleton =%, and if
po = sp0(V,), then =% runs over all orthonormal bases of V.

Since T= C @, the e-G balance condition of Definition 6.2.4 implies e-T=-balance for
every = € X. Similarly, t£ C p, so the a-p-strong convexity condition of Definition 7.1.7
implies a-t=-strong convexity for every = € X. Therefore, Theorem 7.2.15 applied to each
commutative restriction (7=, T%, =) produces scaling solution Zz € t= such that

£E(2Z) = £7 (%) = nf £1(),

where the global minimum property is by Proposition 6.2.18(2) for the (7=, TZ, t5)-scaling
problem on input x. The bound on ||Zz|| given in item (1) of Theorem 7.2.15 clearly
implies that Uzcye?= is contained in a compact set, so we can apply Theorem 6.3.1 to get

a global minimizer of f7 of the form e?* = %= for some =.
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By Proposition 6.2.18(3), this global minimum is a G-balanced scaling solution. There-
fore the guarantees in items (2) and (3) follows exactly from Theorem 7.2.15. O

When m = 2, we can apply the a 2 clog d result of Theorem 3.2.19 instead of Theo-
rem 7.2.15, and lift it to the non-commutative setting using the same reduction strategy
as the proof above. We show this explicitly for operator scaling in Section 7.3.3, where we
combine it with a robustness result to show strong convexity of the optimizer.

7.2.3 Pseudorandom Analysis

In this subsection, we analyze tensor scaling when the input satisfies a pseudorandom
property which we show in Section 7.4 to be stronger than the strong convexity condition
used in Section 7.1.3. We will use this condition to directly analyze ||Vy,|lop through
gradient flow. This allows us to remove the dimension-dependent factor in the condition
on ¢ as compared to the strongly convex convergence analysis of Theorem 7.2.16.

In order to understand how this analysis compares to the strong convexity analysis in
Section 7.1.3, we give a brief overview of the argument. Recall that in Proposition 7.2.12, we
bounded the error and scaling solution by breaking the evolution of these quantities into two
stages, showing the error |V, ||op grows slowly in the first stage, and then using exponential
convergence of ||V, ||, by strong convexity for the second stage. In this subsection, we will
use pseudorandomness to show that the error ||V, ||o, converges exponentially for all time.
This avoids the first phase where the error grows, which gives a much stronger dimension
independent bound on the scaling solution.

In more detail, the main consequence of pseudorandomness that we use in our analysis
is given in Lemma 7.2.19. Here, we show that the error |V{”||« in a fixed marginal
is not significantly affected by the other marginals through gradient flow. This is used
to show that the marginal with the largest error decreases exponentially for all time.
Then we show that pseudorandomness is robust to small scalings, which implies that it is
maintained throughout gradient flow. The analysis in this subsection can be thought of as
the appropriate tensor generalization of Section 3.3.

We first define the pseudorandom condition for general scaling groups. Afterwards,
we focus on the commutative case and then lift the result to non-commutative groups by
decomposing into commutative subgroups and applying the reduction in Theorem 6.3.1.

Definition 7.2.17 (Tensor Pseudorandom Condition). Let V = ®qepmVa be a tensor
product of inner product spaces with dim(V,) = d, for each a € [m] along with scaling
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group (G, P,p) according to Definition 6.2.3. For any pair a # b € [m], let

o JleeVallgl =1} i Ga=SL(V.)
UG e ied)}  if Go= ST (V)

and

p, . J1QELIN| Q" =QQ=Qk(@Q) = 3} i/ Cy=SLW)
= " — . =b
{Cjer it | T € (i7), v €2} if Gy = ST='(V}).
i.e. the first set is the sphere of V, restricted to domain of G,, and the second set is a

subset of orthogonal projections restricted to the domain of Gy. Then x € VE is y-pas-
pseudorandom if, for every & € S, and Q) € Py,

L Trlge] T[Q] e
(ab) * > 5y . ——
<10x 765 ®Q> —e da db 2da
x is y-p-pseudorandom if the above is satisfied for every pair a # b € [m].
Remark 7.2.18. Technically, if dy is odd, then we should use L%J We ignore this dis-
crepancy in future for simplicity so as not to further clutter the notation.

For intuition, the value of <p§ab),§§* ® @) for a uniformly random & € S,,Q € Py is
exactly %. Therefore, if x is v-p, p-pseudorandom, then pg,;“b) has significant weight in
every direction ¢ € S§,,Q € P,. We point out that vy-p-pseudorandomness according to
Definition 7.2.17 is a stronger condition for smaller v, whereas (a, 8)-pseudorandomness

for matrices according to Definition 3.3.1 is a stronger condition for larger «.

We can directly compare the two conditions for matrix scaling: tuple A € Mat(d,n)*
can be viewed as a tensor tuple by the isomorphism A; — vec(A;) € F¢ @ F* =V, ® Vi
with scaling group T' = (11, Tr) = (ST(d),ST(n)). Then vec(A) € (F! @ F™")K is y-t;, -
pseudorandom iff A is an (e”7, %)—pseudorandom matrix according to Definition 3.3.1.
Similarly, input frame U € Mat(d, n) can be viewed as a tensor by the same isomorphism,
and frame scaling corresponds to the scaling group G = (G, Gr) = (SL(d),ST(n)) with
associated infinitesimal vector space (pr,pr) = (5p0(d), sty (n)). Then vec(U) € F¢ @ F"
is y-prgr-pseudorandom iff U is an (77, %)—pseudorandom frame according to Defini-
tion 4.2.11. Note that the pseudorandomness condition in Definition 4.2.11 always corre-
sponds to the L +— R direction. This asymmetry was useful in Chapter 4 when n > d for

the Paulsen problem.

In Lemma 7.2.19, we show a consequence of pseudorandomness that will be more di-
rectly useful in analyzing gradient flow for tensors. We define pseudorandomness by Defini-
tion 7.2.17 because this property enjoys stronger (multiplicative) robustness, which means
that less initial pseudorandomness is required for our fast convergence analysis.
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In this subsection, we will mostly focus on the case V = ®a€[m]lﬁ‘d“ and scaling group
T = (ST(dy),...,ST(dy,)). This analysis generalizes to an arbitrary choice of commutative
scaling group by a simple change of basis, and the results will be lifted to non-commutative
scaling groups by Theorem 6.3.1 at the end of the subsection.

Recall that Lemma 7.2.10 gives an expression for the change in any marginal under
gradient flow involving terms of the form <p§fb), E’l(la ) ® v&”). In the following lemma, we
will use the pseudorandom condition to show that these terms do not exert too much
influence on the a-th marginal, which will be used to show fast convergence.

Lemma 7.2.19. Let V = QuepmF% with scaling group T = (ST(dy),...,ST(d)) and
associated polar (T, t) according to Definition 7.2.1. If v € VX is y-t,.p-pseudorandom,
then for any Zy, € t, = sty (dp),

da(pl”, B © Zo)| < | 2ol dapl?, ES) = €77).
Proof. This is a simple application of Fact 2.6.4, which shows that the vertices of {Z, €
sty (dy), | Zb]|e < 1} are of the form I, — 2P, where P = Pp € P, is the coordinate
projection onto some T € ([db]) (we leave out the case of odd d, for simplicity). We can

dy/2
assume without loss that || Z||«c = 1 and bound the inner product by

dalpl™, B © Z,) < do(p”), B @ 1) — 2 min do (o™, B @ P) < d(pl"), B} = 7,
€Pb

where in the first step we used Fact 2.6.4 to upper bound by the vertices of {Z, €
t, || Zollooc < 1}, and in the final step we applied Definition 6.2.2 of the marginal for the
first term and bounded the second term by Definition 7.2.17 of pseudorandomness. O]

Lemma 7.2.19 is the main consequence of pseudorandomness that we use in our analysis
to show exponential convergence of the error through gradient flow. The pseudorandom
property is helpful because it is multiplicatively robust, shown in Lemma 7.2.23, whereas
it is more difficult to control the change in the bound in Lemma 7.2.19 for scalings of x.

This allows us to bound the change in ||V,||« as follows.

Lemma 7.2.20. Consider V. = QquemF% with scaling group T = (ST(V1),...,ST(Vin))
and associated infinitesimal vector space t := @qem)5ts(dy) according to Definition 6.2.3.
If v € VE is y-t-pseudorandom, then

~0,— maxlog V]l > s(z) — (m — 1) (s(2) + 2max [V« —e77).
ac\m ac|m
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Proof. Let a € argmaxXpe[y) ||Vx oo and i € argmaxiejq,] |( i ), g(f))| be the diagonal
with the worst error. We will show this error is decreasing by examining the terms in
Lemma 7.2.10 and bounding them using the pseudorandom condition in Definition 7.2.17.
We first recall the following bound on the change in size:

~Oos(z) = |Vallf < D IV I S IVE ool Vel (7.10)

be[m]

where the first step was by Lemma 7.1.6, the second was by Lemma 7.2.9, and the last
step was by our case assumption that |V ||ee > [|[V||e for b € [m]. Now we separate
into two cases depending on the sign of the error in the i-th diagonal.

First consider the case ||V ||o = maxica, (EY, Vi) = d, (0, EX) — s(z), meaning

this diagonal is larger than average. We show it is decreasing by Lemma 7.2.10, as

—O—odq “a,pxt> dy (E” 7v(a)><px ’ ” )+ Z do () E(a © VO

b#£a€[m)|
> |V looda{pl, B = > [V |o(da (), BY) — e7)
b#a€[m)|

> [Vl (s(2) + V5 lloo) = (m = DIVE oo (s(2) + [IVE oo — €77),

where the first step was by Lemma 7.2.10 (see Remark 3.2.11 for questions of differentiabil-
ity of |||~ ), in the second step we used our case assumption ||V ||o = du(ps”, EW) —s(z)

to bound the first term and Lemma 7.2.19 applied with Z, := v§§’) to bound each term in
the sum, and in the final step we used d, (0%, E®) = s(2) + | VY || by our case assump-

23
tion on i and ||V > |V ||e by our case assumption on a. This allows us to bound

the change in ||V as

—0i—od, < ii ,pxt > + Op—o5(xy)

HV‘”HOO
> (s(2) + [V [loo) = (m = 1)(s(2) + [V loo — €7) = |Vl
> s(z) — (m— 1)(s(z) + 2| V| — ),

~0i0log |V || =

where the first step is by the assumption that vaa) Il o

K3

 ple > as well as Eq. (7.10) for
the size, and in the final step we used ||V, ||l < m||Vi”||s since a € arg MaXpe[m) V| .

=d, (Ez ,p; )> —s(x), in the second
step we used the bounds derived above for change in ( Z(Z
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Now consider the case ||V§ca)||oo = <E1(1a), v > = s(z) — d, (EZ(Z ) pi ). We show it is
increasing by Lemma 7.2.10, as

O—oda( ES”, p2) = do(EY (=N (0D, BPY + Y du(ple?, B @ (—v))
b#a€[m)|
> |V da(p®, Y = D VDo (da{pl), EY) — e7)
b#a€[m)]

> [IVE oo (s(2) = V57 lls0) = (m = DIVE oo (3(2) = [IVE oo — €7)

where the first ste%) Was by Lemma 7.2.10, in the second step we used our case assumption

IV = E;”, ) to bound the ﬁrst term and Lemma 7.2.19 with Z, = V() to
bound each term in the sum, and in the final step we used d, (0%, B = s(2) — [Vl

by our case assumption on i and ||V§;a)||C>o > ||V§Eb)||Oo by our case assumption on a. This
allows us to bound the change in v as

at Od < i1 7P§Ct > - at=0$('x7f)

IV oo
> (s(2) = [VEloe) = (m = 1)(s(x) = |V ]lo — €77) +0

— 0= log ||v(a)||oo

where the first step is by the assumption that HV;G) lloo = dq (E 7 ) )> —s(x), in the second

step we used the bounds derived above for change in (EZ(Z ), pé‘?} and for the size we simply

used —0y—ps(z;) > 0 by Lemma 7.2.5.

Combining the two cases, the lemma is shown as we have
~0i010g ||V [loe 2 s(2) = (m — 1)(s(2) + 2/|VE oo — 7).
O

Remark 7.2.21. As mentioned previously in the analyses of Chapter 3 and Section 7.2.2,
we ignore questions of differentiability for the infinity norm and discuss the technical solu-
tion in Remark 3.2.11 using e.g. the envelope theorem of Milgrom and Segal [70)].

Recall that in Section 7.2.2, we used Lemma 7.2.11 to show that the error grew slowly
for small ¢, and then we were able to apply the fast convergence of Proposition 7.2.7 to show
the error remained bounded. In this analysis, we can use the above Lemma 7.2.20 to show
that [|V,]|« is always exponentially decreasing, which will allow us to bound the scaling
| Z7|| s from gradient flow directly. This is similar to our analysis in Proposition 3.3.9 for
the matrix setting.
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Proposition 7.2.22. Let V = ®Qucm)Va be a tensor product of inner product spaces with
dim(V,) = d,, and let (T,Ty,t) be a commutative scaling group according to Defini-
tion 7.2.1. Let v € VE be an input of size s(x) = 1 that is e-T-balanced, and assume
that for allt € [0,T] the solution of gradient flow x; according to Proposition 7.2.4 satisfies
s(xy) > 2, (2) y-t-pseudorandomness with v < 15—, and (3) maX,epy] ||V;(,fz)\|oo < o
Then

||V§C‘f[)|]oo < e T2 and ||Z:(Fa)|]Oo < 2e.
Proof. We can assume without loss that V, = F% and T, = ST(d,) by a change of basis

if necessary. This is only to reduce clutter, and we emphasize that these results hold for
general commutative scaling groups. Under these conditions, we have for ¢ € [0, T] that

~0, maxlog [Vl > s(z) — (m — 1) (s(zr) +2max V] o — ")
acem aelm

3 1 1
> m-1)(1 ——<1——>
— 4 (m—1) Jr8m 8m)

3 m-—1 1
> > -

4 dm T 2

where the first step was by Lemma 7.2.20 applied to z;, in the second step we used the
assumptions 1 = s(z) > s(z;) > 2 and max,epm) IVl < -2 as well as the Taylor

16m
approximation e > 1 — 2y for 0 < v < wLm_

Therefore by the fundamental theorem of calculus, we have
T
(a) (a) (a) r
max log | V3" ||c = maxlog [|[Vy¥ || + | 0y maxlog ||V} |l <loge — —,
a€lm] a€lm] 0 a€lm] 2

where the first step is by the fundamental theorem of calculus, and the second is by the
derivative bound 0; max,¢pm) log HV;‘Z) oo > % The first statement follows by exponentiat-
ing both sides.

For the second statement, we again use the fundamental theorem of calculus to show

T T T
/ —ngz) < / max HV;’?HOO < 5/ e 12 < 2¢,
0 0 0

be[m]
where the first step was by Proposition 7.2.4 of gradient flow, the second was by triangle
inequality on ||-||o0, and the third step was by the gradient bound in the first statement. [

1290 = ]
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Our plan is to remove the assumptions of Proposition 7.2.22 and replace them with
sufficient pseudorandomness of the initial tensor. To this end, the next lemma shows that
pseudorandomness is maintained by scalings.

Lemma 7.2.23. Let V = ®uepmVa be a tensor product of inner product spaces with
dim(V,) = d,, and let (T,Ty,t) be a commutative scaling group according to Defini-
tion 7.2.1. If input x € VE is y-t, y-pseudorandom, then for any Y € t the scaling
e¥/2 .2 is (|Y||lo + ) -tacp-pseudorandom.

Before proving this statement, note that this is a multiplicative robustness bound on
pseudorandomness, as Definition 7.2.17 has the parameter in the exponent. In Theo-
rem 7.3.4, we will show that this kind of multiplicative bound holds for the non-commutative
pseudorandom condition as well.

Proof. Choose an arbitrary £ € S, and orthogonal projection P € P, according to Defini-
tion 7.2.17. Then we can bound the quantity

(P 66 @ Py = (¥2p,e"? 66" @ P® I5) = (py,e¥ - (66" © P ® Ip))

> W (o, 66 0 P L) 2 e 1=,
where in the first step was by Definition 6.2.2 of marginals as well as the equivariance
property of Lemma 6.2.6(1), in the second step we used that fact that Y € t and £ € S,
and P € Py 5o e¥/? commutes with £€*® P® I, in the third step we used the fact that both
terms in the inner product are positive semidefinite, so we can bound the inner product
by the spectral lower bound e¥ > e~ IVll= [, by Definition 7.2.8, and in the final step the
lower bound was by the v-t,. ,-pseudorandom condition of z according to Definition 7.2.17.
Since £ € S, and P € P, were arbitrary, this verifies Definition 7.2.17 for e¥/? - z. O

Remark 7.2.24. Unlike the strong convexity analysis in Proposition 7.2.12, the pseudo-
random condition is only useful when v < %, regardless of how small the initial error is.
This is in contrast with the m = 2 matriz scaling analysis of Section 3.3 where pseudo-
randomness requirement only depended on the initial error and could be taken as small as
Q(e) for e-doubly balanced input.

Now we can prove the main result of this subsection by bounding the scaling solution
of nearly balanced and pseudorandom inputs.
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Theorem 7.2.25. Let V = ®queimVa be a tensor product of inner product spaces with
dim(V,) = d, for each a € [m], and consider commutative scaling group (T, T, t) according
to Definition 7.2.1. If x € VE of size s(x) = 1 is e-T-balanced for ¢ < 50— and -t
pseudorandom for v < 32me then:

1. For all time t > 0, the solution Z; of gradient flow satisfies

max || 2\ || < 2¢:

€[m]
2. The limit Zoy = limy_o Z; exists and Ty := €%~/ x is a T-balanced scaling solution
to the T-tensor scaling problem in Definition 6.2.5;

3. The size of the solution can be lower bounded
s(z.) = fi(Z,) > 1 —me*.

Proof. We can assume without loss that V, = Fé and T, = ST(d,) by a change of basis
if necessary. This is only to reduce clutter, and we emphasize that these results hold for
general commutative scaling groups.

We claim that for all time x; satisfies the assumptions of Proposition 7.2.22, i.e. for all
t>0: (1) s(zy) > 2, (2) maxaepm) IV < -, and (3) 7' = g=-t-pseudorandomness.
For contradiction, assume that 7' is the last time these conditions hold, and in particular

assume that the size condition fails first. Up till this time, we can bound

T T T 1
s(z) — s(xr) = / V.7 < / mmax || V@2, < maz/ et <me® < =,
0 0 ae[m] 0 4:

where the first step was by Lemma 7.2.5, the second was by Lemma 7.2.9, the third step
was by the conclusion of Proposition 7.2.22 showing for all ¢ € [0, 7] : max,ejm] V| <
ce~'/2 and the final step was by our assumption ¢ < Therefore the size condition
cannot fail first.

_1
100m2 -
We use Proposition 7.2.22 to show that the error condition (2) cannot fail first, as

1
max |V <ee ™72 <e < —,
ae[nﬁ” aplloo < <e<iem

where the first step was by the conclusion of Proposition 7.2.22 applied up till time 7', and

: 1
the final step was by the assumption € < 55—.
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Finally, assume that the pseudorandom condition fails first. Then by Lemma 7.2.23 in
the contrapositive, this implies || Zr|o > 5= —7 = 53 a8 7 < 5. But the conditions
for Proposition 7.2.22 are satisfied up to time 7', so we can bound

1
Z oo< Z(a)oo<2 <_a
|Zlle < mmae | 267 < 2me <

where the first step was by Definition 7.2.8 of the || - ||, the second was by the conclusion
of Proposition 7.2.22 applied up till time 7', and the final step was by our assumption

e < m. This gives the desired contradiction, so we have fast convergence for all time.
This allows us to apply Proposition 7.2.22 for all time, and conclusion (1) follows. To
show (2), note that we have already shown that max,efy; IV |l < £e~7/2 for all time by

Proposition 7.2.22. This allows us to bound

lim/ ||0tZt(a)||OO: lim/ ||v§g)||oo < lim 5/ e t2 =,
T—o0 T T—o0 T T—o0 t>T

where the first step was by Proposition 7.2.4 of gradient flow, and the second was by
exponential convergence HVEf?HOO < ee¥2. Therefore the limit Z., exists, and further
V... = 0 implies that x, is T-balanced by Proposition 6.2.18(2).

To show the size lower bound in (3), we can repeat the calculation above:

s(x) — s(x) = / IV 1? < / m mas [V, < me? / et = me?,
0 0 acim 0

where the first step was by the fundamental theorem of calculus and Lemma 7.2.5 of the
change in size, in the second step we applied Lemma 7.2.9, and the third step was by the
conclusion of Proposition 7.2.22. Ttem (3) follows as s(x) = 1 by assumption. O

Finally, this theorem can be lifted to the non-commutative setting by using the decom-
position technique given in Theorem 6.3.1.

Theorem 7.2.26. Let V = ®queimVa be a tensor product of inner product spaces with
dim(V,) = d, for each a € [m| and scaling group (G, P,p) according to Definition 6.2.3. If
input x € VE of size s(x) = 1 is e-G-balanced for ¢ < m and y-p-pseudorandom for
v < 32Lm’ then there is a scaling x, = p,l/Q ~x = e%/? . x with p, € P, Z, € p that satisfies:

1. x, is a G-balanced tensor scaling solution to Definition 6.2.5;

2. maxXaepm |22 |lop < 26
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3. The size of the scaling solution is lower bounded by s(x.) > 1 — me.

Proof. This proof is exactly the same as the proof of Theorem 7.2.16, except that we apply
the pseudorandom analysis of Theorem 7.2.25 for the conclusions. O]

7.3 Non-Commutative Robustness

A key part of our analysis of tensor scaling in Section 7.2 as well as the analysis of matrix
scaling in Chapter 3 relied on showing that the convergence properties (strong convexity
or pseudorandomness) were maintained throughout gradient flow. In the proofs of those
results, we crucially used commutativity of the scaling group to show that the convergence
parameter was multiplicatively robust under scalings. Using the reduction argument of
Theorem 6.3.1, we were then able to leverage this multiplicative robustness in the commu-
tative setting to show strong bounds on the solution for general non-commutative tensor
scaling problems. However, one drawback is that this leads to non-constructive existential
results on the optimizer in the non-commutative setting.

In this section, we will show robustness results for the non-commutative setting. These
general robustness results will be valuable in our study of geodesically convex optimization
algorithms that will be used to give constructive results for scaling problems in Chapter 8.
In Section 7.3.1, we show multiplicative robustness bounds for the frame pseudorandom
property in Definition 4.2.11. This will be applied in Section 8.5 in order to make the frame
scaling results of Chapter 4 constructive. Similarly, in Section 7.3.2, we show multiplicative
robustness bounds for the tensor pseudorandom property in Definition 7.2.17. The final
two subsections will study strong convexity for tensors and will be quantitatively weaker.
In Section 7.3.3, we show that multiplicative robustness of strong convexity is impossible in
the non-commutative setting. Therefore, we settle for a weaker additive robustness result,
which is sufficient to reproduce the work of [63] on operator scaling. Then, in Section 7.3.4,
we lift these results to higher-order tensors and show additive robustness of tensor strong
convexity for non-commutative scalings. This will be used in Chapter 9 to give strong
algorithmic convergence guarantees for the Flip-Flop algorithm (Definition 8.4.1) for the
tensor normal model.

7.3.1 Robustness of Frame Pseudorandomness

In this subsection, we show that Definition 4.2.11 of frame pseudorandomness is multiplica-
tively preserved under arbitrary scalings. For g = %, this is a special case of the robustness
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result for tensors proven in the following Section 7.3.2. We repeat the proof of the simpler
frame case here for clarity, as the tensor setting comes with a bit more notation.

Remark 7.3.1. A very similar robustness property was shown in Prop 4.3.5 of [02], and
was crucial to the fast convergence results. This robustness was only proved for the com-
mutative matriz case, so in order to apply these results to the Paulsen problem in that
work, we had to use a much more complicated perturbation argument and analysis. Here
we show that a simple non-commutative robustness statement follows the same proof and
allows us to greatly simplify the original argument of [02], even bypassing the frame to
matrixz reduction of Theorem 4.2.13 we use in this thesis.

In the proof of Lemma 3.3.4 we showed a more refined statement that gave multiplicative
robustness for every unit vector and projection in Definition 3.3.1 of pseudorandomness.
The key feature of this robustness result was that it produced a multiplicative bound
a — e -« for any scaling ||(X,Y)|lop < 8. Therefore, in the proof of Theorem 3.3.10,
we used the fact that pseudorandomness was maintained up to constant factors even for
scalings with |[(X,Y)]|c = O(1), regardless of the pseudorandomness of the initial input.

In the following, we give a robustness result for frame pseudorandomness according to
Definition 4.2.11. This result will also be multiplicative, but will only hold for the infimum
and not individually for every unit vector and projection.

Lemma 7.3.2. Let U = {uy,...,u,} € Mat(d,n) be a frame that is (c, B)-pseudorandom
according to Definition 4.2.11. Then, for any L € L(d), R € diag(n), the scalingV := LUR
is (!, B)-pseudorandom as a frame with o/ > o2, (L) - 02. (R) - a.

Proof. Recall that Lemma 5.1.1 gives the following equivalent formulation for (o, f3)-

pseudorandomness: for any ¢ € S% ! and T € (gﬂ),

TP = 3 I u)l 2 o,
JeET

where Pr is the orthogonal projection onto the coordinates 7' C [n]. We verify this holds
for V' with the bounds given in the lemma:

€V Prllr = € LURPr|lp > 260 (inf | "0 Prlr) min | Ry;| 2 ouin(L)owin(R)y 0y,

where in the first step we substituted V' = LUR, in the second step we used the change of

variable 1) = ”LL—§H2 € 5971 for the left scaling and the fact that R commutes with Pr since
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they are both diagonal, and in the final step we used the definitions of minimum singular
value for the lower bounds o, (L) and o (R), and the pseudorandomness of U to lower
bound |[¢*UPr||p. Since & € S 1T € (,[37;1) were arbitrary, squaring both sides verifies
the pseudorandomness property of V' according to Lemma 5.1.1 and gives the result. [

We reiterate that this is not a bound for every unit vector and projection individually,
as in Lemma 3.3.4. But this is still a multiplicative lower bound, and so gives non-trivial
pseudorandomness bounds for O(1)-scalings regardless of the initial value of .. This will
be useful for our algorithmic results for the Paulsen problem in Section 8.5.

As an illustration, we combine the above robustness with our convergence analysis
in Theorem 4.2.14 for pseudorandom frames to show strong convexity of the solution to
frame scaling in this case. This is the main consequence of robustness that we use as our
algorithmic results in Chapter 8 rely on strong convexity of the geodesic convex formulation
in Proposition 6.2.18.

Theorem 7.3.3. If frame U € Mat(d,n) of size s(U) =1 is e-doubly balanced and («, [3)-
pseudorandom for % >a > 16e-€ and B < %, then there is a scaling U, = eX/2UeY*/? with
(X.,Y.) € p satisfying:

1. U, := eX/2Ue¥*/? is a doubly balanced frame;
2. maX{HX*HOPv ||Y*||0p} < %;

3. The size of the scaling solution is lower bounded by s(U,) > 1 — 1062

(67

4. Uy is (2, B)-pseudorandom according to Definition 4.2.11;

1 ' —12
5. If B < 15, then U is an au-strongly convex frame for a, > e - a.
Proof. The first three items are exactly the content of Theorem 4.2.14. For item (4), we use
the fact that V' is («, §)-pseudorandom and apply Lemma 7.3.2 to show U, = X2 eY+/2

is (o/, 8)-pseudorandom for

«
>

- )

e

18

0> - i (€522 - o (€722 > o - e Xellon=1Yllop > e ( _ _5>

o

where the first step was by the robustness result in Lemma 7.3.2, the second step used the

bound o, (eX+/2)2 > ermin(X) > =lIXullor and a similar calculation for Y;, the third step
is by the bound in item (2), and the last step is by our assumption « > 16e¢ - €.
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For the final item, we have the stronger assumption that § < %6, so we can simply
combine item (4) with Corollary 4.2.12 to show U, is an a,-strongly convex frame for
a, >e .o/ >e 2. 0. O

Note that (X, Y.) is a global minimum of the geodesically convex formulation for frame
scaling according to item (2) of Proposition 6.2.18. The above result can be combined with
Lemma 7.3.2 to show that there is a large region near the optimizer (X,,Y.) where the
Kempf-Ness function [ is Q(«a)-geodesically strongly convex. In Section 8.5, we will use
this strongly convex region to show fast convergence of frame scaling algorithms for random
frames as well as our solution to the Paulsen problem.

7.3.2 Tensor Pseudorandomness

In this subsection, we show that tensor pseudorandomness is multiplicatively preserved
under arbitrary scalings. This is a generalization of the robustness of frame pseudoran-
domness shown in Section 7.3.1, and the proof will be nearly the same, but requires a bit
more notation in the tensor case.

We will show that the infimum over unit vectors and projections given in Defini-
tion 7.2.17 of pseudorandomness is multiplicatively robust. Note that this is weaker than
multiplicative robustness with respect to every individual unit vector and projection.

Theorem 7.3.4. Let V = ®qem)Va be a tensor product of inner product spaces with scaling
group (G, P,p) according to Definition 6.2.3, and consider tuple x € VE that is y-pacp-
pseudorandom according to Definition 7.2.17. Then, for any (g1, ...,9m) € G, the scaling
Y=g -x 18 ¥V Pacp-pseudorandom for

Y <y =) 10g Amin(g90)-

c€[m]

Note that there are no restrictions on g, i.e. the scalings are not restricted to positive
definite elements P, which is the domain of our geodesically convex formulation fr.

Proof. If g%g, is non-invertible for any a € [m], then the bound is trivial. So for the
remainder of the proof, we assume Apin(gig,) > 0 for all a € [m)].

To show pseudorandomness according to Definition 7.2.17, we would like to bound
<p§?£), £E* @ P) for every £ € S,, P € Py. Our plan is to bound this in terms of <p§,;ab), PYP* Q@
Q) for some ¥ € S,, Q) € Py, and then apply pseudorandomness of x.
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First consider arbitrary £ € S,, P € P, and note

(0l 66" ® P) = (gpag”, 66" @ P @ Lg) = (pu, (95667 9a) ® (95 Pgb) © (95595))

where we used Definition 6.2.2 of the marginals and the equivariance property pg., = gpg*
according to Lemma 6.2.6(1).

In order to use the fact that x is y-p-pseudorandom, we note that both terms in the inner
product above are positive semi-definite, so in order to lower bound the inner product, it is
enough to give a spectral lower bound. To thls end, note ||g*&||2 > Amin(9ga) as ||€]l2 = 1,
80 926890 = |1(95ga) Hlopt* where ¢ = T *EH € S,. Similarly, we can exhibit ) € P, (i.e.

@ is an orthogonal projection with rk(Q) = rk(P) = d”) such that ¢; Pgy = Amin(g596) - Q.
If Gy, is commutative, then this claim is clear as P and g, commute. The non-commutative
case follows from Claim 7.3.5. With these two spectral lower bounds, we have

(Pl €€ @ P) = (4, (9:€€7 9a) © (5P gb) ® (92595))
> (Pas (Amin(959a) - VV*) ® (Amin(gé‘gb) ' Q) ® (Amin(9559a5) 'f*)>

> Amin(959a) Amin (95 96) Mmin (925945) H Muin(9292) - 5 S

where the first step was by the calculation above, in the second step we applied our spectral
lower bounds, and the third step was by 7-p,.p-pseudorandomness of = applied to ¢ €
Sa, Q € Py. This verifies Definition 7.2.17 of pseudorandomness of ¢ - x. n

To finish the proof, we show the spectral lower bound in the claim below.

Claim 7.3.5. For any orthogonal projection P € H(d) and any invertible g € GL(d), there
is an orthogonal projection () € H(d) such that rk(P) = rk(Q) and

9 Pg = Auin(979) - Q.

Proof. First note that rk(g*Pg) = rk(P) as g € GL(d) is invertible. To show the spectral
lower bound, we will use Sylvester’s Law of Intertia (Theorem 4.5.8 in [52]), which says
that for any Hermitian A and invertible g, A and g*Ag have the same number of positive,
0, and negative eigenvalues.

Now consider A := P — (1 — §)I, for § > 0 arbitrary. Note that A has rk(P) positive
eigenvalues and the remaining d —rk(P) are negative (see Definition 2.1.12 of the spectrum
of orthogonal projections). Therefore, this must also be the signature of g*Ag = ¢*Pg —
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(1—08)g*g by Sylvester’s Law of intertia. Therefore, there must be a subspace S C F?¢ with
dim(S) = rk(P) such that

Vo € St (vv*, g*Pg) > (1 —0){(vv*, g*g) > (1 = 6) - Amin(g%9) 0[5,

where the first step is by the variational principle for Hermitian eigenvalues applied to A
which has rk(P)-many positive eigenvalues (see e.g. Corollary I11.1.2 in [12]), and the last
step was by definition of the minimum eigenvalue of Hermitian g*g. Therefore, for () the
orthogonal projection onto S according to Definition 2.1.12, we have

g Pg = (1-0)Q,

as ¢*Pg = 0 and Q is 0 on the orthogonal complement S. The statement follows by taking
the limit 6 — 0. |

Note that in Lemma 7.2.23, we were able to give a lower bound for each individual
¢ € S,, P € Py, whereas in Theorem 7.3.4 the scaling was arbitrary, so we could only
bound the infimum. But this robustness is still multiplicative, meaning that we get a non-
trivial result for arbitrary scalings. But our analysis in Theorem 7.2.26 requires v < #
pseudorandomness, so this robustness bound will stop being useful when ||g—I|op 2 +. In
Theorem 7.4.11, we will use the robustness of Theorem 7.3.4 to show that the pseudoran-
dom analysis of Theorem 7.2.26 also implies pseudorandomness and strong convexity for
the output G-balanced scaling. This will be useful in Chapter 9 to show fast algorithmic

convergence for random inputs to the tensor scaling problem.

7.3.3 Strong Convexity for Operators

The subject of this and the following subsection will be robustness of strong convexity for
non-commutative tensor scaling. It turns out that unlike the pseudorandomnes results of
the previous subsections, for strong convexity, it is not possible to lift the multiplicative
robustness bounds from Theorem 7.3.14 to the non-commutative setting as we show using
a small frame example. Therefore, the remainder of this subsection will be devoted to
setting up the proper definitions for our additive robustness results for strong convexity.
At the end of this subsection, we will have enough tools to reproduce a strengthening of
the main theorem of [63].

In the proof of Lemma 7.2.13, we crucially used that the direction Z € t and the scaling
Y € tcommute. It turns out that this is not merely an artifact of the proof, but is necessary
for any multiplicative robustness bound. The following example was found during joint
work [36] with Cole Franks, Rafael Oliveira, and Michael Walter.
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Example 7.3.6. Let G = SL(2) ® ST(2) be the frame scaling group with associated polar
and infinitesimal vector space (P,p) according to Definition 6.2.3. Consider input V €
Mat(2,2) and scaling V' € G -V defined below:

_ (V2 1 Uy
v._<1 a) VEVV=L

Then V is Q(1)-p-strongly convex as a frame, but V' = I, is not strictly convez, i.e. it is
not a-p-strongly convex for any o > 0.

This is proved by a straightforward calculation in Appendix A.4. Note that one conse-
quence of multiplicative robustness is that if z is a-strongly convex for any v > 0, then any
scaling e¥/2 - ¢ is e I¥ller . oy > 0 strongly convex. The example shows that it is impossible
to derive a general multiplicative robustness bound for arbitrary scalings.

Therefore, in the following, we will focus on proving weaker robustness bounds which
show that strong convexity is preserved up to additive error o« — a — O(||Y ||op)-

In the remainder of this section we will fix vector space V' = ®qejm)Va with dim(V;) = d,
for each a € [m] and G = (SL(1}), ..., SL(V},,)), as this is the only scaling group we use for
our algorithmic results in Chapter 9. The case of arbitrary scaling groups can be thought
of as a (subgroup) restriction of this group G, and the following proofs of robustness can
be extended straightforwardly.

By Definition 7.1.7, input € V¥ is shown to be strongly convex if for every Z € p we
can lower bound

DoofF ()= (0, 2+ Y (™, Za® Z),

a€m] a#be[m)|

where the decomposition is given in Eq. (7.4). Our plan is to use matrix perturbation
results to bound each term when x — ¢ - x for scalings g ~ Iy .

Recall that in Proposition 7.1.10, we lower bounded the diagonal terms of the above
decomposition for nearly balanced inputs, and upper bounded the off-diagonal term using
the spectral condition for tensors. In the m = 2 operator scaling case, Lemma 7.1.11
shows that for nearly doubly balanced operators, strong convexity is nearly equivalent to
the spectral condition, so in the following proof, we will actually analyze robustness of the
spectral condition. We first use Definition 2.4.4 and Proposition 2.4.5 so that we can apply
simple operator inequalities to show robustness for the associated quantum maps.

Most of the results in this subsection were already achieved in [03], and we view our
contribution mostly as a principled approach via geodesic convexity. At the end, we will
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be able to combine the robustness result with our improved analysis of matrix scaling in
Chapter 3 in order to produce a slight strengthening of the main results of [63] on strongly
convex operator scaling. The next subsection lifts these results to the tensor case and
requires some new ideas.

Our plan is to relate strong convexity to certain norms on quantum maps. Recall that
according to Definition 2.4.4, the bipartite tensor tuple z € (U ® V)X has associated state
p. and quantum map @, : H(V') — H(U) defined by

K
k=1
for arbitrary Z € H(U) and Y € H(V'). Also recall that the spectral condition in Defini-

tion 7.1.9 is defined with respect to the infinitesimal vector space spd(d) @ spd(n) given in
Definition 2.1.10.

We first give preliminary definitions relating the spectral condition to quantum maps.
Definition 7.3.7. For ® : H(V) — H(U), we define two measures

(X, 2(Y))] (X, @(Y))]
||| For = sup ————— and ||P|:= sup ——
[l XeH(U),YeH(V) XY ]l Ilo Xespd(U),Yespa(V) [ X[V ||

Recall that spd(U) = {X € H(U) | Tr[X] = 0}, so the 0 in || - ||o represents the trace 0

condition for the supremum.

Remark 7.3.8. We could have equivalently defined ® : L(V) — L(U) and then ||®|| p—r =
SUPyer(v) ”qﬁg“)ﬂ’? as is standard. The restriction to H(V') is without loss of generality since
® is Hermitian preserving. This can be explicitly shown in a similar fashion to Theorem

4.27 of [98] by using e.g. the Cartesian decomposition L(V) = H(V) @ iH(V).

Also note that the absolute value in the definitions of both || - ||[r—r and || - ||o are not
necessary as we can always assume the optimum value is positive by symmetry.

We show some simple properties of these two measures that will be used repeatedly.

Proposition 7.3.9. For arbitrary inner product spaces U,V ,

1. || |p—F is the standard operator norm induced by || - || according to Eq. (2.4);
2. || - lp=r is sub-multiplicative, i.e. for any ¥ : HW) — H(V),® : H(V) — H(U),

[Wo@|psr < [|U||por||®lrsrs;
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3. For any ® : H(V) — H(U), ||®|lo < ||®]|p=rF-

4. |l - llo is a semi-norm, i.e. it is homogenous and convex.

Proof. Since || - || is the standard Euclidean norm on H(U) and H(V), the first statement
is clear by the definition as

(X, B(Y)) 18(V)r
||| por = sup —_— = sup —,
[®lrr = o o TRV vk VT

where we used Proposition 2.1.17 for || - || and the fact that ® is Hermitian-preserving.
The second item also follows from this formula as, for arbitrary Y € H(W),

(@Y)llr < 1®][r=rl| 2 < [9]p-pl| @l r-plY
where we repeatedly used the definition of || - ||z, r as well as the fact that both ® and ¥
are Hermitian preserving.

The third item follows simply as the domain of optimization for ||-||o is strictly contained
in that of || - ||Fop.

For the fourth item, it is clear that || - ||o is homogenous under scalars, so to show it is
a semi-norm, we verify the triangle inequality:

(X, (W + @)(Y))| = [(X, W (Y)) + (X, (V)| < [(X, W(Y ) + (X, e(Y))].

Finally, we note that || - ||o is not a norm by the following example:

X, ®(Y
OO) = (L, Ny = [|@o=  sup 20D
Xespo(d),yespp(n) | X[ F[[Y |7

where the last step is by Definition 2.1.10 of spd(n) = {Y € H(n) | Tr[Y] = 0}. Clearly
® #0so || - ||o is not positive-definite. O

We will use these measures to bound the change in the off-diagonal terms of Eq. (7.4)
under scaling. To this end, we show how || - || and || - || 7—, p relate to the spectral condition
and strong convexity for tensors.

Lemma 7.3.10. Consider V = QqcpmVa with dim(V,) = d, for each a € [m] and scaling
group G = (SL(V4),...,SL(V,,,)) along with polar (P,p) according to Definition 6.2.5. For
arbitrary pair a # b € [m]:
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1. x € VE satisfies the \-pqp-spectral condition according to Definition 7.1.9 iff

A
H(I)gcab)HO < )
dadb
where @56“”) 15 the map associated to p&ab) according to Proposition 2.4.5.

K | (ab) 15 lop 1128 llop
2. For any x € VI, || 07 ||por < o/ 20

Proof. The first item follows from Definition 7.1.9 of the spectral condition for p, = spo(V,)
and p, = spd(V}) and Definition 7.3.7 of || - ||o as (Z,, @éab)(Zb)) (pa @) Z, ® Zy) by the
correspondence in Proposition 2.4.5. The second item is exactly Lemma 3.6 in [63]. Below,
we give another proof inspired by geodesic convexity.

For any Z € H(V,) and Y € H(V}), we have

82 < (ab) 677Z ® 677Y> <p§5ab)7 (Z ® [b + ]a ®Y)2> > O,

where the first step was by the product rule, and in the last step we used that p;(vab) =0

and Z € H(V,) and Y € H(V}) so (Z® I, + [, ® Y)? = 0. We expand this expression as
0< (P (Z@ I+ 1,0Y)") = (07, 2%) + (o0, Y?) +2(Z, " (Y)),

where in the last step we used (p,, Z®Y) = (Z, ®4(Y)) by Proposition 2.4.5. Rearranging

the terms gives

2(2,0(Y)) = (o, 2%) + (o0, Y?) = (o (Z @ I, — 1, © Y )?)

x )

15" ||0pHZ||F 1 ||0p\|y||F (7.11)

dg dyp

< o opll 221 + Nl o loplY 212 =

where the second step was by Schatten norm duality (A, B) < HAHOPHBH1 given in Propo—

sition 2.1.17 for the diagonal terms and the lower bound <pz (ZL+1,2Y)2 >0
for the second term, and in the third step we used ||Z2||; = ||Z||F and ||[Y?|; = ||Y||F for
Hermitian Z € H(V,) and Y € H(V}).
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We complete the proof by using AM-GM to bound the F' — F' norm:

(2, ™ (1Y)

||¢)§¢ab)||F F= sup inf
TN zenoyenay™0 21V ]le
1 Nopll 2112 Ollop Y12
< sup inf (772”P lopl| 2 +n—2w)
zenw,).yeuwy,) >0 || Z||pl|Y || 7 2d,, 2d,,

(
16 o1
dgdy

where the first step was by Definition 7.3.7 of the FF — F' norm, in the second step we
used the bound in Eq. (7.11) applied to (nZ,n7'Y"), and the final step was by choosing 7
in the infimum so that we can replace the arithmetic mean by the geometric mean (i.e. the
setting when AM-Gm is tight). O

We defer the more complicated m > 3 tensor case to Section 7.3.4, and in the rest of this
subsection, we focus on showing robustness for the m = 2 case of operator scaling. With
the previous definitions, we can bound the change in the off-digaonal term (pa, X ® Y) of
Eq. (7.4) using the above semi-norms.

Lemma 7.3.11. Given tuple A € Mat(d,n)* and L € Mat(d), R € Mat(n) such that
max{||L — Iillop, || R — Lnllop} < %, scaling B := LAR satisfies

27
5 = @allo < @4l rr ((14+ 2512 = Lillop) (1 + 251 R = Llop) — 1).

As a consequence, if A is e-G-balanced with G = (SL(d),SL(n)) according to Defini-
tion 6.2.4 and satisfies the A-p-spectral condition according to Definition 7.1.9 for p =
spo(d) @ spd(n), then B satisfies the N -p-spectral condition with

N <A+ s(A)(1+ 5)((1 +25)1L = Lllop) (1 + 25| R — L|op) — 1).

Proof. We first rewrite ® 5 in terms of ®4 as, for arbitrary Y € H(n),

Op(Y)=> BiYB; =Y (LAR)Y(LAR)" = L(®4(RYR"))L",

k=1

where the first and last steps were by Definition 2.4.4 of &5 and 4, and in the second
step we substituted B = LAR.
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Now we can write the map ®p as a perturbation of ®4. To this end, let R : Mat(n) —
Mat(n) be the linear operator defined by

R(Y):=RYR* =Y + (R— L)Y + Y(R— L,) + (R — I,)Y (R — I,,).

Note that if R is small, we can show R is close to the identity operator Z, : Mat(n) —
Mat(n), as for any Y € H(n),

IR(Y) = Zn(Y)llr < [(R = L)Y [ + V(R = L)"[lp + (R = L)Y (R — L)"|| ¢
< IIYIFQIR = Lllop + 1R = Lullsy),

where the first step was by the triangle inequality on || - ||z and the last step was by the
bound || XY||r < || X|lop||Y||r. Since Y € H(n) is arbitrary, this implies |R — Z,||rr <
2||R — ILu|lop + [|[R — I,||2, by Definition 7.3.7. For £ : Mat(d) — Mat(d) defined as
L(X) = LXL* and the identity operator Z; : Mat(d) — Mat(d), we can use a similar
calculation to show ||£ — Zy||pop < 2||L — Igllep + | L — I4l|2,.

Now we observe that ®p for scaling B = LAR is close to 4 as

(I)B—(I)AZEO@AOR—IdO@AOIn
= (,C —Id)q)A—i—CI)A(R—In) + (,C—Id)CI)A(R—In).

This decomposition allows us to bound the difference by

[P5 — Pallo < (£ —Za)Pallo + | Pa(R —Z)|lo + (£ — Za)Pa(R — Z,)llo
<N Pallror(I£ = Zallpor + R = Lallpsr + |1£ — Zallpor[|R — Zollp—rF)

< N@alle (142501 L = Lallop) (1 + 25 R = Lullop) — 1)

where in the first step we used the triangle inequality on semi-norm || - ||o by Proposi-
tion 7.3.9(4), in the second step we used the bounds |[|-||o < ||-||F—r and sub-multiplicativity
of | - ||p—F from items (2) and (3) of Proposition 7.3.9, and in the final step we used the
bounds on £, R derived above as well as the assumption that max{||L—14||op, | B—Lnllop} <
5 to bound ||L — Iy[|2, < 3[|L — Iyl|op and ||R — L[|2, < 3[|R — Ly||op. This is exactly the
perturbation bound in the lemma.

For the last statement, item (1) in Lemma 7.3.10 shows that A satisfies the A-p-spectral
condition iff ||®]|o < \/%Tn‘ Therefore, we can bound

[@5llo < [[Pallo + |5 — Pallo,
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where we can apply the triangle inequality for semi-norm || - ||o by Proposition 7.3.9(4).
Further, we can use the balance condition of A to bound

s(A)(1+¢)
Vidn
where the first step is by item (2) of Lemma 7.3.10 and the final step is by the assumption

that A is e-G-balanced (see Definition 6.2.4). Combining this with the perturbation bound
on ||®p — ®4llp shows

[@allo < [[Pallr-r < A/ lloZllopllPEllop <

A N s(A)(1+¢)
Vin Vin

which again by item (1) of Lemma 7.3.10 implies that B satisfies the \'-p-spectral condition
for X as given in the lemma. ]

P50 < |Pallo+[Ps—Pallo <

(A+1L = Lallop) A+ 1B = o) 1),

This can be combined with the analysis of matrix scaling in Section 3.2.3 to show
strong convexity of the optimizer for operators satisfying the spectral condition. In the
next subsection, we will lift this result to the tensor setting.

Theorem 7.3.12. Consider matriz tuple A € Mat(d,n)"X ~ (F?@F")K along with scaling
group G' = (SL(d),SL(n)) and polar (P, p) according to Definition 6.2.3. If A of size s(A) =
1 is e-G-balanced and satisfies the \-p-spectral condition according to Definition 7.1.9 with
1> 1—X>e(4logd+ 21), then there is a scaling A, = e**/2Ae¥*/? with (X,,Y.) € p
satisfying:

1. A, :=eX/2Ae¥+/% is a doubly balanced operator;
2. The scaling solution (X,,Y.) € p satisfies

- elogd
Y and  max{||X|lop, [YVellop} < T\

(X Yl S

3. The size of the solution can be lower bounded by

s(4) = fale* ) 2 1-0(7);

4. Ay is a,-p-strongly convex with

a, > 1—A—0<510gd).

1—A
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Note item (4) only gives a non-trivial lower bound for (1 — \)? 2 elogd.

Proof. By item (2) of Proposition 6.2.18, if
(X, ¢¥) = argint £ (p)
peP
is the global optimizer of the Kempf-Ness function f% given in Definition 6.2.9, then
eX+/2 Ae¥*/2 is a G-balanced scaling of A according to Definition 6.2.4. We will show that
this global minimum is attained and satisfies the bounds above. Our plan is to use the

decomposition result of Theorem 6.3.1 in order to reduce to the simpler matrix scaling
setting where we can apply the strongly convex analysis of Theorem 3.2.19.

First note that by Proposition 7.1.10, we have that A is a-p-strongly convex with
a>s(A)(1—e)—A=1—-X—ec>¢e(4logd+ 20),

where the last step is by our assumption 1 — A > e(4logd + 21).

Now for any choice of orthonormal bases (=, ¥) for (F%, F*) respectively, let (T=Y, 7= {=%)
be the commutative matrix scaling groups that are diagonal in the (Z, ¥) bases according
to Definition 7.2.1. Explicitly, we have t¥ = 5t3 (d) @ st¥(n) (see Section 2.2.2), and this
definition allows us to decompose

P = UE7\1/TE"II, and p= UEV\ptE’\I,

by Eq. (2.6) and Eq. (2.7) for each component.

As T5Y C @, the e-G-balance condition of A implies the e-7T=¥-balance condition
according to Definition 6.2.4. Similarly, as t=¥ C p, a-p-strong convexity of A implies a-
t=Y-strong convexity according to Definition 7.1.7. Therefore, each matrix representation
M=Y := Z* AV satisfies the balance and strong convexity conditions of Theorem 3.2.19,
which gives matrix scaling solution (Xz ¢, Yz v) € t. By Proposition 3.1.10(3), this implies
that (Xz g, Yzy) is the global minimizer of the matrix Kempf-Ness function fy=v in
Definition 3.1.6. For (X,Y’) € t, we can rewrite this as

fams (X,Y) Zn KPMEY P = ZH KPR AP} = fR(ES Ve ),

where the first step was by Definition 3.1.6 of the matrix Kempf-Ness function, in the
second step we used invariance of || - || under isometries =, W, and the final step was by
Definition 6.2.9 of the Kempf-Ness function on domain P.
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Therefore, fy=v is equivalent to the restriction of f§ to the subset Tf’qj C P, and
(2eX/22%) A (WeY/2T*) € TV is the global minimizer on this restriction. Since each
(X=z ., Yzv) is bounded, we can apply Theorem 6.3.1 to the decomposition P = Uz ¢T="
to find a global minimizer of f4 of the form (e**, e**) € Ug ¢ (Ze*=vZ* We'=v ) which
then implies that A, := eX*/2Ae¥*/? is a doubly balanced operator by Proposmon 6.2.18(3).
The bounds in items (1)-(3) are implied by the analogous bounds on the matrix scaling
solutions from Theorem 3.2.19 applied with &« > 1 — XA —& 2 1 — X\ by the assumption
1—X2elogd.

To prove item (4), we first apply Lemma 7.3.11 to show that A, satisfies the X'-p-spectral
condition with

N = < s(A)(1+ &) (14 255 — Lallop) (1 + 25017 = Lop) — 1)

elogd

< (1+) (1 + 250X llop) (1 + 250 Vallop) = 1) S 1 Xellop + 1 Valop S T2

where the first step was by Lemma 7.3.11 applied to A, which is e-doubly balanced and
satisfies the A-p-spectral condition, along with scaling A, := e*/24¢¥*/2, and the final
steps used the assumption s(A) = 1 as well as the Taylor approximation |e* — 1| < 2|z]
for [2| < 1 applied to max{||X,||op, [|Yallop} < S%¢ < & by item (2) and our assumption

2
1 —X>¢e(4logd+ 21).

Finally, we apply Proposition 7.1.10 to show that A, is a,-p-strongly convex with
2

o2t 21-0(;53) r-o(1K)

where we used Proposition 7.1.10 and the fact that A, is doubly balanced in the first step,
and in the second step we used the size lower bound s(A,) > 1 — O(%) given in item (3)
as well as the spectral upper bound on X\ calculated above. O

This should be compared with the proof of Theorem 1.5 in [63] which analyzed the
scaling solution using the more complicated non-commutative gradient flow described in
Definition 7.1.5. This required robustness of strong convexity in the non-commutative
setting, which meant that we were only able to prove existence of the operator scaling
solution with the stronger assumption (1 — \)? 2> elogd. We improve this existence part
of the result by our reduction to matrix scaling. But as shown in Example 7.3.6, it is not
possible to show non-commutative multiplicative robustness of strong convexity, so our
result on the strong convexity of the operator scaling solution is identical to the one given
in [63] up to constants.
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7.3.4 Strong Convexity for Tensors

In this subsection, we will show that strong convexity for non-commutative tensor scaling
is additively robust. We will follow the plan laid out in Section 7.3.3 by showing that
each term in the block decomposition in Eq. (7.4) does not change much for small scalings
g ~ Iy. For this subsection, we will fix vector space V' = ®qcpm Vo with dim(V;) = d, for
each a € [m] and G = (SL(V}), ..., SL(V}5,)), as this is the only scaling group we use for our
algorithmic results in Chapter 9. The case of arbitrary scaling groups can be thought of
as a (subgroup) restriction of this group G, and the following proofs of robustness can be
extended straightforwardly.

We first rephrase Lemma 7.3.11 in the more general tensor scaling setting.

Lemma 7.3.13. Let V = ®qemVa be a tensor product of inner product spaces and consider

scaling group G = (SL(V1), ... SL(V )) along with polar (P, p) according to Definition 6.2.5.
For input x € VX and pair a # b € m], if 2/ == (9. @ L) -« for c = a or ¢ = b and
lge — Lellop < 3, then the scaling @' satisfies

ab a a
1847 — @l |y < 2.5]|ge — I]|op |2 || s .

Consequently, for any Z € spo(V,) and Y € spo(V},)

ab a a b
e — e, Z @ YY) < (25090 — Lllooy/ 15 epll o g ) 1Z 1Y 1

Proof. Since the scaling g, € G, for ¢ € {a, b}, the first statement follows by Lemma 7.3.11

applied to the map 3. To show the second statement, we rewrite this in terms of the

marginals: for any Z € spd(V,) and Y € spd(V;) with ||Z||F = ||[Y]|r = 1 we have
(o = o, 2 @Y = (2,857 (V) — L (V)] < (|25 — 2L lo

a a b
< 2.5|[g. — [CHOPH(I)§6 b)”F—>F < 2.5[ge — ICHOP\/Hp; )”OPHpi(l’)”Opa

where the first step was by Proposition 2.4.5, the second was by Definition 7.3.7 of || - ||
with the assumption ||Z||r = ||Y||r = 1, the third step was by the first part of the lemma,
and the final step was by item (2) of Lemma 7.3.10. O

Recall that for input z € VX and Z € p, Eq. (7.4) gives a decomposition

OoofL(€7) =" (. 2+ > (p™, Z, @ Zy).

a€lm] a7#be[m]
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Our plan is to consider the perturbation ¢ - x as a composition of perturbations, {g; ®
Ig, ..., gm ® I, one for each part. We will show that each term in Eq. (7.4) changes only
a small amount for each part-wise perturbation. The above Lemma 7.3.13 allows us to
control the change in the ab-term by scaling g, ® Iz or g, ® I,. But this bound contains
terms of the form ||<I>gfb)||%_>F < ||p;cf)||0p||pgf llop, Where 2’ € G - x come from the scalings
of z. In order to control these terms, we first show in Proposition 7.3.17 that pfff) ~ p;“)
for small scalings 2’ = ¢ - . We will then bound the change in two-body marginals p(@
which will allow us to control the off-diagonal terms in Proposition 7.3.19. The main result

in this subsection will be the following theorem.

Theorem 7.3.14. Let V = ®qem)Va be a tensor product of inner product spaces of dimen-
sion dim(V,) = d, for each a € [m], and consider scaling group G = (SL(V1), ..., SL(V},))
along with polar (P,p) according to Definition 6.2.5. Consider tuple x € VE of size
s(x) = 1 that is e-G-balanced and a-p-strongly convex along with any g € G such that

0 = Zce[m] lge — Iellop < %. Then the scaling ' := g - x is &’ -p-strongly convex for

o >a—(4+75(m—1))0-s(x)(1+¢).

We begin by showing each one-body marginal p(® does not change much under a single
scaling g. ® Iz. We separate into two cases depending on whether ¢ = a or ¢ # a.
Lemma 7.3.15. For tensor product V. = ®qem)Va, consider tuple v € VE and perturbation
9o € G for a € Im] such that ||g, — Lallop < % Then scaling ' = (g, ® I3) - © satisfies

165 = £l llop < 25190 = Lallon 2% lop-

Proof. We first rewrite the marginal pg(;) as a perturbation of p;(ta):

P = gup @ gt = pD 4 (ga — 1)p\Y + plD (g — L)* + (g0 — L)p (90 — L),

where we used the equivariance property in Lemma 6.2.6(2) for the S = {a} marginal.
This allows us to bound

155 = plop < (90 = L)2D lop + 1122(90 = L) *llop + 190 — L) (g — 1) *[lop
<16 o (20190 = Tallop + 190 — Tal1,) < 2:5[1g0 — Lallop |12 lop,

where the first step was by the triangle inequality, the second step was by sub-multiplicativity
of || - ||op, and in the final step we used the assumption ||g, — Io|lop < 3- O

The proof for perturbation g, with b # a is slightly more complicated, as we have to
expand out the marginals.

258



Lemma 7.3.16. For tensor product V' = ®ue[mVa, consider tuple x € VE and perturbation
gy € Gy for b # a such that ||gy — Il|op < 55- Then scaling ' == (gp ® I;) - « satisfies
165 = 5 llop < 251198 — Tollopl P lop-

Proof. By Eq. (2.5), we can rewrite the operator norm of the difference as || pi — pa )Hop

SUPgegda-1 [(§E7, pg,l) — p§“>>\ since both p{® and p are Hermitian. To bound each such

inner product, we first rewrite p(, ?

. as a perturbation of plab)

Pl — pld) — (g, @ L) pl® (g, @ I5)* — pl®)
= (L, ® (g — L)Y + p (I, @ (g5 — 1)) + (Io @ (g6 — 1) p\™ (I, @ (g — )",

where we applied the equivariance property from Lemma 6.2.6(2) to p(ab).

Now for arbitrary ¢ € S%~! we can bound the inner product as

(e€*, pl9) — p@Y| = (€¢* @ Ty, (I, ® gy) ™ (I ® go)* — )
‘<€€ ® ( — L)+ (9o — )" + (9o — Ip)" (96 — [b)>,ﬂg(vab)>‘
< (€€" ® I, o) (21l g6 — Lllop + [lgo — LolI2,)s

where the first step was by the equivariance property from Lemma 6.2.6(2), the second

step was shown above, and in the final step we used the fact that |g, — 1| =< ||gs — Lb||op - I
and pxab > 0 so we can bound the inner product using this spectral upper bound. The

lemma follows as
(€€ @ I, p)| = [{€€", PN < (105 ops

where the first step was by Definition 6.2.2 of marginals, and the final step was by the fact
that & € S%~! was arbitrary. O

We can now combine the above lemmas to bound the diagonal term in Eq. (7.4).

Proposition 7.3.17. For tensor product V = ®ucm)Va, consider tuple x € VE and per-
turbation g € G = (SL(VA), ..., SL(V}n)) such that 3y llgp — Tollop < Then scaling
v 1= Qpefm) gy - T satisfies

L
10°

VZe H(Va): (o = o, 220 < 4o lopll Z 1% D Hlgo = Tollop.

be[m]
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Proof. We treat the scaling as the composition of m perturbations
o=z, — w1:=(@RF) 19, — .= Tp:=(gn®ILx) Tn1=21.

For Hermitian Z € H(V,) so that Z? = 0, so we can bound

(o) =, 2%)] < Z 1P5) — o) llopll 22111 < 22 5llgs = Lollop 1655 Nlop| Z 117, (7.12)
b=1

where the first step is by a telescoping sum and the triangle inequality for (X,Y) <
| X |5, 1Y ||s.. as shown in Proposition 2.1.17, and in the final step we used Lemma 7.3.15
to bound the b = a term and Lemma 7.3.16 for the rest. It can further be shown that

15 Mo < 1105 Mop + 11057 = £52) Nlop < 11685 lop(L + 25195 — Lillop).

where the first step was by the triangle inequality, and the final step was by the pertur—
batlon bounds in Lemma 7.3.15 and Lemma 7.3.16. By induction, this implies || ple Hop

||Pac llop szl(l +2.5|lg; — L;l|op), so we can collect terms to show

b—1
(P — pl@, 22| < ||ple HopHZHFZ%Hgb Dllop [ T2+ 250195 — Lllop)
b=1 j=1
= 10| op]| Z]|% <H<1 + 2.5y — Ilop) — 1)
b=1
< 162 ol 21 (50 (25 lu — Blo) —1)
b=1
< 46Nl Z11E S " Mlgs — Tollop.
b=1

where the first step was by Eq. (7.12) where we substituted ||p% | llop < 5 l|op H 1+
2.5]|g; — Ljllop), the second step was by the formula 1+>7", a; [[; (1 +a;) = Hz,1(1 —I—a,)
which can be shown by a simple induction, in the third step we used the bound 1+ 2z < e*,
and the final step was by Taylor approximation e¢* < 1+ %x for0 <z < % which is satisfied
by our assumption 3,0 (19 — Lollop < = O

Recall that in Lemma 7.3.13, we bounded the difference pgj ) — pY when the scaling
was on one of the parts a or b. In the next lemma, we will show a similar perturbation
bound when the scaling acts on another part ¢ ¢ {a,b}. This will allow us to bound the
change in the off-diagonal term in Proposition 7.3.19.
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Lemma 7.3.18. For tensor product V = ®Qqepm)Va, consider tuple v € VE, fized a,b,c €
[m] all distinct, and perturbation g. € Mat(d.) such that ||g. — I:|lop < 2. Then scaling

2
= (9. ® Iz) - x satisfies, for any Z € H(V,),Y € H(V}):

ab a a b
(A — o, 20 V)] < (l1ge — llop 165 lopll o ep ) 12117 1Y 1

Proof. We first rewrite pg(ffbc) = (Lp ® 9.)pi™ (I, @ g.)* as a perturbation of p{*:

abc abc abc abc * abc *
U = pl) 4 (1@ (ge—1e)) P+ (Lp@ (g~ L))"+ (Lap@ (ge— 1)) L) (T @ (ge— 1))

To bound the inner product in the lemma, we first consider Z € H(V,),Y € H(V,) such
that Z > 0and Y > 0:

(B — ol Z @YY = ((Iiy @ ge) pl Iy ® go)* — pl), Z @Y ® L)

<,0 ), ZQY ® ((gc —1o) + (ge = Le)" + (9 — 1) " (ge — Ic))>

(P2 @Y @ L)(2lge — Lellop + 9 — LII3,)
e I ZI Y Nl - 259 — Lellops

Where the first step was by the equivariance property in Lemma 6.2.6(2) for marginal
= {a, b, c}, the second step was by the decomposition above, in the third step we used

<
<

the fact that p(a ) as well as Z,Y are positive semi-definite so we can apply spectral
upper bounds |g. — I.| < |lge — I|loplc to bound the inner product, and the final step

was by Definition 6.2.2 of the marginal p\"”, the relation (pi"”,Z @ Y) = (Z, (V)
byProposition 2.4.5, and Definition 7.3.7 for the F' — F' norm.

Now consider arbitrary Z € H(d,),Y € H(d,) with decomposition Z = Z, — Z_ and
Y =Y, —Y_ where Y, Zy > 0. Then
(0" = o, Z @ Y)| = (pi” = pi, (Zs = Z-) @ (Vs = Y-)|

< 2.5/|ge = Lellop | o (1 Z2 e + 1 Z-112) (Ve 2 + Y-l 2)

< 5llge = Lellopll@E el Z 1 £ 1Y |
where the second step was by the bounds derived above for Zy,Y, = 0, and the final step
was because

W Z+llr +112-11r)* < 212417 + 112-1I7) = 21 2|7,

by Cauchy-Schwarz and the fact that the decomposition Z = Z, — Z_ into positive and
negative parts is orthogonal for Hermitian Z. The same calculation holds for Y =Y, —Y_.

The lemma then follows as HCD HF F< \/Hp HopHp Hop by Lemma 7.3.10(2). O
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At this point, we can collect the above bounds to show that the off-diagonal term does
not change much under scaling. We will follow a similar inductive strategy as in the proof
of Proposition 7.3.17.

Proposition 7.3.19. For tensor product V = ®gueimVa, consider tuple x € VE fived
a, b € [m], and perturbation g € G such that § = 3 . 19c — Lellop < 5. For scaling
=g-x and any Z € spd(V,),Y € spo(V}):

ab a a b
1 — o, 20 V)] < (750y 16 lopll o op ) 121171V -

As a consequence, if x is e-G-balanced and satisfies the A-pqp,-spectral condition, then scaling
x' satisfies the N -pqap-spectral condition with

N <AN+750-s(x)(1+¢).
Proof. We treat the perturbation as the composition of m perturbations
o=z, — 11:=@ORI) 19, — .= Tp:=(gn®Im) Tm =1

To show the first statement, for arbitrary Z € spd(d,),Y € spd(d,), we bound

(P — ab>Z®Y|<Z|p% — o Z @Y (7.13)
c=1
a b
sZ5||gc—fc||0p¢||p§cil||0p||p563,1||op||Z||F||Y||F (7.14)
c=1

where the first step is by the triangle inequality applied to the telescoping sum, and in the
second step we apply Lemma 7.3.13 for ¢ € {a,b} and Lemma 7.3.18 for the rest. It can
further be shown that

||0p + ”be Pg(vi),l HOP < ”Pgi),l ||0p(1 + 2-5”90 - IC”OP)?

1)

where the first step was by the triangle inequality, and the final step was by the perturba-
tion bounds in Lemma 7.3.15 and Lemma 7.3.16. This implies Hp;(E op < pr llop T Tj—; (1+

2.5|lg; — Ljllop), and same for ||pgc)||Op Therefore, we can substitute this bound into
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Eq. (7.13) to show

ab a
[l = pleD, Z @ V)| < HZIIFHYHFZ?)HQC I Hop\/\lpzc lop 10871 lop

c=1
c—1
< \/||p(a)||op||px)HopHZIIFIIYHFZ5||gc Lellop [ T(1+ 5095 = Lillop)
c=1 7j=1
a b
= \/Hpi Nopllo? llop | 211 £11Y |12 (H(l +5[lge — Lellop) — 1)
c=1

a b
< 7-5\/|po Nopll o Nepll ZIFIY 17> g = Lellop,
c=1

where the first two steps were shown above, the third step was by the formula 1 +
> ai [ Lo;(1 4+ a;) = [[;Z,(1 + a;) which can be shown by a simple induction, in the
fourth step we used the bound 1+ z < e, and the final step was by Taylor approximation
e < 1+ 3z for 0 < x < ; which is satisfied by our assumption § = > cepm 19e = Lellop < .

To show the second statement in the proposition, we recall Definition 7.1.9 showing

that the N-pg-spectral condition is equivalent to

W Zey) N
sup < .
Zespd(Vy),Y espd(Vy) ||ZHF||Y||F A% dadb

Therefore the statement follows as

W 2eY) [ ZoY)| | [ - o ZoY)]
121 1YTe = 1Z1FlY s 121 1Y e

—|—75(5 \/pr ”opHpﬂ’»‘ Hop —

A+ 7.50-s(x)(1+¢)
Vv dadb ’

where in the second step we bounded the first term by the fact that x satisfies the \-
spectral condition and the second term by the bound on the difference piab) p(“b) in terms
of 6 := 3 i [19c—1Lclop derived above, and in the last step we used d, %) llop < s(x)(1+¢)

for every a € [m] by the e-G-balance condition. O

Vdody

Finally, we can combine the bounds on each individual term to show robustness of
strong convexity.
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Proof of Theorem 7.3.14. We follow the plan outlined above by bounding the difference of
cach term in the decomposition in Eq. (7.4):

2
a a ab a
pr,—px,(zza@fa) >‘§ SN = o 201+ D 1" = o, Z, @ 2)]

a€[m] a€[m] a#be[m]
a a b
<46 ) 1A Nlopll Zallf +7.56 ) \/Hﬂg: Mool o ool Zall 11 Zoll
a€[m)] a#be[m]

HZ IIF | ZallF || Zo||
1 7.5
< s(z)(1+¢) 1y + Z =T

a€[m]

<s(x)(1+¢e)d- (4+7.5(m— 1))||Z||p,

where the first step was by the decomposition in Eq. (7.4), in the second step we bounded
the diagonal terms by Proposition 7.3.17 and the off-diagonal terms by Proposition 7.3.19,
in the third step we used the bound daHpg,-a)Hop < s(z)(1 + ¢) for every a € [m] by the
e-G-balance condition, and the final step was by the bound

2

1 Zall 7| 2ol [1Zalle ||F 127 127 Al
debzz _ngmzd_zda

a€m] a€m)] @ a€m)] e a€m]

by Cauchy-Schwarz, which exactly matches (m — 1)||Z||2 by Definition 7.1.2.

Combining this with the initial strong convexity of z, for arbitrary Z € p, we get

ot (€"7) = pw, 2%) 2 pa, 2%) = [{pwr = pu, Z°)]
> (o= @+ 75(m = 1)6 - s(@)(1+2)) |23

where the first step was by Eq. (6.3), and in the final step we lower bounded the first term
by a-strong convexity of x and upper bounded the difference by the calculation above.
Since Z € p was arbitrary, this verifies Definition 7.1.7 of strong convexity for z’. O]

Remark 7.3.20. Surprisingly, all of the proofs in Section 7.3.3 and Section 7.3.4 go
through just as well for Schatten norms S, — S, operator norm bound instead of F' — F.
This suggests that such a robustness theorem may be useful for future analyses of tensor
scaling using different forms of the spectral condition.
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This robustness result will be key to our algorithmic guarantees in Chapter 8, as we will
be able to show a strongly convex region around the optimizer p, € P of the Kempf-Ness
function fI” for sufficiently strongly convex input .

As an illustration, we combine the robustness result shown above with the convergence
analysis of strongly convex inputs Theorem 7.2.16 to show that the tensor scaling solution
is also strongly convex. This will be helpful in Chapter 9 to show algorithmic guarantees
for the tensor normal model, as our convergence analysis of the Flip-Flop algorithm in
Theorem 8.4.8 relies on strong convexity of the optimizer.

Theorem 7.3.21. For m > 3, let V. = ®ucmVa be a tensor product of inner product
spaces with dim(V,) = d, for each a € [m| with scaling group (G, P,p) according to Def-
inition 6.2.3. If input © € VE of size s(x) = 1 is e-G-balanced and a-p-strongly convex

_a/ve
according to Definition 7.1.7 with 3—25 > 30m? - ¢ mdmax1 ™ then there is a scaling
T, = pi/2 cx = eZ /2. g that satisfies:
1. z, is a G-balanced tensor;
(a) N
2. | Zlp < i}{% and | 2. | op < % for each a € [m];

3. The size is lower bounded by s(x,) > 1 — %;

4. Xy 1S Qe > \/%-p—strongly CONVEL.

Proof. Note that the condition is stronger than that of Theorem 7.2.16 as a < s(z) =1

a/ve

by Proposition A.5.2, so \/% > 3—25 > 6m - a/mdmaxl_ ™ . Therefore, the first three items
follow exactly from the conclusions of Theorem 7.2.16.

To show item (4), we show that z, = e?*/2 -  is a small perturbation of x so that we

can apply the robustness result of Theorem 7.3.14. We first bound the operator norm of
the scaling eZ+/? as

/e

1—
(a) 3ev/md m «
5= Zy )2 _Ia . < Z(a) . < . max <
S 1 Ll < 3 1280y < - R <

ac [m] ac [m]

where the second step was by Taylor approximation |e* — 1| < 2|z| for |z| < 3, in the

third step we used the bound on ||Z>Ea)||OID given in item (2), and the final step was by the
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_o/Ve
assumption < \/ > 30m2-ev/Mmdpax. ™ . By Theorem 7.3.14, this implies that z, = eZ/2.
is a,-p-strongly convex with

a, > a—(4+75(m—1))-s(x)(1 +5)>a—8m-(52&,

Ve
where the first step was by the robustness result of Theorem 7.3.14 applied to a-p-strongly
convex input x, in the second step we used the fact that s(z) =1 and ¢ < 2, and in the
final step we substituted in the bound ¢ < 55~ calculated above. O

7.4 Relation between Strong Convexity and Pseudo-
randomness

In this section, we will prove that the pseudorandom condition in Definition 7.2.17 for p,.
and Py, implies the spectral condition for p,,. At the end of this section, we use this to
show that an input satisfying the pseudorandom assumptions of Theorem 7.2.26 produces
a tensor scaling solution which is strongly convex, which will be useful for our algorithmic
results for the tensor normal model in Chapter 9.

Once again, we will fix vector space V' = ®gepm) Ve with dim(V,) = d, for each a € [m)]
and G = (SL(V1),...,SL(V},)), as this is the only scahng group we use in Chapter 9. The
case of arbitrary scaling groups can be thought of as a (subgroup) restriction of this group
G, and the following proofs can be extended straightforwardly.

Our main tool will be the following interpolation inequality for Schatten norms which
we repeat from the preliminaries.

Theorem 7.4.1 (Corollary 3.1 of [61]). Let ® : H(m) — H(n) or ® : S(m) — S(n) be a
linear operator between two spaces of self-adjoint operators such that, for given p,q € [1, o00],
the operator norms induced by the Schatten norms (Definition 2.1.16) ||®|,—p, | ®]l4—q are
bounded. For any 6 € [0,1] and py defined by pig = 1779 + g, O satisfies

1@ pg—pe < 12175121

p—>p| a—q

We suspect that there is a more direct way to relate pseudorandomness and strong
convexity. We take this slightly more convoluted route because the interpolation technique
gives a family of bounds on a given pseudorandom input (parametrized by the Schatten-
p-norm) which we believe could be useful for future analyses of tensor scaling.
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Our plan is to view both the spectral and pseudorandom conditions as particular in-
duced norms of the map @, associated to a tensor x according to Proposition 2.4.5, and
then use Theorem 7.4.1 to interpolate between them. The operator we consider is defined
as follows.

Definition 7.4.2. For tensor product V = ®Qqem)Va of inner product spaces of dimension
dim(V,) = d, for each a € [m], let Qv : H(V,) — H(V4) be the orthogonal projection onto
the subspace orthogonal to I,. For input x € VX and fired a # b € [m], the off-diagonal
operator M2 - H(V,) — H(V,) is defined as Mi™" := Q1 o ™ o Q+. Note that for
ZeHWV,) andY € H(V,),

(Z, M77"(Y)) = (Q1(2), 21 (Que (V) = (2P(Q12(2)), Qe (V) = (M;7(2),Y),

i.e. M and MY are adjoint linear maps (see Section 2.1.2).

The off-diagonal operator defined above can be thought of as the map ®(@ restricted
to the traceless subspaces spd(V,) € H(V,) and spd(V;) C H(V}) given in Definition 2.1.10.
Therefore we expect its norm to be related to the spectral condition. This is formalized
below.

Lemma 7.4.3. Let V = Qqepm Vo with scaling group G = (SL(V4), ..., SL(V},)) and associ-
ated polar and infinitesimal vector space (P,p) according to Definition 6.2.3. Then input
x € VE satisfies the A\-pgp-spectral condition according to Definition 7.1.9 iff

A
Viddy

Proof. The equality holds because adjoints (M2<%)* = M~ are adjoints and therefore
have the same induced operator norm, which is the /' — F norm by Proposition 7.3.9(1).

1M s = 1M s <

We will show | M2 || pp = ||d>(mab) |lo from which the inequality follows by Lemma 7.3.10(1).
By Definition 7.3.7 of the F' — F norm, we can rewrite

ab
||Ma<—b||F b= sup <Z, Mgeb(y» . sup <QL%(Z)> q)gﬂ )(leL (Y))>
T d - s
zenwayeuwy) WZIrIYlFr zenwa)yemmy) 1ZIFIY ] 7

where in the last step we substituted Definition 7.4.2 of the off diagonal operator. We
have Q1 (Z) = Z for Z € spd(V,), and similarly Q;.(Y) =Y for Y € spd(V}). Since

spo(V,) C H(V.), we have || M| pp > (|5,
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To show the reverse inequality, we write

(ab)
||M$<_b||F—>F _ sup <QIGL(Z)> Dy (QI;(Y)»

ZEH(Va) Y EH (V) | Z]| Y]

AR
2resp(Vi)Q,y (2)=2 e )=y [ Z]F[Y]lr

Z', oy (v
- sup (2, @7 (Y"))

< = (125 lo,
zes(va)yresnvy) 1 2']p Y[l

where the second step was by the change of variable Q;1(Z) = Z" and @ It (Y)=Y' in
the third step we bounded || Z'||r = [|Q1:(Z2)||r < || Z]|F as Qf, is an orthogonal projection
and similarly ||Y’||r < ||Y||r, and the final step was by Definition 7.3.7 of || - ||o. Therefore,
we have |[M*|p_p = |8 o, and the inequality follows by Lemma 7.3.10(1) for z
satisfying the A-p,;-spectral condition. O

Next we will define a condition related to pseudorandomness that looks more like an
induced norm. In the subsequent lemma, we make this connection formal.

Definition 7.4.4. x € VE is a A-(pacsp, 00)-expander if

185 (Z) lop (e, oL (2))] (0 ee* @ 7))

sup = sup sup = sup sup
Zespo(Vy) ||Z||0p £€Sa Zespo(Vy) ||Z||0P £€Sa Zespo(Vy) ||Z||0p

A
< —.
=4
It is a A-(p, 00)-ezpander if the above holds for every a # b € [m)].

We could drop the absolute value in the definition as the optimizer can be assumed to
be positive by switching signs. Note that just like Definition 7.2.17, this condition is not
symmetric, i.e. (Pqp, 00)-expansion differs from (pp.q, 00)-expansion.

Looking back at Lemma 7.2.19, we can see that this lemma is really showing a bound
on this (pa.p, 00)-expansion condition when the input is pseudorandom. Further, as we
discussed in Section 7.2.3, this was the main consequence of pseudorandomness that we
use in our analysis to show fast convergence. In the following lemma, we show that this
property is equivalent to pseudorandomness for nearly balanced tensors (up to e factors).

Lemma 7.4.5. Let V = ®uem)Va be a tensor product of inner product spaces with dimen-
sion dim(V,) = d, for each a € [m|, and consider scaling group G = (SL(V4), ..., SL(Vy»))
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along with polar (P,p) according to Definition 6.2.5. If v € VX is e-G-balanced (Defini-
tion 6.2.4) and satisfies the y-pqp-pseudorandom condition according to Definition 7.2.17,
then z is a A-(Paesp, 00)-expander according to Definition 7.4.4 with A < s(z)(1+¢) —e™7.

Conversely, if x is e-G-balanced and a A\-(Pyeyp, 00)-expander, then it satisfies the -
Pacs-pseudorandom condition for e=7 > s(x)(1 —¢e) — A.

Proof. To show the first direction, consider fixed ¢ € S, and note

(ab) * —
P QR Z “ . s(x)(l4+¢)—e7
sup <p 55 b> = sup <p5(,3 b), 55 ® (Ib _ 2P>> S ( )( ) ’
Zpespd(Vy) ||ZbH0p PePy da

where the first step was by Fact 2.6.4 which characterizes the vertices of {Z € spd(V}) |
| Z]|op < 1} along with the bound || I, —2P||op, = 1 for P € P,, and in the final step we used
(P e @ I,) = (p;a),ff*) by Definition 6.2.2 of marginals as well as the e-G-balance
condition to upper bound the first term, and Definition 7.2.17 of pseudorandomness to
lower bound the second term. Since ¢ € S, was arbitrary, this verifies Definition 7.4.4 of
(Pacsp, 00)-expansion.

To show the reverse direction, consider arbitrary £ € S, and note that the A\-(psep, 00)-
expansion condition gives a bound

A g(cab), Q7 .
> sup e S8 Z) sup (p\?, £¢* @ (I, — 2P))
dq Zespd(Vy) H ZHOp PePy

(@ 6ty 9 inf (pah) et
(5, 667) — 2 jnf (p3™, 667 ® P),

where the first step was by Definition 7.4.4 of the oo-expansion condition, in the second step
we used Fact 2.6.4 which characterizes the vertices of {Z € spd(V}) | [|Z]|op < 1} in terms
of P € Py, and in the final step we used Definition 6.2.2 of marginals. Finally, we can use
the fact that s(x) = 1 and z is e-G-balanced in order to bound da<,0éa), £€*) > s(x)(1 —¢)
for arbitrary £ € S,. So in total we can rearrange to show

e (ab) ox S s(z)(1—¢€)— A
R

which verifies Definition 7.2.17 of pseudorandomness. O]
Finally, we can connect this expansion condition to the off-diagonal operator in Def-

inition 7.4.2. This will allow us to use interpolation to bound the spectral condition in
Definition 7.1.9 in terms of the oo-expansion condition.
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Lemma 7.4.6. Let V = ®ucpm)Va be a tensor product of inner product spaces of dimension
dim(V,) = d, for each a € [m], and consider scaling group G = (SL(V1),...,SL(V,))
with polar (P,p) according to Definition 6.2.3. If input x € VX satisfies the \-(pacp, 00)-
expansion condition, then

A
M opsop = 1M l11 < 4,
a

where || - || denotes the Schatten-1-norm according to Definition 2.1.16 and M*° is the
off-diagonal operator given in Definition 7.4.2.

Proof. The equality follows since M M=% are adjoints so

| MEE(Y ) ||op (Z, MEP(Y))
[ M = Sup ————"—— = SUp SUp o
N 1Y |lop ver(vy) zerva) N ZIIY llop
MPa(2),Y Mba(z )
= sup sup < ( ) > _ || ( )Hl _ ||M£e H1~>17
zerva) ver(vy) N ZIY [lop ZeL(Vy) 1 Z]|x

where in the first and last steps we considered the operator norms induced by the Schatten-
oo-norm and Schatten-1-norm respectively, the second and fourth step was by the dual
characterization of Proposition 2.1.17, and the third step was by the observation in Def-
inition 7.4.2 showing M2~ M~ are adjoints. To show the inequality, we will use the
following claim.

Claim 7.4.7. For any a € [m], [|Q 1 lop—op < 2.

Proof. Note that for any Z € L(V,) we have Q,.(Z) = Z — (Z, [a>§_2' Therefore

(Z, L)] 1 Zlop [l L]l
1R Zllop < N1 Zllop + === MHallop < 1 Zlop + === = 2/ Zllop,
where the first step was by triangle inequality, and in the second step we used Proposi-
tion 2.1.17 for [(Z, 1.)| < | Z]|op||Lall1- n
Now we compute the induced norm
ab
e~ s POy 1@ 0B 0 @ (V)
T venvy Y lop YeH (V) 1Y llop
1257 (074X
< ||Q i”o o ||Q L||0 o sup  ——o < —,
I3 llop—op I~ llop— pY’espa(Vb) HYIHOP da
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where the first step is by definition of ||-||op—op, it the second step we unravel Definition 7.4.2
of M%~° in the third step we perform a change of variable Y’ := Q Id_(Y), and in the final
step we use the the claim to bound [[@Qr1|lopsop < 2 and [|QLllop—sop < 2 as well as
Definition 7.4.4 of the oo-expansion condition to bound the supremum. O

Putting these together, we can interpolate between induced norms to show that the co-
expansion condition in Definition 7.4.4 implies the spectral condition in Definition 7.1.9.

Theorem 7.4.8. Let V = ®quem)Va be a tensor product of inner product spaces of dimen-
sion dim(V,) = d, for each a € [m|, and consider scaling group G = (SL(V4), ..., SL(V,,))
with polar (P,p) according to Definition 6.2.5. If input x € VE is a A-(pa_p, 00)-expander
and a A-(Pp—q, 00)-expander, then x satisfies the 4\-pqp-spectral condition.

Proof. We will apply the interpolation result of Theorem 7.4.1 to the operator M :=
QLo ™ o Q; L. By Lemma 7.4.6 we can bound

4\ 4\

IME lopsop < - and  [[MF7° 1o < —,

d, dy
where the first and second inequalities follow from (p,. p, 00)-expansion and (Ppeq, 00)-
expansion respectively. Recalling that || ||op is the Schatten-oo-norm, ||-|| is the Schatten-

2-norm, and we have used ||- H1 to denote the Schatten-1-norm, we can apply Theorem 7.4.1

with p = 00,¢ =1 and § = § so that py = (1/2 +%12)_1 = (0+3)"' =2 to bound

4N
Vdady

where the first step was shown in the proof of Lemma 7.4.3. The theorem follows by item
(1) of Lemma 7.3.10 as this verifies Definition 7.1.9 of the spectral condition. O

1RE o = M7l s < \/HMg“bHop%pHMg“bHHl <

Remark 7.4.9. This interpolation technique in fact gives the following family of inequal-
ities by choosing 6 = % for p € [1,00] so that py = (% + #)*1 =p:

- AN [d\ VP
MOy < |MEY|LYE | M7 < ( ) ’

op—op 1—>1 — d db

where M%~° is the off-diagonal operator given in Definition 7.4.2, p — p denotes the norm
on M induced by the Schatten p-norm according to Definition 2.1.16, and q = ’% 18

the conjugate exponent.

We believe this result is of independent interests and suggests future strategies to analyze
tensor scaling using these different expansion conditions on ||[M*~°||,,.
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We can now collect all these results to show that pseudorandomness implies strong
convexity of tensors.

Proposition 7.4.10. Let V = ®Qqucm)Va be a tensor product of inner product spaces with
scaling group (G, P,p) according to Definition 6.2.5. If input v € VE is e-G-balanced and
v-p-pseudorandom, then x is a-p-strongly convex for

a>s(x)(1—¢e)—4(m—1)(s(z)(1—¢g)—e7).

Proof. We focus on the case G = (SL(dy), ..., SL(d,)), as the statement for other scaling
groups follow by restricting to the appropriate diagonal entries. Our plan is to use following
chain of implications: pseudorandomness = oo-expansion = spectral condition —
strong convexity.

Now we carry out this plan quantitatively. First, since x is e-G-balanced according to
Definition 6.2.4 and y-p-pseudorandom according to Definition 7.2.17, Lemma 7.4.5 shows
that x satisfies the A\-(p,o00)-expansion condition for A < s(z)(1 — ) — e™7. Next, we
can use Theorem 7.4.8 to show that this implies the 4\-p-spectral condition according to
Definition 7.1.9. Finally, we use Proposition 7.1.10 to show z is a-p-strongly convex with

a>s(@)(1—e) = (m—1)4N) = s(z)(1 —¢) —4(m — 1)(s(z)(1 —¢) =),

where the first step was by Proposition 7.1.10 applied to e-G-balanced input z satisfying
the 4\-p-spectral condition, and the final step was by the bound A < s(z)(1 —¢) —e™?
derived above. O]

Before we move on to showing how we can apply Proposition 7.4.10 to analyze tensor
scaling, we compare it to the matrix result in Section 3.4.

For illustration, consider matrix scaling with doubly balanced input A € Mat(d,n)
with s(A) = 1. This is equivalent to vec(4) € F¢ @ F" that is T-balanced for scal-
ing group T = (ST(d),ST(n)) and polar t = t;, ® tg = st (d) ® st;(n). Note that
both Theorem 3.4.7 and Proposition 7.4.10 use pseudorandomness to show strong con-
vexity, though the proof of Theorem 3.4.7 is much more direct. Let compare the condi-
tions required to show €(1)-strong convexity of A: Theorem 3.4.7 requires A to be an
(2(1), 15)-pseudorandom matrix according to Definition 3.3.1, whereas Proposition 7.4.10
requires A to be O(1)-t-pseudorandom according to Definition 7.2.17. As discussed in
Section 7.2.3, the (Q(1), 75)-pseudorandom matrix is strictly stronger than the (Q(1), 3)-
pseudorandom matrix condition, which is equivalent to O(1)-ty, g-pseudorandomness. On
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the other hand, t-pseudorandomness is really equivalent to simultaneous t;. z and tg. -
pseudorandomness. Therefore, the two conditions are incomparable. Theorem 3.4.7 was
especially useful for our application to the Paulsen problem, as n > d in that setting so
it was easier to show pseudorandomness of one side. We can also compare the conclu-
sions of the two theorems: Theorem 3.4.7 shows that (e™7, T%)—pseudorandomness implies
(e . e77)-strong convexity when v > 1 is a large enough constant, whereas Proposi-
tion 7.4.10 shows that y-t-pseudorandomness implies a-strong convexity for

a>s(A) =42 -1)(s(4) —e) =1-4(1—-e7),

where the first step was by Proposition 7.4.10 applied to T-balanced and vy-t-pseudorandom
x, and in the final step we substituted in s(A) = 1. Note that this is only non-trivial
when « < 1 is small enough, whereas Theorem 3.4.7 gives some strong convexity for
arbitrarily large 7. On the other hand, the best possible conclusion of Theorem 3.4.7 gives
at most e 12-strong convexity, whereas Proposition 7.4.10 gives a-strong convexity for o
arbitrarily close to 1 when ~ is small enough. In our application in Chapter 9, we will have
pseudorandomness for all pairs, and will be concerned with showing small constants to give
improved sample complexity bounds, so it will be advantageous to apply Proposition 7.4.10.

In the following Chapter 8, we will study the convergence of algorithms for tensor scal-
ing. We will mostly use tools from standard convex optimization lifted to this geodesic
setting. In particular, we will show that algorithms converge quickly in the presence of
strong convexity. Therefore, the results in this section will be useful in showing pseudo-
random inputs also enjoy this fast convergence.

Below is an illustration of how we will connect the fast convergence analysis of Sec-
tion 7.2.3 to strong convexity.

Theorem 7.4.11. Let V = ®a€[m}Fd“ be a tensor product of inner product spaces with
scaling group G = (SL(V1),...,SL(V},)) and polar (P,p) according to Definition 6.2.3. If
input & € VE of size s(z) = 1 is e-G-balanced for ¢ < m and y-p-pseudorandom for
v < ﬁ, then there is a scaling x, = pi/2 cx = eZ /% . ¢ with P« € P, Z, € p that satisfies:

1. z, is a G-balanced tensor scaling solution to Definition 6.2.5;
2. maxXaepm |22 lop < 26
3. The size of the scaling solution is lower bounded by s(x,) > 1 —me?;

4o Ty 18 Qg > %-p—strongly convex.
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Proof. The first three items are exactly the content of Theorem 7.2.26 with scaling group

For the fourth item, we first note that z, = e - x is a small scaling of z, and
in particular, Ayin(e?*) = eMminlZ) > =lZdlov a5 7, € p is Hermitian. Since x is 7-
p-pseudorandom, we can use Theorem 7.3.4 to show that z, is 7/-p-pseudorandom with
v <+ ||Z||op- Now, we can apply Proposition 7.4.10 to show that

Z)2

o, > s(x) —4m —1)(s(x,) —e™) > 1 —me? —4(m — 1)(1 — e 1Zllor),

where the first step was by applying Proposition 7.4.10 to G-balanced and ~/'-p-pseudorandom
7., and in the second step we substituted 1 = s(x) > s(x,) > 1 — me? by item (3) of this
theorem and 7' < v+ || Z,||op as derived above. Now, we can bound the scaling by

1
1Zellop = D2 178 lp < 22 < o

a€m]

where the first step was by Definition 7.1.12 of || - ||op for p, and the last step was by our

assumption € < 100 —~—. Therefore, plugging in our assumptions to give

1
o, >1—me? —d(m—1)1—e 7 1Zllory > 1 o —— —4m .2 >

1 1
= 100m2 <32m 50m) 2’

where the first step was shown above, in the second step we applied the Taylor approxi-

mation 1 —e™® < 2z for 0 < z < % along with the assumptions ¢ < m, 7 < ﬁ, and
| Z.]Jop < 25 as calculated above. ]
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Chapter 8

Algorithms for Geodesic Convex
Optimization and Scaling

In Chapter 3, we showed a convex formulation for the matrix scaling problem which allowed
us to apply tools from standard convex analysis to give strong bounds on the matrix scaling
solution. In the subsequent chapters, we lifted these results to frame scaling (Chapter 4)
and general tensor scaling (Chapter 7). By leveraging the geodesic convexity of Proposi-
tion 6.2.18 and using the reduction in Theorem 6.3.1, we were able to reduce the analysis of
these non-commutative scaling problems to their simpler commutative counterparts, which
we could then approach using standard convex analysis.

However, the reduction in Theorem 6.3.1 is non-constructive, so one drawback is that
our analysis only provides existential results for the scaling solution. In this chapter, we
will be able to make these results algorithmic by showing exponential convergence for many
natural tensor scaling algorithms when the inputs satisfy a strong convexity assumption.
Our techniques will be based on lifting standard convergence results for strongly convex
function optimization to the geodesic setting. These results will be especially valuable for
our statistical application to the tensor normal model in Chapter 9.

In Section 8.1, we present a review of the literature on algorithms for scaling. There
are many important scaling problems that have each been rediscovered in a variety of
communities, so we only present a small selection of the results here. In Section 8.2 we
use our convex optimization perspective to re-prove the results of Linial, Samorodnitsky,
and Wigderson [06] analyzing convergence of the Sinkhorn algorithm for matrix scaling. In
Section 8.3, we discuss how strong convexity can help us improve the analysis of Sinkhorn
scaling. These results will then be formalized and generalized in Section 8.4 to show
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fast convergence of the Flip-Flop algorithm for tensor scaling for strongly convex inputs.
Consequently, in Section 8.5, we will make our results on the Paulsen problem algorithmic
by showing fast convergence of frame scaling for the random inputs studied in Section 5.1,
as well as the perturbations in Section 4.5.

8.1 Previous Work

In this section, we discuss the previous algorithms in the scaling framework. We begin
with classical algorithms for matrix scaling, then discuss more and more general settings
culminating in the large class of geodesic convex optimization algorithms presented and
analyzed in [20].

As mentioned in Section 3.1, the original matrix scaling problem involves finding posi-
tive diagonal matrices L, R € diag, (d) to scale a non-negative input A € R%** to doubly
stochastic (Aly = AT, = 14). Matrix balancing is a similar problem where the require-
ment is to conjugate non-negative A € R by positive diagonal X € diag, (d) such that
for every i € [d], the i-th row and i-th column sum of X AX ™! is equal. These are basic
problems in numerical linear algebra that are used as subroutines for a variety of appli-
cations in mathematics and statistics, e.g. optimal transport [27], matrix preconditioning
[70], and approximation of the permanent [(66]. The most well-known algorithm for matrix
scaling is the Sinkhorn algorithm [23], which iteratively fixes the row and column condition.
A similar method for matrix balancing is known as Osborne’s iteration [76], which fixes a
single row/column pair in each iteration. Both of these produce solutions whose iteration
complexity scales as poly(%), where 0 is the desired error bound. In Section 8.2, we show
that Sinkhorn scaling can be viewed as a natural descent method for the convex formula-
tion of matrix scaling presented in Proposition 3.1.10. This allows us to prove convergence
of the algorithm via standard convex optimization techniques.

The alternating scaling algorithm was generalized to solve the operator scaling problem
in the work of Gurvits [15]. In [38], this algorithm was shown to converge in polynomial
time to decide whether an operator is scalable. Note that this analysis parallels the matrix
Sinkhorn analysis, and therefore the convergence is once again poly(%). This was used
in [38] to give the first polynomial time algorithm for a variety of problems in algebraic
complexity, including a non-commutative version of polynomial identity testing.

For matrix scaling, there are also many algorithms which require only poly log(%) many
iterations to produce an d-approximate solution. While the iterative Sinkhorn algorithm
is incredibly simple to implement and only requires first order information, these results
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tend to use more complicated optimization procedures, such as the ellipsoid method [57]
or interior point methods [21], [88]. Recently, two independent groups [20], [2] used trust-
region methods as well as techniques from fast Laplacian solvers in order to give nearly
linear time algorithms for matrix scaling with poly log(%) error convergence. As a side
note, the algorithm of Cohen et al. [20] depends linearly on the condition number of the
scaling solution ||(X, Yi)|le. Therefore, our fast convergence analysis of Chapter 3 gives
sufficient conditions for this algorithm to converge in nearly linear time.

Trust region methods were used in [3] to give the first algorithm with poly log(}) con-
vergence for operator scaling. This gave the first known polynomial time algorithms for
some more complicated versions of the polynomial identity testing problem, which were
the main motivation of [15] and [38].

In a grand generalization, Biirgisser et al. [19] proposed a non-trivial extension of
the alternating algorithm which was able to solve a wide class of tensor scaling problems,
sometimes called scaling with prescribed marginals. The analysis was quite technical as
it relied on some machinery from the representation theory of Lie groups. Further, this
resulted in a runtime which was polynomial in %, but crucially also depended on the binary
description of the desired marginals. This left open whether there were log% convergent
algorithms in this significantly more general setting.

As discussed in Section 6.1.2;, these scaling problems can be seen from the lens of
geometric invariant theory. Therefore, there are some known algebraic algorithms [72]
which rely on this invariant theory connection, but these are usually quite expensive in
terms of runtime. Interestingly, the main result of [18] shows that the most general version
of this scaling problem, moment polytope membership testing (described in Section 6.1.1),
is in NP N coNP. This gives some evidence for tractability even in this general setting.

As a first step towards polynomial time scaling algorithms, the work of [20] gave a foun-
dation to unify the various (sometimes ad-hoc) techniques which were used to prove fast
convergence in each individual scaling setting. Specifically, they presented a geodesic con-
vex formulation for general scaling problems and gave quantitative analyses for a variety of
optimization algorithms (see Theorem 6.1.7). In particular, they defined natural geometric
quantities (the weight norm and weight margin) which depended on each scaling problem
and controlled the convergence of natural geodesic convex optimization algorithms. This
gave an explanation for previously known algorithms for individual scaling problems. On
the other hand, in many cases of interest, these parameters only have exponential bounds
which only leads to exponential time algorithms. In fact, in the simplest open case of
3-tensor scaling, the work of Kravtsov [00] shows that the exponential dependence of these
geometric parameters is necessary. These obstructions have recently been generalized to

277



higher order tensor scaling problems by Franks and Reichenbach [37].

Therefore, in order to find polynomial time algorithms for these difficult problems, new
ideas are required which bypass the standard convex optimization techniques of [20]. In
this thesis, we show that strong convexity is one such natural assumption which leads
to beyond worst case bounds for tensor scaling. Specifically, for m > 3 tensor scaling
inputs that satisfy special assumptions (strong convexity and pseudorandomness), we are
able to show that even the simplest iterative algorithms have linear convergence (log %) to
high quality solutions. This suggests that a natural first step towards understanding the
complexity of more general scaling problems would be to analyze inputs satisfying similar
sufficient conditions for fast convergence.

8.2 Sinkhorn’s Algorithm for Matrix Scaling

In this section, we present Sinkhorn’s algorithm for matrix scaling [$3]. This algorithm
has been extensively studied for both its theoretical guarantees as well as its practical
performance for applications of matrix scaling (see survey [54]). We will be studying the
work of [06], where the goal was to design a deterministic approximation algorithm for the
permanent of non-negative matrices. Using the framework of Chapter 3 (heavily inspired
by [20]), we can re-interpret the work of [60] as a convergence analysis of Sinkhorn scaling
viewed as a natural convex optimization algorithm for the Kempf-Ness function for matrix
scaling. In the following Section 8.3, we will discuss how to improve these convergence
results when the input is strongly convex, as studied in Section 3.2.

Recall that by Proposition 3.1.10, we have shown that for input tuple A € Mat(d, n)¥
the matrix scaling problem on A in Definition 3.1.3 can be equivalently solved by optimizing
the convex function

K d
L FAOEY) = A = 38N g e

k=1 =1
where t is given in Definition 3.1.5 and f4 is given in Definition 3.1.6.

The following algorithm for matrix scaling is quite natural, easy to implement, and
performs well in practice. For this reason, it has been rediscovered and studied in a variety
of fields (see survey [54]).
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Definition 8.2.1 (Sinkhorn Scaling). For matriz tuple A € Mat(d,n)X, the Sinkhorn
scaling algorithm for matrixz scaling alternates between the following operations

d . R 71/2 n- O 71/2
A [ )y Acaf—mC
“ (det(d-R)l/d> , ond < (det<n-0)1/") ’

where R = diag{r;(A)}{_, and C = diag{c;(A)}I_, are the diagonal transformations con-

taining the row and column sums given in Definition 3.1.1.

The 1iterations can be equivalently defined as an optimization method on t with alter-
nating steps

d-R - n-C !
Xet1 . Xy d Yit1 . oYt
‘ <det(d : R)l/d) ‘ ana e ¢ (det(n - C)l/") ’

where the normalization by det implies (X, Y;) € t for all steps.

Observe that the transformations produce a left-balanced and right-balanced matrix
tuple in alternating iterations. In the following, we show that if the current iterate is far
from doubly balanced, then the Sinkhorn scaling step makes significant progress in terms
of the Kempf-Ness function.

Lemma 8.2.2. For matriz tuple A € Mat(d,n)X, let A — A’ represent one iteration of
Sinkhorn scaling. Then size decreases as

. 1 | min ”(Z(E‘T’;)Q)”%, Oll for left normalization
log s(A') <logs(A) — &9 fhovmpe - o
min | e for right normalization.

In terms of the Kempf-Ness function, this can be written as

min{[|(Vlog fa(X:, Y3))"[2,5} t=0 mod 2

1
108 fA(Xps1, Yiet) —log fa(X,,Y;) < —= -
08 fa(Xet1, Yerr) —log fa(Xe, Vi) < — {min{H(Vlog FA(X0Y))R2 1} t=1 mod 2

Proof. We follow the proofs of Lemma 3.1 in [66] along with the approximation given in
Lemma 5.2 of [35].

The second statement on the Kempf-Ness function follows by applying the first state-
ment on size to input A,. This is because f4(X,Y) = s(e*/2Ae¥/?) by Definition 3.1.6 of
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the Kempf-Ness function, as well as the simple fact (by chain rule) that Vlog f = VTf, SO
the progress terms are the same.

So we first analyze the change in size for row-normalization step A — A’:

K

d n / d K d. ry 1 ,
S I EINED 35 9y B Ccor=ey RN
1 k=1

i=1 j=1 k=1 i=1 j=

1/d
= det(d - Rl/dzd” <Hd i ) :

where the first step was by Definition 3.1.1 of size, in the second step we plugged in
Definition 8.2.1 of a Sinkhorn step, and in the third step we simply used Definition 3.1.1
of the row marginal r;(A).

(8.1)

To bound this value in terms of V4, we note that ijl ri(A) = s(A), so we can apply

Claim 8.2.3 below with z; := d;(’(’;l) to show

CdoriA) 1 [ dor(A) 2 1 (d|VE|?
e [T 26““{2( ) ’1}:5“““{ e 6

i=1

where the first inequality is by Claim 8.2.3, and the last step is by Proposition 3.1.12 of
VI and Definition 3.1.11 of || - ||y on the left part. Combining this with the bound on size
above gives

d d
log s(A") — log s(A) = élogll d 32‘84) = élog 11 d SZ;SLD < %1 min { HSZX)H; , é} ,

where the first step was by Eq. (8.1), and the final step was by Eq. (8.2). The calculation
for column-normalization is the same with V% replaced by VZ and d replaced by n. [

For the proof of Lemma 8.2.2, we need the following robust version of AM-GM. We
omit the proof, which is given in [38].

Claim 8.2.3 (Lemma 5.1 of . For x € Re__ satisfying ¢ ox=d,
++ =1

—logHw,Z mln{l,zd: }

=1
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The main goal of Linial et al. [66] was to give an approximation algorithm for the
permanent. Therefore, they first applied a simple preprocessing step to recognize the case
when the permanent was 0. They complemented this with an exponential lower bound for
the permanent of nearly doubly stochastic matrices. Their strategy was to apply Sinkhorn
scaling to transform any non-negative matrix to a nearly doubly stochastic one, which
could be approximated effectively. The key to this algorithm was the following polynomial
iteration bound for Sinkhorn scaling.

Theorem 8.2.4. Consider matriz tuple A € Mat(d, n)* with f* := inf(xy)e fa(X,Y) >
—00. Then for any § > 0, Sinkhorn scaling with starting point Ay = eX0/2 Ae¥0/?
an iterate (X, Yr) € t satisfying ||V log fa(Xr, Yr)||c < 0 for some iteration

< log fa(Xo, Yo) — log f*
~ min{42, %} '

produces

T

Proof. Assume, by applying a single Sinkhorn step if necessary, that V§ = 0. This way
we are alternating between left and right balanced matrices. Let T be the first time
|V log fa(Xr,Yr)|lt <6§. Then until this time we make significant progress:

=T . 1
log f(Xr, Yr) — log fa(Xo,Y0) = ) (log fa(Xig1,Yi1) — log fA(XmYZ)) < 7m1n{62, E}a

t<T

where the final inequality was by Lemma 8.2.2 as ||V log fa (X}, Y})||« > § for every step ¢t <
T. The theorem follows by applying the simple bound f* < f4(Xr, Yr) and rearranging.
O

Remark 8.2.5. In the case when n > d, the column normalization step may make much
less progress due to the bottle-neck % term. To remedy this, we can apply two iterations
successively so our iterates are always right balanced and in each two steps we make signif-
icant progress. In particular, for % <6< é, this two step algorithm allows us to replace
1 1

= — 4 in the denominator of Theorem 8.2.4. The same observation carries over to the

analogous alternating algorithms for frame and operator scaling.

In Section 8.4, we will generalize Theorem 8.2.4 to show progress of the Flip-Flop
algorithm for tensor scaling. Many of these ideas have been greatly generalized in [20],
where they use use the framework of geodesic convex optimization to show convergence of
simple iterative methods for more general scaling problems.

Recall that one of the main results of Theorem 3.2.19 was the stronger lower bound

inf fa(X,Y)=s(A4)>1-0 <HVA||3>

(X,Y)et (67
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for input tuples A € Mat(d,n)X of size s(A) = 1 that were sufficiently close to doubly
balanced and sufficiently strongly convex. Plugging this into Theorem 8.2.4 would give a
strong bound on the leading constant term but the convergence of the gradient would still
be at a rate of 6%. In the following section, we give an improved convergence rate of log(%)
by better utilizing strong convexity.

8.3 Algorithms for Strongly Convex Matrix Scaling

In this section, we will improve the result of Theorem 8.2.4 when the input is strongly
convex by showing fast convergence of the Sinkhorn algorithm in Definition 8.2.1. We
follow the analysis of [35] by using standard tools from strong convexity to effectively
analyze the progress made by Sinkhorn scaling. Many of the proofs in this section are
omitted or just sketched as we will cover them formally in the more general tensor scaling
setting in Section 8.4.

We first present the following standard result for strongly convex optimization. This
will give some intuition for how we will apply strong convexity in our matrix scaling setting.

Proposition 8.3.1. Let V' be an inner product space with function F : V — R is a-strongly
convezx in norm || - ||. Consider sequence {x;}ien satisfying

F(2041) < F(e) = [|VF ()|

for all t € N. This is known as descent sequence, and an algorithm that produces such
iterates is known as a descent method. Then, for any 6 < ||V F(xo)||, an element of the

sequence satisfies the bound ||V F(zr)|| < 0 for some T < + log w.

Proof. We will show by induction that the [V F(z,)||* halves every O(Z) steps. Let T be
the first time that [|[VF (z7)]|* < 27|V F(x0)|*>. We calculate the progress as

Fler) = F(eg) = 3 (Flawn) = F@) < = S IVF@I? < —g IVF@)|

t<T t<T

where the first step was by a telescoping sum, the second step was by the assumption on
descent sequence {z;}, and the final step was by our choice of T so that [|[VF(x;)||* >
27Y|V F(x)|* for all previous steps.

By strong convexity, at any point x € V we have the following strong lower bound in
terms of the gradient:

F* .= ian(y)ZF(x)—w.

yev 20
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This can be shown by applying Lemma 2.3.7 to the univariate restriction between x and
the optimizer, which is a-strongly convex by assumption.

Therefore, applying this to © = xy gives the lower bound F(zr) > F* > F(zg) —

—HVFQ%O)HQ. Combining this with the progress shown above, we get

—[[VF(2o)|?
2¢

—T||VF ()|
2 Y

S F(ﬂfT) — F($0) §

which gives T' < é by rearranging.
Continuing this way, we define Ty to be the first time [|[VF(xp)||?> < 27%|VEF(x0)|?.

Then for each k, we can repeat the argument above to show

—IVE@)I? _ =lIVF(zr)]*
2k . 2ay - 200

IV F (o) |*
2k+1 .9

< F(rr,,) — F(rp,) < —(Tepr — Th)

which shows Ty 1 — T < é by rearranging. Applying this for k = log(%) gives the

~Y

convergence bound in the proposition. O

In Section 3.2, we studied matrix scaling for strongly convex tuples A € Mat(d, n)¥.
According to Definition 3.2.1, this only implies strong convexity of the Kempf-Ness function
fa at the origin, whereas the above Proposition 8.3.1 assumed that the function F' is
strongly convex everywhere. Examining the proof, we note that strong convexity was
only used on the univariate restrictions between x; and the optimizer. Therefore, in the
following theorem we show how to leverage strong convexity of A to prove fast convergence
of Sinkhorn scaling.

Theorem 8.3.2. Consider matriz tuple A € Mat(d, n)¥X such that the Kempf-Ness function
fa from Definition 3.1.6 is v strongly convex at the optimizer (X,,Ys). If starting point
(Xo, Yo) € t satisfies ||V fa(Xo, o)« S T then Sinkhorn scaling produces iterate Ar =

eXT2 AT/ with ||V log fa(Xp, V)|l < 6 for some TS 148020 1gp [VIoa a0 o)l

This is a special case of the corresponding theorem for tensor scaling given in Theo-
rem 8.4.8, and so we only sketch the proof here.

Proof Overview. In order to apply the analysis of Proposition 8.3.1, it suffices to show that
for every iterate (Xy,Y;) produced by Sinkhorn scaling, f4 is Q(«a)-strongly convex on the
restriction to the line (X3, Y;) — (X, Ys). By assumption, f4 is a-strongly convex at the
optimizer (X,,Y,), and by the robustness property in Lemma 3.2.4, f4 is Q(«a)-strongly
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convex at every point in some neighborhood around (X, Ys). So our goal will be to show
that (Xo,Yy) and every subsequent iterate is within this neighborhood. This is proven
by using strong convexity to show that every point (X,Y) € t with small gradient must
be near the optimizer (X,,Y.). The theorem then follows by applying the convergence
analysis of Proposition 8.3.1. O]

In the next section, we will formalize and generalize Theorem 8.3.2 to setting of tensor
scaling by lifting the above analysis of strongly convex optimization to the geodesic setting
using structural properties of the Kempf-Ness function.

8.4 Algorithms for Geodesic Strongly Convex Opti-
mization and Tensor Scaling

In this section, we lift tools from standard convex analysis to the geodesic setting to
analyze natural algorithms for tensor scaling. The main contribution of this section is to
show linear convergence when the input is a strongly convex tensor. These results will
be applied in Section 8.5 for the Paulsen problem and Chapter 9 in order to give fast
algorithmic guarantees for the tensor normal model.

We first give the appropriate generalization of Sinkhorn scaling to the tensor setting.
This is a very natural iterative algorithm which performs quite well in practice. In Sec-
tion 9.2.2, we discuss some background and motivate this algorithm in the context of
statistical estimation.

Definition 8.4.1 (Flip-Flop Algorithm). Let V = ®qcmVa be a tensor product of inner
product spaces of dimension dim(V,) = d, for each a € [m|, and let (G, P,p) be a choice of
scaling group according to Definition 6.2.3. Then for input x € VX, one iteration of the
Flip-Flop algorithm chooses a := arg maxpem ||V§;b)||p, and normalizes this marginal

i) v
— T v e = ‘

T ]—6 ® det(dapgt)):;/ja (@) _1/2 —_ ’
<d . dg, dlag: (pz ) ) .x ’Lf Ga = ST:a<‘/(1)

do diag=* (pi"))!/da

Applying this iteratively gives the sequence of scalings {g; € G}i>o0 such that x, :== g, x.
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This can be equivalently defined with respect to the Kempf-Ness function ff (Defini-
tion 6.2.9) by the sequence

(a) -1
n (o) i Ga=SL(V)

dapgca))l/da

o= () -1 =a :
D - ]E® ( da dlagH (pz") > Zf Ga = ST= (Va)

det(d, diag=" (p{*))1/da

Pi+1 =

Note p, € P for all steps and (VfF(p;))@ = 0 after normalizing the a-th marginal.

Remark 8.4.2. By Lemma 6.2.6(3), the balance condition of the a-th marginal is unaf-
fected by unitaries, so we could as well have chosen any h € G, with the same polar part

(a)
(hihy)™' = dt(d‘i“% to normalize the a-th marginal. This choice is unimportant for
e aPx @
the purpose of geodesic convex optimization with respect to fF, as the value only depends
on the polar part of the scaling g;g:, and we choose the positive definite square root in

Definition 8.4.1 for convenience.

In [19], the authors solve a more general scaling problem, and for their analysis it was
necessary to choose scaling h € G, such that g, is upper triangular for each iteration. Other
choices of h may be useful for the purposes of numerical stability or bit-complexity.

This natural normalization algorithm also satisfies a progress bound which generalizes
the result of Lemma 8.2.2 for matrix Sinkhorn.

Proposition 8.4.3. Let V' = ®uecpmVa be a tensor product of inner product spaces of
dimension dim(V,) = d, for each a € [m], and let (G, P,p) be a choice of scaling group
according to Definition 6.2.3. Then for input x € VX, if ' denotes the normalization of
the a-th marginal by Definition 8.4.1 of the Flip-Flop algorithm, then

1 Vgca) 2
logs(l‘/) _ IOgS(.I) S — Zmin { || ||P BN

6 s(x)? 7 d,

This can be rewritten in terms of the Kempf-Ness function as

o8 17 ) < 1og £2n) = g win { | (V10 170) [ -},

where we have normalized the a-th marginal in step t.
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Proof. Note that the second statement on the Kempf-Ness function follows by applying
the first statement on size to g, - x. This is because f7(p) = s(p*/? - z) by Definition 6.2.9,
as well as the simple fact (by chain rule) that Vlog f = Vf , o the progress terms are the
same.

To show the progress in size, let a be marginal we are normalizing, and consider the
case G, = SL(V,). The other case G, = ST=(V,) follows by the same calculation applied
to the diag™ entries. We can write

~1
d péa)
s(a') = (I y Pa') = Iaapch’L) :< ) 7/)95 >_det dp 1/da (83>
)= Gvsp) = ) = ( (5 (dupl®)

where the first step was by Definition 6.2.1 of size, in the second step we used Defi-
nition 6.2.2 of marginals, the third step was by the equivariance property for marginals
shown in Lemma 6.2.6(2), and in the final step we substituted ((p{)~1, pi} = Tr[1,] = d,.

From this point, we can use the same argument as in the proof of Lemma 8.2.2 to show

1 "\ _ 1 [IVER 1
IOgS(QT/) — lOgS(l‘) = d—logdet ( S(px) ) < _6 min {Wyp, d_ )

()
where we have applied Claim 8.2.3 to the eigenvalues of 22 5@ in the same way as the proof
of Lemma 8.2.2. ]

At this point, we can show that the norm of the geodesic gradient for tensor scaling
decreases under the Flip-Flop algorithm. This is a special case of the result in [19], which
applies to much more general scaling problems.

Theorem 8.4.4. Let V = ®QqcmVa be a tensor product of inner product spaces of dimen-
sion dim(V,) = d,, for each a € [m], and let (G, P,p) be a choice of scaling group according
to Definition 6.2.5. Consider input tuple x € VX with f* := inf,ep fF(p) > —oco. Then
for any § > 0, the Flip-Flop algorithm with starting point xo := go - © produces xp = gr - x
satisfying ||V log X (gpgr)|ly < 0 for some iteration

log fP(gEigo) log f*
min{ %

Ts

m’ dmax}

Proof. The argument is exactly the same as the proof of Theorem 8.2.4 except that we
apply Proposition 8.4.3 to bound the progress of Flip-Flop.
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We will bound the number of iterations using the Kempf-Ness function f7 as a progress
measure, so let {g: € G'}+>¢ be the iterates of the Flip-Flop algorithm according to Defini-
tion 8.4.1 with corresponding polar {p; := g;g: € P}>0, and let T be the first time that
|V log fF(pr)|ly < 8. Then we make significant progress until this time:

2
log £F (pr) —log fF (po) = Y (10g P (pry1) — logff(pt)> < _%mm {5_ L}7

M
P m dmax

where the final inequality was by Proposition 8.4.3 as ||V log 7 (pr)|l, > d for t < T, and
||(fo(pt))(“)||§ > LV P ()]} as we normalize the marginal with the largest error in
each step. The statement follows by applying the bound f* < f”(pr) and rearranging. [

The main result of Section 8.3 was to show linear convergence of Sinkhorn scaling for
strongly convex inputs. We next define the property of geodesic strong convexity that is
required to generalize the argument in Theorem 8.3.2 to tensor scaling.

Definition 8.4.5. Let (G, P,p) be a scaling group according to Definition 6.2.3 and let F :
P — R be a geodesically convex function with optimizer p, := arginf,ep F(p). Thenp € P
is a-strongly convergent with respect to F' if the restriction of ' to the geodesic between p

and p, 1s a-strongly convex. Explicitly, if Z = log(pll/Qppllﬂ) so that vy, »,(n) = Yp.(nZ) =
pi/2enZpl/? according to Fact 6.2.11, then p is a-strongly convergent if h(n) == F (v, »(1))

is || Z||3-strongly convex for n € [0,1].

Note that this property only requires strong convexity on the geodesic from p to p,,
which is much weaker than the condition that F' is a-geodesically strongly convex at p
according to Definition 6.2.13.

This was the key property used in Proposition 8.3.1 to show fast convergence of a
descent sequence. In the following lemma, we derive the properties of strongly convergent
points that will be useful for our fast convergence results for tensor scaling.

Lemma 8.4.6. Let (G, P,p) be a scaling group according to Definition 6.2.3 and let F :
P — R be a geodesically convez function with optimizer F(p.) = inf,ep F(p). Then for
a-strongly convergent p € P:

1. (Function): F(p.) > F(p) — %}.

2. (Distance): for Z = log(p~?*p.p~'/%), | Z]|, < —HVFa(p)”*’;
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where VF(p) is the geodesic gradient according to De finition 7.1.1.

Proof. Consider the univariate restriction h(n) := F(v,,.(n)) = F(v,(nZ)). For the func-
tion bound in item (1), our plan is to apply Lemma 2.3.7 to bound function gap between
optimizer h(1) = F(p«) and h(0) = F(p). For this purpose, we bound

[1/(0)] = |0y=0 F' (3 (n2))| = (VE(p), Z)p| < IVE@)llsl1Z]l,,

where the first step was by definition of h, the second step was by Definition 7.1.1 of the
geodesic gradient on (P, p), and the final step was by Cauchy-Schwarz for (-, -),.

Recall that by Fact 6.2.12, the geodesics between p and p, are related by v,,.(n) =
Ypop(L— 1) for 5 € [0, 1), and 7., (1) = 7. (7)) for some Y € p satisfying V], = || Z]}.
Therefore, the a-strong convergent property of p in Definition 8.4.5 implies that h(n) =
F(pp. () = F(1p.p(1 =) is a|| Z||3-strongly convex for i € [0, 1] with optimizer 7, = 1,
so we can lower bound

RO o IVFOE

F(p.) = h(1) = h(0) — %22 = (p) — 5
P

where in the first step we used h(1) = F(7,(Z)) = F(p.) by definition of h and Z, in
the second step we applied Lemma 2.3.7 to h with «||Z ||§—strong convexity from point
n = 0 to the optimizer 7, = 1, and in the final step we used h(0) = F(p) and the bound
[P (0)] < [VFE(D)|pllZ]|p derived above.

To show the distance bound on || Z||, in item (2), we use the strong convexity of h along
with the bound on |h'(0)| derived above to show

1
IV 2l > W) = [0+ [ #01= )] = ol 2]}

where the first inequality is by the bound |A'(0)| < |[VE(p)|,||Z]|, derived above, the
second step is by the fundamental theorem of calculus, and in the final step we used
R'(1) = 0 for the first term by optimality of h(1) = F(p.) and lower bounded the second
term by h"(1—n) = 02F (7,.(nY)) > al|Y|l; = a||Z||} according to the a-strong convergent
property of p in Definition 8.4.5 and the fact that ||Y||, = || Z]|, by Fact 6.2.12. The bound
follows by rearranging. O

Using this property of strong convergence in the geodesic setting, we can lift the analysis

of Proposition 8.3.1 and Theorem 8.3.2 to formally prove linear convergence of the Flip-
Flop algorithm for strongly convex tensors. Our plan is to use geodesic strong convexity
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at the optimizer and the multiplicative robustness of Lemma 7.1.13 to derive the strong
convergent property for points sufficiently close to the optimizer. To this end, we first
show a bound on the gradient which is sufficient for the strong convergent property. This
argument is heavily inspired by the analysis in [35].

Lemma 8.4.7. Let V = ®uepm)Va be a tensor product of inner product spaces of dimension
dim(V,) = d, for each a € [m] along with scaling group (G, P,p) according to Defini-
tion 6.2.8 and input tuple v € VE. If the Kempf-Ness function fI in Definition 6.2.9 is
a-geodesically strongly convex at optimizer p, := arginf,ep fL(p), then p € P with

Q

FLIViog £ )l = IV £ (0)ls <

e d,

a€m]
satisfies the bound ||log(p=?p.p™/?)|lop < 1. As a consequence, any such p is 2 -strongly
convergent with respect to ¥ according to Definition 8.4.5.

Proof. Let Z :=~,*(p.) = log(p™*p.p~*/?) so that p, = 7,(Z) = p"/2e?p'/* according to
Fact 6.2.11, and consider the univariate restriction h(n) := fZ(y,,.(n)) = fF(nZ). We will
show that the bound on the gradient |V fF(p)||, implies || Z||op < 1. This is combined with
the robustness of strong convexity shown in Lemma 7.1.13 to prove the strong convergent

property.

In order to bound ||Z]|,p, we give upper and lower bounds for |h/(0)| using Defini-
tion 7.1.1 of the geodesic gradient and strong convexity respectively. For the upper bound,
we use a similar argument to the one in Lemma 8.4.6, showing

1 (0)] = [Oy=ofz ((Z)| = KV [z (0), Z)s] < IV L 0611 Z]]5. (8.4)
where the first step was by definition of h(n) = fF(v,(nZ)), in the second step we used
Definition 7.1.1 of the geodesic gradient, and the final step was by Cauchy-Schwarz.

For the lower bound, we will use strong convexity to show that |h/(n)| grows rapidly.
Let YV := log(p*_lﬂpp*_l/z), and note that v,,.(7) = Yp.p(1 — 1) = 7. (1 —n)Y) and
1Yy = IIZ]|y by Fact 6.2.12 applied to unitarily invariant norm || - ||,. Therefore, we can
apply the robustness property of Lemma 7.1.13 to show

W'(L=n) =051 (L =0)2)) = 4 f7 (rp. (Y ) 2 e 1l a||Y |7 = e 7Zlor - | Z] 1,

where the first step was by definition h(n) = fI(v,(nZ)), in the second step we used
Yopu (L —=1) = Yp. (1) = Y. (nY") by Fact 6.2.12, the third step was by Lemma 7.1.13 since
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fF is a-geodesically strongly convex at p, according to Definition 6.2.13, and in the final
step we used that ||Y|lop = || Z]|op and [|Y||, = || Z]|, by Fact 6.2.12.

This allows us to lower bound |2'(0)| by the following calculation:

IZ1

1 1
H(1) + / h”(l—mlmuzlii / eIl — a2 (1 — e Wllr), (8.5
0 0

[7'(0)] =
1Z1lop

where the first step was by the fundamental theorem of calculus, and in the second step we
used A'(1) = 0 for the first term by the optimality of (1) = fF(p.) and the lower bound
W'(1—n) > e InZllev . || Z||2 derived above.

Combining the upper and lower bounds, we can rearrange to get

&(1 — e_”ZHOP)

\/ Zae[m] da

where the first step was by the bound |i/(0)| < ||V fF(p)|s||Z]| from Eq. (8.4), the second
step was by the lower bound calculated in Eq. (8.5), and the last step was by the relation

in Lemma 7.1.15. Therefore, | Z||o, > 1 implies ||fF(p)|l, > —all—e’l)which gives the

- V Zae[m] da’

O 1121,

> a (1— e 1Zlor) >
121l 1Z]]op

V£ Pl >

claim by contrapositive.

To prove the strong convergent property for p, we can apply Lemma 7.1.13 to show

h(n) = 7 (p.p(L = n)) = [ (. (L= n)Y)) is £[[Y[[3-strongly convex for n € [0,1] since
1Y lop = [|Z]lop < 1 by Fact 6.2.12 and the first statement. O

Now that we have a simple gradient condition which implies the strong convergent
property, we can lift the strongly convex analysis of Proposition 8.3.1 to the geodesic
setting to analyze the convergence of the Flip-Flop algorithm in Definition 8.4.1 for the
tensor scaling problem.

Theorem 8.4.8. Let V = ®QqcmVa be a tensor product of inner product spaces of dimen-
sion dim(V,) = d,, for each a € [m], and let (G, P,p) be a choice of scaling group according
to Definition 6.2.3. Consider input tuple x € VX such that the Kempf-Ness function fF
is a-geodesically strongly convex at the optimizer p, = arginfyep f1'(p). Then, for start-

ing point o = go - x and any 6 < min{||Vlog f¥(g: 0o} with & = M, the
g p 0 90 Y = {H gfz (QOQO)HP 0} 0 e\/m

Flip-Flop algorithm produces output xr := gr - x satisfying
1. (Gradient): ||Vlog f7 (9797)s < 0;
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- * vf&cp 7 2 * * € 2
2. (Punction): fP(p.) > fP(gpgr) — DL lobonle > pp (ngT)(l — fF (ngT)%>,'
3. (Distance): | log(ps " grgrps )y < FF(g597)<2;

for some number of iterations bounded by

I (9590)
f*

Proof. Let {g: € G}i>o be the iterates of the Flip-Flop algorithm according to Defini-
tion 8.4.1 with {p; := ¢;g: € P}i>0 the corresponding polar parts. Note that for any p € P

with fZ(p) < fF(po),

do

m
<™ %,
og 5

P/ x m
N3 + f2 (9590) - o log

o/ f; (g590) _ _a/fi (D)
e Zae[m] da € Zae[m] da

IV log £ (p)lly < 00 =

is a sufficient condition for p to be ¢-strongly convergent by Lemma 8.4.7. Therefore, our
plan is to break the iterations of the Flip-Flop algorithm into two stages based on the
first time ||V 1og fZ(p)|l, < do: we analyze the first stage using Theorem 8.4.4, and in the
second stage we use the strong convergent property to show exponential convergence by
an argument similar to the one in Proposition 3.2.2.

For the first stage, let Tp be the first time that ||V log 7 (pr ) |ls < 0. If |V 1og £ (po)|ly <
0o, then Ty = 0 and this part can be skipped. Otherwise, by Theorem 8.4.4, we have

7, < 108 (o) —log £'(p.) _ mllog fi'(po) —log fi'(p.))

min{63 /m, iy o5 ’

where the first step was by Theorem 8.4.4 applied with dy, and in the second step we used

0o — = )
62 E :ae[m} da dmax

where the first step was by definition of ¢y, and in the second step we used Proposition A.5.2
to bound o < £ (ps) < f7 (po)-

Now that ||V1og fF'(pn,)|ly < o, Lemma 8.4.7 implies that pr, is 2-strongly convergent
as fI is a-geodesically strongly convex at p, by assumption. Therefore, we analyze the sub-
sequent iterations of the Flip-Flop algorithm by following the strategy in Proposition 8.3.1
and showing ||V log ff (p)|l; halves every O(™) iterations.
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Let T be the first time that ||V log £ (pr)|2 < 305. We first use the 2-strong conver-

gent property of pg, to lower bound the optimizer by

V£ (er)ly e[|V log ff(p:ro)Hﬁ>

) 2 £ om) = T2 = £ om) (1= =

where the first step is by Lemma 8.4.6(1) with ¢-strong convergence, and in the final step
we used Vlog f = va_ Since ||V 1og fF(pr,)|ls < o by assumption of Ty, we rewrite this as

log [ (pr,) — log fF (ps) < log (1 -

e 03 -1 e- 03
<
)) (8.6)

2a/ f¥ (pr, ~ o/ ff(pn)’

where the last step was by the Taylor approximation —log(l —z) < 2z for 0 < z < 2
applied to

s~ (D) S < (3 a) el <

a€[m] a€m]

where in the first step we substituted in the definition of dy, in the second step we used
P (pr,) < fF(po) by the descent property of the Flip-Flop algorithm shown in Proposi-
tion 8.4.3, in the third step we used o < fF(p.) < fFP(py) by Proposition A.5.2, and the
final step was by the assumption that m > 2.

We can now apply Theorem 8.4.4 with this stronger lower bound to show

log fF(pr,) — log £ (ps) . m. o
min{oz/2m, d_L . ~o offP(rn)

where the first step was by Theorem 8.4.4 applied with 63/2, in the second step we used
62 < djl as shown above and substituted in the lower bound from Eq. (8.6), and in

the final step we used ff(pr,) < fF(po) as Flip-Flop is a descent method according to
Proposition 8.4.3.

T —To S

m
5 ff(p())ga

2 < 27kgE

Continuing this way, we can define T, to be the first time ||V log £ (pg,)II7

and bound m m
Tiyr — T S ff(ka)E < ff(Po)E-

The gradient bound in item (1) now follows by applying this argument inductively until
27F52 < 62

Since ||V log f¥ (pr)|ly < 6 < do, we have that pr is 2-strongly convergent by Lemma 8.4.7.
Therefore, items (2) and (3) now follow from the gradient bound in item (1) as simple con-
sequences of Lemma 8.4.6(1) and (2), respectively. O
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Remark 8.4.9. Much of this algorithmic analysis goes through for any so-called descent
method which outputs a sequence {p;} satisfying

IIVf(pt)H?

fpig1) < fpe) — 5L

for some constant L which will then show up in the numerator of the iteration bound for
fast convergence. This more general approach was taken by Franks and Moitra [75] to give
a unified analysis for many natural scaling algorithms. In this thesis, we only require the
analysis of Sinkhorn and Flip-Flop algorithms.

In the following Section 8.5, we will show that the results on frame scaling given in
Chapter 4 can be made constructive. This will allow us to give fast algorithmic guarantees
for the statistical application of random frame scaling studied in [35].

8.5 Algorithms for the Paulsen Problem and Frame
Scaling

In this section, we will apply the results of Section 8.4 to give fast algorithmic guarantees
for particular cases of frame scaling. Specifically, we first give a slight improvement of
the core technical contribution of [35] which studied the convergence of Sinkhorn scaling
for random frames. This immediately implies a tight sample complexity bound for the
statistical estimation problem studied in [35]. Our second result is a randomized algorithm
which, given an input to the Paulsen problem, i.e. an e-doubly balanced frame, converges
quickly to some exactly doubly balanced frame. This is really a constructive version of
Section 4.5 and so only the perturbation part will be randomized, whereas the remaining
scaling algorithm will be deterministic.

Our first result gives a strong bound on the solution of frame scaling for random unit
vectors. We apply Theorem 8.4.8 to give fast algorithmic guarantees for the frame version
of Sinkhorn/Flip-Flop. Note that for the statistical application of [35], we are mainly
concerned with bounding the error of the current iterate from the true scaling solution.

Theorem 8.5.1. Let U € Mat(d, n) be a random matriz where the columns are independent
and uniformly distributed as uj ~ n~Y254=1 " Then there exists a universal constant C' such
that if n > Cd, the following hold simultaneously with probability at least 1 — exp(—§2(n)):

1. U has size s(U) = 1 and is an e-doubly balanced frame with &* < %.
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2. There is a doubly balanced scaling U, = e*X*/2Ue¥*/? with X, € spo(d),Y, € sty (n)
such that
I(XoY)llh Se and  [[(Xs,Yi)llop S e

Further, in this event, for every § < \/leTn’ the Flip-Flop algorithm for frame scaling given

in Definition 8.4.1 produces iterate Ur := LyURy and polar pr := (L%Ly, R%Ry) such
that, for p, := (X, e¥*),

IVurlly S6 and  |logp;*prp; 2|y S0

in at most T'< d + log 6\/31?1 iterations.

Proof. We will first verify the first two items concerning initial error and bounds on the
doubly balanced solution using our pseudorandom analysis in Theorem 7.3.3. Then we will
use strong convexity along with Theorem 8.4.8 to prove fast algorithmic convergence.

To bound the frame scaling solution, our plan is to apply the pseudorandom analysis
in Theorem 7.3.3. So below, we show that U is nearly doubly balanced according to
Definition 4.1.2 and satisfies the pseudorandom condition in Definition 4.2.11. The random
vectors are distributed as u; ~ n~1/25%1 5o by construction U is equal-norm and has size

- n
sU) =Yl =2 = 1.
j=1

To show that U is e-doubly balanced, we bound the error of the left marginal: Theo-
rem 4.4.1 shows that with probability at least 1 — exp(—(n)):

- d
dZuju;f—Id 5\/;§5
j=1

op

where the final step was by our assumption that n 2 4 with e < O(y/<£). This verifies

Definition 4.1.2 showing U is e-doubly balanced.

We next show that U is pseudorandom. Specifically, we can apply Theorem 5.1.6 with
b= % (since n > Cd for C' large enough by assumption) to show that with probability at
least 1 — exp(—(n)), U is (1), 15)-pseudorandom according to Definition 4.2.11.

By the union bound, both these events occur simultaneously with probability at least
1 — exp(—Q(n)). In particular, U is e-doubly balanced and (o, =)-pseudorandom with
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a 2 Q1) = e. This allows us to apply Theorem 7.3.3(1) to show that U, := eX+/2Ue+/2
is a doubly balanced frame, and bound the scaling solution by

maX{HX*Hom HY*HOP} S—Se

Y

Rlm

where we used the bound in Theorem 7.3.3(2) for O
pseudorandom frame.

—~

g)-doubly balanced and ((1), 1—16)-

Note the above is the only randomized part of the procedure, and in the event that we
can apply Theorem 7.3.3, the following convergence guarantees are deterministic.

To show the algorithmic convergence of the frame Flip-Flop algorithm, our plan is to use
Theorem 8.4.8. For this purpose, we rewrite the above results in terms of the Kempf-Ness
formulation described in Proposition 6.2.18. We are given input U € Mat(d,n) ~ R? @ R"
with frame scaling group G = (SL(d),ST(n)) and associated polar (P,p) according to
Definition 6.2.3. U, = eX*/2Ue¥*/2 is a doubly balanced frame by Theorem 7.3.3(1), which
is equivalent to p, := (eX*,e**) being an optimizer of the Kempf-Ness function ff given
in Definition 6.2.9. Finally, Theorem 7.3.3(4) says that U, is an «,-strongly convex frame
with a, > e 2. a > Q(1), which translates to a,-geodesic strong convexity of f£ at p. by
to Lemma 7.1.8.

We can also use the size lower bound in Theorem 7.3.3(3) to bound

P14, 1,
logL‘i?) = log

1t (p+)

where the first step was by the definition U, = eX/2Ue¥*/2 so s(U.) = ff(eX, e¥),
the second step was by the size lower bound in Theorem 7.3.3(3) with 5)
pseudorandomness of U, and the final step was by Taylor approximation — log(1—z) < 2x
for |z| < % applied to 2 < % < 1 by assumption.

10£2

W) < log (1 . T) <e?, (8.7)

s(Uy)

B
\Y
2
=
[~

From this perspective, the Flip-Flop algorithm for frame scaling produces iterates
U, = LUR; with (L, R;) € (SL(d),ST(n)) and associated polar p; := (L; Ly, Rf R;). The
conditions for algorithmic convergence translate to

IV log f (or)lly S IV (r)lly S0 and  |[log(p,prps ') < 6.

These are exactly the conclusions (1) and (3) of Theorem 8.4.8 applied with a, > Q(1)-

P
geodesic strong convexity at optimizer p, and § < % = Jp, so we can show show
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that this occurs by iteration

ST AE 10g( A AR e

1 |
<(d+n)+log —— < -
S (d4n) Sovdrn ™ sadtn

where the first step was by the iteration bound in Theorem 8.4.8 with a, > Q(1)-geodesic
: _ a*/fg(ldvln) : fLI/?(IdyIn) < 2
strong convexity and dy = i n the second step we used log ey S € by

Eq. (8.7) as well as the lower bound «, > Q(1) derived above, and the final step was by
the bound £ < ¢ as shown in item (1) of this theorem. O

d + log

Remark 8.5.2. This is a technical improvement of the core scaling lemma in [75], which
requires n > dlog®d in order to get the same conclusions. With this improvement, we
show an optimal sample complexity result for Tyler’s M-estimator as shown in [75]. The
analysis of [75] focused on a slightly different convex formulation for frame scaling which
only produces equal-norm frames. This function does not necessarily have the multiplicative
univariate robustness properties shown in Lemma 7.1.13, which we used to show faster
convergence of the Flip-Flop algorithm in Theorem 8.4.8 (by the strong convergent property
in Definition 8.4.5).

The next result in this section is to give algorithmic guarantees for the smoothed anal-
ysis strategy of Section 4.5 for the Paulsen problem. For this application, we are mainly
concerned with convergence in || - || to a doubly balanced frame, not on scalings.

Theorem 8.5.3. There exists a universal constant C such that, for any e-doubly balanced
frame U € Mat(d,n) of size s(U) = 1, if either of the following two conditions hold:

1
dZQOdSnSed/C,éSa or d>C,n>e% <

Q
=

then with (1) probability, there is a doubly balanced frame V. of size s(V.) = 1 satisfying

IU - VillE S e

S

Further in this event, for every § < N the Flip-Flop algorithm for frame scaling takes at

most T < 1((n+d)+log 57 iterations to produce Vi € Mat(d, n) such that ||V, ||, < 0

and |Vp — W% < ‘1—2 for some doubly balanced frame W € Mat(d, n).
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Proof. We will first verify distance bound on the doubly balanced solution using our pseu-
dorandom analysis in Theorem 7.3.3. Then we will use strong convexity of the solution
along with Theorem 8.4.8 to prove fast algorithmic convergence.

By the conditions on (n,d, €), we are exactly in the two cases covered by Theorem 4.5.1
and Theorem 4.5.2, respectively. Applying these two theorems with 5 = we get per-
turbation V' that with Q(1) probability satisfies

L
16°

1. V has size s(V) =1 and ||V = U||% S &;
2. V is O(e)-doubly balanced;

3. Vis (a, 15 )-pseudorandom with @ > Q(e).

This is the only randomized part of the algorithm. In the remainder of the proof, we
assume these events hold simultaneously.

V' now satisfies the conditions of Theorem 4.2.14, so conclusions (1) and (4) imply the
frame scaling solution V, is doubly balanced and that

2
9
V.- VIES S s,

where we used « 2 . Combining this with the perturbation distance, we get
Ve =UllE SIVi=VIE+ IV -Ulr Set+ese,

which verifies this distance bound in this theorem.

Our plan is now to use Theorem 8.4.8 to analyze algorithmic convergence of the frame
Flip-Flop algorithm. For this purpose, we rewrite the above results in terms of the
Kempf-Ness formulation described in Proposition 6.2.18. We begin with perturbed in-
put V € Mat(d,n) ~ R?*®@R" with frame scaling group G = (SL(d), ST(n)) and associated
polar (P,p) according to Definition 6.2.3. V, = eX+/2Ve¥*/2 is a doubly balanced frame by
Theorem 7.3.3(1), which by Proposition 6.2.18(3) is equivalent to p, := (e**,e'*) being
an optimizer of the Kempf-Ness function f{’ given in Definition 6.2.9. Finally, Theo-
rem 7.3.3(4) says that V, is an a,-strongly convex frame with a, > e™'? - a > Q(e), which
translates to a,-geodesic strong convexity of f& at p, according to Definition 6.2.13.

To bound the iterations, we require the size lower bound in Theorem 7.3.3(3):

P14, 1,
logM = log

f7 ()

10e2

W) - 1og (1 - 7) <e, (8.8)

s(Va)
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the second step was by the size lower bound in Theorem 7.3.3(3) with (a > Q(e), =)-
pseudorandomness of V', and the final step was by the Taylor approximation — log(1—x) <
2x applied to argument % < ¢ <1 by assumption.

From this perspective, the Flip-Flop algorithm for frame scaling produces iterates V; =
L,V Ry with (L, R;) € (SL(d),ST(n)) and associated polar p; := (LjL;, R; R;). The first

requirement for algorithmic convergence then translates to

IV log £ (pr)lls S IVFV (pr)lly < 0.

This is exactly conclusions (1) of Theorem 8.4.8 applied with «, > Q(e)-geodesic strong

P
convexity and o < a*/]‘Ud—\/%’h) = 0y, and we can show show that this occurs by iteration

d+n f\l/j([da[n) f\l/j([dajn) Oy
TS l ( ) * Oy log (5\/d+n>

Y . O
a2/ f{ (Ia, 1) 15 ()
(d+n) 1 £
< e+ =~ log ———,
~ e TR ovd+n

where the first step was by the iteration bound in Theorem 8.4.8 with a,. > Q(e)-geodesic

P P
strong convexity and &y = %, and in the second step we used log fv {Ja.ln) < e by

fP(p*)
Eq. (8.8) as well as the lower bound a, > €Q(e) derived above. '

In the remainder of the proof, we focus on showing that there is a doubly balanced
frame W € Mat(d, n) satisfying the distance bound ||V — W||p < %. We want to use the
fact that V, is a doubly balanced frame that is close to V', and both V, and Vi are scalings
of V. Our plan is to use the analysis of Proposition 4.3.6, which bounds the distance to a
doubly balanced matrix via the path length of matrix gradient flow. For this purpose, we
will need to perform a change of basis to find the appropriate matrix scaling.

Consider Vi = LyV Ry and V, = eX+/2Ve¥*/2. Since we want to use Proposition 4.3.6,
we exhibit a simple transformation of V, is a matrix scaling of V:

V, = X PVer 2 = (L Ve R e 2 = (P L ) Vi(Ry ™),

where we substituted V, = eX*/2Ve¥*/2 in the first step and V = L'V R;' in the second
step. Now let e/ QL;l = ZA be the polar decomposition according to Theorem 2.1.13
where A = |eX*/2L'| € SPD(d) is the polar component and and = € SO(d) is the isometry
component. Further let e¥/2 := R.'e¥*/2 for Y € st,(n) since both Ry and e¥*/2? are in
ST, (n). We observe that

*‘/; _ E*(GX*/QL;l)VT(R;ley*/2) — AVT@Y/2

[1]
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is a doubly balanced frame (by Fact 4.2.7), and further that it is a positive definite scaling
of V. In fact, we can show that it is a matrix scaling of V; when viewed in the appro-
priate basis. Therefore, let ¥ € SO(d) be the eigenbasis of A € SPD(d) according to
Theorem 2.1.8 so that A = WeX/20* for some diagonal X € st, (d). Then we consider the
matrix representations M := U*Vy and M, := U*=*V, so that

M, = \II*E*V; _ \II*AVTQY/2 _ SX/Q\I/*VTGY/2 _ GX/2M€Y/2,

where the first step was by definition of M,, in the second step we substituted Z*V, =
AVye¥/? as shown above, in the third step we substituted A = WeX/2¥* for eigenbasis
¥ € SO(d), and the final step was by the definition M := U*Vr.

Since M, = U*=*V, is a particular matrix representation of doubly balanced frame
V., Definition 4.2.11 shows that M, = X2 MeY/? is a doubly balanced matrix scaling of
M .In fact, M, is an a,-strongly convex matrix as V, is an a,-strongly convex frame. By
Proposition 3.1.10(3), this implies that (X,Y) € t = st (d) @ st (n) is an optimizer of
the matrix Kempf-Ness formulation fy; given in Definition 3.1.6, and further that fj; is
a,-strongly convex at (X,Y). Therefore, Lemma 2.3.11 in fact shows that (X,Y) is the
unique optimizer of fy;, which implies M, = eX*/2Me¥*/? is the unique doubly balanced
matrix scaling of M.

We have exhibited doubly balanced frame Z*V, which is a scaling of Vi, and further
|2V = Vollp = [V EVi = UV ||p = [ M, — M||F,

where we used invariance of || - || under isometry ¥ € SO(d). Therefore, if we can bound
the distance of matrix gradient flow travelling from M to M., this also bounds the distance
between Vr and doubly balanced frame W := =*V.

The analysis of Proposition 4.3.6 requires strong convexity throughout gradient flow
and the bound is given in terms of the gradient of M. Note that V,; := V f},(0,0), so we
can bound this in terms of our iterate V by

n

(B d- MM — s(M)L)? + % S (Bygon - MM — s(M)1,))?

1 j=1

IVl =

IS
INgE

1

n

1
(Ey,d - U VpVaw — s(Vi)I))? + - > (Ejjn - ViU Ve — s(Ve)I,))

1 j=1

< Slld-ViVe = s(Vi) Ll + || diag(n - ViVe = s(Ve) L)l = IV fiz, (L I) 3,

I
— Q.
=

1
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where in the first step we used Proposition 3.1.12 for the matrix gradient, in the second
step we substituted M = U*Vz, in the third step we used || diag(X)||% < ||X||% for the
first term, and the fourth step was by Proposition 7.1.3 of the geodesic gradient of V.

We have already shown that ||[Vy,||, < 6 by Theorem 8.4.8, so the above calculation
implies ||Vl < 8. Further, if M; = eXt/2MeY*/? is the solution to matrix gradient flow
given in Definition 3.1.14, then Proposition 3.2.2 (with a > 0) shows that ||V, <

IVarlle < IV |l < 6 for all time.

We can use these gradient bounds to show strong convexity throughout matrix gradient
flow. We have already shown M, = U*=*V, is an a,-strongly convex matrix. Further, since
0 < ﬁ < e\j% =: )y by assumption, we have that M, satisfies the gradient condition
IVarlle £ 6 < & in Lemma 8.4.7. Specifically, rewriting M, = eX/2Me*/? as shown
above, this allows us to apply Lemma 8.4.7 to show that ||(X¢, Y;) — (X,Y)||e < 1 for all
time. Therefore, we can use the robustness property in Lemma 3.2.4 to show M, is also
2 > Q(e)-strongly convex as a matrix for all time.

This verifies the conditions of Proposition 4.3.6, which shows

IV 750,007 _ 8

=Ve — Vel3 = |M. = M||% < ,
H ol = I, — My < ST  O

where the first step was by the invariance of || - || under isometry ¥ € SO(d) as M, =
U*=*V, and M = ¥*V, the second step was by the distance bound in Proposition 4.3.6
with A(M) = ||V ||? according to Definition 4.3.2, and the final step was by the fact that
IValle < [[Vizllpy $ 6 and 2= > Q(e)-strong convexity of M, shown above. This gives the
required distance bound to frame W = =Z*V, which is doubly balanced by Fact 4.2.7 as V,
is doubly balanced by the first statement in the theorem. O]

At this point, all the results of Chapter 3 and Chapter 4 have been made algorith-
mic. In the next Chapter 9, we will combine the bounds of Chapter 7 on tensor scaling
with Theorem 8.4.8 to give sample complexity bounds and algorithmic guarantees for a
statistical estimation problem on tensors.
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Chapter 9

Maximum Likelihood Estimator for
the Tensor Normal Model

The results of this chapter are based on [30], which is joint work with Cole Franks, Rafael
Oliveira, and Michael Walter.

In this chapter, we consider covariance estimation for matrix-variate and tensor-variate
Gaussian data. In order to bypass information theoretical sample lower bounds, we consider
the well-studied matrix and tensor normal models, where the covariance is assumed to
factor into a product of tensor factors. These distributions arise naturally in numerous
applications like gene microarrays, spatio-temporal data, and brain imaging. This is the
second main application in this thesis, after the Paulsen problem discussed in Chapter 4. It
turns out that the maximum likelihood estimator (MLE) for this model is, up to some small
reductions, exactly the solution to a tensor scaling problem. In particular, we will study the
random tensor scaling problems that arise in this statistical setting and show strong bounds
on the MLE as a consequence of the convergence analyses presented in Chapter 7. We will
also use the algorithmic framework of Chapter 8 to give the first rigorous convergence
analysis of the natural Flip-Flop algorithm for finding the MLE, which explains the fast
convergence of this algorithm in practice.

The reader is not required to have any background in statistical estimation, and the
only concepts assumed will be linear algebra as covered in Section 2.1. Therefore, in
our first Section 9.1, we present the relevant concepts from statistics using the running
example of covariance estimation for the Gaussian distribution. In Section 9.2, we present
a natural generalization of this problem to matrix or tensor valued data, and give new
sample complexity results for covariance estimation in this setting. Our main tool will
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be the analyses of tensor scaling from Chapter 7. We will also use the framework of
Chapter 8 to show the promised estimator can be computed to high accuracy via the Flip-
Flop algorithm in Definition 8.4.1. In Section 9.3, we show that random tensors satisfy
the strong convexity and pseudorandomness properties required to apply the analyses of
Chapter 7. These are stand-alone results on spectral properties of random tensors, and
we believe they are of independent interest. We also mention that our proof that random
tensors satisfy the spectral condition of Definition 7.1.9 is a small adaptation of a powerful
result of Pisier [80], which is stated from the perspective of quantum information theory.

9.1 Statistical Background

In this section, we present the statistical background necessary to state our new results
on the matrix and tensor normal model. Specifically, we will define statistical inference in
Section 9.1.1, maximum likelihood estimation in Section 9.1.2, and the measure of error
we use for our estimators in Section 9.1.3. We will use the running example of Gaussian
covariance estimation to illustrate these concepts. Finally, in Section 9.1.4 we present tight
sample complexity results for Gaussian covariance estimation.

9.1.1 Statistical Inference

The core problem in statistics is to gain some quantitative knowledge about an unknown
distribution based on samples from that distribution. A statistical model is a set of assump-
tions which constrains the possible family of distributions F that we are dealing with. For
a known model, the task of statistical inference is, given independent samples X, ..., X,
chosen uniformly from a fixed unknown distribution D € F, to estimate some concrete
property © of the distribution D. The quality of this estimate can be measured according
to various metrics depending on the application requirements. The theoretical goal is to
give an estimator © which, with high probability, uses few samples and is as close to the
truth as possible. Note that the estimator can depend on the model and the samples, but
obviously cannot depend on knowledge of the unknown distribution D.

The following are a few simple examples of statistical estimation problems.

Example 9.1.1 (Bernoulli Estimation). Given samples X1, ..., X,, ~ Ber(p) from a Bernoulli
distribution, estimate the unknown bias p.
Output: The sample mean D := %Zi:l X; 18 a natural high-quality estimator.
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Example 9.1.2 (Gaussian Covariance Estimation). Given samples X1, ..., X,, ~ N(0,071),
estimate the unknown precision matriz © € Mat(d).

Output: The inverse sample covariance matriz 0= (% D oiet XiX;‘)_l s a natural high-
quality estimator for the precision matrix.

This Gaussian covariance estimation problem will be a running example throughout
this section. We study the precision matrix © instead of the covariance matrix as a small
notational convenience due to our choice of error measure and estimator.

In both the previous examples, our choice of estimator seemed quite intuitive given
the available information. In the following Section 9.2 on the matrix and tensor normal
models, there will not be such a clear choice. Therefore, in the next subsection, we present
a formal paradigm which describes a reasonable choice of estimator in general.

9.1.2 Maximum Likelihood Estimation

In this subsection, we will present the maximum likelihood method for statistical estima-
tion. This method does not come with general guarantees, and instead gives a recipe for
an estimator, the quality of which depends heavily on the application. In particular, we
will compute the maximum likelihood estimator (MLE) for Gaussian covariance estima-
tion, which will present some justification for our choice in Example 9.1.2. We re-iterate
that the MLE is not always a good estimator (and in fact is not even required to exist
in general), so the analysis in Section 9.1.4 gives the final justification for our choice of
estimator in Example 9.1.2.

The method is motivated by the following reasoning. Suppose we are given sample
X € R? from some unknown centered Gaussian distribution, and we guess that the true
distribution is N(0,071). According to Definition 2.5.7, the probability density function
(pdf) is given by

(2m)1 2

If fo(X) is small for our given sample X, then this sample was very unlikely, and in
some sense O is a bad guess. This inuition is formalized below.

Jo(x € Rd) = det(©) exp (—lx*@x) .

Definition 9.1.3. Given samples X1, ..., X, € R? from some unknown distribution in
F :={D, }ueq, the likelihood function of guess 0 € § is

n

Lx(0) == fo(X1,.... Xp) = [ [ fo(X0),

=1
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where fp is the pdf of Dy. We also consider the log-likelihood function €x(0) :=log Lx(0).

The mazimum likelihood estimator (MLE) is the mazimizer

0 = argrilgg}ch( w).

It turns out that the estimator in Example 9.1.2 can be derived using this perspective.

Proposition 9.1.4. Given samples X1, ..., X, € R? from an unknown centered Gaussian
distribution, the MLE is the inverse sample covariance © := (% Y i1 XZ-XZ-*)_l. This can
be computed as the solution to the following optimization problem:

arg min Fy( < ZXX*, >—logdet(@).

©ePD(d)

Proof. By independence, the log-likelihood of © for samples Xj, ..., X,, is just the sum of
log-likelihoods for each individual sample. So we compute

1 d 1
log fo(z) = 3 log det(©) — 3 log(27) — §x*@x

n nd 1 <
= (x(0) = 5 logdet(6) — - log(2m) — 5 ;< X, X7, 0).
The MLE is the maximizer of the function ¢x(©). We first perform some simplifying
transformations to more clearly show the similarity to scaling (Proposition 6.2.18). We
can drop the %d log(27) term, since it does not depend on O, and renormalize to find the

MLE as

arg min Fx(0©) := %(ﬁ(@) + —dlog 2m) ) = < ZX > — log det(©),

©cPD(d)

where we have used the natural Frobenius (entrywise) inner product on Mat(d). We can
find the optimizer by solving for critical points:

-1
1 & N 1
ozv@FX(@):EZXin_@—l — 0= (EZXi)Qk) :
=1

=1

Note that this critical point is unique whenever the samples { X7, ..., X,,} are of full rank,
which occurs with probability 1 for n > d. To prove that this is in fact the MLE, we can
show that it is the global minimizer of Flxy by computing the second derivative, and we
leave this folklore result to the reader. O]
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This optimization formulation enjoys a certain linear invariance properties which will
be helpful for our analysis.

Proposition 9.1.5. For samples X1, ..., X,, € R? and A € GL(d), let Y; := AX;. Then
Fy(©) = Fx(ABOA™) + log det(AA").
As a consequence, (:)y 1s the MLE for'Y iff (:)X = A(:)yA* s the MLE for X.

Proof. This is a simple change of variable calculation:

1 n
Fr(©) = = > (¥i¥}",0) — log det(6)
=1

_1 E (X; X7, ABA") —logdet(AOA™) + log det(AA™)
n
i=1

= Fxy(AOA") + log det(AA"),

where the first and third steps were by the definition of MLE given in Proposition 9.1.4, and
in the second step we used Y = AX and multiplicativity of det for invertible A € GL(d).
For the the second statement, logdet(AA*) does not depend on O, so we can drop this
term without changing the optimizer. O

We will use this invariance property in Section 9.1.4 to reduce to the case © = [;, where
we will be able to use tighter concentration bounds in our analysis.

9.1.3 Quality of Gaussian Covariance Estimator

There are many ways to measure how good an estimator is, and the particular choice
depends greatly on the application. One natural measure of error for Gaussian covariance
estimation is the following.

Definition 9.1.6. The relative Frobenius and operator error between A, B € PD(d) is
defined

dp(A,B) = |1, — B™Y2AB™2||p,  dup(A, B) = |1y — B™Y*AB™2||,,.
Note that these measures are not symmetric, and so not strictly a metric or distance

measure. One reason for this choice is that these errors are scale-invariant. In fact, in the
next proposition we show that they satisfy a stronger linear invariance property.
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Proposition 9.1.7. For A,B € PD(d), d(A, B) = d(B~Y2AB~Y2 1) where d denotes
both dp and do,. As a consequence, for X = log B~Y/2AB~Y/?2

IXI <1 = d(A, B) = [lIs— ™| < 2|IX]],
where || - || denotes || - ||r for d =dr and || - ||op for d = dyp.

Proof. The first statement is clear by definition, and the second statement follows by a
simple Taylor approximation |e* — 1| < 2|z| for |z| < 1 applied to the eigenvalues of X. [

Intuitively, dp, dop give a multiplicative form of error between A, B. For example

d (A B) . Sup ’<'U’U*’Id — B—1/2A8—1/2>| ’<’U,7 Bu> . <U’Au>’
op 9 -

veRd V13 ueRe (u, Bu) ’

where the last line was a change of variable v = B'/2u. Therefore d,,(A, B) < € implies a
multiplicative approximation of the quadratic form

Vu € RY : (u, Au) € (14 ¢){u, Bu).

This kind of approximation is common in the literature on Laplacian solvers and graph
sparsification (e.g. [37], [84]).

Another reason to measure error this way is that it approximates many other natural
statistical error measures such as total variation distance, KL-divergence, and Fisher-Rao
distance. Specifically, due to the linear invariance property shown above, all of these
measures are the same up to constant factors whenever any one of them is bounded by a
small constant.

Our results in Section 9.2 will rely on geodesic convex optimization which will give
strong bounds on the geodesic distance || X = log B~/2AB~'/2|| to the optimizer. We will
use the second property in Proposition 9.1.7 to show that this also implies strong bounds
on dp and dop.

9.1.4 Analysis of the MLE

In this subsection, we will give explicit sample complexity bounds for high quality Gaussian
covariance estimation by bounding the relative error of the MLE given in Proposition 9.1.4.
These results are standard in the literature, and are tight up to constant factors due to
folklore lower bounds discussed informally at the end of this subsection.
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Theorem 9.1.8. Let X,,..., X,, € R? be samples from Gaussian distribution N(0,071),
and let © be the MLE for the precision matriz according to Proposition 9.1.4. For any

e < 1—10 such that n > 5%, the following error bounds are satisfied with probability at least
1 — 2exp(—Q(e?n)):

~

dp(©,0) < e and  dp(0,0)? < de.

Proof. Our plan is to use the linear invariance of the MLE and distance measure to reduce
to the case when © = I;. The result will then follow from standard matrix concentration
results of Gaussian distributions as given in Theorem 2.5.12.

By Definition 2.5.7, X ~ N(0,07!) is distributed as ©~/2Y for standard Gaussian
Y ~ N(0,1;). By Proposition 9.1.5, the MLE of X and Y are related as follows:

Oy = 07120,0712
The error measures also satisfy a similar invariance according to Proposition 9.1.7:
d(Ox,0) = d(0720x072 I;) = d(6y, I,).

Therefore, in order to prove the theorem, it is enough to show the error bound in the
case when © = [;. In this case, the sample covariance has spectrum concentrated close
to one. For t = ey/n, Theorem 2.5.12 gives the following bound with probability at least
1 — 2exp(—&?n/2):

Tamax(Y) ) Vd+eyn ’ .
max( ZYY) ( T ) §<1+—\/ﬁ ) <1+ be,

where we applied Theorem 2.5.12 to the random matrix of Gaussian samples Y = [Y7,....Y,,] €
Mat(d,n), and in the last step we used the assumption that n > d/e? and e < 1—10. Theo-
rem 2.5.12 also gives the following lower bound with the same probability:

Amin ( ZYY*) > 1 — Be.

Therefore, when this event occurs, we can bound the error

—1
doy(Oy, 1) = ZYY*) —n| = max{])\max 1), AL — 1\} < 10,

op
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where the last step was by Taylor approximation \H% — 1| < 2|z] for |z| < % along with

the assumption ¢ < 75. Similarly, we can calculate
-1 2 d
dp(Oy, 1,)* Z YY*) —L|| <) (T -1)? <d(10e),
7j=1
where the last step was again by the same Taylor approximation. O]

This is in fact best possible error bound up to constant factors. In fact, the sample
covariance is non-invertible for n < d samples so in this case we cannot have any constant
error estimator. Intuitively, if we rewrite the sample complexity requirement as nd > d2,
then the right hand side represents the degrees of freedom of the unknown precision matrix,
and the left hand side represents the information content of n samples of d-dimensional
vectors. This reasoning will also give heuristic lower bounds for sample complexity of the
matrix and tensor normal model in the following section.

9.2 Matrix and Tensor Normal Model

This section contains the main new sample complexity results for covariance estimation in
the matrix and tensor normal models. In Section 9.2.1, we will introduce the matrix and
tensor normal model as well as the maximum likelihood estimator and error measure used
for our new results. This model can be viewed as a generalization of the Gaussian model
of Example 9.1.2 to matrix and tensor-variate data and the MLE therefore reduces to an
optimization problem similar to Proposition 9.1.4. In Section 9.2.2, we discuss previous
results for this estimator as well as the the natural Flip-Flop algorithm used to compute
it in practice. Then, in Section 9.2.3, we state the new results in [30], proving the best-
known sample complexity results for the tensor normal model as well as the first rigorous
convergence analysis of the Flip-Flop algorithm. In Section 9.2.7, we state and prove two
slightly stronger results improving the sample complexity and error bounds, respectively.
This is accomplished by a reduction to the tensor scaling problem for random inputs as
we show in Section 9.2.4. Therefore, we can prove our new results using the analyses from
Chapter 7: specifically, we will show that when the number of samples is large enough,
these random inputs have small gradient in Section 9.2.5, and are strongly convex and
pseudorandom in Section 9.2.6.
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9.2.1 Setup

In the previous section, we saw tight results for Gaussian covariance estimation. In this
section we will consider the case when our random data is in the form of a matrix or a
tensor. Explicitly, the data X is an element of the vector space RP := R% @ ... @ R
for some m > 2. The discussion after Theorem 9.1.8 shows that for such distributions
N(0,071) with © € PD(D) and no further assumptions on the covariance matrix, it is
information-theoretically impossible to get any reasonable estimator unless the number of
samples n satisfies n > D = Hae[m] dy. To bypass this lower bound, we will consider the
following model which imposes a natural structural assumption on the covariance matrix,
and show that this reduces the required number of samples for a good estimator.

Definition 9.2.1 (Matrix and Tensor Normal Model). The tensor normal model with
m > 2 and dimensions dy, ..., d,, is the family of Gaussian distributions N(0,07!) where

with {©, € PD(dy)}acpm). When m = 2, this is known as the matriz normal model. The
tensor product structure RP? = R4 @ ... @ R% is specified as part of the input to the model.

Note the decomposition is only unique up to scalars, so we use the convention
0=0-0®..00,

where ©, € SPD(d,) for all a € [m] (i.e. det(©,) =1 for all a € [m]), and 0 = det(0)Y/P
15 the scalar normalization factor.

This allows us to formally define the statistical estimation problem below.

Definition 9.2.2 (Covariance Estimation for Matrix and Tensor Normal Model). Given
samples X1,..., X, ~ N(0,071) where © = 0 -0, ® ... ® O,, with ©, € SPD(d,), find
estimator © :=0-0; ® .... ® O,, such that

max {|é — 6|, max d((:)a,Ga)} <4

a€lm]

for chosen precision § according to error measure dop, or dp given in Definition 9.1.6. A
weaker requirement is d(©,0) < 4.

The above estimation question can be split into a two parts: the theoretical goal is to
find an estimator with provably low error using as few samples as possible; the algorithmic
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goal is to compute a good estimator given a fixed set of samples. Both of these are with
high probability over the random samples.

In the Gaussian model in Example 9.1.2, the inverse sample covariance matrix was a
natural estimator which had optimal error. In the tensor setting, this is not even a feasible
solution as the sample covariance matrix will almost surely not factorize into a tensor
product of the required dimensions. If n < D =d; - ... - d,,,, the sample covariance will not
be invertible. But each tensor factor ©, can be described by O(d?) entries, so the total
number of unknown parameters is Eae[m] d2.

One may also think of each random sample X; as taking values in the set of dy x - - - x d,,
arrays of real numbers. There are m natural ways to “flatten” X; to a matrix: for example,
we may think of it as an element of R% @ R%%dm e  a matrix with columns in R%
indexed by (ja, ..., jm). In the tensor normal model, the dsds...d,, = % many columns are
each distributed as a Gaussian random vector with covariance proportional to ©;. In an
analogous way we may flatten it to a d, x ﬁ for any a € [m]. As such, the columns of the

a-th flattening can be used to estimate ©, up to a scalar.

As such, another natural estimator is the set of marginals

-1
1 & §
E;XiXi]> .

By properties of Gaussian concentration, this estimator has very good error properties
when the true covariance is Ip. But in general, this could result in an estimator with very
high variance. This is because the columns of the flattenings are not independent and may
be arbitrarily correlated. The MLE decorrelates the columns to obtain rates like those one
would obtain if the columns were independent.

Va€m]: ©,:= (Tra

Before presenting this estimator formally, we give an intuitive derivation of the Flip-
Flop algorithm that is used to compute it in practice. Say we are in the setting of the matrix
normal model with X, ..., X,, ~ N(0,0;' ® ©3') so that X; = @Zl/QYi@;/Q for random
matrix Y; independent standard Gaussian entries, where we used X; € Mat(dy,dgr) =~
R @R by abuse of notation. Now assume that we know ©x. Scaling our samples by this
factor, we observe that XZ-G)}%/2 is distributed as @Zl/ QYQ, which has independent columns
Y1, -y Yan ~ N(0,071). Therefore, we can simply use the inverse sample convariance of
the left marginal to estimate the remaining tensor factor @, as shown in Section 9.1.4.

In general, we do not know O exactly, so we do not have access to a distribution with
independent columns for any marginal. The Flip-Flop algorithm uses our current iterate as
the best guess and performs the same procedure, updating one factor at a time. Explicitly,
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if our current guess is O, then we can update our current guess for ©; to the sample
covariance of the left marginal of the scaled samples {X¢@R}i€[n]. For the general tensor
normal model, in each step the flip flop algorithm chooses one of the dimensions a € [m]
and uses the a-th flattening of the samples to update O,.

It turns out that this procedure converges to the MLE [31], which is defined by the
optimization formulation below.

Proposition 9.2.3. For samples X1, ..., X,, € R” where R” = R" @ ... @ R™ and m > 2

@\..
O:

according to Definition 9.2.1 of the tensor normal model, the MLFE © := 0-0,®..% 6,
is given by the minimizer of the function
Fx(0,0 Om) 0 iXX"@ ) log 0 (9.1)
ey Op) = — i X Rueim©a ) — logb. .
x\V, Y1, -y nD s i €[m] 8

over all § > 0 and {©, € SPD(d,) }acim)-

Proof. The matrix and tensor normal models are a subset of the family of Gaussian dis-
tributions, so the pdf and the likelihood function are still of the same form:

1 n
15 (8) = glog det(©) — 5 Y (XX}, 6)

=1

as calculated in Proposition 9.1.4. Substituting in © = 0 -0; ® ... ® 6,,, and applying
some simple transformations gives

—2 1 < 1
=1

1 < 1
= ( E X * — — | 100 6P E 1 D/da
<n 2 X X7, @> < og 0" + og det(0,) >

a€m]
1 n
— (ST X.X5,0) —log,
(75 L xi-0) 1o

where the first step was because det(-0,®...20,,) = 67 det(6,)P/%... det(O,,) P/ which
can be shown inductively using Fact 2.4.1, and in the last step we used that logdet(0,) = 0
by our convention ©, € SPD(d,). O

311



The above should look very familiar. In fact this is almost exactly the Kempf-Ness
function for tensor scaling given in Definition 6.2.9 on input X as fx(©) = (px,©), and
we will formalize this connection between the MLE and the tensor scaling solution in
Section 9.2.4. Therefore, if we can show that input X satisfies the strong convergence
conditions of the analyses in Chapter 7, we can derive strong bounds on the MLE in terms
of the geodesic distance bounds for the tensor scaling solution.

In Section 9.2.4, we will explicitly show the connection between the MLE and tensor
scaling and show how to reduce to the case Y ~ N(0,Ip). This will allow us to use
properties of Gaussian concentration to show that the input to the tensor normal model
satisfies the fast convergence conditions in Chapter 7 with high probability.

9.2.2 Previous Work

In this subsection, we discuss previous results for the matrix and tensor normal mod-
els. These are quite natural assumptions for tensor data, and therefore there are many
heuristics and algorithms used in practice. Though there has been a large volume of work
on estimating the covariance in the matrix and tensor normal models under further as-
sumptions like sparsity and well-conditionedness, some fundamental questions concerning
estimation without further assumptions were still open prior to our work. As a natural
heuristic to find a good estimator, the Flip-Flop algorithm (see Definition 8.4.1) was pro-
posed and studied for the matrix normal model by [31] and [99]. The authors also showed
the MLE converges to the true distribution when the number of samples n goes to oc.
The algorithm was naturally extended to the tensor setting in [68] and [69], but without
a convergence analysis. Here we will be interested in non-asymptotic rates. In [92], it was
shown that three steps of the Flip-Flop algorithm for the matrix normal model output an
estimator with bounded error dp < (d? + d3)/n in expectation, though they did not give
bounds for the individual tensor factors. The same authors showed tighter error bounds
when the covariance matrix satisfied additional sparsity assumptions. But for the general
tensor normal model, there were no known results on high probability error bounds prior
to our work in [30].

Even characterizing the existence of the MLE for the matrix and tensor normal model
has remained elusive until recently. Améndola, Kohn, Reichenbach, and Seigal in [1] pro-
posed a framework of statistical models known as Gaussian group models. This allowed
them to relate natural existence questions about the MLE for these models to algebraic
problems about group orbits (discussed in Section 6.1.2). In the special cases of matrix
and tensor normal models, these are exactly related to the operator and tensor scaling
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problems studied in Chapter 7 (as well as the line of works [38], [19], [20]). Independently
from [1], Franks and Moitra [35] used our analysis of frame and operator scaling in [63] to
give nearly optimal sample complexity bounds for Tyler’s M-estimator for elliptical distri-
butions, which is the MLE for the matrix normal model under the additional assumption
that the second factor is diagonal.

Recently, using the connection to the left-right action, Derksen and Makam [29] were
able compute exact sample size thresholds for the existence of the MLE of the matrix
normal model. Subsequently Derksen, Makam, and Walter [30] used similar algebraic
techniques to compute the exact sample threshold for the tensor normal model.

In the context of operator scaling, Gurvits [15] showed much earlier that the flip-flop
algorithm converges to the matrix normal MLE whenever it exists. As a special case of
the analyses of [19] and [20] for tensor scaling, it can be shown that the number of flip-flop
steps to obtain a gradient of magnitude ¢ in the log-likelihood function for the tensor and
matrix normal model is polynomial in the input size and 1/0.

It was observed by Wiesel [100] that the negative log-likelihood exhibits a certain variant
of convexity known as geodesic convexity. This will be key to both our sample complexity
and algorithmic results.

9.2.3 Main Results

In this work, we are able to achieve high probability error bounds for the individual tensor
factors when the number of samples is slightly above the existence thresholds recently
shown in [29] and [30]. Further, we are also able to analyze the natural Flip-Flop algorithm
using techniques from strong geodesic convex optimization, in order to show exponential
convergence to the MLE.

We present a version of our main result in order to give an overview of our proof
strategy. This is improved in two ways in Section 9.2.7.

Theorem 9.2.4. Let Xi,..., X, € RP be samples from the tensor normal model RP :=
R® @ ... @ R¥™ with m > 2 and distribution N(0,07') with © =0 -0, ® ... ® ©,, for

2 -1
©, € SPD(d,) for each a € [m]. If nD 2 dr;‘% for some 2 < (poly(m) D acim] da> , then
the MLE © := 0 - @1 ®..® ém according to Proposition 9.2.3 satisfies

dp(©,0)* < Dme?

with probability at least 1 — k* exp(—Q(dwin))-
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-1
Further, in this event, for any §° < <p01y(m) Zae[m} da> , the Flip-Flop algorithm

in Definition 8.4.1 applied to tensor input X outputs estimator O such that dp(O7,0) <
VD - § for some iteration

1
T < me? Z d, + mlog

ac(m] 0/ 2 acm) da

Proof Overview. We first use invariance properties of the MLE and relative error shown
in Section 9.2.4 to reduce the optimization problem to tensor scaling with random input
Y ~ N(0,Ip). In order to give strong bounds on the tensor scaling solution, our plan is
to apply the convergence analysis of Theorem 7.1.16.

In Proposition 9.2.7 we use Gaussian concentration to bound the gradient, and in
Proposition 9.2.8 we apply Pisier’s theorem to show that = is (1)-p-strongly convex ac-
cording to Definition 7.1.7. Both of these occur with high probability when nD 2> d%‘%

is large enough. This allows us to apply Theorem 7.1.16 to bound on the optimal scaling
| Z,|y, which can then be translated to a bound on the relative error dp(©, Ip).

For the algorithmic guarantees, we first use the robustness property of strong convexity
shown in Theorem 7.3.14 to show that z, = e%/% . 1 is also Q(1)-p-strongly convex. This
implies that fI is (1)-geodesically strongly convex at p, by Lemma 7.1.8. Then, we can
apply Theorem 8.4.8 to bound the number of iterations required for |V log [ (pr)l, < 9,

which can again be translated to a bound on the relative error dp(©7, ©). ]

These are the first such non-asymptotic guarantees for the tensor normal model without
any additional structural assumptions, as well as the first rigorous convergence analysis of
the Flip-Flop algorithm, explaining its performance in practice. The sample complexity
results should be compared to the heuristic lower bound nD 2 > 1 d?, where the right
hand side refers to the degrees of freedom in the tensor normal model, and the left hand
side is the “information content” of n samples X; € R”. Therefore, the above theorem
applied with E% ~ poly(m) Zae[m} d, gives a tight error bound for the tensor normal model
that requires only poly(m)dy.x factor more samples than the lower bound.

In Section 9.2.7, we give two improvements of this result: in Theorem 9.2.10, we are able
to weaken the requirement on ¢ in order to improve the best-known sample complexity by a
factor of dﬁ&i!m); and in Theorem 9.2.13 we are able to refine the error bounds for the same
sample complexity requirement by analyzing the tighter d,, measure for each individual
part a € [m]. Both of these theorems come with the same algorithmic guarantees. We
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also give a near-optimal improvement for sample complexity and d,, error for the matrix
normal model in Theorem 9.2.11.

9.2.4 Reduction to Tensor Scaling

In this subsection, we will make clear the relation between scaling and the MLE for tensor
normal model. We also discuss natural invariance properties of the MLE and our error,
which will later allow us to reduce the error analysis to the simpler ® = I case. In
this simpler setting, we can use tighter results from Gaussian concentration, similar to our
analysis in Section 9.1.4 for the Gaussian model.

From this point, fix scaling group G = (SL(d;), ..., SL(d,,)) with associated polar P :=
(SPD(d;), ..., SPD(d,,)) and infinitesimal vector space p := @ac[590(d,). We will consider
the relation between the MLE in Proposition 9.2.3 and the Kempf-Ness function f¥ given
in Definition 6.2.9 for G-tensor scaling.

Lemma 9.2.5. Consider tensor tuple X = {X1,..., X,,} € (RP)" with RP = Rh®@...@R%".
For x = FX let P = (SPD(dy),...,SPD(d,, )) be the polar scaling group according to
Definition 6.2.3. Then, the function FX giwen in Proposition 9.2.3 and the Kempf-Ness
function Y given in Definition 6.2.9 are related as follows: for any fived (©1,...,0,,) €
(SPD(d,), ...,SPD(d,)),

inf Fx(e @1, ,@m) =1+ logff(@l, ---7@m)7

6>0

with optimizer 0= = fF(0y,...,0,,).
As a consequence, the MLE for X is related to optimizer p, := argmin,ep f7(p) by

—1 — ff(p*) a/nd va & [m] : @)a — p>(k(l)

1 .
RS

Proof. We first rewrite the MLE of X in terms of the Kempf-Ness function for x :=

9 n
Fx(©) = E<Z X; X}, @acimOa) — log =0 - fF(04,...,0,,) — log¥,
i=1

where in the first step we substituted Proposition 9.2.3 for F'x, and the last step was by
Definition 6.2.9 of the Kempf-Ness function with p, = - >"" | X; X7
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Letting v := fF(0y,...,0,,) for brevity, we solve for the optimizer of this univariate

function simply as
1 1
0=0p(0-v—logh)=v—- = 0,=—.
b(0 - v —logb) =v 9 y
Since 93(60 - v — log )]s, = 6,2 > 0, this is the global minimum. Substituting this into Fy
gives the value

inf Fy (60,01, ...,0,,) =0, - v —logf, = 1 +log £ (61, ...,0,),

6>0

where the last step was by 6, = % and the definition of v.

This implies the second statement, as we can optimize Fxy over © =0 -0, ® ... ® O,,
by first finding the optimizer p. := argminyep fI'(p) and then choosing the appropriate
minimizing scalar 6. m

We can now use that f, is geodesically convex on its domain P as shown in Propo-
sition 6.2.18(1). It can be shown more directly that Fx is also geodesically convex, and
this is the approach taken in [36]. We choose to study f, because we can analyze it us-
ing the results in Chapter 7, and further because it enjoys slightly stronger multiplicative
robustness properties than F'x. and because

Below, we collect a few invariance properties of the MLE and error measures which will
allow us to reduce our analysis to the case © = Ip.

Proposition 9.2.6. Consider samples Xi,...,X,, ~ N(0,07') from the tensor normal
model with © = 0 -0, ® ... ® O,, for O, € SPD(d,) for each a € [m]. LetY; := OY2X;
such that Y ~ N(0,Ip).

1. The MLFE functions for X and 'Y are related by
Fy(0') = Fx(0'20'0'?) + log det(0).

As a consequence, éy is the MLE forY iff (:)X = @1/2@y@1/2 1s the MLE for X.

2. For any a € [m] and relative error d = dop, or d = dp:

d(0%,0,) = d(6%,1,).
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3. Given ' = - T ®...® T, withy >0 and I', € SPD(d,) for each a € [m], and
similarly O = - U, ®...@ U, if |log(y )| <1 and || logTa >0,y |lop < 1 for
each a € [m], then the relative error is bounded by

1 F;l/z\IJGFglﬂ 9
dp(U,T)? < 4D<|10g7_1¢|2 + Z [ Tog y HF>.

a€m]

Proof. Ttem (1) follows from the same calculations as Proposition 9.1.5, since the ten-
sor normal model is also comprised of Gaussian distributions, and item (2) follows from
Proposition 9.1.7 applied to each part.

For item (3), let z := log(y %) and Z, := log Ta'2W,Ta"? for each a € [m] so that
[—1290-12 = ¢%. %1 @ ... ® e/m. Then we can bound

2 2
dp(U. T =|Ip—e P ®. @ <Alz-Ip+ Y L®Z,
F a€m] F
_4Z2HI 2 4 ]’7 2 Z 2 _4D 2 ||Za||%'
= plF+4 ) Mallpll Zall = 4D(2* + ) )
a€[m] a€[m] a

where the first step was by Definition 9.1.6 of dp and I'"V/2UT~1/2 = ¢ . 41 @ ... @ %™,
the second step was by Taylor approximation |e® — 1| < 2|z| for |z| < $ applied to the
eigenvalues of eZ, the third step was by the orthogonality of the terms as Z, € spo(d,) =
(I, Z@) = 0 for each a € [m] according to Definition 2.1.10, and in the final step we used
IIp]|% = D for the identity on R” and || Iz[|% = £ for the identity on ®p.,R%. O

In order to apply the analyses of Chapter 7, we would like to show that random inputs
are nearly balanced and satisfy either the strong convexity or pseudorandom property.
Just as in the proof of Theorem 9.1.8, we can use items (1) and (2) of Proposition 9.2.6 to
reduce to the case where © = I. Therefore, in the next two sections, we will use Gaussian
concentration to show that random inputs Y ~ N(0,Ip) satisfy the fast convergence
properties required to apply the tensor scaling analyses in Chapter 7.

9.2.5 Bounding the Gradient

In this subsection we will bound the initial gradient of the Kempf-Ness function for random
Gaussian inputs X ~ N (0, Ip). Asshown in the proof outline of Theorem 9.2.4, this will be

317



used along with strong convexity or pseudorandomness in order to give geodesic distance
bounds on the optimizer of f,, which will then imply strong error bounds on the MLE by
Lemma 9.2.5.

Note that the geodesic gradient in Proposition 7.1.3 for tensor scaling input z € V¥ is
exactly the marginals of p, up to a scalar shift. Therefore, in order to bound the gradient of
our random Gaussian input, we can follow the analysis of Theorem 9.1.8 and use Gaussian
concentration to give spectral bounds on the marginals.

Proposition 9.2.7. Consider samples X1, X ~ N(0,Ip) with RP = R4 @ ... @ Rdm,

For anya € [m| and any 0 < e < =, ifnD > ‘2—5, the following bound holds with probability

ol
at least 1 — 2 exp(—€*52):

1—5 1+5

— I,.
da

Z X X7
e2nD 1

As a consequence, with probability at least 1 —2(m+1) exp(—2dmax), the tensor x := \/TT)X
has size |s(x) — 1| < 3e, is 8¢-G-balanced according to Definition 6.2. 4, and satisfies the
gradient bound ||V, |2 < 64m - for P = (SPD(dy), ..., SPD(dy,)) where V, = V fL(Iy) is
given in Proposition 7.1.3 with respect to P = (SPD(dy), ..., SPD(d)).

Proof. For each X; € RP = R%™ ® (®;.,R%), we consider the flattening {Yiy, ..., Vin} of
N = % columns in R% as described in Section 2.4.1. We concatenate these flattenings
into the random matrix Y := {Yjy,...,Yin}; € Mat(d,,nN), and since Xi,..., X, ~

N(0,Ip), Y has independent standard Gaussian entries. This allows us to apply the matrix

concentration bound in Theorem 2.5.12 with t = ¢ %da to show that with probability
at least 1 — exp(—#*/2) = 1 — 2 exp(—e*52),
1 n 1 n N 1 9
/\mx —TI' XZXZ* :)\mx S Y;}/Z* :O-IIIX(—{}/;‘}Z' nl,j N)
e SR R % 9) i) BN CrTEa
2

_ V/nD/d, + /d, 4+ e\/nD/d, _ L1+0e

o V nD N a ’
where the first step was by considering each X; = {Y}1,...,Y;n}, in the second step we
rewrote the maximum eigenvalue in terms of the maximum singular value of the random
Gaussian matrix Y € Mat(d,, d—), in the third step we applied the singular value upper

318



bound of Theorem 2.5.12 to Y witht = ¢, /%= D and in the final step we used the assumption
nD > and € < 75- The analogous bound )\min > 1 — 5e follows by a similar calculation.

To show the Second statement, we first rewrite the size of x as a chi-square variable:

1 & 1
= — § Xil|2 = —x(nD

where the last step was by X ~ N(0,p) and Definition 2.5.9. Note that -=Ey(nD) =1,
so we can use concentration to show

Pri|s(z) —1| > 35] < Pr [|X(nD) —nD| < 3enD| < 2exp(e?nD),
where we applied Theorem 2.5.11 with 0 = enD and the assumption ¢ < %
Now recall that x is e-G-balanced according to Definition 6.2.4 iff
Vaem]: [V lop = ldapl — s(@) allop < s(@)e,

where we used Proposition 7.1.3 to substitute in the formula for the gradient. By the
two-sided spectral bounds on X calculated in the first statement, we can simply apply the
union bound over all marginals to show

IV lop = 1dapl? = s(2) Lallop < lldapl? — Lllop + Is(z) — 1]
ZXin] —1I,
=1

where the second step was by the triangle inequality, in the third step we used the definition
r = \/%X as well as Definition 6.2.2 of the marginals p§?), and the final step was by

+ [s(z) — 1] < &g,

op

< ||—=Tr,
- ‘nD g

combining the bound on |s(x) — 1| < 3¢ with the spectral bound on X derived above. [

9.2.6 Strong Convergence Properties

In this subsection, we show that the tensor scaling problem on standard Gaussian inputs
satisfies the strong convexity and pseudorandom conditions with high probability when
the number of samples is large enough. Specifically, we will show in Proposition 9.2.8 that
it satisfies the spectral condition given in Definition 7.1.9, and in Theorem 9.2.9 we will
show it satisfies the oo-expansion condition given in Definition 7.4.4. Each of these will

319



allows us to use the strong convergence analyses of Chapter 7. We defer the proofs of these
statements to Section 9.3.

Recall that we are in the setting of vector space V = ®a€[m]Rda and scaling group
G = (SPD(d,), ..., SPD(d,,)) with associated polar (P,p) according to Definition 6.2.3. We
first show that the random input \/%X for X ~ N(0, Ip) satisfies the spectral condition
given in Definition 7.1.9.

Proposition 9.2.8. For random Gaussian tensors Xi,...,X, ~ N(0,Ip) with RP =

R @ ... @ R¥ agnd m > 2, v := \/%X satisfies the \-p-spectral condition according

to Definition 7.1.9 for A < il/mT% with probability at least 1 — m?* exp(—Q(dmin)).

The proof relies on a powerful theorem of Pisier [30] and is given in Section 9.3.1. The
trace method technique used in [30] lifts straightforwardly to our tensor setting, but as
an artifact, we do not manage to get failure probability which has inverse exponential
dependence in the number of samples. We can combine this with the gradient bound of
Proposition 9.2.7 to show that x is strongly convex by Proposition 7.1.10. This will allow
us to apply Theorem 7.2.16 and Theorem 7.3.12 to give our best known sample complexity
results for the MLE in Section 9.2.7.

We can also show x satisfies the oo-expansion condition with high probability. Note
that the sample requirement for this result is larger by a d,.« factor, but we do manage to
get inverse exponential dependence of the failure probability in n.

Theorem 9.2.9. For random Gaussian tensors Xy, ..., X, ~ N(0,Ip) withRP = Rh®...®
R and m > 2, if nD > m?d>,,_, then x := \/%X satisfies the A-(p, 00)-expansion condi-

max’

tion according to Definition 7.4.4 for X\ S L with probability at least 1—m? exp(Q(—3P—)).

m2dmax

This result is proved Section 9.3.2 using Gaussian concentration and a net argument.
Combined with the gradient bound in Proposition 9.2.7, we will use Lemma 7.4.5 to trans-
late this to the pseudorandom condition, which will allow us to apply the pseudorandom
convergence analysis of Theorem 7.2.26 and show strong bounds on d,, for each part of
the MLE.

In the following Section 9.2.7, we carry out the proof outline of Theorem 9.2.4 using the
above strong convergence properties to give our sample complexity results and algorithmic
guarantees using the analyses of tensor scaling given in Chapter 7.
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9.2.7 Improved Results and Proofs

In this subsection, we apply the analyses from Chapter 7 to prove stronger error bounds
on the MLE for the matrix and tensor normal model. We also apply the framework of
Chapter 8 to show that the Flip-Flop algorithm converges quickly to the MLE. We will use
the gradient bounds of Section 9.2.5 and the strong convergence properties of Section 9.2.6.

We first use strong convexity and the analysis of Theorem 7.2.16 to improve the con-
straint on ¢ given in Theorem 9.2.4 as well as give refined error bounds in terms of d,.

Theorem 9.2.10. Consider random tensors X1, ..., X,, € RP = Rh @ ... @R with m > 3
that are sampled according to the unknown distribution N(0,071) from the tensor normal
model with © :=0-01®...Q0,, where § > 0 and ©, € SPD(d,) for each a € [m]. For any
e < (m?- \/kal/zm)_l, if nD 2 d?;%, then the MLE © = 0 - @1 Q.. @)m satisfies
0 e (1+0(e))o,

1
~

dr(0,0)2 < Dme?,  and  Yae[m]: do(O,0.) < en/md, "
with probability at least 1 — O(m?) exp(—dymin))-

-1
Also in this event, for any 6% < <m2 Zae[m] da> , the Flip-Flop algorithm outputs
estimator Op := 07 - (O1); ® ... ® (Or),, such that dp(Or, @))2 < D - 6% for some iteration

1
22§
T,Sme’:‘ da—i‘mlOg(sz—

a€lm) a€[m] da

Proof. We follow the plan laid out in the proof overview of Theorem 9.2.4.

First, rewrite Y; = ©Y/2X; so that Y;,..., Y, ~ N(0,Ip). This allows us to relate the
MLE Oy = 020,02 by Proposition 9.2.6(1) and the relative distance for d = d,, or
d = dp by

d(Ox,0) = d(O 20,072 1) = d(Oy, Ip),

where we used the equivariance property of relative error given in Proposition 9.1.7. There-
fore, from this point on we assume that © = I so our samples are distributed according
to Y1,...., Y, ~ N(0,Ip). We emphasize that this step is only for analysis, and knowledge
of the true parameter © is not required in order to compute the estimator for our input X.

Now consider y := \/%Y, and let p, 1= arg min,cp fyp (p) be the optimizer of the Kempf-

Ness function given in Definition 6.2.9. By Lemma 9.2.5, the MLE 0:=0- @1 .0 @m
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can be written as

0= fyp(p*)_l, and Va € [m] : On = pl. (9.2)

In order to bound the relative error d((:), Ip), our plan is use the convergence results of
Theorem 7.3.21, which requires the input y to be nearly G-balanced according to Defini-
tion 6.2.4 and strongly convex according to Definition 7.1.7.

First, we use Proposition 9.2.7 to show |s(y) — 1] < O(e). Technically, the conditions
of Theorem 7.3.21 require the input to have size s(y) = 1, so we should normalize y before
we apply this analysis. We ignore this normalization in the remainder, as this only has
negligible O(¢) effect on all relevant quantities. Therefore, Proposition 9.2.7 shows that y is

O(e)-G-balanced since nD 2, dﬁ;;". Next, we apply Proposition 9.2.8 to show y satisfies the
A-p-spectral condition according to Definition 7.1.9 with A < O(g). By the union bound,
both of these events occur simultaneously with failure probability at most

mexp ( — Q(sQnD/dmax)) +m? exp(—QUdmin)) < O(m?) exp(—Q(duin)),

where the last step was by the assumption e2nD > d2_ > d?.. We can now apply

max — min*

Proposition 7.1.10 to show that y is a-p-strongly convex for
a>s(y)(1—-0(E)—(m—-DA>1—-0(m-¢),

where in the first step we applied Proposition 7.1.10 to O(e)-G-balanced input y with size
s(y) > 1 —0O(e), and the final step was by the bound A < O(g) calculated above.

We can explicitly lower bound \% > L\/(g"s) > l with ¢ < 2, which allows us to
verify the condition of Theorem 7.3.21:
o? _L NG

1
>Q(1) 2 m? ev/mdpax " 2 m? e/ mdmax "

Y

S

where the first step was by the lower bound i > 1, the second step was by our assumption

e < (77%2\/77”Lalmw1 21”) 1 and in the last step we used the lower bound \/ for the
exponent of dy... Therefore, we can apply Theorem 7.3.21 to find G- balanced scaling
Ys 1= pi/ 2. y = eZ/2 . y. In the sequel, we will use the conclusions on size and the scaling
solution to bound the relative error for the MLE.

First note that Theorem 7.3.21(2) bounds the scaling solution by

1—-L
evmd, ™ 1—z
-~ _* < ev/md, L

1
Vae[m]l: |29 < -
a [m] || * || P ~ o — 2
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1

where we used the lower bound o > €2(1) in the second step and the assumption evmd,
1 in the last step. According to Eq. (9.2), this allows us to bound the relative error of the
individual tensor factors of the MLE by

1

~ a 1—-L
dop(Oas 1) = €7 = Lollop < 2012 op S =v/mdy ",
where the first two steps were by Proposition 9.1.7 with d,p, and the final step was by the
1
bound ||Z§a)||Op < evmd, 7 in Theorem 7.4.11(2) as derived above.

In order to bound the relative error dr, we first need to bound the scalar term 0 =
f; (p«)~!. This is accomplished by Theorem 7.3.21(3), which bounds

. fr(Iy)
&P ()

s(y) O(m - £?) 2
= log ) < —log (1—T> < O(m-€7), (9.3)

where the first step was by Definition 6.2.9 of the Kempf-Ness function with y, = pi/ 2. Y,

the second step was by the size lower bound in Theorem 7.3.21(3), and the final step used
the lower bound a > (1) and Taylor approximation —log(1 — z) < 2z the argument
me? < 1 as e < —5. We derived the lower bound s(y) > 1 — O(g) above, so this shows

0 =1 = £, (p)™" =1 S [logs(y)| Se+m-* S,

where in the first step we substituted § = f;(p*)*l by Eq. (9.2), in the second step we
used the Taylor approximation |e” — 1| < 2|z| for |z| < 1, in the third step we applied the
lower bound s(y) > 1 — O(e) and s(y.) > s(y)(1 — O(m - €2)), and the final step was by
the assumption & < .

Now, we use the fact that Theorem 7.4.11(2) bounds the scaling solution by

2
m-e
<m e’

a2 ~Y )

1Z.ly <

where we used the lower bound a > Q(1). According to Eq. (9.2), this allows us to bound
the relative error of the MLE by

~ R Z, 12
r(®.15) 5 (11080 + Y V2AE) D jtogs(ul + 12 ) S -2

a€[m] @

where the first step was by Proposition 9.2.6(3), the second step was by Eq. (9.2) and

Definition 7.1.2 of || - ||, and the final step was by the bounds |log s(y.)| < € and || Z,[]} <
2

m - e”.
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Now we will show algorithmic convergence of the Flip-Flop algorithm from Defini-
tion 8.4.1 to the MLE. By Proposition 8.4.3, the Flip-Flop algorithm is actually a descent
method for the Kempf-Ness function fyP with starting point py = I, producing iterates
{pt € P}i>0. By Lemma 9.2.5, we can translate this to a sequence of estimators

0= [ (p)~" and  Vae[m]: (6),= . (9.4)

We can view these iterates as a descent sequence converging to the optimizer of the likeli-
hood function Fy in Proposition 9.2.3. Therefore, these iterates converge to MLE © and
not necessarily to the true value © = Ip. Below, we show that the relative error between
© and O, converges exponentially.

We first observe that y, = pi/

2.y is a,-p-strongly convex with o, > \/ié > % by item (4) of
Theorem 7.3.21, where the last step was by the lower bound @ > 1 —0O(m-¢) and ¢ < #
calculated above. By Lemma 7.1.8, this is equivalent to f; being o, > %—geodes}.}ically

\V/ Zae[m] da ’

we can apply Theorem 8.4.8 with parameter ¢ to show that its conclusions hold by iteration

strongly convex at p, according to Definition 6.2.13. Therefore, letting dy :=

m F(po) P m do
T<—=-1 L . —log —

P 2 P
3+ ;Z;O) cm Y dyme® + fF(po) - log 2/ fy ()

actnd M 0y Dagm) da
1
< m?e? Z d, + mlog

ac(m] 04/ 2 actm] da

o/ fF (po)
ZaE[m] da
by Eq. (9.3), a. > 3, and fF (o) = s(y) <1+ 0(e).

To translate this to a relative error bound on 7, we note that Theorem 8.4.8(2) gives
07! fy (pr)
log -L— = log ~~
-1 fgf(p*)
where in the first step we substituted in § = fF (pe)~" from Eq. (9.2) and 07 = f] (pr)~"

from Eq. (9.4), the second step was by rearranging the function lower bound in The-
orem 8.4.8(2), and in the final step we used the bounds fF(pr) < s(y) < 14 O(e),

~

where we substituted &g := o) <m-e

and used the following bounds: log fl}';(po) 2
Y

e- 6%\ -1
< log (1 — f7 (pr) ) < 07

20,
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@, > %, and the Taylor approximation —log(1 — z) < 2z for |z| < % Further, if we define

29
Zp = log(ps« /Qpr*_l/Q), then Theorem 8.4.8(3) gives the geodesic distance bound

e-0
1Z7lp = | log(py . V) lp < 1 (pr) — 39,

*

where again in the last step we used f?f(pT) <s(y) <14 0(e) and o, > %

Using Eq. (9.2) and Eq. (9.4), we can translate these geodesic bounds to a bound on
the relative error, as

dp(©7,0)? < D(I log(0~"0r)|” + HZTHp) S D&,

where the first step was by Proposition 9.2.6(3), the second step was by Eq. (9.4) for O
and © as well as the definitions Zr := log(p*_l/Qpr*_l/Q), and the final step was by the

bounds |log(8—07)| < 6% and | Z7||p < 6 derived above. O

At this point, we can set the parameter £ ~ (poly(m)-\/clmaxlfl/zm)_1 in Theorem 9.2.10

which allows us to take n ~ poly(m )d?{;&/ " /D samples and prove tight relative error

bounds for dp. This improves on Theorem 9.2.4 by a factor of dmax in sample complexity
as well as the fact that we can bound the d,, error measure. Further, by the discussion after
Theorem 9.1.8, even estlmatlng a single marginal requires n > Q(d?,. /D) many samples,
so this result is dima >™ factor away from optimal.

In the m = 2 case of the matrix normal model, this can be further improved by applying
our analysis of strongly convex operator scaling in Theorem 7.3.12 instead of the strongly
convex tensor scaling analysis of Theorem 7.3.21. Since this is the only change, we omit the
proof. By the discussion after Theorem 9.1.8, no estimator can have constant error bounds
even for a specific marginal for nD < d2,,.. Therefore, the following result is optimal up
to poly log d factors.

Theorem 9.2.11. Let X1,..., X, € RP = R4 ® R% be samples from the matriz normal
model with distribution N(O Ol for © = 9 O1 ® Oy with 6 > 0,0, € SPD(dl) 0, €

SPD(dy). For any e* < o d ,ifnD 2 ““X , then the MLE © := 0 - ©; ® O, satisfies
0 e (1+0(e)),

ar(0,0)* S D and  max {dop(O1,01), dop(82,05) } S elog
with probability at least 1 — 4 exp(—Q(dmin))-
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Further, in this event, for any 6% < %ax, the Flip-Flop algorithm outputs estimator O
such that dp(©r,0)2 < D -6 for some iteration

1

< g2 - -
TN€ (d1+d2)+10g5m
Remark 9.2.12. Due to the use of the trace method in Theorem 9.5.1, both of the above
theorems can only achieve exp(—Q(dmin)) failure probability. In section 4 of [30], we
are able to improve this to exp(—Q(e*n/dmay)) failure probability by a different approach.
Specifically, the proof uses a version of Cheeger’s inequality for the matrix normal model to
strong convexity. The technique is similar to the approach of [75], and it is an interesting
open question to find a similar approach to prove strong convexity for higher order tensors.

Our final result uses the pseudorandom analysis of Theorem 7.2.26 to give optimal
bounds on the relative operator norm error d,, for each individual part when the number
of samples is large enough.

Theorem 9.2.13. Let X1,...., X, € RP = R4 @ .. R¥ be samples from the tensor normal
model with m > 2 and distribution N(0,071) with © := 0-0,®...80,, with ©, € SPD(d,).
Foranye S =5, if nD 2, max{d?;‘;",m%fnax}, then the MLE® := -0, ®...®0,, satisfies
0e(1+0()),

dp(0,0)? < Dme?, and m?}% dop(@a, ©,) Se
acm

with probability at least 1 — O(m?) exp(—Q(E2LY).

2dmax

Also in this event, for any 6>

(=
-1
< ae[m] d ) , the Flip-Flop algorithm outputs
estimator O such that dp(Or, @)2 D -

S
S

5% for some iteration

1
T < m?e? Z d, + mlog

am] 00/ 2 acim] da

Proof. The proof of the relative error bound for the MLE is quite similar to Theorem 9.2.4
and Theorem 9.2.11 so we focus on the parts that are different.

We rewrite Y; = ©'/2X; and use property (1) and (2) of Proposition 9.2.6 to reduce
our analysis to the case © = Ip without loss of generality. Then we define y := \/%Y
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and consider p, := argmin,ep fzf (p) the optimizer of the Kempf-Ness function given in
Definition 6.2.9, which by Lemma 9.2.5, translates to the MLE

0= Iy )™, and  Vae[m]: ©,=p. (9.5)

In order to bound the relative error d(éy,] p), our plan is use the convergence re-
sults of Theorem 7.4.11, which requires the input y to be nearly G-balanced according to
Definition 6.2.4 and p-pseudorandom according to Definition 7.2.17. By the assumption

nD 2 di“%, we can apply Proposition 9.2.7 to show |s(y) — 1| < O(e) and (ignoring the
O(e) factors caused by normalization) that y is O(¢)-G-balanced with probability at least
1—2(m+1)exp(— e*nD ). Next, by the assumption that nD > m?d3 . we can apply Theo-

2dmax max’
rem 9.2.9 to show y satisfies the A-(p, 0o)-expansion condition according to Definition 7.4.4
for A < % By the union bound, both of these events occur simultaneously with failure

probability at most

mexp (— Q(€2nD/dmax)> +m?exp <— Q(nD/demaX)> < O(m?) exp ( - Q(aQnD/dmax)> :

where the last step was by the assumption ¢ < # We can now apply Lemma 7.4.5 to
show that y is v-p-pseudorandom for

e 2 s(y)(1 - O0()) = A2 1= 0(e) = O(1/m) = e~/

where the first step was by Lemma 7.4.5, the second step was by our bounds on |s(y) — 1| <
O(g) < O(=5) and A < O(), and the final step was by the bound 1 — z > e~ for z > 0.
Since y is O(e)-G-balanced for ¢ < # and y-p-pseudorandom with v < #, the first
/2-y = ¢%/2.y which is G-balanced

L
m

three conclusions of Theorem 7.4.11 give scaling v, := pi
and satisfies

max || Z\op Se,  and  s(y) 2> s(y)(1— O(me?)).

a€lm]

By Proposition 6.2.18(2), this implies that p, = arg minyep f, (p), and therefore we can use
Lemma 9.2.5 and Eq. (9.5) to give relative error bounds for the individual tensor factors:

dop(8a, 1) = 7" = L]lop < 2|1 Z||op S &,

where the first step was by Definition 9.1.6 of d,,, the second step was by Proposition 9.1.7,
and the final step was by the bound in Theorem 7.4.11(2).

Item (4) of Theorem 7.4.11 shows that y, is Q(1)-strongly convex, so the remainder of
the proof of fast algorithmic convergence is the same as in the proof of Theorem 9.2.10. [
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We conjecture that the error bound dop((:)a, ©,) < e is achieved for any ¢ < m

when nD 2 d‘i{l;". Note that if true, this would be the optimal sample complexity (up to
poly(m) factors), as there is a matching lower bound nD 2, j—é even for the simpler problem
of estimating a single marginal ©,.

9.3 Expansion of Random Tensors

In this section, we prove the strong convergence properties of random tensors given in
Section 9.2.6. In Section 9.3.1, we use a powerful theorem of Pisier [30] to show that random
Gaussian inputs satisfy the spectral condition given in Definition 7.1.9. In Section 9.3.2,
we use Gaussian concentration and a net argument to show that our random inputs satisfy
the oo-expansion condition given in Definition 7.4.4.

9.3.1 Spectral Condition via Pisier’s Theorem

In this subsection, we present the proof of Proposition 9.2.8. This follows from a result
of Pisier [80], whose original theorem dealt with square matrices and gave slightly weaker
probabilistic guarantees than Theorem 9.3.1 stated below. We adapt this result to give
exponentially small error probability for random rectangular matrices.

Theorem 9.3.1 (Pisier [80]). Let Ay,..., Ay, A be independent n x m random matrices

with independent standard Gaussian entries. For any t > 2, with probability at least
1 — t—Q(m—l—n)’

H(ZN:A@Ai) oIl| < O<t2\/ﬁ(m+n)),

where 11 denotes the orthogonal projection onto the traceless subspace of R™ @ R™ that s,
onto the orthogonal complement of vec(l,,).

op

We emphasize that these minor modifications follow readily from the arguments in [79],
[30]. We state the proof below for completeness and claim no originality.

We first explain how Theorem 9.3.1 implies the spectral condition in Proposition 9.2.8
for our random inputs.
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Proof of Proposition 9.2.8. By Lemma 7.3.10, for fixed a # b € [m] we can write the
spectral condition in terms of

(v, o (7)) 185 (2)]|r n
|2y = sup sup ot 2 < gup A2 10l 0 Qe
yewsidn) zewatdy 1Y IFIZIE = zewotay 1 ZIlr =

where the first step was by Definition 7.3.7 of ||-||o, the second step was by Cauchy-Schwarz,
and in the final step we use Definition 7.3.7 of || - ||r—r as well as the fact that Q1 is a
contraction with image spd(dp).

We want to rewrite this in terms of the natural representation of ®{™ 5o that it resem-
bles Theorem 9.3.1. Note that any tensor :1:z e RP = (]Rd“ ® R®) ® (®cg(apyR%) can be

naturally identified with the tuple of N = 7% columns {x ) ¢ R @R} for j=1,...,N.
Therefore we can rewrite the marginal

n n N
2] -3
=1 =1 j=1

following the partial trace calculation as in the example in Eq. (2.9). Then, letting
xg?b) € R @ R® — A;; := Mat(x (ab)) € Mat(d,, dy) gives the Kraus operators of ®"” by
Definition 2.4.4. Therefore, we can rewrite Definition 7.1.9 as

n N
12| < Y 0 Q[ = H (ZZAU ® Am) ° Qu

i=1 j=1

= Tl”ab

?

op

where the first step was by the calculation above, and in the final step we used Defini-
tion 2.4.6 to translate to the natural representation. Since x = \/%X , we have that each

entry of A;; is i.i.d. from N(0, n%) So we apply Theorem 9.3.1 to show

(zm o Aw) cQp

=1 j=1

(dy + dp)VnN < d, +d, 1
nD ~ vV nD vV dadb’

||(I) ab S t2

op

where in the final step we substituted n = d,, m = d,, t = 2, and N = ﬁ into The-
orem 9.3.1. This verifies that x satisfies the characterization in Lemma 7.3.10(1) of the
A-pap-spectral condition with A < ‘LZT\/J%” with probability exp(—$2(d, + dp)), so the theorem
follows by a union bound over all a # b € [m]. O
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Remark 9.3.2. Note that the failure probability can be improved at the cost of worse
spectral condition by choosing t larger. But the parametert is only the base of the exponent
so this does not give exp(—(nD)) failure probability. This is in contrast to Theorem 9.2.9
which gives better failure probability but only works when nD 2 d2 . instead of the nD 2>
d? .. condition of Proposition 9.2.8.

max

In the remainder we present the proof of Theorem 9.3.1. The argument consists of a
symmetrization trick, followed by the trace method. We first state some relevant bounds
on Gaussian random variables.

We will often use the following estimate of the operator norm of a standard Gaussian
n x m random matrix A (see Theorem 5.32 in [91]),

E[[Allop < Vi1 + Vi (9.6)

Theorem 9.3.3. Let A be a centered Gaussian random variable that takes values in a
separable Banach space with norm ||-||. Then ||A|| satisfies the following concentration and
moment inequalities with parameter o2 := sup{E(X, A)? | || X||. < 1}, where || - ||« denotes
the dual norm:

Vit > 0: IP<H|A|| —E|Al| > t) < zexp(—@>, and

o2
vp=>1: E[A[" < CE[A])" + O(ovp)". (9.7)
Proof. The first statement on concentration is exactly Theorem 1.5 in [77]. For the second,

we consider the random variable X := L(||A|| — E||A]|). Then the equivalence in Lemma
5.5 of [94] gives the moment bound

p 1 p\1/p
(BIxP) " = = (E[l4l - El4l]) ™ < O(vp).
The moment bound in the theorem now follows by rearranging as
E|lAl” = E(E||A| + 0X)" <2 ((BI|A])" + O(oB)),
where the last step was by the simple inequality (a + b)? < 2P(|a|’ + |b|P). O

Below, we calculate the 0? parameter in Theorem 9.3.3 with regards to our random
matrix setting.
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Corollary 9.3.4. Let A be an n X m matriz with independent standard Gaussian entries
A;j ~ N(0,1). Then ||Allop satisfies the conclusions of Theorem 9.3.3 with o* = 1.

Proof. Note that the dual norm of || - ||op is the trace norm || - ||; by Proposition 2.1.17,
hence the concentration parameter can be estimated as

0> = sup {E(X, A | |X[ls < 1} =sup {|X|3 | [ X[y <1} =1

where in the first step we used that random variable (X, A) has the same distribution as
|| X||rA11 by orthogonal invariance of Gaussian variables, and in the second step we used
that || - ||z < || - |1 with equality attained for example by X = Fy;. O

We will also use the multi-argument Holder inequality given in Theorem 2.1.18:

Tr rp[ Al
i=1

where |- ||, = || - || s, denotes the Schatten-p-norm according to Definition 2.1.16 and p € N
with p > 1 by assumption.

p
< [Tn4ds. (9:8)
1=1

Proof of Theorem 9.3.1. The operator we want to control has entries which are dependent
in complicated ways. We first begin with a standard symmetrization trick to linearize the
random operator (compare the proof of Lemma 4.1 in [30]). A single entry of A; ® A; is
either a product gg’ of two independent standard Gaussians, or the square g* of a single
standard Gaussian. In expectation, we have Egg’ = 0 and Eg* = 1, so

N N
E <Z A ® Ai> = Nvec(I,)vec(l,)! = E (Z A ® Ai) oIl =0,
i=1

i=1

as II projects orthogonal to vec(I,,). Therefore we may add an independent copy: let
By, ..., By be independent n x m random matrices with standard Gaussian entries that
are also independent from Ay, ..., Ay. Then,

N N N
i=1 i=1 1=1

and hence, for any p > 1,

N
=1

p p

EA < IE:fA,B

N N
i=1 1=1

op op
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by Jensen’s inequality applied over Ep for function ||-||5 ), which is convex as it is the com-

position of norm ||-||op With the convex and nondecreasing function x — 2 for p > 1. Now

note (A;, B;) has the same joint distribution as (AljiB", A%Bi) by orthogonal invariance, so
the right-hand side is

N N p
1
E||5 (Z(Ai +B)®(Ai+B) =Y (Ai—B)® (A - Bi)) oIl
i=1 i=1 op
N N p N p
) (ZAZ-@)BZ-—i—ZBi@Ai)oH <PED A®B|
i=1 i=1 op i=1 op

where in the last step we use ||II||,, < 1 since it is an orthogonal projection, and use the
triangle inequality along with the fact that A ® B and B ® A are identically distributed.
Thus, we have proved that

N
(Z A ® Ai> oIl
i=1

Note that we no longer have the projection, but all products are now independent. Next we
use the trace method to bound the right-hand side of Eq. (9.9). That is, we approximate
the operator norm by the Schatten p-norm for a large enough p and control these Schatten
norms using concentration of moments of Gaussians (compare the proof of Theorem 16.6
in [79]). For any ¢ > 1,

p p

E <E (9.9)

N
ZAZ@Bi

=1

op op

N 2q 1
E|Y Ai@Bi| =ETr| Y AlA;®B/B,
i=1 2q i,7E€[N]
- Y ET (Ag”lAjl---AZ;que@BiTlle.--BiTqqu)
i-jElN]s
— > ETe(ALAy - ALA, ) ET (BLB;, - BLB,)
i,J€[N]4

where the first step was by Definition 2.1.16 of the Schatten norms, and the last step
was by independence of {A;} and {B;}. Observe that the expectation of a product of
independent standard Gaussian random variables is always nonnegative. Thus the same is
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true for IE‘lTr(AiAj1 x -A?;qu), so we can upper bound the sum term by term as

S ET (AgAjl . AZ;qu) ETr (B}jBﬁ S BZ;qu>

i,jE[N]4
< ) EN (AiAjl"'AZqu>E(||Bi1||2q||3j1||2q“'||Biq||2q||qu||2q)
i,JE[N]?
<E Z Tr (AZAjl .- -AZqu> E (HBngg)
i,j€[N]4

N
= <EHZA1~H§Z> (BIlAI3g) = N* (B[l Al32)".
i=1

In the first step we used Holder’s inequality (9.8) for the Schatten norm. The second step
holds since {B;} are all mutually independent for i # j so we can bound each term in
the product by E||B;||5, < (IE||BZ||§Z)% by Jensen’s inequality and collect all terms for the
product which has total degree 2¢. For the third step, the equality of the first term is by
expanding out the sum and considering Definition 2.1.16 of the Schatten-norm, and the
equality in the second is because the B; have the same distribution as A. In the last step,
we used that Zfil A; has the same distribution as v NA. Accordingly, we have proved

N N
Z A; ® B; Z A ® B,
i=1 i=1

where in the third inequality we used that A € Mat(n, m) has rank < m, and therefore
||A||§Z < ml|A||22. To bound the right-hand side, we use Theorem 9.3.3 applied to the
random variable A in the Banach space Mat(n, m) with the operator norm ||-|o,. We have
0% =1 as computed in Corollary 9.3.4, so we can bound the expectation by

N
(Z A ® Ai> o1l
=1

where C' > 0 is a universal constant implied by the big-O notation in Eq. (9.7). We can
use Eq. (9.6) to bound the first term E||A||op < /m + /n, so choosing ¢ = 2(m + n), we
can upper bound the mean by

N
1=1

E

2
<E ., (9.10)

2q
< N (B|AJ3)° < Nm? (|l 4]1%)
2q

2q
op

2q

< (AN ( (2B Aoy + (C/a) )

op

E

’ < 4m2<(max{2, CH?-q- \/W)

op

2q

E
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Finally, we can use Markov’s inequality to see that, for ' = v/2max{2, C}, the event

N
()
=1

holds with failure probability at most

< (C'H)?- (m+n)- VAN (9.11)

op

2q
Am2 (max{2,C})*- ¢ V4N < 42420 <~ UmEn)
(C"t)? - (m+mn)- VAN N -
where the first step was by our choice of ¢ = 2(m +n) and of C" = v/2max{2, C}, and the
final inequality was by the fact that ¢ > 2, so the 4m? term can be absorbed at the cost of
slightly changing the constant in the exponent. O

9.3.2 Net proof of co-Expansion

In this subsection, we prove Theorem 9.2.9 showing random Gaussian tensors satisfy the
(p, 00)-expansion condition of Definition 7.4.4 with high probability. In Theorem 9.2.13,
this is combined with the gradient bound in Proposition 9.2.7 to show that the input is
pseudorandom, which allows us to apply the fast convergence analysis of Theorem 7.2.26.

The proof uses a slightly non-standard net argument for which we need the following
claim.

Claim 9.3.5. Let B,y := {Z € spd(d) | | Z]lop < 1} be the unit ball of || - |lop in the
subspace spd(d) = {X € H(d) | Tr[X] = 0}. Consider the subset of vertices S described
in Fact 2.6.4, i.e. if d is even then S consists of elements P — (I; — P) where P is an
orthogonal projection of rk(P) = g, and if d is odd then S consists of elements P —() where
both P and Q are orthogonal projections with rk(P) = rk(Q) = ng such that PQ =0, i.e.
their ranges are disjoint.

For every n > 0, there is an n-net N C S with respect to the operator norm such
that |N| < (14 29~ Y)%/2. Explicitly, for every Z € S, there exists Z' € N such that
12 = Zllop <.

Proof. We follow the proof of Lemma 4.10 in [78] given as Fact 2.6.3 in this thesis. Consider

N C S to be a maximal n-packing of S with respect to || - ||op according to Definition 2.6.2,
i.e. for every pair Z, 2" € N, ||Z—Z'||op > 1. Note that by maximality, this is automatically
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an n-net of §, as any point not covered by N could be added to the packing, contradicting
maximality. Let N, be a maximum cardinality n-packing of H(d) with respect to || - ||op-
Then we can bound
2
NI <INy < (14277772,

where the first step was because S C H(d) so N is an n-packing for H(d), and the final
step was by Fact 2.6.3 applied with dim(H(d)) = %. O]

For the remainder of the proof, we will focus on the case of even d; so that S, consists
of P — (I, — P) where P is an orthogonal projection in H(d,) with rank rk(P) = %. This
is to reduce clutter, and the calculation is similar for the odd case.

With this net, we prove the bound on oco-expansion of random Gaussian tensors.

Proof of Theorem 9.2.9. We will prove the stronger statement that for any a # b € [m] and
any A > 0 such that nD 2 d“t\iadb, x satisfies the A-(pgsp, 00)-expansion condition with
failure probability at most exp(—Q(A*nD/d,)). The theorem follows by setting A = O(L)

1
and taking a union bound over all pairs a # b € [m].

Fix a # b € [m] and recall that according to Definition 7.4.4, the (ps«p, 00)-expansion
condition is given in terms of a supremum over inner products (p,(vab), £€*®7Z) for unit vectors
¢ € S%~1 and elements of B, := {Z € spd(d) | || Z]|op < 1}. Further, by Fact 2.6.4, the
maximum is achieved at some element of S, as described in Claim 9.3.5. Our plan is to
use concentration of chi-square variables along with a net argument over S%~! and S in
order to bound the supremum.

In order to show concentration, first consider a fixed ¢ € S%~!and Z = P—(I,—P) € S,
where P and I,— P both orthogonal projections of H(dy) with rank rk(P) = rk(f,—P) = 2.
We will show that the inner product terms with P and [, — P both concentrate around a
common mean, which allows us to bound the difference Z = P — (I, — P). So for a fixed

projection P of rank rk(P) = %b, we can rewrite the term we want to bound as

n

1

(V.66 @ P) = — 3 (66" ® P® Ig5, XiX[),
=1

where we used Definition 6.2.2 of the marginal p§;“’) for x = \/%X. Since Xy, ..., X, ~

N(0, Ip) are all independent, we can rewrite this in terms of a chi-square random variable

ﬁx(%) according to Definition 2.5.9 as ££* ® P ® [ is an orthogonal projection of
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rank k(€€ rk(P)rk(lg;) = 1- % - 22 = I so its spectrum is in {0,1}. Note that

Ex(%) = % by Definition 2.5.9, so we show concentration for any 0 < A < 1:

2] <o (-457)

D nD
o s _ n _
Pr|12d,(p{™, &€ @ P) — 1] > 4A] S PTUX<2d ) 2d,

where we plugged 6 = A%, /222 into Theorem 2.5.11 and used A < A < 1.

Now consider an 7,-net Na C §da—t With respect to || - ||l2 and consider an n,-net of S,
with respect to || - [|op. Choosing 7, = 5,7, = 3, we can bound the size by Fact 2.6.3 and
Claim 9.3.5 respectively:

N, < (1+2n)% <e¥ and [N < (1420, )%/% < e
Now we can apply the union bound to show

Pr[sup sup |da(p\?), ¢¢* ® Z)| > 4)\]
¢EN, ZEN,

DYDY Pr|max {|du{p, €6 ® P)|. |du(p™ 66" @ (I, P))|} = 2

£€N, Z=P—(I,—P)EN,
onD nD
< (IN,)(2IN (— )
< (|Na|)(2|N|) exp 20 o0

where the first step was by the union bound over all £ € N, and both P and [, — P for
Z = P — (I, — P) € N,, in the second step we applied the concentration bound for each
individual unit vector and projection calculated above, and in the final step we used the

2
bounds |N,| < €34« and |N,| < e®. Note that this is only non-trivial when nD > d“(d)‘f—flb).

Now assume we are in the event where the above bound holds for every £ € N, and
P, I, — P for Z € N. In order to bound the supremum over all S%~! and B, ={Z €
spo(dy) | || Z]lop < 1}, we use an approximation argument. We proceed one argument at a
time, so first consider fixed Z and note that we can rewrite ( D gex ®RZ) = <§§* oY) ( ))
by Proposition 2.4.5. This allows us to apply Lemma 2.6.5 with Hermitian P (Z ) and
Ng-net N, to show

><2exp <3d +di — N\

a * a — * a 3 a *
sup (p, 66" @2) = |0 (Z)[|op < (1=2na—117) ™" sup (€67, @17 (2)) < S {pl” £€"02),
¢eSda—1 EEN,
where the first step was by definition of || - ||op, the second step was by the approximation

argument in Lemma 2.6.5, and in the final step we substituted in 7, = %

Proposition 2.4.5 to translate back to p{*”.

and again used
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Similarly, fix £ € S%~! and consider Z := arg maxYeBOp< §§ ®Y). By Fact 2.6.4
applied to the vertices of B,,, we can assume Z € &;. Further, by the property of n,-net N,
we can decompose Z = Z'+ Z" with Z' € Ny and Z" € n,B,p, i.e. Tv[Z"]| =Tr[Z - Z'] =0
and || Z"||op < 1. Here, we crucially used that the optimizer must be in Sp, so that we
can approximate it using an element of NV, C &,. This gives a quantitative improvement
for the net argument as the inner product term involving elements of &, have much better
concentration properties than those with an arbitrary element of B,,. Then, we bound

(PP, €8 @ Z) = (pl™, ¢ @ (Z' + Z")) < sup (pl™, £ @Y") +n, sup (p{™, 6 @ Y).

Yler YeBop

Since Z is the maximizer over B,,, we can rearrange this to give

sup( (ab) ce* ®RY) < (1—77b)_1 sup (p; (ab) ce* ®Y). (9.12)
Y €Bop YEN,

Combining both approximation arguments, we can bound the supremum by

sup  sup (p™, 66" @ Z) < (1— 20, — 2) " (1 — )" sup sup (pl?), 6" @ Z) < (3)@)‘”’

565‘1*1 ZeBop EEN, ZEN, 2

where the first step was by our two approximations above, in the second step we substituted
Na = %7 M = %, and in the final step we used the bound derived above for the supremum
over Ny, Ny. Since B, is symmetric around the origin, this verifies Definition 7.4.4 of

9IA-(Pacs, 00)-expansion, and we are done by the union bound over all a # b € [m]. O
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Chapter 10

Conclusions and Future Work

In this thesis, we studied problems from the scaling framework and leveraged the perspec-
tive of geodesic convex optimization [20] in order to give stronger analyses of instances
satisfying certain strong convexity and pseudorandom conditions. This allowed us to unify
the work of [62], [63], and [30] for special cases of these problems as well as improve many
of the bounds.

The main motivations for our improved scaling analyses were the Paulsen problem in
frame theory and the tensor normal model in statistics. For the Paulsen problem, we were
able to follow and refine the smoothed analysis approach of [62] by randomly perturbing
the input frame, and then showing fast convergence for the frame scaling problem with
high probability. We believe this kind of regularization technique to fast convergence is a
general approach to scaling problems that is of independent interest.

For the tensor normal model, we generalized our matrix scaling analysis to higher
order tensors, and gave strong bounds on the scaling solution for inputs satisfying strong
convexity or pseudorandom conditions. We then showed that computing the maximum
likelihood estimator for the tensor normal model could be reduced to solving a tensor
scaling problem on random instances which satisfied these fast convergence conditions
with high probability. Therefore, our main results in this section were to show sample
complexity and error bounds for the general tensor normal model that nearly matched the
known lower bounds for the much simpler Gaussian model.

We were also able to leverage the analysis of Franks and Moitra [35] for geodesic con-
vex optimization algorithms to prove exponential convergence guarantees for the scaling
problems above. Therefore, we were able to prove that natural iterative algorithms can
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be applied to make our results for the Paulsen problem and the tensor normal model
constructive.

The set of scaling problems studied in this thesis are just a small sampling of the
general framework for scaling presented in [20]. We believe that this perspective of scaling
and geodesic convex optimization will have many more applications throughout theoretical
computer science, and we hope the techniques presented in this thesis will be of use for
analyzing more difficult problems in this area. Below, we present some general directions
for future research.

e The previous approaches of [16] and [23] for the Paulsen problem involved fixing one
of the two balanced conditions (Parseval or equal-norm according to Definition 4.1.2),
and then applying some procedure to fix the other condition. It turns out that both
of these procedures remain within a natural group orbit of the input frame, and
therefore can be profitably understood using the perspective of group scaling. This
allows us to give a principled derivation of the results in [16] and [23], and hopefully
will suggest new algorithms for the general scaling framework.

e We can generalize the Paulsen problem to any problem in the scaling framework.
Given any group scaling setting and a nearly balanced input, measure the distance
to the nearest balanced input. The operator version of the Paulsen problem is a
natural next step for applying our smoothed analysis and scaling techniques. Here,
we present a very similar problem which is motivated by fundamental problems in
numerical linear algebra. Recall that a matrix A € C™*" is diagonalizable iff it can be
written A = VDV ~! for some invertible V and diagonal D. In this case, the columns
of V, V=1 are the eigenvectors of the matrix acting on the left and right, respectively,
and are non-unique in general. Diagonalization is a fundamental operation used as a
subroutine in innumerable applications, and in practice it is only performed to some
required precision. The condition number, defined below, gives a natural measure of
the robustness of the diagonalization procedure to error in the input.

W(A)i= ik IV ]oplV o,

It is therefore natural to ask whether a given input A can be made robust to noise
by a small perturbation.

Question 10.0.1. For any A € C" with ||Allop < 1, is there a nearby B := A+ E
such that k(B) is small?

339



The recent works of [3], [9], [55] show that a small perturbation suffices in order
to achieve a polynomial condition number. This leaves open the regime where the
condition number of the output B is close to 1. We observe that the quantity
can be seen as a bound on the solution to a scaling problem, specifically the action
g € SL(n) — gAg~'. Therefore, we can hope to use the techniques developed for
the Paulsen problem to give new regularization theorems and a refined analysis of
Question 10.0.1 when the input is close to normal.

Conjecture 10.0.2. Given matriz A € Matc(n) such that ||Al|% =1 and ||AA* —
A*Allop < £, for any 0 2 e, there is a perturbation B = A+ E such that

IEIE <0 and  K(B) S

SR

The constructive procedures given in Section 8.5 for the Paulsen problem in the worst
case relied on a random perturbation in order to guarantee fast convergence. There
are many applications of scaling (including the diagonalization procedure above), for
which deterministic algorithms are required. It is therefore an interesting questions
whether the smoothed analysis strategy proven in Chapter 5 can be replaced with a
deterministic one while maintaining the strong convergence properties of the output.

While the tensor normal model in Definition 9.2.1 is a natural assumption for tensor
valued data that is used in pratice, it is merely the simplest such assumption that
can be profitably used to reduce sample complexity. In Chapter 9, we were able
to analyze the MLE for this model only because of its strong connection to the
tensor scaling problem (Definition 6.2.5), and specifically the Kempf-Ness function
in Definition 6.2.9 which gave a geodesically convex formulation for this problem.
It would be interesting to see whether these techniques can be generalized to even
slightly more complex statistical models. For example, the covariance matrix can be
assumed to be of the form © = Zszl O where each ©F = ®,¢(,,OF respects the
tensor product structure. Similarly, the input distribution could be assumed to be a
mixture of a small number of distributions from the tensor normal model.

The works of Biirgisser et al. [19], [20] are especially amazing because they simul-
taneously give a foundation to analyze a huge swath of problems from the scaling
framework. Of these, tensor scaling is one of the simplest settings where efficient
algorithms are not known in the worst case. The algorithms of [19] and [20] actually
apply to the much more general problem of moment polytope membership testing,
albeit with much worse parameters of convergence. It would be interesting to see
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how far the techniques in this thesis can be pushed, and for which problems it is
possible to give natural sufficient conditions for beyond worst-case results.

Even more generally, the scaling framework has recently given much motivation for
geodesic convex optimization. This is a natural optimization setting in its own right
which can be seen as an extension of the known tractability results for convex opti-
mization. We believe it is an interesting future direction to develop general-purpose
algorithms for the geodesic setting.
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Appendix A

Supplementary Proofs

A.1 Lower Bound Example for the Paulsen Problem

The exponent of ¢ is best possible due to the following example.

Example A.1.1 (Example 9 in [23]). For a fized 0 € [0, 7] (small enough) consider the
following frame U € Mat(2,4):

_(cos(20) cos(20) 0 O
U= <sin(29) —sin(20) 1 1>'

It can be shown that the nearest doubly balanced frame to U is

_<cos(9) cos(—0) sin(—0) sin(@))
sin(f) sin(—0) cos(—60) cos(d) )"

Therefore, U is an equal-norm e-Parseval frame with ¢ < sin?@ such that the minimum
distance from U to a doubly balanced frame is |V — Ul|% 2 sin? 0 > .

We will show the bounds for the example via the following three claims.

Claim A.1.2. U is an equal-norm e-Parseval frame with ¢ < sin® 6.

Proof. U is clearly equal-norm by construction. To show the Parseval condition, we calcu-
late outer products to show

24: =g (cos"(20) 0 — | UU* = 2L||,, = 25in2(20) ~ $sin2(0)
2t 0 1+sin%(20) 2llop = 2 SHLASY) = SSIUAY),
p
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where the last approximation is sin(26) = 2sin(f) cos(d) ~ 2sin(6), when 6 < 1 is small.
O
Claim A.1.3. Any doubly balanced frame V € Mat(d,n) for d = 2,n = 4 must be the

union of two orthonormal bases.

Proof. The claim follows by some straightforward (tedious) calculations. We assume, by a
change of basis if necessary, that V' is of the following form

1 o B g
(vl,v27v37v4):(0 V1i—a?2 /1- 32 \/1—72)7

for some a, B,y € [—1,1]. By assumption VV* = 215, so the top left entry of this equation
gives the constraint

2=1+a’+8>4+4+> = 2 =1-0a>- 3

so we can write vy = (£4/1 — a2 — 32,1/a2 + 2). By the bottom right entry, we get
2=(1-®)+0 -+ (1—-9)=2—-a*—B*+a*+ 3,
which is a redundant equation. The off diagonal entries give the equation
0=aVi—a?+By/1-3+7/1-7
£V/(1-a? = )02+ ) =avi-a?+ By/1- 3
(1—a® =) (a” + %) = a*(1 — a®) + f°(1 = %) + 2053/ (1 — a?)(1 - 32)
2026 = 208v/(1 = a%)(1 = ).

Note that if either & = 0 or 8 = 0, we are done since (v, v2) or (vy,v3) is an orthonormal
basis, so in order for the frame to be Parseval, the other pair must be as well. So we can
continue by canceling 25 from both sides to show

—af =1 —-a?)(1- ) = o’f*=1-a*—p*+a?3

which shows 72 = 1 — a? — 32 = 0. So (v1,v4) is an orthonormal basis, and therefore so
must the other pair be. O

Claim A.1.4. The nearest doubly balanced frame to U is

:<cos(9) cos(—0) sin(—0) sin(9)>
sin(f) sin(—0) cos(—60) cos(d) )’

and the distance is ||V — U||% = sin? 6.
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Proof. If {(v1,v2), (vs3,v4)} are the bases, then for small # the distance ||V — U||% will be
(1) since one of (uy,vy) or (ug,v9) will be nearly orthogonal. Since uz = uy we can assume
wlog that {(v1,v3), (v2,v4)} are the pairs of orthonormal bases, and so the nearest doubly
balanced V' is of the form

~(cos(¢) cos(vp) —sin(¢) sin(y)
V= <sin(¢) —sin(y))  cos(9) cos(w)>'

Since uz = uyq and uq, us are symmetric across the x-axis, we can for now consider

lor = wnll3 + llvs — usll3 = 2(1 = (vi, 1)) +2(1 = (vs, us))
= 4 — 2(cos(¢) cos(20) + sin(¢) sin(20) — 0 + cos(¢)),

where in the first step we used that all vectors are unit norm. To minimize the distance,
we would like to maximize the term in paranthesis, so we continue

cos()(1 + cos(26)) + sin(¢) sin(26) = cos(¢)(1 + cos®(0) — sin*(6)) + 2sin(¢) sin(6) cos(0)
= 2 cos(6)(cos(¢) cos(f) + sin(¢) sin(6)),

which is maximized when ¢ = 6. Arguing symmetrically for ||vy — ug||3 + ||vg — ug||3 We get
that the nearest doubly balanced frame to U is the following:

_(cos(#) cos(—0) sin(—6) sin(6)
V= (sin(@) sin(—0) cos(—0) cos(9)>'

We can lower bound this distance by just considering the last two vectors:
IV = Ul = llvs — usllz + [lva — wal3 = 2sin*(9).

[
Putting these claims together, we see that U is an e-doubly balanced frame for which
the nearest doubly balanced frame V satisfies the distance bound ||V —U]||% 2 e. Therefore,

the distance function p(d,n,¢) in Conjecture 4.1.4 must depend linearly on e, and the &2
results of [16] and [23] cannot hold for general d, n.

A.2 Tightness of Commutative Robustness

Here we show that the function e I56¥)ll~ in Lemma 3.2.4 cannot be improved in general.
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Example A.2.1. Consider A := ﬁ]dn € Mat(d,n) where J is the all-ones matriz. Then

A is 1-strongly convex according to Definition 3.2.1.
On the other hand, for any S € (d%) consider diagonal scaling X' = diag(lg — 1g)
with Tr[X'] = |S| — S| = 0 and || X|lop = |15 — 1gllec = 0. Then the scaling B := X' A is

at most e~ Xl = e=2_strongly convex.
Proof. Recall that by Definition 3.2.1, to show strong convexity we would like to lower
bound the following quadratic form for every (X,Y) € t:

d

2o fa(6X,0Y) ZZW\ (X; +Y;)?

’Lljl

anXQZH—ZZXY +—ZY22

=1 j=1 =
i 2 (k) (3o ) LS g
dizl bodn i=1 Z j=1 ’ [ ’ ’ ;

where the first line was by Definition 3.2.1, the second was by definition A;; = 1/v/dn, and
the cross-term in the final step vanished because (X,Y) € tso ¢ | X, = > Y =0.

To upper bound the strong convexity of B = eX A, consider arbitrary (X,0) € tsuch
that X;cs = 0. Then we calculate

2_of5(0X,8Y) ZZ | A2 (X +Y;) —i—ZZe 2| A 2(X; + Y;)?

€S j=1 €S j=1
anZX—i—Y ZZ 2| Ay 2(X; + Y;)?
i=1 j=1 €S j=1

5 d
e _
= 72X¢2+0:€ XY,
=1

where the first line was by our choice of scaling X’ = 1g — 1g, and in the third line the first
term was calculated above and the second term vanishes by our choice Xjcg = Yje[, = 0.

Note that [|d]| = 1, and the same argument can be applied by interchanging the roles
of d,n. Therefore Definition 3.2.1 is tight in general. O]
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It is clear that A is doubly balanced. By the convex formulation for matrix scaling in
Proposition 3.1.10, this implies s(B) > s(A). This means that this also provides robustness
in terms of a/s.

This also gives the same lower bound for robustness of pseudorandom property, i.e.
shows that Lemma 3.3.4 is tight.

A.3 Alternate Scaling Algorithm

Here we prove the well-known properties of the alternate scaling algorithm in Eq. (4.2) for
nearly doubly balanced frames.

Fact A.3.1 (Restatement of Fact 4.1.5). For any input frame U € Mat(d,n) with s(U) =
1, the two transformations

(S

~ Uj ~ . B
Uj = ————— ), Wj:=|d)y uju; U (A.1)
VS Tl ( 2 ) J

produce the equal-norm and Parseval frames which are nearest to U.

Further, if U s e-doubly balanced for e < %, then in both cases U is 3e-doubly balanced
and satisfies the distance bound

1T~ Ul < €

Proof. The fact that the transformations satisfies the equal-norm and Parseval condition
is easily verified:

UU* = (dZuw?)
j=1

;112 = =,

where the two lines correspond to the left and right normalizations respectively.

To show that these are the nearest such frames, we use the following claim which is a
simple application of the triangle inequality.
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Claim A.3.2. Let x € R™ and & := = € S™ 1. Then

llll2

it [ly = alle = 17 = ol = |17 ~ llell|
yeS™

Now consider any equal norm frame V' € Mat(d, n) with size s(V') = 1 and note
IV =UllE= llv —wllz 2 Y 3 —wll; = U - U3,
j=1 j=1

where the inequality was by the claim above applied to x = \/nu;.

To show the statement for the left normalization, assume without loss of generality that

UU* is diagonal, and let V' be an arbitrary Parseval frame of size s(V') = 1. This implies

in particular that for all i € [d] : |lefV||? = 5. Therefore, we can again use the claim to

d
bound the distance

d d
IV —UlE=>_llefV —eUl3 =) lleiU — Ul = U - Ul

i=1 i=1
where the inequality was again by the claim above applied to z = \/Elej U and the fact that
UU* was diagonal so U is exactly the row-normalization in the standard basis.

Now assume that U € Mat(d, n) is e-doubly balanced. Then we can bound the distance
of the right normalization as

n

0= UlE =)ty —wlls =) (1l — lusll2)” < S(1-V1t e)? <€,
Jj=1

i=1

where we used the fact that U is e-nearly equal norm in the third step, and the final
inequality was by Taylor approximation /1 + x — 1] < |z| for |z| < %

Further, U is equal norm by definition, so we show it is nearly Parseval.

G =N~ UUT 143

J

=< = Iy
g ST S d

where we used that U is e-doubly balanced and Taylor approximation on }’_L—i for |z| <
The lower bound is shown similarly by reversing inequalities.

1
3
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The distance to the left normalization can be bounded the same way. Assume again
that UU™ is diagonal without loss of generality. Then

(1—-V1+e)? <e?

Ul

d
IU—Ull3=>lle;U —eUll3 <
=1

where we used the fact that U is e-Parseval in the second step, and the final inequality
was by Taylor approximation.

Further, U is Parseval by definition, so we show it is nearly equal norm.

. - lu ll3 _ 1+ 3e
;115 = (uy, (AUU) " Muy) < 112 <—

where we used that U is e-doubly balanced and Taylor approximation on }’_L—i for |z| < %
The lower bound is shown similarly. ]

A.4 Robustness of Strong Convexity

The following example shows that there can be no multiplicative robustness bound for
non-commutative scalings. This example was found during joint work with Cole Franks,
Rafael Oliveira, and Michael Walter [30].

\? \}§> and let G = (SL(2),ST(2)) act by
left-right scaling, along with polar P = (SPD(2),ST,(2)) and infinitesimal vector space
p = spd(2) ® sty (2) according to Definition 6.2.5. Then V is Q(1)-p-strongly convex, but
V=V = I, is not a-p-strongly convex for any o > 0.

Example A.4.1. Consider input V := (

Before we prove these facts about p-strong convexity, note that V=1 is a bounded scaling
of V' which destroys p-strong convexity, so multiplicative robustness is impossible for strong
convexity under non-commutative scalings.

Proof. To show V is strongly convex as a frame, consider arbitrary element (X,Y)
p = spo(2) @ sty (2), which can be specified by orthogonal basis of eigenvectors: u
(cos@,sinf),v = (—sinf, cosf), and z,y € R:

I m

. . (0082 0 —sin?0  2sinfcosh > (COS 20 sin 20 )
X =zuu” —xvv* =x =

2sinfcosh  sin?6 — cos?f sin 260 — cos 26
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and Y = y(Ey — Eq). 0 € [0,27], 2,y € R gives every element of p = spd(2) & st (2).

. V20820 +sin20 cos 20 + /2 sin 260 n V2 o -1
V2sin20 — cos 26 sin 260 — /2 cos 26 1 —V2 y »

= 20%(2 cos® 20 + sin? 20 + 2sin? 20 + cos? 26) + 6y* + 22y(4 cos 20 — 2 cos 260)

IX1E HYH%>
2 2

2

= 6(2% + y?) + 4oy cos 20 > 4(2* + %) = 4(

where we used Lemma 3.1.9 to calculate the second order derivative in the first step, in
the second step we plugged in our definitions of X, Y, the third step was by ||A + B||% =
|A||% + || B||% + 2(A, B), the remaining steps used various trignometric identities as well
as | cos20| < 1, [2xy| < 2% + y?, and the final step was once again by our choice of X,V
with | X]|% = 222 ||Y]|2 = 2y% Since (X,Y) € p was arbitrary, this verifies that V is
4-p-strongly convex according to Definition 4.2.11.

To show I3 is not strongly convex, we consider direction X = FEj; — Fy and Y =
Eoy — Fyp = =X
O_ofr(e @ ™) = ||XI + LY} =0,

where the first step was by the formula in Lemma 3.1.9.

Note that V' = 0 and det(V') = 1 so the scaling V—! € SPD(2), i.e. restricting scalings
to P does not improve non-commutative robustness. O

A.5 Strong Convexity and Size

In this section, we discuss some relations between strong convexity and size.

Proposition A.5.1. For matriz tuple A € Mat(d,n)¥, if A is a-strongly convex according
to Definition 3.2.1, then
a < s(A).
Proof. Recall that according to Definition 3.2.1, strong convexity is given by the following
variational formula:
O_ofa(nX,nY)

n
xyet (X, Y)|}

o =
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We can write out the second derivative explicitly as

r]OfAanY ZZZ|AI€1] X+Y)

i=1 j=1 k=1
d K n

=> (A X2+ZZZ|Ak alP2XY) +e(A)YF,
i=1 i=1 j=1 k=1 j=1

where the first step is by Lemma 3.1.9, and the second step was by collecting terms and
using Definition 3.1.1 of row and column sums.

To bound the diagonal terms, let i € argminycigr;(A) and define X = E; — Cll[d SO
that Tr[X] =1 — % = 0. Then we can bound the diagonal term

d 9 d 9 d

,  (d—=1)—1 1 (d—1)"—1s(A4) s(A) _ s(A)
where in the first step we used the definition of X = FE; [d, in the second step we
bounded the first term by mingeg 7#(A) < 5 Zi/:l ri(A) = S(TA and the second term by

Definition 3.1.1 of size, and the final step was once again by definition of X.

Similarly, let j € argminjep, ¢;(A) and define Y = Ej; — L1, so that Tr[Y] = 0, and
in total (X,Y) € t. Combining with the same calculation for Y, we get

d n
S r(A)XZ+ 3 e (A)YE < s(A ( ZX2+ ZW) = s(A) (X, V)|,
=1 i'=1

where in the last step we used Definition 3.1.11 of || - ||
Finally, assuming the cross-term is non-positive by replacing X — —X if necessary,

n K

DY D 1AL PexY;) <.

i=1 j=1 k=1

So combining all the terms gives the proposition:

a?;:ofA(UXa ny) Z?’:l T (A)Xz?’ + Z?’:l C]"(A)Yf’ +0
[ 91— (X, V)2

< s(A).
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We can simply generalize this to arbitrary tensor scaling.

Proposition A.5.2. Let V = ®QqepmVa be a tensor product of inner product spaces of
dimension dim(V,) = d, and consider scaling group (G, P,p) according to Definition 6.2.3.
Then for any input tuple x € VE that is a-p-strongly convex according to Definition 7.1.7,

a < s(z).

Proof. Consider arbitrary commutative subgroup (7, C G,, T, C G}) and its associated in-
finitesimal vector space t. Assume x is a-p-strongly convex, and we apply Proposition A.5.1
to this subspace:

e 2% _ . (A (XL + L®Y)?

a = inf < inf s(z),
BIZE < o X2 < s(@)

where the first step was by Definition 7.1.7 of p-strong convexity, in the second step we
restricted to the subspace t C p and used the fact that on this subspace || - ||, = || - ||, and
the final step was shown in the proof of Proposition A.5.1.

]

This shows that the all-ones matrix A := \/LdinJ € Mat(d,n) is maximally strongly
convex with respect to its size according to Proposition A.5.1. Explicitly, s(\/LdfnJ ) =1,
and for any (X,Y) € t:

d n

d_ 2
0o fatnX.y) = 303 KNS =Zf;+o+z = VI

=1 j=1 =1

where the first step was by Lemma 3.1.9 of the second derivative; in the second step the
cross term vanished by the calculation below:

o (£)(5)

i=1 j=1

by the defining condition of (X, Y’) € t according to Definition 3.1.5; and in the final step we
used Definition 3.1.11 of ||-||;. Since (X,Y) € t was arbitrary, this verifies Definition 3.2.1 of
«a = 1l-strong convexity. Therefore, for this A = \/Ldin(] , the inequality in Proposition A.5.1

is tight as a = s(A).
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