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#### Abstract

Fully homomorphic encryption (FHE) has been regarded as the "holy grail" of cryptography for its versatility as a cryptographic primitive and wide range of potential applications. Since Gentry published the first theoretically feasible FHE design in 2008, there has been a lot of new discoveries and inventions in this particular field. New schemes significantly reduce the computational cost of FHE and make practical deployment within reach. As a result, FHE schemes have come off the paper and been explored and tested extensively in practice. However, FHE is made possible with many new problems and assumptions that are not yet well studied. In this thesis we present a comprehensive and intuitive overview of the current applied FHE landscape, from design to implementation, and draw attention to potential vulnerabilities both in theory and in practice. In more detail, we show how to use currently available FHE libraries for aggregation and select parameters to avoid weak FHE instances.
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## Chapter 1

## Introduction

### 1.1 A Brief History of (Fully) Homomorphic Encryption

"Privacy homomorphism", antecedent of the modern notion of fully homomorphic encryption (FHE), was proposed in 1978 by Rivest et al. [88], only one year after their publication of RSA, one of the first public-key cryptosystems. Rather than providing a solution, Rivest et al. posed a question on how to resolve the conflict between user privacy and data and computation delegation demands. They envisioned such an encryption scheme that makes computation possible directly on its ciphertexts. At the time of its proposal, they might not have foreseen that it took nearly three decades for this idea to manifest its feasibility and that its applications extend so far beyond cloud computing that it is often treated as a powerful cryptographic primitive.

Many existing public-key cryptosystems already have certain homomorphic properties. For example, the RSA cryptosystem [89] is multiplicatively homomorphic because ( $x_{1}$. $\left.x_{2}\right)^{e}=x_{1}^{e} \cdot x_{2}^{e}$; similarly, the ElGamal cryptosystem [47] is multiplicatively homomorphic; and the Goldwasser-Micali cryptosystem [57] is homomorphic with respect to exclusive-or. There are even schemes that support both modular addition and multiplication, as long as the number of operations is below a predetermined threshold. However, none of them is fully homomorphic, supporting the computation of arbitrary functions on ciphertexts.

The search for an FHE scheme persisted until Gentry's breakthrough in 2009 [51]. Gentry's design appears to have taken a circuitous route. He starts from a somewhat homomorphic encryption scheme - namely, one that can only support functions of limited


Figure 1.1: A paradigm of homomorphic encryption illustrated with a bivariate function $f$ over plaintexts, and $\mathrm{Eval}_{f}$ is a function performed over ciphertexts, defined by $\operatorname{Eval}\left(p k, f, c_{0}, c_{1}\right)$.
complexity; he bases his scheme on ideal lattices, since they are essentially polynomial rings, and addition and multiplication - two operations sufficient for the construction of any functions - are inherently to polynomial rings; finally, he expresses the operations with circuit language - in fact, if implemented in binary, the operations are indeed XOR (addition) and AND (multiplication) gates.

Gentry's major innovation that makes FHE possible is the so-called "bootstrapping" process, which he describes as the homomorphic evaluation of the scheme's own decryption function. Further details of bootstrapping is discussed in Section 3.3.

Since Gentry's design, there have been many new and more efficient FHE schemes, particularly based on Learning with Errors (LWE) and Ring-LWE. However, all known FHE schemes follow the same approach of using noise to achieve security, letting noise accumulate through operations, and bootstrapping to remove excessive noise so that computation can continue indefinitely. Even designing FHE schemes with similar techniques may still be a tricky problem, as the failure of BL scheme [24], which tries to adapt Gentry's design to code-based schemes, shows.

Vaikuntanathan classfies the development of homomorphic encryption schemes into four generations [95], with Gentry's design as the first one.

The first notable second-generation FHE scheme is BGV [25]. Based on Ring-LWE, the BGV scheme is much easier to understand and implement. Its efficiency is also a significant improvement over Gentry's initial design, both theoretically and practically. It incorporates some novel techniques such as modulus switching, which slows down the noise built-up, and key switching, which allows the change of secret key without decryption and can be utilized to facilitate multi-party computation. Many later schemes were developed
with the same techniques. The BGV scheme is implemented in the open-source library, HElib [60]. Since its publication, it has been widely used, tested, and actively maintained.

Another second-generation FHE scheme with efficiency comparable to BGV is FHEW, designed by Ducas et al. [44]. Different from typical schemes, FHEW supports NAND gates and NAND gates only (NAND gate itself forms a universal set, meaning any combinatorial circuits can be redesigned into an equivalent one with only NAND gates). A single NAND operation is extremely efficient in FHEW, but a bootstrapping step has to follow each of them and thus putting its efficiency into the same level as BGV.

There is no clear cut between the second- and third-generation FHE schemes, but improvements are constantly made to their efficiency. For example, Fan and Vercauteren developed the FV scheme that is similar to but faster than BGV, and the test of its practical use is also in progress - an implementation, SEAL, of a slightly modified FV scheme was brought out by a Microsoft Research group [32]. Their earlier versions implemented YASHE (Yet Another Somewhat Homomorphic Encryption) scheme is another example with better efficiency, and it is designed based on NTRU.

There are also faster FHE schemes built upon the idea of FHEW. For example, Biasse and Ruiz relaxed the parameter and gate restrictions of original FHEW [19]; Chillotti et al. reduced the bootstrapping time by over $90 \%$ through the use of a different algebraic structure [38, 39]; Gao et al. further reduced its storage and communication overhead [50, 30].

Recently, with its optimization of homomorphic encryption on real numbers, the CKKS scheme [37], considered as the fourth generation of FHE, finds popularity in the applications of machine learning [66, 80].

### 1.2 Applications of Homomorphic Encryption

Applications of homomorphic encryption are plentiful. As Rivest pointed out, homomorphic encryption can lead to secure cloud computing-cloud servers are able to compute on ciphertexts without decrypting them, and therefore the computation can be done without leaking the knowledge about data or results. Apart from that, since such privacy-preserving computation is closely related to cryptographic notions such as zero-knowledge proof, many such primitives can be constructed from homomorphic encryption schemes.

Note that the original FHE with only one set of keys is insufficient for multi-party computation (MPC). Hence a new notion of multi-key FHE was created [78, 43]. A representative of such schemes, LTV, is described in Section 4.1.3.

Specific discussions of applying FHE to practical scenarios mainly involve MPC and privacy-preserving data mining/machine learning. While MPC protocols with FHE are mostly general, data-mining and machine-learning algorithms must be specially optimized according to the selected scheme. Examples of the former include [78, 43, 14], and the latter [66, 80, 42, 64]. Recent efforts pushing FHE into practice from the academic society and industrial practitioners have resulted in the process of homomorphic encryption standardization [9].

### 1.3 Organization

This thesis is organized as follows. Chapter 2 provides necessary mathematical foundations for the discussion of FHE througout the whole thesis. Chapter 3 lays out the general framework that every FHE design has followed. Chapter 4 explores some major schemes in depth. Chapter 5 provides latest development of FHE in practice. Our contribution are Chapters 6 and 7. Finally, Chapter 8 concludes the thesis and provide some outlook on the future.

## Chapter 2

## Preliminary

Lattice-based cryptography has gained much popularity in recent years. On one hand, it has proven to be useful in the construction of new cryptographic tools, in particular, quantum attack resistant cryptosystems and homomorphic encryption schemes. On the other hand, cryptanalysis based on lattice theory is very effective on some encryption schemes, even though they may not be originally described in lattice language (see, for example, lattice attacks against RSA [75]).

Lattice problems are also deeply connected with coding problems. They are similar in mathematical descriptions and properties (e.g., quantum resistance). The reduction of learning with errors problem further reveals their close relationship in hardness.

## 2.1 (Integer) Lattices

In cryptography, a lattice refers to a discrete additive subgroup of a Euclidean space.
Definition 1 (Lattice). Let $B=\left\{\mathbf{v}_{0}, \mathbf{v}_{1}, \ldots, \mathbf{v}_{k-1} \mid \mathbf{v}_{i} \in \mathbb{R}^{n}, 0 \leq i \leq k-1\right\}$ be a set of $k$ linearly independent vectors, then

$$
\begin{equation*}
\Lambda(B)=\left\{\sum_{i=0}^{k-1} a_{i} \mathbf{v}_{i} \mid a_{i} \in \mathbb{Z}, 0 \leq i \leq k-1\right\} \tag{2.1}
\end{equation*}
$$

is called the lattice generated by basis $B$. The dimension of $\Lambda(B)$ is $n$, and the rank of $\Lambda(B)$ is $k$.

We usually consider full-rank lattices, where $k=n$ in the above definition.
Viewing lattice $\Lambda(B)$ as an additive subgroup of $\mathbb{R}^{n}$, we can consider the quotient group $\mathbb{R}^{n} / \Lambda(B)$. It is called a fundamental parallelepiped of the lattice; its volume is an invariant of the lattice regardless of the basis and will play an important role in the hardness of lattice problems of our interest.
Definition 2 (Fundamental parallelepiped). Given a basis $B=\left\{\mathbf{v}_{0}, \mathbf{v}_{1}, \ldots, \mathbf{v}_{k-1}\right\}$ of a lattice $\Lambda$, then

$$
\begin{equation*}
\mathcal{F}(\Lambda)=\left\{\sum_{i=0}^{k-1} b_{i} \mathbf{v}_{i} \mid b_{i} \in[0,1), 0 \leq i \leq k-1\right\} \tag{2.2}
\end{equation*}
$$

is called the fundamental parallelepiped of $\Lambda$ with respect to $B$. The volume of $\mathcal{F}(\Lambda)$ is called the determinant of $\Lambda$ and denoted $\operatorname{det}(\Lambda)$.

### 2.1.1 Successive Minima

Associated with a lot of lattice problems and defining their difficulties are the successive minima of lattices, in particular, the first one, $\lambda_{1}(\Lambda)$ - it is so frequently used that the subscript is often dropped and its notation written just $\lambda(\Lambda)$.
Definition 3 (Successive Minima). Given a lattice $\Lambda$ with basis $B=\left\{\mathbf{v}_{0}, \mathbf{v}_{1}, \ldots, \mathbf{v}_{k-1}\right\}$, $\lambda_{i}(\Lambda)$ is defined as the length of the shortest vector(s) in $\Lambda$ such that $\Lambda$-vectors no longer than $\lambda_{i}(\Lambda)$ span an $i$-dimensional sublattice:

$$
\lambda_{i}(\Lambda)=\inf \{r \mid \operatorname{dim}(\operatorname{span}(\Lambda \cap \mathbf{B}(0, r))) \geq i\}
$$

where $\mathbf{B}(\mathbf{0}, r)$ is the closed ball of radius $r$ centered at $\mathbf{0}$.
In particular, $\lambda_{1}(\Lambda)$ equals to the length of the shortest nonzero vector(s) in $\Lambda$ :

$$
\lambda_{1}(\Lambda)=\min \{\|\mathbf{v}\| \| \mathbf{v} \in \Lambda, \mathbf{v} \neq \mathbf{0}\}
$$

Apparently, $0<\lambda_{1}(\Lambda) \leq \lambda_{2}(\Lambda) \leq \cdots \leq \lambda_{n}(\Lambda)$ in any lattice $\Lambda$ of rank $n$.
Bounds of successive minima are given in two Minkowski theorems.
Theorem 2.1.1 (Minkowski's First Theorem). For a full-rank lattice $\Lambda$ with rank $n$,

$$
\lambda_{1}(\Lambda) \leq \sqrt{n}(\operatorname{det}(\Lambda))^{1 / n}
$$

Theorem 2.1.2 (Minkowski's Second Theorem). For a full-rank lattice $\Lambda$ with rank $n$,

$$
\left(\prod_{i=1}^{n} \lambda_{i}(\Lambda)\right)^{1 / n} \leq \sqrt{n}(\operatorname{det}(\Lambda))^{1 / n}
$$

### 2.2 Ideal Lattices

Ideal lattices are a special type of lattices with extra algebraic structures. The additional structure usually results in a much more efficient scheme with smaller expansions, but it can also introduce new vulnerabilities.

An ideal lattice is obtained by mapping the elements of an ideal to $\mathbb{R}^{n}$ by an additive homomorphism. Naturally, not every ring can facilitate such a mapping. Since we are also mostly concerned with integers and polynomials, the structure of our interest is the ring of integers in an algebraic number field. Details of the theory about algebraic number fields and ring of integers can be found on any standard algebraic number theory textbook, for example, [45]. Here we briefly review definitions and results directly pertaining to ideal lattices.

A complex number $\omega \in \mathbb{C}$ is called algerbraic if it is a root of some $p(x) \in \mathbb{Q}[x]$. The minimal polynomial of $\omega$ is the monic rational polynomial $m(x) \in \mathbb{Q}[x]$ with the lowest possible degree.

Definition 4 ((Algebraic) number field). Let $\omega \in \mathbb{C}$ be algebraic, then

$$
K=\mathbb{Q}[\omega]=\{a+b \omega \mid a, b \in \mathbb{Q}\}
$$

is an (algebraic) number field.
$K$ is a field, $\mathbb{Q} \subset K \subsetneq \mathbb{C}$. If $m(x) \in \mathbb{Q}[x]$ is the minimal polynomial of $\omega$, then

$$
K \cong \mathbb{Q}[x] /(m(x)) .
$$

All the elements in a number field $K$ are algebraic numbers, which have minimal polynomials with rational coefficients; if an algebraic number has integer-coefficient minimal polynomial, then it is called an algebraic integer. All the algebraic integers of $K$ form its ring of integers.

Definition 5 (Ring of integers). The ring of integers $\mathcal{O}_{K}$ of a number field $K$ is the set

$$
\mathcal{O}_{K}=\left\{\begin{array}{l|c}
\alpha \in K & \text { there exist } c_{0}, c_{1}, \ldots, c_{n-1} \in \mathbb{Z} \text { such that } \\
\alpha^{n}+\sum_{i=0}^{n-1} c_{i} \alpha^{i}=0
\end{array}\right\} .
$$

### 2.2.1 Number Fields and Rings of Integers

Due to the precision limit of computers, lattice problems used in cryptography are usually defined over a finite ring consisting of either integers or integer-coefficient polynomials.

Polynomial rings are of particular interest in the design of LWE-type encryption schemes because they are associated with ideal lattices, which is often used to shorten the lengths of the key and ciphertext and improve the efficiency of LWE-based schemes [91]. Ideal lattices will be discussed in Section 2.2. Such improvement usually involves the use of Chinese Remainder Theorem (CRT).

## Basic Concepts of Ring Theory

Rings are a type of algebraic structures modelled after integers.
Definition 6 (Ring). A ring is a set $R$ with two binary operations + and $\cdot$ that satisfies the following properties:

1. Additive subgroup: $(R,+)$ is an abelian group; the additive identity is usually denoted 0;
2. Multiplication: $(R, \cdot)$ satisfies all group axioms except invertibility; the multiplicative identity is usually denoted 1 ;
3. Distributive property: for any $a, b, c \in R$,

$$
\begin{equation*}
a \cdot(b+c)=(a \cdot b)+(a \cdot c) . \tag{2.3}
\end{equation*}
$$

The operations + and $\cdot$ are generalized from addition and multiplication of integers, and we will call them so for simplicity. Note that since $(R, \cdot)$ is not required to satisfy invertibility property, elements in $R$, except 1 , may not have inverses. A ring where all elements except 0 are multiplicatively invertible is called a field. Henceforth when we call a structure a ring, it always contains at least one element other than 0 that is not invertible. We also restrict our scope to commutative rings, i.e., in addition to the above properties, multiplication is also commutative, since there has not been non-commutative rings in such applications.

Although $(R, \cdot)$ is not a group, there are still interesting substructures pertaining to multiplication. One of such structures is ideals, which are derived from products and factors in integers.

Definition 7 (Ideal). An ideal of ring $R$ is a subset $I$ such that

1. Closure on addition: $(I,+)$ is a group;
2. Absorption on multiplication: for any element $a \in R$ and $\operatorname{bin} I, a b \in I$.

Some ideals are generated by a single element. They are called principal ideals. For example, $(a)=a R=\{a b \mid b \in R\}$ is a principal ideal of $R$ generated by $a$.

We can add or multiply ideals by adding or multiplying their elements. For any two ideals $I, J \subset R$,

$$
\begin{aligned}
I+J & =\{a+b \mid a \in I, b \in J\}, \\
I J & =\{a b \mid a \in I, b \in J\} .
\end{aligned}
$$

The results of ideal addition and multiplication are still ideals in the same ring. If an ideal $I \subset R$ cannot be written as the product of two ideals not involving itself, then it is a prime ideal.

Definition 8 (Prime ideal). A proper ideal $P \subsetneq R$ is prime if for any elements $a, b \in R$, their product $a b$ falling in $P$ implies that at least one of $a$ and $b$ is in $P$.

We can rephrase some properties of the multiplication of integers with the language of ideals. Each integer $a$ can be seen as a principal ideal $(a)$ generated by itself; the multiplication between two integers $a, b$ are then equivalent to the ideal multiplication of $(a)$ and $(b)$; therefore, a number $p>0$ is prime if and only if $(p)$ is a prime ideal in $\mathbb{Z}$. Note that ( 0 ) is a prime ideal but 0 is not a prime; $(1)=R$ cannot be decomposed, but it is not a proper ideal in $R$ and hence not a prime ideal. There is a one-to-one correspondence between prime numbers and maximal ideals in $Z$. A maximal ideal $M \subset R$ is defined as having no other ideals between $R$ and itself.

Definition 9 (Maximal ideal). If $M \subset I \subset R$ and $I$ is an ideal in $R$, then either $I=M$ or $I=R$.

An ideal $I \subset R$ can induce a quotient ring $R / I$, which consists of the cosets of $I$. Operations in the quotient ring $R / I$ are then operations on $R$ modulo $I$. Quotient rings of the form $R[x] /(f(x), n)$ are often used as plaintext and ciphertext spaces in encryption schemes involving rings because of multiple benefits: the ideal $(f(x), n)$ can induce a finite set, which makes implementation more convenient; the operations are still easy to define and compute; and performance can usually be improved with the decomposition of such rings.

## Chinese Remainder Theorem on Integers Modulo $n$

Theorem 2.2.1 (CRT on integers modulo $n$ ). If $n=p q$, where $1<p, q$, and $p$ is coprime with $q$, then $\mathbb{Z}_{n}$ can be decomposed as

$$
\mathbb{Z}_{n} \cong \mathbb{Z}_{p} \times \mathbb{Z}_{q}
$$

This decomposition is an isomorphism $\psi: \mathbb{Z}_{n} \rightarrow \mathbb{Z}_{p} \times \mathbb{Z}_{q}$, and there are efficient algorithms (Euclidean algorithms) to compute the mappings $\psi$ and $\psi^{-1}$. The implication is that, for $a, b \in \mathbb{Z}_{n}$, we can find $\left(a_{p}, a_{q}\right),\left(b_{p}, b_{q}\right) \in \mathbb{Z}_{p} \times \mathbb{Z}_{q}$ and have

$$
\begin{aligned}
\psi(a+b) & =\psi(a)+\psi(b) \\
\psi(a \cdot b) & =\psi(a) \cdot \psi(b)
\end{aligned}
$$

and vice versa. Such decomposition has a lot of applications in cryptography, among which are the RSA and Rabin cryptosystems. Since a typical $n$ is large, operations on $\mathbb{Z}_{n}$ are usually more costly to perform than those on $\mathbb{Z}_{p}, \mathbb{Z}_{q}$, and the conversion overhead combined. Therefore, we can speed up the computation on $\mathbb{Z}_{n}$ by taking the decomposition and perform the operations on $\mathbb{Z}_{p}$ and $\mathbb{Z}_{q}$ instead.

Note that it is not required that either $p$ or $q$ is a prime in CRT, and the decomposition can certainly be generalized to the product of more than two factors by using the theorem repeatedly.

## Chinese Remainder Theorem on Polynomial Rings

For any ring $R$, we can construct a polynomial ring $R[x] . R[x]$ consists all the formal sums

$$
a_{0}+a_{1} x+a_{2} x^{2}+\cdots+a_{n} x^{n}
$$

where $n \geq 0$ and $a_{i} \in R$. Operations on $R[x]$ are polynomial addition and multiplication.
We have CRT on polynomial rings similar to that on integers.
Theorem 2.2.2 (CRT on polynomial rings). Let $f(x), g(x)$, and $h(x)$ be polynomials over $R$. If $f(x)=g(x) h(x)$, where both $g(x)$ and $h(x)$ have degree $>0$, and $g(x)$ and $h(x)$ are coprime with each other, then

$$
R /(f(x)) \cong R /(g(x)) \times R /(h(x))
$$

Likewise, there is an isomorphism $\psi: R /(f(x)) \rightarrow R /(g(x)) \times R /(h(x))$ that can be efficiently computed.

Both the integer and polynomial ring CRTs above involve only principal ideals. This is sufficient for integers, since all ideals in $\mathbb{Z}$ are principal; but polynomial rings can contain non-principal ideals, for example, $(2, x) \subset \mathbb{Z}[x]$ cannot be generated by any single element. In that case, we need to generalize the theorem with ideals.

Coprime integers or polynomials correspond with comaximal ideals. Two ideals $I, J \subset$ $R$ are comaximal if $I+J=R$. If $I$ and $J$ are comaximal, then $I J=I \cap J$.

The theorem can then be written as follows.
Theorem 2.2.3 (CRT on polynomial rings). Let $I, J$ be comaximal ideals in $R$, then

$$
R /(I J) \cong R / I \times R / J .
$$

## Chinese Remainder Theorem on Dedekind Domains

The most generalized form of CRT used throughout this thesis is over Dedekind domains. We briefly introduce some definitions here in order to properly define a Dedekind domain, but in practice we always use rings associated with number fields, and the ring of integers of any number field is a Dedekind domain, guaranteed by Theorem 2.2.4, therefore the properties always apply. Further expositions on these subjects can be found on many algebra textbooks, such as [45].

A module can be seen as a generalization of vector spaces. A vector space is based on a field, while a module is based on a ring.

Definition 10 ( $R$-module). Let $R$ be a commutative ring with identity 1 . An $R$-module is an abelian group $(M,+)$ with an action $R \times M \rightarrow M$ denoted by $r m$, for all $r \in R$ (scalar multiplication), which satisfies

1. $(r+s) m=r m+s m$, for all $r, s \in R, m \in M$;
2. $(r s) m=r(s m)$, for all $r, s \in R, m \in M$;
3. $r(m+n)=r m+r n$, for all $r \in R, m, n \in M$; and
4. $1 m=m$, for all $m \in M$.

Definition 11 (Noetherian ring). A Noetherian ring $R$ is a ring whose every ascending chain of ideals is finite, i.e., for any chain of ideals

$$
I_{1} \subset I_{2} \subset \cdots \subset R
$$

there is a positive integer $N$ such that for every $k \geq N, I_{k}=I_{N}$.
Definition 12 (Noetherian module). Let $R$ be a Noetherian ring. A finitely generated $R$-module $M$ is a Noetherian module, i.e.,

$$
M=R\left[\alpha_{1}, \ldots, \alpha_{n}\right]
$$

for a finite integer $n$.

Noetherian modules are analogous to vector spaces of finite dimensions.
Definition 13 (Integral domain). An integral domain $D$ is a commutative ring with identity 1 and no zero divisors, i.e., if $a b=0 \in R$, then either $a=0$ or $b=0$.

Definition 14 (Integral closure). An integral domain $D$ is integrally closed if

$$
\left\{\begin{array}{l|c}
\alpha=\frac{a}{b}: a, b \in D & \begin{array}{c}
\text { there exist } c_{0}, c_{1}, \ldots, c_{n-1} \in D \text { such that } \\
\alpha^{n}+\sum_{i=0}^{n-1} c_{i} \alpha^{i}=0 .
\end{array}
\end{array}\right\}=D .
$$

Definition 15 (Dedekind domain). A Dedekind domain $D$ is an integral domain that satisfies all of the following conditions:

1. $D$ is Noetherian;
2. $D$ is integrally closed; and
3. Every prime ideal in $D$ is maximal.

Theorem 2.2.4. The ring of integers, $\mathcal{O}_{K}$, of a number field $K$ is a Dedekind domain. [82, Chapter 1, Theorem 3.1].

Theorem 2.2.5 (CRT on Dedekind domains). Let $I, J$ be comaximal ideals of Dedekind domain $D$, then

$$
D /(I J) \cong D /(I) \times D /(J)
$$

### 2.2.2 Ideal Lattices

Definition 16 (Ideal lattice). Let $K$ be an number field and $R$ its ring of integers. Let $I \subset R$ be an ideal. Let $\sigma$ be an additive homomorphism

$$
\sigma: K \rightarrow \mathbb{R}^{n}
$$

then $\sigma(I) \subset \mathbb{R}^{n}$ is an ideal lattice.
Note that Definition 16 is general. A ring of integers is not necessarily monogenic namely, it may not be of the form $\mathbb{Z}[x] /(f(x))$. In that case, we usually resort to using a subring that is monogenic to simplify the handling of elements; however, the properties of the corresponding number field and mappings still hold. Many newer scheme designs use cyclotomic fields for enhanced performance; their ring of integers are always monogenic [82, Chapter 1, Proposition 10.2].

For every problem on a general lattice, we can define its counterpart on an ideal lattice. For example,

Definition 17 (Ideal-SVP). Given $I$, an ideal of the ring of integers of a number field $K$, and $\sigma$, an additive homomophism from $K$ to $\mathbb{R}^{n}$, the ideal-SVP problem is to find an $a \neq 0 \in I$ with the smallest $\|\sigma(a)\|$.

## Embeddings of Ideal Lattices

In Definition 16 of ideal lattices, the only restriction on the mapping $\sigma$ is that it must be an additive homomorphism. Such a mapping does not necessarily capture the multiplicative structures of number fields. Therefore, some mappings better preserve the structures and properties in an ideal lattice. This turns out to be an important factor in noise management in the context of homomorphic encryption, since noise is measured by the norm defined over the lattice. Notably, two types of embeddings have been widely used and discussed: coefficient embeddings and canonical embeddings (the latter are called Minkowski embeddings in some literature).

The ring $R$ of consideration in homomorphic encryption is of the form $\mathbb{Z}[x] /(f(x))$, where $\operatorname{deg}(f)=n$. Each element $a$ in the ring can be written as a polynomial

$$
a(x)=a_{0}+a_{1}+\cdots+a_{n-1} x^{n-1}
$$

A coefficient embedding simply maps the polynomial $a$ to a vector, $\left[a_{0}, a_{1}, \ldots, a_{n-1}\right.$ ], of its coefficients. An ideal lattice constructed with coefficient embeddings, therefore, has points
whose coordinates are determined by the coefficients. In contrast, a canonical embedding will use the evaluation of $a(x)$ on each root of $f(x)$. Assuming $f(x)$ has $r$ real roots, $\alpha_{1}, \ldots, \alpha_{r}$, and $s$ complex roots, $\alpha_{r+1}, \ldots, \alpha_{r+s}$, then we define the embedding $\sigma$ as

$$
\sigma(a)=\left[\sigma_{1}(a), \ldots, \sigma_{r}(a), \operatorname{Re}\left(\sigma_{r+1}(a)\right), \operatorname{Im}\left(\sigma_{r+1}(a)\right), \ldots, \operatorname{Re}\left(\sigma_{r+s}(a)\right), \operatorname{Im}\left(\sigma_{r+s}(a)\right)\right]
$$

where $\sigma_{i}(a)=a\left(\alpha_{i}\right)$. One way to understand canonical embeddings is to view them as a result of Chinese Remainder Theorem; alternatively, when $f(x)$ is a cyclotomic polynomial, the mapping $\sigma$ is equivalent to a discrete Fourier transform.

Whenever convenient, canonical embeddings are preferred over coefficient embeddings for two reasons. Firstly, polynomial multiplication is faster since there are $O(n)$ number multiplications, as opposed to $O\left(n^{2}\right)$ in naive implementation of a coefficient-embedding multiplication, and without the need of reducing against $f(x)$. Secondly, the original hardness result for RLWE is based on sampling noise from a joint, $n$-dimensional Gaussian distribution with diagonal covariate matrix on canonical embedding. Sampling from such a distribution is equivalent to sampling from $n$ independent univariate Gaussian distributions; changing from a canonical embedding to a coefficient embedding necessarily introduces distortion of through a linear transformation [72]. However, canonical embeddings of general polynomial rings can contain real numbers, which are not favoured in implementations due to precision and efficiency problems. As a result, many schemes restrict their ciphertext and plaintext spaces to quotient rings generated by cyclotomic polynomials to take advantage of their neat decompositions.

## Prime Decomposition of Cyclotomic Rings

When the schemes are implemented on a computer, we often prefer embeddings that can be represented by integers to those relying on real numbers (floating point) for the ease of implementation and efficiency. Since the ring of integers $\mathcal{O}_{K}$ of a number field $K$ is a Dedekind domain, by Chinese Remainder Theorem, there is an isomorphism between the decomposition of the ideal $(q) \subset \mathcal{O}_{K}$, generated by a prime integer $q \in \mathbb{Z}$, and the decomposition of $\mathcal{O}_{K} / q \mathcal{O}_{K}$ :

$$
\mathcal{O}_{K} / q \mathcal{O}_{K}=\mathcal{O}_{K} /(q) \cong \mathcal{O}_{K} / I_{1}^{e_{1}} \times \cdots \times \mathcal{O}_{K} / I_{n}^{e_{n}},
$$

where $I_{1}, \ldots, I_{n}$ are prime ideals and

$$
(q)=I_{1}^{e_{1}} \cdots I_{n}^{e_{n}} .
$$

Recall that prime ideals are maximal in $\mathcal{O}_{K}, I_{i}$ 's are pairwise comaximal, and so are their powers; therefore the application of Theorem 2.2.5 here is appropriate. Furthermore,
the number and size of those quotient rings can be related to the degree of irreducible factors of $\Phi_{n}(x)$ modulo $q$. As a result, Theorem 2.2.6 [85, Result 1.2.7] gives the prime decompositions in cyclotomic fields. Similar results can be found in standard algebraic number theory books (for example [82]). We shall see an application of result in the parameter selection process of the open-source FHE package "HElib" for an optimized performance.

Theorem 2.2.6. Let $p$ be a prime in $\mathbb{Z}$ and $\Phi_{n}(x)$ be the $n$-th cyclotomic polynomial. $\zeta_{n}$ is a primitive $n$-th root of unity in $\mathbb{C}$. Write $n=p^{e} n^{\prime}$ with $\operatorname{gcd}\left(n^{\prime}, p\right)=1$, then the prime ideal decomposition of $(p)$ over $\mathbb{Q}\left(\zeta_{n}\right)$ is

$$
(p)=\left(I_{1} \cdots I_{k}\right)^{\varphi\left(p^{e}\right)}
$$

where $I_{1}, \ldots, I_{k}$ are distinct prime ideals and $k=\varphi\left(n^{\prime}\right) / \operatorname{ord}_{n^{\prime}}(p)$. If $t$ is an integer not divisible by $p$ and $t \equiv p^{s}\left(\bmod n^{\prime}\right)$ for some integer $s$, then the field automorphism $\zeta_{n} \mapsto \zeta_{n}^{t}$ fixes the ideals $I_{i}$.

### 2.3 Hard Problems from Lattices and Rings

### 2.3.1 Lattice Problems

Lattice problems in cryptography are usually variants of Shortest Vector Problem (SVP) and Closest Vector Problem (CVP). Both SVP and CVP over general lattices are NPhard [16, 2], but for some variants, the exact computational complexity remains an open problem.

To describe the problems, we need a measurement of the length of vectors. By convention, we use Euclidean norm ( $l_{2}$ norm) $\|\cdot\|_{2}$, unless otherwise specified. For a vector $\mathbf{a}=\left[a_{0}, a_{1}, \ldots, a_{n-1}\right]$, its Euclidean norm is

$$
\|\mathbf{a}\|_{2}=\sqrt{\sum_{i=0}^{n-1} a_{i}^{2}}
$$

Definition 18 (SVP). Given a basis $B=\left\{\mathbf{v}_{0}, \mathbf{v}_{1}, \ldots, \mathbf{v}_{k-1}\right\}$, the SVP problem is to find the shortest nonzero vector in the lattice $\Lambda(B)$, whose length is $\lambda(\Lambda)$, i.e.,

$$
\begin{equation*}
\underset{\mathbf{0} \neq \mathbf{w} \in L(B)}{\arg \min }\|\mathbf{w}\| \tag{2.4}
\end{equation*}
$$

Definition 19 (CVP). Given a basis $B=\left\{\mathbf{v}_{0}, \mathbf{v}_{1}, \ldots, \mathbf{v}_{k-1}\right\}$ and a vector $\mathbf{u} \in \mathbb{R}^{n}$, the CVP problem is to find a vector $\mathbf{w} \in \Lambda(B)$ with the shortest distance to $\mathbf{u}$, i.e.,

$$
\begin{equation*}
\underset{\mathbf{w} \in L(B)}{\arg \min }\|\mathbf{u}-\mathbf{w}\| \tag{2.5}
\end{equation*}
$$

Both SVP and CVP have approximation versions (apprSVP $\delta_{\delta}$ and $\operatorname{apprCVP}_{\delta}$ ) and gap versions $\left(\operatorname{GapSVP}_{\beta}\right.$ and $\left.\operatorname{GapCVP}_{\beta}\right)$. Here $\delta=\delta(k)$ and $\beta=\beta(k)$ are fixed functions of $k$, the dimension of the lattice in a problem instance.

### 2.4 Learning with Errors

Regev described the learning with errors (LWE) problem and discovered its relation to random codes and to standard lattice problems such as GapSVP [86]. The LWE problem asks the following question: given $N$ approximate linear equations of vector $\mathbf{s}$

$$
\begin{array}{cl}
\left\langle\mathbf{s}, \mathbf{a}_{1}\right\rangle \approx_{\chi} b_{1} & (\bmod p) \\
\left\langle\mathbf{s}, \mathbf{a}_{2}\right\rangle \approx_{\chi} b_{2} & (\bmod p) \\
\vdots & \\
\left\langle\mathbf{s}, \mathbf{a}_{N}\right\rangle \approx_{\chi} b_{N} & (\bmod p),
\end{array}
$$

where $x \approx_{\chi} y$ means that $y=x+e$ with $e$ a random noise drawn from the distribution $\chi$, can we solve the equations for $\mathbf{s}$ ? It turns out that if LWE is efficiently solvable then hard lattice problems such as GapSVP can be solved efficiently, too.

Definition 20 ((Search) LWE). Given integers $n=n(\lambda)$ and $q=q(\lambda) \geq 2$, and distribution $\chi=\chi(\lambda)$ over $\mathbb{Z}$. Fix secret $\mathbf{s} \leftarrow_{\chi} \mathbb{Z}_{q}^{n}$, obtain $N$ samples $\left[\mathbf{a}_{i} \mid b_{i}\right], 0 \leq i \leq N-1$ by letting $\mathbf{a}_{i} \leftarrow_{U} \mathbb{Z}_{q}^{n}, e_{i} \leftarrow_{\chi} \mathbb{Z}_{q}$, and computing $b_{i}=\mathbf{a}_{i} \mathbf{s}^{\top}+e_{i}$. The samples form an $N \times(n+1)$ matrix. The (search) LWE problem is to find the secret $\mathbf{s}$.

An algorithm $\mathcal{A}$ is said to ( $N, t, \varepsilon$ )-solve the (search) LWE problem if it runs for at most time $t$, takes $N$ samples and outputs the correct $\mathbf{s}$ with probability $\varepsilon$.

Note that the running time is at least $O(N)$ (input size), which means an upper bound of running time implies an upper bound of the number of samples. Specifically, an algorithm that efficiently solves LWE problem, which runs in polynomial time, must take only polynomially many samples. Thus the number of samples is often omitted in some descriptions of LWE. Here we use both interchangeably.

The belief that LWE is intractable can be established by two observations. First of all, the search LWE problem is equivalent to the decoding of a random code. Suppose there are $N$ samples $\left[\mathbf{a}_{0} \mid b_{0}\right], \ldots,\left[\mathbf{a}_{N-1} \mid b_{N-1}\right]$, we have the relationship

$$
\left[\begin{array}{c}
b_{0} \\
\vdots \\
b_{N-1}
\end{array}\right]=\left[\begin{array}{c}
\mathbf{a}_{0} \\
\vdots \\
\mathbf{a}_{N-1}
\end{array}\right] \mathbf{s}^{\top}+\left[\begin{array}{c}
e_{0} \\
\vdots \\
e_{N-1}
\end{array}\right]=A \mathbf{s}^{\top}+\mathbf{e}^{\top}
$$

If we view $A$ as the generator matrix, $\mathbf{s}$ as the message, and $\mathbf{e}$ as the error vector, then clearly an algorithm that decodes a random linear code could obtain $\mathbf{s}$ and hence solve (search) LWE.

The second observation is the reduction of LWE to worst-case lattice problems, e.g., GapSVP and SIVP. The first such reduction was contributed by Regev but it involves quantum algorithm [86]; Peikert came up with a classical one that only works for large $q$ (exponential of $n$ ) [83]; an average-case classical reduction was finally done by Brakerski et al. in 2013 [26].

Definition 21 (Decisional LWE). Given integers $n=n(\lambda)$ and $q=q(\lambda) \geq 2$, and distribution $\chi=\chi(\lambda)$ over $\mathbb{Z}$, the decisional LWE problem is to distinguish the following two distributions of $\left[\mathbf{a}_{i} \mid b_{i}\right]$ :

1. Uniform distribution: $\left[\mathbf{a}_{i} \mid b_{i}\right] \leftarrow_{U} \mathbb{Z}_{q}^{n+1}$
2. Fix secret $\mathbf{s} \leftarrow_{U} \mathbb{Z}_{q}^{n}$, compute $\left[\mathbf{a}_{i} \mid b_{i}\right]$ by

$$
\begin{aligned}
\mathbf{a}_{i} & \leftarrow U \\
e_{i} & \leftarrow \chi \mathbb{Z}_{q}^{n}, \\
b_{i} & =\mathbf{a}_{i} \mathbf{s}^{\top}+e_{i}
\end{aligned}
$$

It has been shown that the search and decisional versions of LWE are equivalent for $q=p^{e}$, where $p$ is a prime, in the sense that search LWE can be reduced to decisional LWE with only polynomial overhead [15]. We will not distinguish between them in later sections.

The Ring Learning with Errors (RLWE) problem is the extension of the LWE problem on ideal lattices [72]. Combining LWE and RLWE, Brakerski et al. also defined the General Learning with Errors (GLWE) for the general version of their BGV homomorphic encryption scheme [25]. GLWE problems with parameter $d=1, n>1$ are LWE problems, GLWE problems with parameter $d>1, n=1$ are RLWE problems, yet little research has been done for other cases.

There is another name, Polynomial Learning with Errors (PLWE), for specific cases of RLWE [28]. The biggest difference between the two notions is that PLWE uses coefficient embedding, while RLWE uses canonical embedding.

Definition 22 (RLWE). Given polynomial $f(x)$ of degree $d=d(\lambda)$, integer $q=q(\lambda)$, ring $R=\mathbb{Z}[x] /(f(x))$, uniform distribution $U$, and discrete Gaussian distribution $\chi=\chi(\lambda)$ over $R$. Let $R_{q}=R / q R=\mathbb{Z}_{q}[x] /(f(x))$, the RLWE problem is to distinguish the following two distributions of $\left[a_{i} \mid b_{i}\right]$ :

1. Uniform distribution: $\left[a_{i} \mid b_{i}\right] \leftarrow_{U} R_{q}^{2}$;
2. Fix secret $s \leftarrow_{U} R_{q}$, compute $\left[a_{i} \mid b_{i}\right]$ by

$$
\begin{array}{rll}
a_{i} & \leftarrow U & R_{q} \\
e_{i} & \leftarrow \chi & R_{q} \\
b_{i} & = & a_{i} \cdot s+e_{i}
\end{array}
$$

Definition 23 (GLWE). Given integer dimension $n=n(\lambda)$, polynomial $f(x)$ of degree $d=d(\lambda)$, integer $q=q(\lambda)$, uniform distribution $U$, and distribution $\chi=\chi(\lambda)$ over $R=\mathbb{Z}[x] / f(x)$. Let $R_{q}=R / q R=\mathbb{Z}_{q}[x] / f(x)$, the GLWE problem is to distinguish the following two distributions of $\left[\mathbf{a}_{i} \mid b_{i}\right]$ :

1. Uniform distribution: $\left[\mathbf{a}_{i} \mid b_{i}\right] \leftarrow_{U} R_{q}^{n+1}$;
2. Fix secret $\mathbf{s} \leftarrow_{U} R_{q}^{n}$, compute $\left[\mathbf{a}_{i} \mid b_{i}\right]$ by

$$
\begin{aligned}
\mathbf{a}_{i} & \leftarrow U
\end{aligned} R_{q}^{n}, \quad \begin{aligned}
& e_{i} \leftarrow \chi \\
& R_{q} \\
& b_{i}=\mathbf{a}_{i} \mathbf{s}^{\top}+e_{i}
\end{aligned}
$$

In some newer articles, for example [7], GLWE is also referred to as the module LWE problem.

### 2.4.1 Noise Distributions

To guarantee a unique solution to LWE-type problems, which is important to many cryptographic applications of LWE, we need the noise $e$ to be sufficiently small. Otherwise, the noise combined with reductions modulo $q$ can produce arbitrary values and, as a result, incorrect decryptions.

Hardness proofs in [86] and [72] rely on discrete Gaussian distributions, but in the practice of FHE, subgaussian distributions, with increased likelihoods for smaller noises,
behave similarly and are often used to give more room for noise growth. Using these distributions may result in a weaker problem, other parameters unchanged; but with the enormous sizes of parameters needed to enable even moderately complicated homomorphic evaluations, they are unlikely to severely compromise security.

### 2.5 Miscellaneous Utilities and Notations

In most lattice-based encryption schemes, modulo- $q$ residues are taken not in the range of $[0, q)$ but the range of $(-q / 2, q / 2]$. We will denote such a modular operation by $[\cdot]_{q}$ for simplicity. Formally,

$$
\begin{equation*}
[a]_{q}=(a \bmod q)-\left\lceil\frac{q}{2}\right\rceil+1 \tag{2.6}
\end{equation*}
$$

Decomposing polynomial coefficients is one of the effective noise management techniques and has been used across various schemes, and therefore we describe the notations here. Let $q$ be the modulus of the polynomial ring $R_{q}=\mathbb{Z}_{q}[x] / f(x)$, where $\operatorname{deg}(f)=n$. A polynomial $a(x)=\sum_{i=0, n-1} a_{i} x^{i} \in R_{q}$ can be written as a vector of its coefficients, $\mathbf{a}=\left[a_{0}, a_{1}, \ldots, a_{n-1}\right] . \operatorname{Decomp}_{b, q}(\mathbf{a})$ then extracts each digit of $a_{i}$ under base $b$.

$$
\begin{equation*}
\operatorname{Decomp}_{b, q}(\mathbf{a})=\left[\mathbf{w}_{0}, \mathbf{w}_{1}, \ldots, \mathbf{w}_{\left\lfloor\log _{b} q\right\rfloor}\right] \tag{2.7}
\end{equation*}
$$

where

$$
\mathbf{w}_{j}=\left[a_{0}^{(j)}, a_{1}^{(j)}, \ldots, a_{n-1}^{(j)}\right]
$$

such that

$$
a_{i}=\sum_{j=0}^{\left\lfloor\log _{b} q\right\rfloor} a_{i}^{(j)} b^{j}
$$

When a decomposed vector, $\mathbf{a}_{1}$, need to be multiplied by another vector, $\mathbf{a}_{2}$, we can process the second vector $\mathbf{a}_{2}$ by multiplying powers of $b$ to it, hence preserving the inner product operation. Namely,

$$
\begin{equation*}
\text { PowersOf }_{b, q}(\mathbf{a})=\left[[\mathbf{a}]_{q},[b \mathbf{a}]_{q}, \ldots,\left[b^{\left\lfloor\log _{b} q\right\rfloor} \mathbf{a}\right]_{q}\right] \tag{2.8}
\end{equation*}
$$

and

$$
\left[\left\langle\text { Decomp }_{b, q}\left(\mathbf{a}_{1}\right), \text { PowersOf }_{b, q}\left(\mathbf{a}_{2}\right)\right\rangle\right]_{q}=\left[\left\langle\mathbf{a}_{1}, \mathbf{a}_{2}\right\rangle\right]_{q}
$$

## Chapter 3

## General Approaches to FHE Schemes

### 3.1 Definitions

A fully homomorphic encryption scheme allows arbitrary functions to be evaluated over the ciphertext.

A basic encryption scheme is described by three algorithms:

1. The key generation algorithm $\operatorname{KeyGen}\left(1^{\ell}\right)$ returns a pair of keys $(p k, s k)$ for the given security level $\ell$. Note that this gives us a symmetric-key scheme when $p k=s k$ and a public-key scheme otherwise. Known symmetric-key FHE designs can usually be converted into a public-key version by setting the public key as encryptions of zero [8].
2. The encryption algorithm $\operatorname{Enc}(p k, m)$ encrypts $m$ under the key $p k$.
3. The decryption algorithm $\operatorname{Dec}(s k, c)$ decrypts $c$ under the key $s k$.

Regardless of security, we require the scheme to be correct in the sense that it always decrypts successfully:

$$
\operatorname{Dec}(s k, \operatorname{Enc}(p k, m))=m .
$$

This condition implies that the encryption map is injective.
A homomorphic encryption scheme is a basic encryption scheme with an evaluation function $\operatorname{Eval}(p k, f, \mathbf{c})$. The parameters are the public key $p k$ (sometimes a different notation, ek - the evaluation key - is used, but we do not distinguish them here because $e k$ is also public), a description of the function $f$ to be computed, and some ciphertexts $\mathbf{c}$ as
the arguments of $f$. For such an encryption scheme to qualify as a homomorphic one, we require the evaluation function to satisfy two conditions [51]:

1. $($ Correctness $)$ if $\mathbf{c}=\left(c_{1}, \ldots, c_{t}\right)=\left(\operatorname{Enc}\left(p k, m_{1}\right), \ldots, \operatorname{Enc}\left(p k, m_{t}\right)\right)$, then

$$
\operatorname{Dec}(s k, \operatorname{Eval}(p k, f, \mathbf{c}))=f\left(m_{1}, \ldots, m_{t}\right)
$$

and
2. (Performance) given that $f$ is a polynomial-time computable function, the output length of $\operatorname{Eval}(p k, f, \mathbf{c})$ must be $O(\operatorname{poly}(\ell))$, where $\ell$ is the security parameter.

The performance condition is placed to rule out trivial schemes that do not actually compute the function $f$ but instead append the input to Eval to the ciphertext, waiting for the computation to be processed at decryption.

Note that the description of $f$ may vary depending on the model of computation adopted by a particular homomorphic encryption scheme. For example, the boolean circuit model appeared in Gentry's initial design and is still the most widely used one; later, the Turing machine model was also explored by Goldwasser et al. [56]; for the BGV scheme [25] introduced in Section 4.1.1, a polynomial model is more accurate.

Depending on the types of functions $f$ that can be evaluated by Eval, we can categorize homomorphic encryption schemes by their evaluation capability:

- If $f$ contains only addition or multiplication, the scheme is called additively homomorphic or multiplicatively homomorphic, respectively. RSA is an example of multiplicatively homomorphic encryption scheme. One special case is that when the scheme supports addition and scalar multiplication, the scheme is called linearly homomorphic.
- If $f$ can be any function up to certain complexity, i.e., some restrictions apply to the input length of $f$, then the scheme is called somewhat homomorphic.
- If $f$ can be an arbitrary function with no restriction on input length or complexity, then the scheme is called fully homomorphic.


### 3.2 General Framework of Homomorphic Encryption Schemes

Current constructions of FHE schemes all follow the same paradigm: starting from a somewhat homomorphic encryption scheme, a FHE scheme is obtained through the bootstrapping process, in which the decryption algorithm of the scheme is evaluated over the ciphertext [51]. This paradigm is developed by Gentry in his ground-breaking work of the first FHE scheme. However, Gentry's scheme is complicated, slow, and difficult to bootstrap; the principal ideals with a short generator, which it is based on, are later found to introduce vulnerability [20]. It was soon replaced by simpler and more efficient designs.

To successfully perform bootstrapping, the scheme must be able to evaluate circuit with depth larger than its own decryption function; the difference between these two will be the remaining evaluation capability after bootstrapping.

There is also an intermediate state between somewhat homomorphic and fully homomorphic schemes - leveled homomorphic encryption schemes. In leveled schemes, every bootstrapping switches the keys to a different set; when all pre-determined keys are exhausted, no more bootstrapping can be performed - hence the name "leveled." Details of leveled and fully homomorphic encryption schemes regarding bootstrapping are discussed further in Section 3.3.

### 3.2.1 Somewhat Homomorphic Encryption Schemes

The construction of somewhat homomorphic encryption scheme usually involves an underlying ring (lattice) and added noise. The ring inherently supports addition and multiplication, and the noise acts as a secure mask. This type of scheme is only somewhat homomorphic because the noise will accumulate along with evaluations and finally to a magnitude such that decryption will fail to produce a correct plaintext.

### 3.3 Bootstrapping

Bootstrapping is an evaluation of the decryption function $\operatorname{Dec}(s k, c)$. But one of its input, $c$, should not be encrypted once more, otherwise we will eventually obtain $c^{\prime}=\operatorname{Enc}(p k, c)$, a ciphertext different from $c$, the one to be refreshed. Since $c$ is known, we can rewrite the decryption function as a function of the secret key, selected by the ciphertext: $\operatorname{Dec}_{c}(s k)$, as shown by Figure 3.1. Note that the diagram depicts a change of the key set, as indicated
by the different subscripts. To facilitate an indefinite number of bootstrapping procedures, the key sets can be made the same, i.e., $p k_{1}=p k_{2}$ and $s k_{1}=s k_{2}$, but that introduces an encryption of the secret key under its corresponding public key, often requiring assumptions of key-dependent message security [28] as a result.


Figure 3.1: General paradigm of bootstrapping.
Bootstrapping is the key step in Gentry's framework. It is also the most difficult to design. Intuitively, there seems to be a never-ending race - the complexity (or depth of circuit) of decryption increases as parameters gets larger; and to evaluate a more complicated decryption circuit, parameters has to become larger in order to support the evaluation.

Gentry's success in bootstrapping his very first scheme depends on two factors:

1. Selecting a scheme with low decryption complexity;
2. Giving information of the secret key in the evaluation key, thus further lower the decryption complexity - this is typically referred to as "squashing circuit" in early FHE literature [51].

We will look at them separately.

### 3.3.1 Decryption Complexity

One of the reasons that successful FHE schemes are often based on LWE or similar lattice problems is that they often allow a simple decryption function of the form

$$
m=\operatorname{Dec}(\mathbf{s}, \mathbf{c})=f(\mathbf{c} \cdot \mathbf{s})
$$

where $\mathbf{c}$ is a ciphertext encrypting $m$ under the secret key s, "." is the inner product of vectors, and $f$ is a rounding function that reduces a range of values to a point based
on some predefined metric of closeness. By the formula, this type of decryption involves several ring multiplications and additons (for the inner product), and a mapping for $f$.

### 3.3.2 Circuit Squashing

Circuit squashing is an idea that Gentry borrowed from server-aided secure computation protocols. Specifically, the ring multiplications, introduced by the inner product $\mathbf{c} \cdot \mathbf{s}$, were eliminated from decryption by pre-computing a list of products whose subset sum is exactly c.s.

To make it possible, firstly a set $S^{\prime}=\left\{\mathbf{s}_{i}^{\prime}\right\}_{i}$ is made public, where a subset of $S$ sums to s. If $A=\left\{i_{k}\right\}_{k}$ are the indices of such a subset, i.e.,

$$
\sum_{k} \mathrm{~s}_{i_{k}}^{\prime}=\mathbf{s} .
$$

Then the decryption function can be rewritten as

$$
\operatorname{Dec}(\mathbf{s}, \mathbf{c})=f\left(\sum_{k} \mathbf{c} \cdot \mathbf{s}_{i_{k}}^{\prime}\right)=f\left(\sum_{i} \mathbb{1}_{A}(i) \mathbf{c} \cdot \mathbf{s}_{i}^{\prime}\right)
$$

where $\mathbb{1}_{A}$ is the indicator function of set $A$, i.e.,

$$
\mathbb{1}_{A}(x)= \begin{cases}0 & x \notin A, \\ 1 & x \in A .\end{cases}
$$

Since the set $S$ is public, the inner products $\mathbf{c} \cdot \mathbf{s}_{i}^{\prime}$ can be calculated in the clear and do not introduce any additional noise to the ciphertexts; meanwhile the indicator function $\mathbb{1}_{A}$ values are dependent only on $\mathbf{s}$ and set $S^{\prime}$ and can be encrypted fresh, with a minimal amount of noise.

### 3.3.3 Bootstrapping with GSW-Type Schemes

Another general method to bootstrap LWE-based FHE schemes is to use the GSW scheme or adaptations of it $[29,13]$. Here we describe the adapted version used by Alperin-Sheriff and Peikert [13].

## Gadget Vector and Matrix

To describe the GSW scheme, we first define the gadget matrix, a tool to implement randomized (binary) decomposition, in GSW-related literature.

Definition 24 (Gadget vector and gadget matrix). For parameters $q$, $n$, let $l=\left\lceil\log _{2} q\right\rceil$ :

- The gadget vector over $\mathbb{Z}_{q}$ is

$$
\mathbf{g}_{q}=\left[\begin{array}{c}
1 \\
2 \\
\cdots \\
2^{l-1}
\end{array}\right]
$$

- The gadget matrix of size $n \times n l$ over $\mathbb{Z}_{q}$ is the tensor product $\mathbf{g}_{q}^{\top} \otimes I_{n}$, i.e.,

$$
G=\left[\begin{array}{cccc}
1, \ldots, 2^{l-1} & & & \\
& 1, \ldots, 2^{l-1} & & \\
& & \ddots & \\
& & & 1, \ldots, 2^{l-1}
\end{array}\right] \in \mathbb{Z}_{q}^{n \times n l} .
$$

By an inner product, the gadget vector induces a mapping from $\mathbb{Z}_{q}^{l}$ to $\mathbb{Z}_{q}$ :

$$
\begin{aligned}
\phi_{\mathbf{g}}: \mathbb{Z}_{q}^{l} & \rightarrow \mathbb{Z}_{q} \\
\mathbf{x} & \mapsto\langle\mathbf{g}, \mathbf{x}\rangle .
\end{aligned}
$$

There are exactly $q^{l-1}$ preimages $x \in \mathbb{Z}_{q}^{l}$ such that $\phi_{\mathbf{g}}(x)=y \in \mathbb{Z}_{q}$.
Similarly, the gadget matrix $G$ induces a mapping from $\mathbb{Z}_{q}^{n l}$ to $\mathbb{Z}_{q}^{n}$ :

$$
\begin{aligned}
\phi_{G}: \mathbb{Z}_{q}^{n l} & \rightarrow \mathbb{Z}_{q}^{n} \\
\mathbf{x} & \mapsto G \mathbf{x}
\end{aligned}
$$

For any $\mathbf{y} \in \mathbb{Z}_{q}^{n}$, there are $q^{n(l-1)}$ preimages $\mathbf{x} \in \mathbb{Z}_{q}^{n l}$ such that $\mathbf{y}=G \mathbf{x}$, and they are easy to compute. In most literature, a procedure that generates a random subgaussian preimage for $\phi_{\mathbf{g}}$ and $\phi_{G}$ are denoted simply by $\mathbf{g}^{-1}(\cdot)$ and $G^{-1}(\cdot)$, respectively, but to avoid confusion, here we use the language of sampling from subgaussian distributions $\chi_{\phi_{\mathbf{g}}^{-1}(\cdot)}$ and $\chi_{\phi_{G}^{-1}(\cdot)}$ instead.

The basic scheme of GSW is as follows.

Setup The plaintext space is $\{0,1\} \subset \mathbb{Z}$; the ciphertext space is $\mathbb{Z}_{q}^{n \times n l}$, where $n$ and $q$ are instantiation parameters of the GSW scheme, and $l=\left\lceil\log _{2} q\right\rceil$; noise is sampled from a subgaussian distribution $\chi$ over $\mathbb{Z}$.

KeyGen Let $\mathbf{s}^{\prime} \leftarrow_{\chi^{n-1}} \mathbb{Z}^{n-1}$ and secret key $s k=\mathbf{s}=\left[\mathbf{s}^{\prime} \mid 1\right] \in \mathbb{Z}^{n}$.
Enc Sample $C^{\prime} \leftarrow_{U} \mathbb{Z}_{q}^{(n-1) \times n l}$ and $\mathbf{e} \leftarrow_{\chi} \mathbb{Z}^{r}$. Let $\mathbf{b}^{\top}=\mathbf{e}^{\top}-\mathbf{s}^{\prime \top} C^{\prime}(\bmod q)$. The ciphertext is

$$
C=\left[\begin{array}{c}
C^{\prime} \\
\mathbf{b}^{\top}
\end{array}\right]+m G .
$$

Dec Let $\mathbf{c}$ be the second last column of $C$. The plaintext is obtained by

$$
m=\lfloor\langle s k, \mathbf{c}\rangle\rceil_{2} .
$$

Like most HE schemes based on LWE, the GSW scheme supports the homomorphic evaluation of both additions and multiplications of its plaintexts, as are described below, with multiplication noise growth much higher than that of additions. But the GSW scheme also has an interesting property that its multiplication noise growth is asymmetric with respect to the noise magnitude by the two operands, as is demonstrated by Lemma 3.3.1. This property often allows us to rearrange operands in a circuit cleverly to minimize overall noise growth.

Given two GSW ciphertexts $C_{1}$ and $C_{2}$, its two basic homomorphic evaluation operations are

Addition $C_{\boxplus}=C_{1}+C_{2}$; and
Multiplication $C_{\square}=C_{1} \cdot X$, where $X \leftarrow_{\chi_{\phi_{G}^{-1}\left(C_{2}\right)}} \mathbb{Z}_{q}^{n l \times n l}$.
Lemma 3.3.1. If $G S W$ ciphertexts $C_{1}$ and $C_{2}$ has noise vectors $\mathbf{e}_{1}$ and $\mathbf{e}_{2}$, respectively, then $C_{\square}$ has noise vector

$$
\mathbf{e}_{\square}=X^{\top} \mathbf{e}_{1}+m_{1} \mathbf{e}_{2},
$$

where $X$ is the matrix used for evaluation and $m_{1}$ is the plaintext of $C_{1}$. The components of $X^{\top} \mathbf{e}_{1}$ are independent and subgaussian with parameters $O\left(\left\|\mathbf{e}_{1}\right\|\right)$ [13].

### 3.3.4 Additional Security Concerns: Circular Security

Besides the problem of reducing the complexity of decryption functions, bootstrapping also creates a security dilemma. In order to compute $\operatorname{Dec}_{c}(s k)$, an encryption of the secret key under itself could be passed over to an untrusted server, and the security implication of this encryption is little known. Gentry offers a mitigation of switching to a different set of keys in the process, which means the secret key will be encrypted under a new key. If client-server interactions during computation are allowed, then new keys can be generated and sent on the fly; if client is absent in the process, then the keys have to eventually form an encryption circle to support indefinitely many operations. In the latter case, keydependent message security, or circular security, must be considered, and so far it usually exists as an assumption, potentially weakening the strength of encryption.

Circular encryptions of keys have been shown to potentially compromise the indistinguishability of LWE-type ciphertexts for almost any reasonable length key chain, even if the scheme has been shown to be IND-CPA secure without circular encryption [67, 5]. Since these results are derived on a different design, they do not necessarily mean it is impossible to achieve KDM security with LWE assumptions - rather, they separate KDM security from CPA security, meaning that they are independent assumptions, but they also show that schemes relying on KDM security need to be carefully designed and analyzed.

### 3.4 Avoiding Bootstrapping

Bootstrapping is considerably more costly than the other components of an FHE scheme following Gentry's blueprint. Many applications opt for only leveled homomorphic encryption for this reason. The high cost calls for a search for new design approaches to circumvent bootstrapping.

One such direction is secure multi-party computation (MPC). Assuming two-party interactions are allowed in the evaluation process, Couteau et al. created a protocol that does not need bootstrapping [40]. They convert ciphertexts between additively and multiplicatively homomorphic encryption schemes, with the help of communication, to match the operation to be executed. Without the requirement to support both operations, such schemes are readily available, very efficient, and noise-free. Therefore, the noise reduction problem, which prevails most FHE schemes and which bootstrapping was invented to solve, no longer exists. The tradeoff is communication overhead and security and availability concerns inherent to MPC protocols.

## Chapter 4

## Major FHE Schemes

This chapter describes three major categories of fully homomorphic encryption schemes. These selected schemes have relatively good performance and readily available implementations.

All of the following schemes have both symmetric and asymmetric forms. In fact, due to their homomorphic property and similar constructions, there is a generic transformation from the symmetric form of an encryption scheme to an asymmetric one [8, Section 5] (but the asymmetric form may not be unique or the most efficient). Let $E(k, m)$ and $D(k, c)$ be the symmetric encryption and decryption functions, respectively; then an asymmetric scheme can be generated as such:

KeyGen Generate $t$ random ciphertexts $c_{0}, c_{1}, \ldots, c_{t-1}$ of zero $\left(c_{i}=E(k, 0)\right.$ for all $0 \leq i<$ $t$ ), then

$$
\begin{aligned}
s k & =k \\
p k & =\left[c_{0}, c_{1}, \ldots, c_{t}\right]
\end{aligned}
$$

Enc Select $t$ random coefficients $r_{0}, r_{1}, \ldots, r_{t-1}$, and the encryption function is

$$
\operatorname{Enc}(p k, m)=m+\sum_{i=0}^{t-1} r_{i} c_{i}
$$

Dec Decryption function remains the same:

$$
\operatorname{Dec}(s k, c)=D(k, c)
$$

### 4.1 Classification of Schemes

### 4.1.1 The BGV Scheme and Its Variants

Brakerski et al. described two similar schemes [28, 27] based on LWE-type problems. Then in [25] they proposed a generalized version of LWE (GLWE) to provide a unified framework for these schemes. However, we note that current research is still mostly on the special cases, LWE and RLWE, rather than GLWE.

The BGV scheme is of central interest here because many of its techniques - plaintext batching (also called SIMD), relinearization, and modulus switching and its related scale invariant perspective - are also applicable to other designs, as we will demonstrate in the following sections.

## The Basic Scheme

Here we describe the BGV scheme with the language of GLWE and treat LWE and RLWE as two special cases. In the description, we assume that vectors are column vectors; sometimes the transpose of row vectors are omitted if the omission does not cause confusion; $\langle\mathbf{x}, \mathbf{y}\rangle$ denotes inner product; $[x]_{q}$ falls into the interval $(-q / 2, q / 2]$.

The setup of the scheme is as follows:

- Let $t \ll q$ be two coprime integers: $t$ and $q$ will be the parameters for the rings forming plaintext space and ciphertext space, respectively.
- Let $\Phi_{u}(x)$ be the $u$-th cyclotomic polynomial;
- Let $R_{t}=\mathbb{Z}_{t}[x] /\left(\Phi_{u}(x)\right)$ be the plaintext space $M$, and $R_{q}=\mathbb{Z}_{q}[x] /\left(\Phi_{( }(x)\right)$ be the base of ciphertext space $C$;
- Let $N$ be the number of samples (or, equivalently, the number of approximate linear equations in the LWE-type problem);
- Let $\chi=D_{\mathbb{Z}^{n}, \sigma}$ be a discrete Gaussian distribution with zero mean and standard deviation $\sigma=\alpha q$ for $0<\alpha<1 / 2 t$ : sampling from $\chi$ is equivalent to sampling from a continuous Gaussian distribution and rounding the sample to the nearest integer. In other words, $\chi$ can be seen as a discrete approximation to the Gaussian distribution with similar cumulative distribution functions;
- Let $U$ be the uniform distribution.

KeyGen Sample a matrix $A^{\prime} \leftarrow_{U} R_{q}^{N \times n}$ and a vector $\mathrm{s}^{\prime} \leftarrow_{\chi} R_{q}^{n}$. Obtain e by sampling $e_{i} \leftarrow_{\chi} R_{q}, 0 \leq i \leq N-1$. Let $\mathbf{b}=A^{\prime} \mathbf{s}^{\prime}+t \mathbf{e}$ and $A=\left[\mathbf{b} \mid-A^{\prime}\right] ;$
Public key: $p k=A$;
Private key: $s k=\mathrm{s}=\left[1 \mid \mathrm{s}^{\prime}\right]$;
Enc Expand plaintext $m \in R_{t}$ to an $(n+1)$-dimensional vector over $R_{t}$ by adding zeros: $\mathbf{m}^{\prime}=[m \mid \mathbf{0}]$. Sample $\mathbf{r} \leftarrow_{\chi} R_{q}^{N}$, then

$$
\mathbf{c}=\operatorname{Enc}(p k, m)=\mathbf{r}^{\top} A+\mathbf{m}^{\prime}
$$

Dec Decryption is done by

$$
m=\operatorname{Dec}(s k, \mathbf{c})=\left[\langle\langle\mathbf{c}, \mathbf{s}\rangle]_{q}\right]_{t} .
$$

Note that there is a slight difference of the RLWE-based scheme $(d>1, n=1)$ - in encryption, small additional random errors must be added to both components of the ciphertext due to a lack of random errors in the public key.

## The Evaluation Function

As is mentioned earlier in this chapter, computable functions can be represented as combinations of additions and multiplications. Here we describe how the BGV scheme supports these two operations. We also provide a summary of the key switching and modulus switching technique for the multiplication case. For the sake of simplicity, we will use the PLWE problem with coefficient embedding and $L_{\infty}$ norm.

Before we proceed, we need a measurement of noise magnitude in order to assess the growth in each operation. Consider the decryption function

$$
m=\left[[\langle\mathbf{c}, \mathbf{s}\rangle]_{q}\right]_{t} .
$$

Since the noise is what eliminated by mod $t$, the noise term $e$ can be expressed as

$$
e=\langle\mathbf{c}, \mathbf{s}\rangle-m .
$$

Apparently $e$ is a polynomial

$$
e(x)=\sum_{i=0}^{d-1} e_{i} x_{i}
$$

with integer coefficients. As long as $|e|<q / 2$, we can decrypt correctly. Hence we can measure the noise by the $l_{\infty}$ norm $\|e\|_{\infty}$ (sometimes just $\|e\|$ for brevity), which is the largest absolute value among the coefficients of $e(x)$ :

$$
\|e\|_{\infty}=\max _{i=0}^{d-1}\left|e_{i}\right|
$$

To derive the Eval function, we first notice that the decryption function of the BGV scheme is a modular inner product, which can be viewed as a linear polynomial of the secret key s with coefficients from the ciphertext c. Hence we have plaintext corresponding to the point-value representation and ciphertext corresponding to the coefficient representation of the same polynomial. Additions and multiplications on plaintexts are equivalent to polynomial additions and multiplications on ciphertexts.

Let $\mathbf{c}=\left[c_{0}, c_{1}, \ldots, c_{n}\right]$ and $\mathbf{c}^{\prime}=\left[c_{0}^{\prime}, c_{1}^{\prime}, \ldots, c_{n}^{\prime}\right]$ be two ciphertext on which we will perform our operations. Let $e$ and $e^{\prime}$ be the noise terms associated with them. With coefficient representation, assuming that no decryption error occurs, we can write

$$
\begin{aligned}
& m=\operatorname{Dec}_{\mathbf{c}}(\mathbf{s})=\left(\sum_{i=0}^{n} c_{i} s_{i} \bmod q\right) \bmod t, \\
& m^{\prime}=\operatorname{Dec}_{\mathbf{c}^{\prime}}(\mathbf{s})=\left(\sum_{i=0}^{n} c_{i}^{\prime} s_{i} \bmod q\right) \bmod t .
\end{aligned}
$$

Then addition is trivial (component-wise addition modulo $q$ )

$$
\mathbf{c}+\mathbf{c}^{\prime}=\left[c_{0}+c_{0}^{\prime}, c_{1}+c_{1}^{\prime}, \ldots, c_{n}+c_{n}^{\prime}\right]
$$

because

$$
m+m^{\prime}=\operatorname{Dec}_{\mathbf{c}+\mathbf{c}^{\prime}}(\mathbf{s})=\left(\sum_{i=0}^{n}\left(c_{i}+c_{i}^{\prime}\right) s_{i} \bmod q\right) \bmod t
$$

It is obvious that the noise magnitude of the sum, $\left\|e_{+}\right\|$is bounded by the sum of the noise magnitudes of two addends:

$$
\left\|e_{+}\right\| \leq\|e\|+\left\|e^{\prime}\right\|
$$

The formula for multiplication can be deduced in the same way, but it is slightly more complicated because the result is a tensor product $\mathbf{c} \otimes \mathbf{c}^{\prime}$ encrypted under the tensor product $\mathbf{s} \otimes \mathbf{s}$ of the secret key $\mathbf{s}:$

$$
\begin{aligned}
& \mathbf{c} \cdot \mathbf{c}^{\prime}=\mathbf{c} \otimes \mathbf{c}^{\prime}=\left[c_{0} c_{0}^{\prime}, c_{0} c_{1}^{\prime}, \ldots, c_{0} c_{n}^{\prime}, c_{1} c_{0}^{\prime}, c_{1} c_{1}^{\prime}, \ldots, c_{1} c_{n}^{\prime},\right. \\
& \\
& \left.c_{2} c_{0}^{\prime}, \ldots, c_{n-1} c_{n}^{\prime}, c_{n} c_{0}^{\prime}, c_{n} c_{1}^{\prime}, \ldots, c_{n} c_{n}^{\prime}\right]
\end{aligned}
$$

The upperbound of the noise magnitude of the product, $\left\|e_{\times}\right\|$, is given by

$$
\begin{aligned}
\left\|e_{\times}\right\| & \leq\left\|e \cdot e^{\prime}+m \cdot e^{\prime}+m^{\prime} \cdot e\right\| \\
& \leq\|e\|\left\|e^{\prime}\right\|+t\left(\|e\|+\left\|e^{\prime}\right\|\right)
\end{aligned}
$$

## Relinearization and Key Switching

Multiplication brings another problem: after one multiplication, the length of ciphertext (and also the secret key) squared due to the tensor product. To solve this problem, key switching is invented to eliminate the growth of ciphertext size and key size by transforming the ciphertext $\mathbf{c}_{1}$ under $\mathbf{s}_{1} \otimes \mathbf{s}_{1}$ to $\mathbf{c}_{2}$ under $\mathbf{s}_{2}$, preserving the inner product. During the transform, we have two sets of parameters. We will denote them by subscripts corresponding to $\mathbf{s}_{1}$ and $\mathbf{s}_{2}$. Note that we can let $\mathbf{s}_{2}$ be the same as $\mathbf{s}_{1}$, but nevertheless it involves issues regarding key-dependent message (KDM) security [74].

Here we demonstrate the idea of key switching with a straightforward construction first. This construction has some problem, but the problem and a fix (the construction in [25]) will be mentioned later.

Since we can sample as many times with the same secret key $\mathbf{s}$ as we need in the generation of public key, we can add the components of $\mathbf{s}_{1} \otimes \mathbf{s}_{1}$ to the first column of such a public key. If we set $N_{2}=\left(n_{1}+1\right)^{2}$, the length of $\mathbf{s}_{1} \otimes \mathbf{s}_{1}$, sample $A_{2}^{\prime} \leftarrow_{U} R_{q}^{N_{2} \times n_{2}}$ and $\mathbf{e}_{2} \leftarrow_{\chi} R_{q}^{N_{2}}$, computer $\mathbf{b}_{2}=A_{2}^{\prime} \mathbf{s}_{2}+\mathbf{e}_{2}$, and let $A_{2}=\left[\mathbf{b}_{2} \mid-A_{2}^{\prime}\right]$ to be the generated public key, then apparently

$$
B=\left[\mathbf{b}_{2}+\left(\mathbf{s}_{1} \otimes \mathbf{s}_{1}\right) \mid-A_{2}^{\prime}\right]
$$

satisfies $\left[\left[\mathbf{c}_{1}^{\top} B \mathbf{s}_{2}\right]_{q}\right]_{t}=\left[\left[\left\langle\mathbf{c}_{1}, \mathbf{s}_{1} \otimes \mathbf{s}_{1}\right\rangle\right]_{q}\right]_{t}$ if the noise is sufficiently small. Therefore we can let $\mathbf{c}_{2}$ be $\mathbf{c}_{1}^{\top} B$, and $B$ is called a key switching matrix.

The above procedure has one problem: the noise growth is not predictable since ciphertext $\mathbf{c}_{1}$, which can have a large norm, gets multiplied by the added noise contained in $\mathbf{b}_{2}$. One way to fix this is to decompose each coefficient of each component in $\mathbf{c}_{1}$ into digits in base $b$, $\operatorname{Decomp}_{b, q}\left(\mathbf{c}_{1}\right)$ (see (2.7)), when key switching is conducted. It also requires us to include in the public key an encryption of PowersOf ${ }_{b, q}\left(\mathbf{s}_{1} \otimes \mathbf{s}_{1}\right)$ (see (2.8)). After this change, each component of $\mathbf{c}_{1}$ is an element in $R_{q}$, which can be either $\mathbb{Z}_{q}$ or a polynomial ring over $\mathbb{Z}_{q}$; the decomposition yields at most $\left(\left\lfloor\log _{b} q\right\rfloor+1\right)$ terms, and they amplify the noise by a factor of at most $(b-1)\left(\left\lfloor\log _{b} q\right\rfloor+1\right)$, i.e.,

$$
\left\|e_{2}\right\| \leq(b-1)\left(\left\lfloor\log _{b} q\right\rfloor+1\right)\left\|e_{1}\right\| .
$$

Therefore, the relinearization key switching matrix can be generated with $N_{2}=\left(n_{1}+\right.$ $1)^{2}\left(\left\lfloor\log _{b} q\right\rfloor+1\right)$ and

$$
B^{\prime}=\left[\mathbf{b}_{2}+\text { PowersOf }_{b, q}\left(\mathbf{s}_{1} \otimes \mathbf{s}_{1}\right) \mid-A_{2}^{\prime}\right] .
$$

And the corresponding relinearization process is

$$
\operatorname{Relinear}\left(\mathbf{c}_{\times}\right)=\operatorname{Decomp}_{b, q}\left(\mathbf{c}_{\times}\right)^{\top} B^{\prime}
$$

Note that $b$ can be arbitrary but has a slight effect on additional noise brought by key switching. The base $b=2$ is chosen in [25]. The above procedure can also be used to switch keys when no relinearization is required; in this case, simply generate the key switching matrix with PowersOf $f_{b, q}\left(\mathbf{s}_{1}\right)$ instead of PowersOf $f_{b, q}\left(\mathbf{s}_{1} \otimes \mathbf{s}_{1}\right)$ under new secret key $s_{2}$ (the two secret keys may be the same).

## Noise Management - Modulus Switching

The core technique of noise management in the BGV scheme is called "modulus switching". Lemmas 1 and 4 of [25] show that if we scale a ciphertext vector $\mathbf{c}$ by the ratio $p / q$, where $p<q$ are two moduli, and round it to the closest vector $\mathbf{c}^{\prime}$ such that $c \equiv c^{\prime}(\bmod r)$, then the magnitude of noise will be roughly $p / q$ of the original. Though the noise-modulus ratio does not improve, the noise growth will be much slower for multiplication. For example, if $p \approx q / 2$ and $E_{q}$ is the upperbound of the noise magnitudes of two ciphertexts $\mathbf{c}$ and $\mathbf{c}^{\prime}$ that we will multiply, then with modulus $q$ we have

$$
\left\|e_{\times, q}\right\| \leq E_{q}^{2}+2 t E_{q} \approx E_{q}^{2}
$$

but with modulus $p, E_{p} \approx p / q E_{q} \approx E_{q} / 2$ and

$$
\begin{equation*}
\left\|e_{\times, q}\right\| \leq E_{p}^{2}+2 t E_{p} \approx E_{q}^{2} / 4+t E_{q} \approx E_{q}^{2} / 4 \tag{4.1}
\end{equation*}
$$

This gives us an noise magnitude upperbound with respect to $p$ approximately a quarter of that with respect to $q$, and the noise-to-modulus ratio is reduced to roughly a half.

Modulus-switching is usually only performed after a multiplication evaluation, following a key switching. Figure 4.1 is an illustration of this process.


Figure 4.1: An illustration of the execution of BGV scheme. Integers $q_{i}$ are moduli and $\mathbf{s}_{i}$ are corresponding keys. Light gray and dark gray bars are key switching and modulus switching procedures, respectively.

## The Scale-Invariant Technique and the FV Scheme

The design of the FV (or BFV in some literature) scheme is essentially the same to that of the BGV scheme based on RLWE but with an application of the scale-invariant technique introduced in [23] specifically designed to mimic the effect of modulus-switching after a homomorphic multiplication without one. The technique involves inverting the parity of plaintext and noise in an encryption and homomorphic multiplication with an additional coefficient $t / q$. Despite the equivalence in normal LWE-based encryption schemes, such an inversion turns out to be an optimization for homomorphic evaluations. In some occasions it also allows truncation of the least significant bits of keys and ciphertexts [50, 30], leading to smaller storage and communication overhead. These desirable properties makes it ubiquitous in the more recent schemes designed for practicality.

In Table 4.1 we describe the FV scheme in contrast to the BGV scheme to demonstrate this technique. For the ease of description, a symmetric version is adapted from FV.

|  |  |  | FV | BGV |
| :---: | :---: | :---: | :---: | :---: |
|  | Parameters | - Select $f(x)=\Phi_{u}(x)$ with degree $\varphi(u), q$, and $t$ based on the security parameter; <br> - $R=\mathbb{Z}[x] /(f(x)), R_{q}=R / q R$ and $R_{t}=R / t R$, respectively; <br> - Select a subgaussian distribution $\chi$ over $R$ based on the security parameter; <br> - $U$ is uniform distribution |  |  |
|  | KeyGen | $\mathbf{k}=[1 \mid s]$, where $s \leftarrow_{\chi} R_{q}$ |  |  |
|  | Enc | $\begin{aligned} & \hline-a \leftarrow_{U} R_{q} ; \\ & -e_{1}, e_{2} \leftarrow_{\chi} R ; \\ & -\mathbf{c}=\left[\text { as }+e_{1}+\left\lfloor\frac{q}{t}\right\rfloor m,-a+e_{2}\right] \end{aligned}$ |  | $\begin{aligned} & -a \leftarrow_{U} R_{q} ; \\ & -e_{1}, e_{2} \leftarrow_{\chi} R ; \\ & -\mathbf{c}=\left[a s+t e_{1}+m,-a+e_{2}\right] \end{aligned}$ |
|  | Dec | $m=\left[\left\lfloor\frac{t}{q}[\langle\mathbf{c}, \mathbf{k}\rangle]_{q}\right\rceil\right]_{t}$ |  | $m=\left[[\langle\mathbf{c}, \mathbf{k}\rangle]_{q}\right]_{t}$ |
| $\begin{array}{\|c} \bar{\sim} \\ \stackrel{\rightharpoonup}{u} \end{array}$ | Parameters | $\mathbf{c}_{0}=\left[c_{00}, c_{01}\right], \mathbf{c}_{1}=\left[c_{10}, c_{11}\right]$, secret key $\mathbf{k}_{2}=\left[1 \mid s_{2}\right]$, decomposing base $b$ |  |  |
|  | Addition | $\mathbf{c}_{+}=\mathbf{c}_{0}+\mathbf{c}_{1}$ |  |  |
|  | Multiplication | $\begin{gathered} \mathbf{c}_{\times}=\frac{t}{q}\left[c_{00} c_{10}, c_{01} c_{10}+c_{00} c_{11}, c_{01} c_{11}\right] \\ \text { with secret key }\left[1, s_{1}, s_{1}^{2}\right] \end{gathered}$ |  | $\begin{aligned} \mathbf{c}_{\times}= & {\left[c_{00} c_{10}, c_{01} c_{10}+c_{00} c_{11}, c_{01} c_{11}\right] } \\ & \text { with secret key }\left[1, s_{1}, s_{1}^{2}\right] \end{aligned}$ |
|  | RLKeyGen | Method 1: <br> same as BGV | Method 2: <br> - Select $p$, a scaling factor; <br> - $a_{2} \leftarrow_{U} R_{p q}$; <br> - $e_{21}, e_{22} \leftarrow_{\chi^{\prime}} R_{p q}$; <br> - $B^{\prime}=\left[a_{2} s_{2}+e_{21}+p s_{1}^{2} \mid-a_{2}+e_{22}\right]$; <br> - $B=\left[I \mid B^{\prime \top}\right]$ | $\begin{aligned} & -\mathbf{a}_{2} \leftarrow_{U} R_{q}^{\left\lfloor\log _{b} q\right\rfloor+1} ; \\ & -\mathbf{e}_{21}, \mathbf{e}_{22} \leftarrow_{\chi} R_{q}^{\left\lfloor\log _{b} q\right\rfloor+1} ; \\ & -\mathbf{b}_{2}=s_{2} \mathbf{a}_{2}+\mathbf{e}_{21} ; \\ & -B=\left[\mathbf{b}_{2}+\text { PowersOf }_{b, q}\left(s_{1}^{2}\right) \mid-\mathbf{a}_{2}+\mathbf{e}_{22}\right] \end{aligned}$ |
|  | Relinearization/ key switching |  | $\mathbf{c}_{\times}^{\prime}=B^{\top} \mathbf{c}_{\times}$ | $\mathbf{c}_{\times}^{\prime}=B^{\top} \operatorname{Decomp}_{b, q}\left(\mathbf{c}_{\times}\right)$ |
|  | Modulus switching | N/A |  | Return $\mathbf{c}_{p}$, the closest vector to $\frac{p}{q} \mathbf{c}_{q}$ s.t. $\mathbf{c}_{p} \equiv \mathbf{c}_{q}(\bmod t)$ |

Table 4.1: Comparison between the FV and BGV schemes.

### 4.1.2 The FHEW Scheme and Its Variants

Among the many FHE schemes developed so far, FHEW-type schemes are unique in two aspects:

1. They provide evaluation for NAND gates rather than addition and multiplication (XOR and AND gates, respectively, in binary cases);
2. The evaluation of NAND gates is achieved by computation in an extension ring of the ciphertext space; at some point the ciphertext must be brought back to its original space, and this is exactly the bootstrapping process of FHEW-type schemes.

## Basic Scheme

The basic scheme is similar to that of the LWE-based variant of BGV, but instead of decryption by parity (reduction modulo $t$ ), its decryption is done by rounding to the nearest plaintext points, which are evenly distributed in the interval $(-t / 2, t / 2]$. Decryption is correct as long as the noise magnitude does not exceed $q / 2 t$.

The setup of FHEW basic scheme is as follows.

- Let $t=2, q$ an integer divisible by $t$ (the authors of FHEW did not mention whether $t$ must divide $q$, but the condition will make the distribution of plaintext points perfectly even, and it also holds for their proposed parameters; to support the evaluation function, $t$ must be doubled to 4 and $q$ need to be divisible by 16 to tolerate the noise;
- Let $\chi$ be a discrete Gaussian distribution with zero mean and standard deviation $\sigma=\alpha q$ for $0<\alpha<1 / 2 t$;
- Let $U$ be the uniform distribution.

We describe the symmetric version of FHEW, as the authors did in their original paper. An asymmetric version can be obtained through the conversion at the beginning of this chapter. The description is modified to be close to the other schemes presented here to maintain the consistency of the notations so that the reader can conveniently compare them. For example, the ciphertext vector components are switched to match the typical definition of LWE problems and other LWE-based schemes, and its randomized rounding function is also replaced with sampling from a distribution.

KeyGen Sample a vector $\mathbf{s} \leftarrow_{\chi} \mathbb{Z}_{q}^{n}$, and let the secret key be $\mathbf{k}=(1, \mathbf{s})$;

Enc Sample a vector $\mathbf{a} \leftarrow_{U} \mathbb{Z}_{q}^{n}$ and noise $e \leftarrow_{\chi} \mathbb{Z}_{q}$, and compute the ciphertext

$$
\mathbf{c}=\left(c_{0}, \mathbf{c}_{1}\right)=\operatorname{Enc}(k, m)=(\langle\mathbf{a}, \mathbf{s}\rangle+m q / t+e,-\mathbf{a}) .
$$

Note that our description of the encryption is equivalent to that in the original paper only when $t$ divides $q$;

Dec Decryption is done by rounding $\frac{t}{q}(\langle\mathbf{c}, \mathbf{k}\rangle)$ to the nearest integer modulo $t$ :

$$
m=\left[\left\lfloor\frac{t}{q}\langle\mathbf{c}, \mathbf{k}\rangle\right\rceil\right]_{t}
$$

As the FHEW scheme is still based on LWE, the same key switching and modulus switching techniques (see Section 4.1.1) apply.

## Evaluation Function

To support the evaluation, we start from encryptions for plaintexts embedded in a slightly larger ring $\mathbb{Z}_{4}$ (setting $t=4$ in the basic scheme but keeping the plaintext binary). The evaluation function of FHEW supports only the NAND gate. From the plaintext's point of view, the evaluation computes the sum of two plaintexts. So the sums 0 and 1 correspond to NAND output 1, and the sum 2 corresponds to NAND output 0 . By carefully shifting the values, a decryption with $t=2$ can reveal the NAND output for the two inputs:

$$
\operatorname{NAND}\left(\mathbf{c}, \mathbf{c}^{\prime}\right)=\left(5 q / 8-c_{0}-c_{0}^{\prime},-\mathbf{c}_{1}-\mathbf{c}_{1}^{\prime}\right)
$$

Unlike BGV, where noise can grow quickly in multiplication, this summation will only increase the noise by a small amount since it involves only addition. But FHEW faces a different problem: the evaluation result must be lifed back into an encryption of plaintexts from $\mathbb{Z}_{4}$, otherwise the computation is not sustainable. The bootstrapping of FHEW is essentially solving this problem.

### 4.1.3 The LTV Scheme and Its Variants

López-Alt et al. present their design of a SWHE scheme based on the NTRU cryptosystem in [71]. Their scheme is capable of handling a multitude of keys, thus becoming an ideal candidate for encrypted multi-party computation, given that the number of keys needed is known at parameter selection time.

One drawback of their scheme is that, on top of RLWE assumption and KDM security assumptions, it also needs a rather unconventional assumption that the Decisional Small Polynomial Ratio (DSPR) problem is hard in their chosen parameter range. DSPR assumption states that the ciphertext of their scheme is indistinguishable from a uniformly random element.

## The Basic Scheme

The setup of the scheme is as follows.

- Select integer $u$ a power of 2 and prime $q$ based on the security parameter;
- Let $\Phi_{u}(x)=x^{u / 2}+1$, the $u$-th cyclotomic polynomial; let $n=\operatorname{deg}\left(\Phi_{u}\right)=u / 2$;
- Let $R=\mathbb{Z}[x] /\left(\Phi_{u}(x)\right)$ and $R_{q}=R / q R$;
- Let $\chi=D_{\mathbb{Z}^{n}, r}$ be the truncated discrete Gaussian distribution with standard deviation $r>0$, whose sample gives an element in $R$ by representation of its coefficients;
- Let $M=\{0,1\}$ be the plaintext space;
- Let $C=R_{q}$ be the ciphertext space;

KeyGen For the $i$-th participant, sample $g_{i} \leftarrow_{\chi} R$; sample $f_{i}^{\prime} \leftarrow_{\chi} R$ until $f_{i}=2 f_{i}^{\prime}+1$ is invertible in $R_{q}$; let $h_{i}=2 g_{i} f_{i}^{-1} \in R_{q}$;
Public key: $p k_{i}=h_{i}$;
Private key: $s k_{i}=f_{i}$;
Enc Sample $s, e \leftarrow_{\chi} R$, then the ciphertext is obtained by

$$
c_{i}=h_{i} s_{i}+2 e_{i}+m \in R_{q} ;
$$

Dec The plaintext is recovered by

$$
m=\left[\left[f_{1} \cdots f_{N} \cdot c\right]_{q}\right]_{2},
$$

where $f_{1}, \ldots, f_{N}$ are all of the $N$ private keys.

## The Evaluation Function

An NTRU ciphertext encrypted by the public key $h$ with corresponding private key $f$ can potentially be decrypte by $\alpha f$, a multiple of $f$, given that $\alpha \in R_{q}$ is sufficiently small so that $[\alpha f \cdot c]_{q}$ does not cause the constant term to wrap around $q$. This observation naturally leads to the multikey property of the LTV scheme. Below we will demonstrate how addition and multiplication are evaluated by the LTV scheme, under two sets of keys.

Assuming we have ciphertexts

$$
c_{1}=h_{1} s_{1}+2 e_{1}+m_{1}
$$

and

$$
c_{2}=h_{2} s_{2}+2 e_{2}+m_{2},
$$

then $c_{1}+c_{2}$ and $c_{1} c_{2}$ decrypt to $m_{1}+m_{2}$ and $m_{1} m_{2}$, respectively, under private key $f_{1} f_{2}$, given that $f_{1} f_{2}$ is sufficiently small to not cause a wrap around in the constant term. Since

$$
f_{1} f_{2}\left(c_{1}+c_{2}\right)=2\left(f_{2} g_{1} s_{1}+f_{1} g_{2} s_{2}\right)+2 f_{1} f_{2}\left(e_{1}+e_{2}\right)+f_{1} f_{2}\left(m_{1}+m_{2}\right)
$$

we have

$$
\left[f_{1} f_{2}\left(c_{1}+c_{2}\right)\right]_{2}=m_{1}+m_{2}
$$

And since

$$
\begin{array}{rl}
f_{1} f_{2}\left(c_{1} c_{2}\right)=4 & 4 g_{1} g_{2} s_{1} s_{2}+2 f_{1} g_{2} s_{2}\left(2 e_{1}+m_{1}\right)+2 f_{2} g_{1} s_{1}\left(2 e_{2}+m_{2}\right) \\
& +2 f_{1} f_{2}\left(2 e_{1} e_{2}+m_{1} e_{2}+m_{2} e_{1}\right) \\
& +f_{1} f_{2} m_{1} m_{2}
\end{array}
$$

we have

$$
\left[f_{1} f_{2}\left(c_{1} c_{2}\right)\right]_{2}=m_{1} m_{2}
$$

Note that multiplying a ciphertext by another under the same private key $f$ will result in one that has to be decrypted under $f^{2}$, but this can be mitigated by the relinearization technique provided by BGV, detailed in Section 4.1.1.

## YASHE

Since the LTV scheme also involves modulus switching, the scale invariant technique (see Section 4.1.1) can also be applied to replace the overhead caused by the modulus ladder. One such result is YASHE [22].

YASHE also draws results from [93] to eliminate the DSPR assumption by using a wider Gaussian distribution. To achieve this, YASHE optimizes LTV multiplication with the decomposing technique in key-switching (Section 4.1.1) to reduce noise growth and, hence, allows the key generating polynomials to be sampled from a wider distribution. On the down side, the multi-key feature is no longer available due to increased noise.

Table 4.2 shows a side-by-side comparison between the two schemes.

|  |  | YASHE | LTV |
| :---: | :---: | :---: | :---: |
|  | Setup | - Select $\Phi_{u}(x)$ with degree $\varphi(u), 1<t<q$ based on the security parameter; <br> - $R=\mathbb{Z}[x] /\left(\Phi_{u}(x)\right), R_{q}=R / q R$ and $R_{t}=$ $R / t R$, respectively; <br> - Select two subgaussian distributions $\chi_{\text {key }}$ and $\chi_{\text {err }}$ over $R$ based on the security parameter; | - Select $\Phi_{u}(x)$, where $u$ is a power of 2 , with degree $\varphi(u)=2^{u-1}$, and prime $q$ based on the security parameter; <br> - Plaintext modulus $t=2$; <br> - $R=\mathbb{Z}[x] /\left(\Phi_{u}(x)\right), R_{q}=R / q R$; <br> - Select a truncated discrete Gaussian distribution $\chi$ over $R$ based on the security parameter |
| ப | KeyGen | - Sample $f^{\prime} \leftarrow_{\chi_{\text {key }}} R$ until $t f^{\prime}+1$ is invertible modulo $q$; sample $g \leftarrow_{\chi_{\text {key }}} R$; $\begin{aligned} & \text { - } \mathbf{- k}=f ; \\ & \text { - } \mathbf{p k}=h=\left[t g f^{-1}\right]_{q} ; \end{aligned}$ | - Sample $f^{\prime} \leftarrow_{\chi} R$ until $2 f^{\prime}+1$ is invertible modulo $q$; sample $g \leftarrow_{\chi} R$; $\begin{aligned} & -\mathbf{s k}=f ; \\ & -\mathbf{p k}=h=\left[2 g f^{-1}\right]_{q} \text {; } \end{aligned}$ |
|  | Enc | $c=\left[\left\lfloor\frac{q}{t}\right\rfloor m+e+h s\right]_{q}$ | $c=[m+2 e+h s]_{q}$ |
|  | Dec | $m=\left[\left\lfloor\frac{t}{q}[f c]_{q}\right]\right]_{t}$ | $m=\left[[f c]_{q}\right]_{2}$ |
|  | Setup | $c_{1}$ with secret key $f_{1}=\prod_{i} f_{1 i}, c_{2}$ with secret key $f_{2}=\prod_{j} f_{2 j}$; decomposing base $b$ |  |
|  | Addition | $c_{+}=\left[c_{1}+c_{2}\right]_{q}$ with secret key $f=\operatorname{lcm}\left(f_{1}, f_{2}\right)$ |  |
|  | RLKeyGen | For each key $f$, <br> - Sample $\mathbf{e}, \mathbf{s} \leftarrow_{\chi_{\text {err }}} R^{\left\lfloor\log _{b} q\right\rfloor+1}$ <br> - $B_{f}=$ PowersOf $_{b, q}(f)+\mathbf{e}+h \mathbf{s}$ |  |
|  | Multiplication | $c_{\times}^{\prime}=\left[\left\lfloor\frac{t}{q} c_{1} c_{2} \backslash\right]_{q}\right.$ | $c_{\times}^{\prime}=\left[c_{1} c_{2}\right]_{q}$ |
|  | Relinearization/ Key switching | $\begin{gathered} \text { For each } f_{k} \in\left\{f_{1 i}\right\}_{i} \cap\left\{f_{2 j}\right\}_{j} \text {, where }\left\|\left\{f_{1 i}\right\}_{i} \cap\left\{f_{2 j}\right\}_{j}\right\|=L, \\ c_{\times}=\left\langle\operatorname{Decomp}_{b, q}\left(\left\langle\cdots\left(\left\langle\operatorname{Decomp}_{b, q}\left(c_{\times}^{\prime}\right), B_{f_{k_{1}}}\right\rangle\right), \cdots\right\rangle\right), B_{f_{k_{L}}}\right\rangle \\ \text { with secret key } f=\operatorname{lcm}\left(f_{1}, f_{2}\right) \end{gathered}$ |  |

Table 4.2: Comparison of YASHE and LTV schemes. Note: when the two schemes share one cell, the parameter of LTV is always set at $t=b=2$ and $\chi_{\text {err }}=\chi_{\text {key }}=\chi$

### 4.2 Known Attacks

Since the security of lattice-based cryptosystems are directly related to hard lattice problems, if we can solve the problem or approximate the solution, the same algorithm can be used to launch general attacks on such cryptosystems. Solving hard lattice problems exactly requires exponential time unless $\mathbf{P}=\mathbf{N P}[16,2]$. These attacks produce a spectrum between polynomial-time approximations (with poor approximation factor) and exponential-time exact solutions.

Algorithms solving lattice problems usually consist of two distinct steps: lattice basis reduction and a search for solutions. Both steps affect their speeds and approximation factors.

For lattice reduction, the LLL algorithm [68] is very efficient and produces good approximations. It is still widely in use today, often in the form of its BKZ variant [90], which uses exact SVP solvers for "blocks" of small sub-lattice. By controlling the block size, BKZ-LLL achieves an adjustable tradeoff between running time and approximation factors.

Although SVP and CVP are both NP-hard, CVP seems to be harder to approximate [55]. All CVP algorithms can be directly applied to SVP, but SVP can be solved faster or with smaller approximation factors [62]. The output of lattice reduction algorithms can be sorted and the shortest picked as an approximate solution to SVP; Babai's nearest plane algorithm [17] is a well-known and easy to implement approximation algorithm for CVP; while exact solutions of SVP and CVP can be found with a number of enumeration and sieving algorithms [77].

Another approach exploits the similarity between lattices and codes. BKW algorithm [21] is essentially a partial decoding by reducing the dimension of the generator matrix $A$ until the noise reaches a predetermined threshold, and then the algorithm iterates over all possible values of the secret $\mathbf{s}^{\prime}$ (with a reduced length) and examine the noise distribution. Lindner and Peikert also suggested a combination of lattice reduction and decoding to solve LWE problems [70]. A recent algorithm based on BKW performs asymptotically better than Linder and Peikert's attack [59] and breaks their parameters, but the authors did not suggest new parameters.

Although general lattice problems are NP-hard with appropriate parameters, ideal lattices may provide weaker in security. No efficient quantum algorithm is known to solve generic CVP and SVP problems with good approximation factor, but such quantum algorithm has been found for ideal lattices with greatly reduced approximation factor [20, 41]. Some ideal lattice choices are particularly vulnerable and can be exploited in weak-instance attacks [46, 48, 35].

## Chapter 5

## FHE in Practice

This chapter provides a summary on the practical aspect of FHE including library implementations and optimization techniques, applications, and standardization efforts.

### 5.1 Open Source FHE Implementations

### 5.1.1 HElib

HElib is an object-oriented implementation of the BGV scheme in C++ with number theory computation support from NTL. In addition to all the basic functions that are specified in the BGV scheme, HElib also implements the SIMD optimization described in [92] and [52]. By decomposing the ring $R_{t}$ with Chinese Remainder Theorem into many "slots", they are able to pack multiple plaintexts into a single element of $R_{t}$; they also implemented the permutation of slots via an extension of key switching. Due to the parallelization, SIMD operations bring much better amortized performance.

HElib is developed based on the RLWE variant of BGV scheme. In the parameters, the plaintext space is the ring $R_{t}=\mathbb{Z}_{t}[x] /\left(\Phi_{u}(x)\right)$, where $t$ is prime or prime power and $\Phi_{u}(x)$ is the $u$-th cyclotomic polynomial; similarly, the base ring of the ciphertext space is $R_{q}=\mathbb{Z}_{q}[x] /\left(\Phi_{u}(x)\right)$, where $q$ is some odd integer coprime with $t$, and the ciphertext space is $R_{q}^{2}$. In particular, integers reduced modulo $q$ take values in $(-q / 2, q / 2]$.

### 5.1.2 FHEW

The FHEW scheme was implemented, also in C++, by its inventors, Ducas and Micciancio, and made available under the same name. Most of the implementation retained the design in their paper [44], and an update was made to improve the efficiency and add support for gates other than NAND.

The FHEW project is much smaller and simpler compared with HElib. Such simplicity is gained in part by sacrificing the flexibility in parameter selection: the FHEW interface accepts no argument and the scheme is initialized with hard-coded parameters when used as is.

### 5.2 Optimization Methods

### 5.2.1 Chinese Remainder Theorem and Fast Fourier Transform

Chinese Remainder Theorem (CRT) may be the most cited number theory theorem in cryptography. Even before the FHE problem was solved by Gentry, CRT had played an important role in improving the efficiency of cryptographic applications. The isomorphic decomposition of a ring element (or ideal) under CRT leads to several smaller parts, and hence the computation on each of them becomes simpler and faster.

For example, in an RSA decryption of ciphertext $c$ with secret key ( $n=p q, d$ ), instead of computing $c^{d} \bmod n$, the ciphertext can be decomposed into $\left(c_{p}, c_{q}\right)$, and we obtain the decomposed plaintext by

$$
\left(m_{p}, m_{q}\right)=\left(c_{p}^{d \bmod (p-1)}, c_{q}^{d \bmod (q-1)}\right)
$$

When $d$ is large compared with $p$ and $q$, the number of multiplications, an expensive operation, can be significantly reduced, especially given the current recommended key size of 2048 bits.

## Application in HElib

For an efficient implementation, HElib has further requirements for their moduli $q$ 's. More specifically, HElib picks $L+1$ distinct primes $p_{i}(0 \leq i \leq L)$ such that $p_{i} \equiv 1(\bmod u)$ and makes $q=p_{0} \cdots p_{L}[60]$. This decision allows them to represent an element of $R_{q}$ by "double CRT" - the usage of CRT in two levels.

With $q$ constructed in such a way, $\Phi_{u}(x)$ has $\phi(u)$ distinct integer roots $\zeta_{i}$ modulo $q$, and the canonical embedding of an element in $R_{q}$ can be computed efficiently by evaluating the element, seen as a polynomial, at each root $\zeta_{i}$. This is the first level of CRT.

The second level of CRT is in the representation of the integers resulted from the polynomial evaluation. Since $q$ is the product of $L+1$ distinct primes, by CRT, an integer modulo $q$ can be decomposed into $L+1$ components modulo each of $q$ 's prime factors.

With double CRT, both addition and multiplication can be done component-wise. Fast Fourier transform (FFT) is also applied to speed up the evaluation.

### 5.2.2 Single Instruction Multiple Data (SIMD) Operations

Another CRT application frequently referred to in FHE research borrowed the term Single Instruction Multiple Data (SIMD) from a classification of the architecture of parallel computers. It is also called batching in some articles.

Similar to the decomposition above of the ciphertext spce $R_{q}$, the plaintext space $R_{t}$ can be decomposed as well. Since we do not operate directly on the plaintext space, it is less relevant to the running time, but the decomposition allows us to pack multiple messages into a single plaintext through the CRT mapping, which gives rise to the SIMD or batching operations:

$$
\begin{aligned}
R_{t} & =\mathbb{Z}_{t}[x] /\left(\Phi_{m}(x)\right) \\
& \cong \mathbb{Z}_{t}[x] /\left(F_{1}(x)\right) \oplus \mathbb{Z}_{t}[x] /\left(F_{2}(x)\right) \oplus \cdots \oplus \mathbb{Z}_{t}[x] /\left(F_{s}(x)\right),
\end{aligned}
$$

where $\Phi_{m}(x) \equiv \prod_{i=1}^{s} F_{i}(x) \bmod t$. Each $\mathbb{Z}_{t}[x] /\left(F_{i}(x)\right)$ is called a "plaintext slot". The decomposition of $R_{t}$ usually does not result in $\mathbb{Z}_{t}$ slots as $t$ is small.

After packing, an operation (addition or multiplication) on the ciphertext can be seen as simutaneously applied to every plaintext slot, as long as the decryption is correct.

### 5.3 Current Development on FHE

This section contains recent progress on fast implementations of existing FHE schemes for privacy-preserving computations and the development of the FHE standard. Current research on FHE can be broadly categorized as

1. applications or developing protocols relying on FHE and
2. accelerate the performance of the known FHE schemes.

In the recent years, several HE schemes, namely, BFV, BGV, TFHE, and CKKS have received attentions where the security of the schemes are based on the hardness of LWE or RLWE. Microsoft SEAL supports the BFV and CKKS schemes. From a development perspective, SEAL recently released a .NET standard wrappers. Lattigo also implemented the BFV and CKKS and supports secure multiparty computation based on the threshold or distributed key. PALISADE supports the BGV, BFV, CKKS, and FHEW schemes.

### 5.3.1 Privacy-preserving Machine Learning using FHE

This subsection summarizes some recent schemes developed for performing machine learning on confidential data using fully homomorphic encryption. In the recent years, there has been a number of protocols and frameworks developed to perform machine learning algorithms on encrypted data based on FHE. These work demonstrate the potential and practicality of current FHE schemes and their implementations. Graepel et al. in [58] first proposed techniques to use an FHE scheme to train machine learning classification algorithms outsourced to a cloud. CryptoNets is proposed to train neural networks over encrypted data where the training task is outsourced to a cloud [54]. In [42], Crawford et al. proposed a system for training logistic-regression models on genomic data using the BGV scheme. The work of [12] proposes a protocol for a collaborative evaluation of random forests over a dataset contributed by multiple data owners based on a multi-key somewhat homomorphic encryption scheme. Nandakumar et al. [81] proposed a scheme for training deep neural networks on data encrypted in a non-interactive way using an FHE scheme. Badawi et al. developed a training protocol based on FHE where they accelerate the performance of CNNs on encrypted data by exploiting the GPU computation power [18]. Takabi et al. [94] also used GPUs to accelerate the computation of FHE schemes to provide efficient and scalable MLaaS. Hesamifard et al. [65] proposed CryptoDL, a clientserver privacy-preserving deep neural network training protocol where the FHE scheme is instantiated with HELib. In a follow-up work, Hesamifard et al. in [63] considered training a convolutional neural network over an encrypted data. Badawi et al. [3] proposed PrivFT, a system for text classification using FHE, which serves the tasks of encrypted inference services and training an model on an encrypted dataset.

### 5.3.2 Accelerating Performance of FHE Schemes

There is another line of work that put effort to accelerate the computation of FHE schemes by leveraging hardware. Riazi et al. recently proposed a hardware architecture for accel-
erating the computation of underlying functions such as fast modular arithmetics and number-theoretic transform (NTT) in the CKKS homomorphic encryption scheme [87]. This results in improved performance of the SEAL library. Microsoft SEAL team is working on improve the performance of its library by implementing them in FPGAs at the server. Mert et al. proposed an NTT-based polynomial multiplier architecture for accelerating computations in SEAL [76]. Inspired by cuHE, Badawi et al. [4] developed a high-speed implementation of the FV somewhat homomorphic encryption scheme in CUDA.

### 5.3.3 Standardization Efforts

Due to the significant advancement of proposing new efficient schemes, open-source implementations and applications and growing demands from industry, there is a standard for FHE initiated to standardize FHE scheme(s) to have an unified and simplified API, and clear and understandable security properties for use by non-experts as well as experts. The homomorphic encryption standards meetings are held once a year at different locations. The participants to the standardization meetings are from industry, academia and government $[6,10,11]$.

List of Candidates Below are a list of candidates (not an exhaustive list) submitted to the HE standard.

- HELib: An early and widely used library from IBM that supports the BGV scheme and bootstrapping.
- Microsoft SEAL: A widely used open source library from Microsoft that supports the BFV and the CKKS schemes.
- PALISADE: A widely-used open source library from a consortium of DARPA-funded defense contractors that provides lattice cryptography building blocks and supports leading homomorphic encryption schemes.
- FHEW / TFHE: (Torus-FHE) GSW-based libraries with fast bootstrapped operations. TFHE is designed from FHEW, which is no longer actively being developed.
- HeaAn: This library implements the CKKS scheme with native support for fixed point approximate arithmetic.
- $\Lambda \circ \Lambda$ (pronounced "L O L"): This is a Haskell library for ring-based lattice cryptography that supports FHE.
- NFLlib: This library is an outgrowth of the European HEAT project to explore high-performance homomorphic encryption using low-level processor primitives.
- HEAT: This library focuses on an API that bridges FV-NFLib and HeLIB.
- HEAT: A HW accelerator implementation for FV-NFLlib.
- cuHE: This library explores the use of GPGPUs to accelerate homomorphic encryption.
- Lattigo: This is a lattice-based cryptographic library written in Go.


## Chapter 6

## Arithmetic and Data Aggregation with HElib

We use HElib to implement integer arithmetics, study the performance and possible optimization when applied to data aggregations on the cloud. To our best knowledge, this is the first implementation involving operations on integers, and thus it shows the usage of FHE to some practical problems such as data aggregation.

Organization This chapter is organized as follows. Section 6.1 summarizes some related work and provides related background about HElib and integer full adder circuit; Section 6.2 describes the implementation, discusses alternative implementation approaches and optimizations, and estimates the levels of multiplications, an important parameter measuring the complexity, of arithmetic functions; Section 6.3 discusses parameter selection and measures the performance with experiments; finally, Section 6.4 summarizes the work, compares it with other privacy enhancing techniques on data aggregation, and proposes some future work.

### 6.1 Preliminary

### 6.1.1 Related Work

AES has been implemented a few times, for example in [53] and [36], to demonstrate the capability of homomorphic encryption schemes. However, the successful homomorphic
evaluation of AES does not fully represent the potential applications of FHE since the AES operations are defined over the finite field $G F\left(2^{8}\right)$, which are almost natively supported by most schemes, and the complexity of AES functions are also limited by its block size and key size.

Polynomial evaluation over a base ring (or field) is included in the HElib source, but it also falls short in demonstrating FHE in practice for similar reasons since they only involve operations reduced modulo $p$ and/or some polynomial.

The possibility of using FHE on data aggregation is also discussed in [79]. They make their scheme support (a limited number of) integer additions and multiplications by enlarging the base of plaintext. The advantage of their technique is the simplicity, but it also has shortcomings: one is that it does not support division, and hence they are forced to return the numerator and denominator separately wherever division is involved; another is that once encrypted, it is very difficult to extract individual bits from the ciphertext.

We also note that a popular choice of masking sensitive data in data mining is data obfuscation such as that considered in [1]. This approach hides sensitive data fields with noise drawn from a designed distribution so that the impact on the aggregation result can be calculated and controlled. Data obfuscation introduces much less overhead compared with our approach, but the latter still has a few advantages - the general framework can be easily adapted to any specific computation, and, moreover, it also provides protection to the aggregation result and does not impact the accuracy.

### 6.1.2 HElib Features

Table 6.1 lists HElib interfaces that are used most frequently in implementations; the table also include shorthands that we will use to describe our algorithms. We note that the public key contains information for key switching and therefore must be passed to FHE.Mult; the public key is also passed to other evaluation functions for the uniformity of interfaces. The exact usage of HElib can be found in its document [60] coming with the source code.

### 6.1.3 Full adder circuit

Integer addition can be implemented as a full adder circuit (Figure 6.1. In this circuit, the $i$-th 1-bit full adder takes summands $A_{i}$ and $B_{i}$ and carry from the last bit $C_{i-1}$, and computes a sum for the current bit $S_{i}$ and the carry $C_{i}$ by

$$
\begin{aligned}
& S_{i}=A_{i}+B_{i}+C_{i-1} \\
& C_{i}=A_{i} \cdot B_{i}+C_{i-1} \cdot\left(A_{i}+B_{i}\right)
\end{aligned}
$$

| Category | HElib Interface | Abbr. |
| :---: | :--- | :---: |
| Basic scheme | FHESecKey::GenSecKey <br> add1DMatrices | FHE.KeyGen |
|  | EncryptedArray::encrypt |  |
|  | EncryptedArray::decrypt | FHE.Enc |
| Evaluation | Ctxt::addCtxt | FHE.Add |
|  | Ctxt::addConstant | FHE.addConstant |
|  | Ctxt::multiplyBy | FHE.Mult |
| EncryptedArray::encode |  |  |
|  | EncryptedArray::decode |  |
|  | EncryptedArray::rotate |  |
|  | EncryptedArray::shift |  |

Table 6.1: HElib interfaces in categories. "Abbr" is the shorthand used in this chapter for simplicity.


Figure 6.1: A full adder circuit

### 6.2 Implementation of Integer Arithmetic

In this section, we assume that the numbers are written in a little-endian base- $b$ representation and encrypted digit by digit with the same public key $p k$.

### 6.2.1 Binary integer arithmetic algorithms

A binary $(t=2)$ plaintext space will naturally support binary arithmetic. Although $t=2 k(k>1)$ can also be used, an additional reduction modulo 2 is necessary to produce the bits of the final output, and more importantly, the input to $C_{o u t}$ during computation.

Furthermore, larger $t$ does not seem to provide any advantage for our approach. Therefore, we avoid this complication by restricting the scope of our experiment to $t=2$. This is usually not a problem since this parameter can be set manually and most demos in HElib and applications of FHE have binary plaintext space. Other bases will be discussed in Section 6.2.3.

In the following algorithms, the numbers are in two's complement representation for the ease of subtraction and division. The number of digits in $A$ is denoted by $|A|$.

## Addition, Subtraction and Multiplication

We implement addition as Algorithm 1 so that it can be reused in subtraction with two's complement representation. To subtract, we just need to negate the subtrahend and pass the minuend as $A$, the negation of subtrahend as $B$, and $C_{-1}=\operatorname{Enc}(p k, 1)$ to the algorithm.

```
Algorithm 1: Homomorphic full adder
    Input: Public key \(p k\), FHE encrypted summands \(A, B\), initial carry \(C_{-1}\)
    Output: Sum \(S\), highest carry \(C\)
    len \(\leftarrow \max \{|A|,|B|\}\);
    Sign extend the shorter one of \(A\) and \(B\) by copying the most significant digit;
    \(C \leftarrow C_{-1}\);
    for \(i \leftarrow 0\) to len - 1 do
        tem \(p \leftarrow\) FHE. \(\operatorname{Add}\left(p k, A_{i}, B_{i}\right) ;\)
        \(S_{i} \leftarrow\) FHE.Add \((p k, C, t e m p)\);
        \(C \leftarrow \operatorname{FHE} . \operatorname{Add}\left(p k, \operatorname{FHE} . \operatorname{Mult}\left(p k, A_{i}, B_{i}\right)\right.\),
        FHE.Mult \((p k, C\), temp \()\) );
    end
    return \(S, C\);
```

As for multiplication, we need to be careful with two's complement representation because in order to ensure correctness we must sign extend both multiplicand and multiplier.

## Division

For division, we adopt the non-restoring division algorithm. The algorithm starts from the most significant bit of the dividend, tries to subtract the divisor from each digit and compute the quotient and remainder accordingly. To deal with the conditionals, we introduce
two auxiliary functions NOT and Cond. NOT can be implemented as adding 1 to each digit by calling FHE.addConstant; Cond is described in Algorithm 3. The division algorithm is shown in Algorithm 4.

```
Algorithm 2: NOT gate
    Input: Public key \(p k\), FHE encrypted value \(V\)
    Output: The bit-wise negation \(\bar{V}\)
    for \(i \leftarrow 0\) to \(|V|-1\) do
        \(\bar{V}_{i} \leftarrow\) FHE.addConstant \(\left(p k, V_{i}, 1\right)\);
    end
    return \(\bar{V}\);
```

```
Algorithm 3: Computing the conditionals
    Input: Public key \(p k\), FHE encrypted condition bit \(c\), FHE encrypted values \(V_{T}\)
                and \(V_{F}\) for \(c\) being true and false, respectively, with \(\left|V_{T}\right|=\left|V_{F}\right|\)
    Output: A value \(V, V=V_{T}\) if \(c\) is an encryption of 1 and \(V=V_{F}\) otherwise
    \(\bar{c} \leftarrow \operatorname{NOT}(p k, c) ;\)
    for \(i \leftarrow 0\) to \(\left|V_{T}\right|-1\) do
        \(V_{i} \leftarrow \operatorname{FHE} . \operatorname{Add}\left(p k, \operatorname{FHE} . \operatorname{Mult}\left(p k, c, V_{T, i}\right)\right.\),
            FHE.Mult \(\left.\left(p k, \bar{c}, V_{F, i}\right)\right)\);
    end
    return \(V\);
```


### 6.2.2 Complexity of the implementation

Without bootstrapping, the parameters of a homomorphic encryption scheme is directly related to the depth of the circuit, in particular the maximum number of multiplications along an execution path, which we usually call the "level" of the HE scheme with specific parameters. HElib, for example, will compute a suitable $u$ (for the cyclotomic polynomial) given level $L$ and other parameters.

Since the circuit is a directed acyclic graph, given the algorithms, we can derive the maximum number $L(\cdot)$ of multiplications (AND gates) by a simple iteration. Let the inputs to the gate be $X$ and $Y$, and let the output of that gate be $Z$, then for any XOR gate (addition), $L(Z)=\max \{L(X), L(Y)\}$; for any AND gate (multiplication), $L(Z)=\max \{L(X), L(Y)\}+1$.

```
Algorithm 4: Homomorphic division algorithm
    Input: Public key \(p k\), FHE encrypted dividend \(A\), FHE encrypted divisor \(B\)
    Output: Quotient \(Q\), remainder \(R\)
    \(R \leftarrow A_{|A|-1} ;\)
    Zero extend \(R\) to the same length of \(B\);
    \(R \leftarrow \operatorname{Subtract}(p k, R, B)\);
    \(Q_{|A|-1} \leftarrow \operatorname{NOT}\left(p k, R_{|B|-1}\right)\);
    for \(i \leftarrow|A|-2\) to 0 do
        \(B^{\prime} \leftarrow \operatorname{Cond}\left(p k, R_{|B|-1}, B\right.\),
                        FullAdder ( \(p k\), NOT(B), FHE.Enc(pk, 1)));
        Truncate \(R\) to the last \(|B|-1\) digits, and concatenate \(A_{i}\) to \(R\) as the least
        significant digit;
        \(R \leftarrow\) FullAdder \(\left(p k, R, B^{\prime}\right)\);
        \(Q_{i} \leftarrow \operatorname{NOT}\left(p k, R_{|B|-1}\right) ;\)
    end
    \(R \leftarrow\) FullAdder \((p k, R\),
        \(\left.\operatorname{Cond}\left(p k, R_{|B|-1}, B, \operatorname{FHE} . \operatorname{Enc}(p k, 0)\right)\right) ;\)
    return \(Q, R\);
```

Below we analyze the integer addition and division algorithms. Analysis for other algorithms are similar.

## Addition

For convenience of analysis, we label $C$ in the $i$-th iteration $C_{i}$. According to the above formulae, in each iteration,

$$
\begin{align*}
L\left(S_{i}\right) & =\max \left\{L\left(A_{i}\right), L\left(B_{i}\right), L\left(C_{i-1}\right)\right\}, \\
L\left(C_{i}\right) & =\max \left\{L\left(A_{i}\right), L\left(B_{i}\right), L\left(C_{i-1}\right)\right\}+1  \tag{6.1}\\
& =L\left(S_{i}\right)+1
\end{align*}
$$

Recurrences (6.1) can be further simplified to

$$
\begin{align*}
& S_{i}=\max _{0 \leq j \leq i}\left\{\max \left\{L\left(A_{j}\right), L\left(B_{j}\right)\right\}+(i-j)\right\},  \tag{6.2}\\
& C_{i}=\max _{0 \leq j \leq i}\left\{\max \left\{L\left(A_{j}\right), L\left(B_{j}\right)\right\}+(i-j)\right\}+1 .
\end{align*}
$$

It is not difficult to see that $C_{i}$ dominates the level. If both $A$ and $B$ are fresh encryptions $\left(L\left(A_{i}\right)=L\left(B_{i}\right)=0\right.$ for all $i$, then $L\left(C_{i}\right)=i+1$; furthermore, if the longer of $A$ and $B$ has $n$ digits, then the carry from the most significant digits will have level $n$.

## Division

Division is slightly more complicated, but the same computation with iteration still applies. Note that our NOT implementation does not increase the level.

We label $B^{\prime}$ and $R$ computed the $i$-th iteration $B_{i}^{\prime}$ and $R_{i}$, respectively. Note that division starts from the most significant digit. Then we can apply the conclusions for integer addition above and obtain

$$
\begin{align*}
L\left(R_{|A|-1, k}\right) & =\max \left\{\begin{array}{l}
L\left(A_{|A|-1}\right)+k, \\
\left.\max _{0 \leq j \leq k}\left\{L\left(B_{j}\right)+(k-j)\right\}\right\}
\end{array}\right\},  \tag{6.3}\\
L\left(Q_{|A|-1}\right) & =L\left(R_{|A|-1,|B|-1}\right)
\end{align*}
$$

in the initialization. In each subsequent iteration, due to the conditional computation of $B^{\prime}$, we have

$$
L\left(B_{i, k}^{\prime}\right)=\max \left\{\begin{array}{l}
L\left(B_{k}\right), L\left(R_{i+1,|B|-1}\right)  \tag{6.4}\\
\max _{0 \leq j \leq k}\left\{L\left(B_{j}\right)\right\}+(k-j)
\end{array}\right\}+1
$$

Therefore, the level of $Q_{i}$ and $R_{i}$ can be determined by

$$
\begin{align*}
L\left(R_{i, k}\right) & =\max \left\{\begin{array}{r}
\max _{1 \leq j \leq k}\left\{L\left(R_{i+1, j-1}\right), L\left(B_{i, j}^{\prime}\right)\right\} \\
+(k-j) \\
\\
\max \left\{L\left(A_{i}\right), L\left(B_{0}\right)\right\}+k
\end{array}\right\},  \tag{6.5}\\
L\left(Q_{i}\right) & =L\left(R_{i,|B|-1}\right) .
\end{align*}
$$

The final remainder $R$ has level

$$
L\left(R_{k}\right)=\max _{0 \leq j \leq k}\left\{\max \left\{\begin{array}{l}
L\left(R_{0, j}\right),  \tag{6.6}\\
L\left(R_{0,|B|-1}\right)+1, \\
L\left(B_{j}\right)+1
\end{array}\right\}+(k-j)\right\} .
$$

In (6.4) and (6.5), $R_{i,|B|-1}$ dominates the level. If both $A$ and $B$ are fresh encryptions, and
let $\hat{R}_{i}$ denote $R_{i,|B|-1}$, then

$$
\begin{aligned}
L\left(Q_{|A|-1}\right) & =L\left(\hat{R}_{|A|-1}\right)=|B|-1 \\
L\left(B_{i, k}^{\prime}\right) & =L\left(\hat{R}_{i+1}\right)+1 \\
L\left(Q_{i}\right) & =L\left(\hat{R}_{i}\right)=L\left(\hat{R}_{i+1}\right)+|B| .
\end{aligned}
$$

For the final remainder $R$ :

$$
L(\hat{R})=L\left(\hat{R}_{0}\right)+|B| .
$$

Further simplifying the above formulae and taking the highest level only, we have

$$
\begin{aligned}
L\left(Q_{0}\right) & =L\left(\hat{R}_{0}\right)=|A||B|-1 \\
L(\hat{R}) & =(|A|+1)|B|-1
\end{aligned}
$$

This also indicates that we can save some levels if we do not need the remainder.

### 6.2.3 Nonbinary integer arithmetic

When our arithmetic is not binary (namely, the base $b>2$ ), we can still build our algorithms, but we have to be careful since we are operating on a ring modulo $b$ and the usual binary circuit no longer applies in this case. For example, to implement a ternary full adder, we can first determine the formulae for each digit in the sum and carry through polynomial interpolation.

However, there is an important difference between binary and nonbinary implementations: the complexity estimation will change with the base $b$. For example, if we use the same full adder design, then for $b=3$, we have

$$
\begin{aligned}
C_{\text {out }}= & A \cdot B \cdot C_{\text {in }} \\
& -A^{2} \cdot\left(B+C_{i n}\right)-B^{2} \cdot\left(A+C_{i n}\right)-C_{\text {in }}^{2} \cdot(A+B) \\
& -\left(A \cdot B+B \cdot C_{\text {in }}+A \cdot C_{\text {in }}\right)
\end{aligned}
$$

whose degree is 3 , which means every carry has two more multiplication levels than the input. Similarly, for $b=5$, we have a degree 5 polynomial for carry, which increases the level of multiplications of each carry by 4 .

With a multiplication level of about 4, we can compute 4-bit addition for $b=2$, 2-trit addition for $b=3$, and only 1-digit addition for $b=5$. From this small empirical example we can observe that representing numbers in a nonbinary form does not necessarily slow down the noise growth relative to the size of operands, nor does it reduce the parameter size, since the noise tolerance has a significant influence in parameter selection. A formula to predict the degree of $C_{\text {out }}$ with respect to the base $b$ is left as future work.

### 6.2.4 Bootstrapping

As we can see from the above computation, in order to perform division of integers with a moderate number of digits, we must select HE parameters such that the scheme can evaluate functions with a high level of multiplications. Such parameters will in turn lead to large key size and slow evaluation. One way to overcome this problem is bootstrapping.

In [61], Halevi and Shoup implement and test bootstrapping of HElib. Although their method pose special requirements to the parameter $u$, they comment that such $u$ 's are not difficult to find. They also include a table which shows that for various settings, where the scheme evaluates up to 20-24 levels, bootstrapping requires only $10-13$ levels. Hence if bootstrapping is used, the minimum overhead it introduces is about $50 \%$ of the computation. The problem of optimizing the placement of bootstrappings has also attracted some research, for example [69]. It is also possible to find optimal solutions for the evaluation of specific algorithms such as the integer arithmetic in this chapter, but we leave this as a future work.

### 6.2.5 Application to data aggregation

With integer arithmetic, we can perform some of the basic statistical analyses on encrypted data, e.g., average, standard deviation, and correlation. The extra work is just computing the level. Minimizing the number of multiplication levels through alternative implementations, such as those exploiting bitwise operation, is another interesting problem and is somehow related to hardware design.

Taking average as an example: if we have two 3 -bit integer and want to calculate the average, one way is to directly apply addition and division algorithms, where the division requires roughly level-10 evaluation capability; a shortcut would be finding the sum with the addition algorithm and then truncating the last bit (equivalent to a right shift in terms of bitwise operation). However, the shortcut will not work if we want to find the average of three integers, but the division algorithm applies for general cases: to compute the average of three 3-bit integers, we calculate the sum with addition algorithm, and then we encrypt 3 bit by bit and feed the sum and the encryption of 3 into the division algorithm to obtain the average. This approach requires about 7 levels for addition and 5 levels for division.

### 6.3 Performance

### 6.3.1 Parameter selection

HElib provides many parameters to fine-tune the system and make compromise between security and performance: security level $\ell$; level of ciphertexts $L$; prime $p$ and exponent $r$ for the base ring $\mathbb{Z} / p^{r} \mathbb{Z}$ of plaintext space; SIMD related parameters, including the number of plaintext slots $s$ and the degree of each slot $d$. Given these parameters, HElib can automatically pick a suitable $u$ (the $u$-th cyclotomic polynomial is used to define the plaintext and ciphertext space) by computing a bound of $\phi(u)$ with the aforementioned parameters.

The slight difference between the estimated $L$ in Section 6.3.2 and that passed to HElib is caused by the definition of $L$ : what we compute in Section 6.2.2 is the number of multiplications, while in HElib $L$ refers to the "level of ciphertext". Each multiplication switches the level of the ciphertext once, e.g., to accommodate 4 multiplications, we need 5 levels of ciphertexts available.

In our experiment below, there is no restriction on $d$ or $s$; we choose parameters $\ell=128$, $L$ according to our estimation in Section 6.2.2, $p=2$, and $r=1$ and let HElib decide $u$ for us. The prime factors of the moduli chain of each parameter setting is shown in Table 6.3. The construction of moduli, by default of HElib, uses a small prime $p_{0}$ and a few large primes $p_{1}, \ldots, p_{k}$. The large primes are of roughly the same size and $p_{0}$ has about half the number of bits of the large primes. The chain of moduli altenates between moduli with $p_{0}$ as a factor and those without:

$$
\begin{aligned}
q_{L} & =p_{0} p_{1} \cdots p_{k}, \\
q_{L-1} & =p_{1} \cdots p_{k}, \\
q_{L-2} & =p_{0} p_{1} \cdots p_{k-1}, \\
q_{L-3} & =p_{1} \cdots p_{k-1},
\end{aligned}
$$

### 6.3.2 Timing of integer arithmetic with HElib

Table 6.2 shows the actual timing for integer arithmetic operations with HElib. The experiments are run on a machine that has 8 Intel Xeon E7-L8867 2.13 GHz processors, each with 10 cores, and 512 GB RAM. However, each experiment can use only one core

| \# Bits |  | Timings (s) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Add. | Sub. | Mult.* | Div. |
| 2 | 3 |  | 0.042425 | 0.087679 | - | - |
|  | 5 |  | 0.141112 | 0.266649 | 0.572857 | - |
|  | 7 |  | 0.233375 | 0.429262 | 0.893516 | 1.6482 |
| 3 | 4 |  | 0.07215 | 0.138559 | - | - |
|  | 7 | 7781 | 0.390965 | 0.665168 | 2.20332 | - |
|  | 13 | 13981 | 1.33441 | 2.37028 | 7.93776 | 12.4933 |
| 4 | 5 | 5461 | 0.334383 | 0.563787 | - | - |
|  | 9 | 8191 | 0.720608 | 1.21162 | 5.7184 | - |
|  | 21 | 18631 | 5.80991 | 10.0834 | 47.327 | 67.9477 |

Table 6.2: Timings for integer arithmetic at security level 128, binary plaintext. *Multiplication is implemented as unsigned
due to the lack of thread safety of NTL. In all the operations, both operands are fresh encryptions and have the same number of digits, shown in the first column; $L$ is taken as the minimum level to ensure correct evaluation for each function in HElib. We also note that these experiments do not exploit SIMD: they use only one slot in the plaintext. If we pack multiple plaintexts into one, then we can perform the same operation simultaneously on all the slots and attain a much shorter amortized running time.

From the "Add" column in Table 6.2 we can see that the execution time for the same operation increases quickly with the parameters $L$ and $u$. We have also shown in the analysis in Section 6.2.2 that the level of multiplications is proportional to the number of digits in addition, but for division it shows a quadratic growth, which in turn requires much larger parameters with just a slight increase in the input size. The parameters that HElib can handle are bounded (in its parameter-finding routine, it immediately gives up when $\phi(u)$ is beyond a bound posed by NTL). These facts combined shows that the division of large numbers cannot be supported without bootstrapping, even with reduced amortized running time brought by SIMD operations.

### 6.4 Conclusion and Future Work

Our work shows that the homomorphic evaluation of precise binary integer arithmetic and, furthermore, data aggregation functions can be practical only with small numbers. SIMD operations can be used to parallelize the computation for an better amortized performance.


Table 6.3: Prime factors of the moduli chain

When we need to deal with large numbers, bootstrapping must be included to fix the problem of growing parameters. The effect of using nonbinary bases is complicated and needs more study. One extension of this work could be the computation over real numbers, e.g., floating-point numbers with FHE.

Compared with other techniques such as data obfuscation and the one in [79], this approach has the advantage of flexibility in that it can be easily adapted to support any function, in particular those with conditionals. The disadvantage is that the computational cost is relatively high. How to choose among them and how to select parameters for them in order to achieve the optimal trade-off remain interesting directions to explore.

## Chapter 7

## Homomorphic Attacks against RLWE

### 7.1 Introduction

Since Regev proposed Learning with Errors (LWE) [86], it has found many applications in cryptography. It is conceptually simple but also enjoys worst-case hardness like some other lattice problems [86, 26]. Unfortunately, with the benefits of LWE usually come large keys and ciphertexts that add to communication and storage overhead. In the search of a better alternative that is more competitive in terms of key size, Ring-LWE (RLWE) emerged [72] as a promising candidate. RLWE accomplishes its higher efficiency by exploiting additional algebraic structure of polynomial rings, but this approach is followed by attacks that can find weak instances, for the same reason. Similar to LWE, RLWE enjoys worst-case hardness, but only on ideal lattices.

Due to its efficiency, RLWE has been applied to many cryptographic constructions [27, 49, 22]; therefore, it has become more urgent to understand its strengths and weaknesses.

### 7.1.1 Related Work

Since RLWE can be reduced to lattice and LWE problems, all lattice reduction attacks such as LLL and general decoding attacks such as BKW apply to RLWE. However, people generally believe and the weak-instance attacks described below show that the RLWE problem is potentially easier to tackle than the LWE problem because of the additional algebraic structure.

Weak instances of RLWE are analogous to weak primes in factorization: their special properties significantly reduce the difficulty of the problem so that specialized algorithms
can be designed to launch an attack. Weak RLWE instances usually involve some ring homomorphism, under which the image of the error distribution can be distinguished from a uniform distribution.

Generally, weak instance attacks involve three steps:

1. Exploiting the algebraic property to reduce the search space for Step 2;
2. Exhausting the secret $s$;
3. Testing if the samples agree with a certain distribution generated with the guessed secret.

Considering different rings with special properties, leads to various weak instance attacks.

## Algebraic Structures

The first such attack was developed by Eisenträger et al. [46] on Polynomial-LWE (PolyLWE or PLWE), which is similar to RLWE but uses coefficient embedding instead of canonical embedding (see Section 2.2.2 for more details). They consider polynomial rings of the form $\mathbb{Z}_{p}[x] /(f(x))$, where $p$ is prime and $f(x)$ is irreducible over $\mathbb{Q}$ but has a low-order root $\alpha$ modulo $p$. Their attack exploits a ring homomorphism induced by $\alpha$ into the finite field $\mathbb{F}_{p}$. When $p$ is small enough, it becomes feasible to search for the image of secret $s$ in $\mathbb{F}_{p}$.

Similar attacks were soon carried out on RLWE cases [48, 31]. The conditions for their attacks are similar, but the attacker is faced with bigger distortions. The distortion is introduced by the conversion of ring element representations from canonical embedding to coefficient embedding. This conversion is necessary to prepare for the evaluations of polynomials at $\alpha$, in order for the original attack to work.

A more delicate attack was delivered by Chen et al. [33, 34] on RLWE instances based on families of Galois number fields whose ring of integers can be decomposed into orthogonal subspaces, where their homomorphism will likely nullify a component of the error drawn from a discrete Gaussian distribution.

## Distinguishing Distributions

In Step 3 of the attack, we need to decide which distribution fits the one computed from the guessed secret and samples better: uniform or the error distribution (under the homomorphism). All previous works achieve this by comparing the sampled distribution with
uniform under the assumption that the mapped error distribution will be far enough apart from uniform.

For this particular task, there are general purpose distinguishers available such as the Chi-square test. Another distinguisher with dual lattices is considered by Peikert [84] and can be used in conjunction with all existing weak instance attacks.

### 7.1.2 Our Contribution

In this chapter we consider how the homomorphism attacks proposed in [46] and [48] can be modified to work against a Poly-LWE variant where the error polynomials are defined by drawing the coefficients from independent discretized Gaussian distributions rather than using a discrete Gaussian distribution over a lattice. We show that while these attacks can be modified for this variant, several changes must be considered. In particular, the mapped error distribution to be considered may be very different from what that the algorithms in [48] are designed to handle. We show how the mapped error distribution can be computed directly and used to create effective distinguishers.

This chapter is organized as follows: Section 7.2 summarizes the RLWE problem and other related background. Section 7.3 shows the image of error distribution under the homomorphism and introduces our method to compute it. Section 7.4 discusses different methods to distinguish distributions with samples and demonstrates our simulation results.

### 7.2 Background

Let $f(x)$ be a monic irreducible polynomial in $\mathbb{Z}[x]$ of degree $n$ (not necessarily cyclotomic). Let $q \in \mathbb{Z}$ (not necessarily prime). If we let $p \in \mathbb{Z}$ it will always denote a prime. For the integers modulo $q$ we use the notation $\mathbb{Z}_{q}:=\mathbb{Z} / q \mathbb{Z}$. We will be working in the following polynomial ring $\mathbb{Z}_{q}[x] /(f(x))$ which we denote as

$$
R_{q}:=\mathbb{Z}_{q}[x] /(f(x)) .
$$

Observe that there are $q^{n}$ elements in $R_{q}$ that are of the form

$$
d_{0}+d_{1} x+d_{2} x^{2}+\cdots+d_{n-1} x^{n-1}+(f(x))
$$

where $d_{i} \in \mathbb{Z}_{q} 0 \leq i \leq n-1$. Roots of $f(x)(\bmod q)$ will be denoted as $\alpha_{1}, \ldots, \alpha_{i}$ for as many roots as there are. If only one root is being considered, it may be denoted as just $\alpha$.

Since a root $\alpha$ is in $\mathbb{Z}_{q}$, we can talk about its order with respect to the multiplication in $\mathbb{Z}_{q}$,

$$
\operatorname{ord}(\alpha):=\min \left\{m \in \mathbb{Z}^{+} \mid \alpha^{m}=1\right\}
$$

In general we will not assume that $f(x)$ factors completely $\bmod q$; however, we will assume that $f(x)$ has at least one root $\alpha \bmod q$.

On the ring $R_{q}$, we consider the following discrete probability distributions. Let $u R_{q}$ denote the discrete uniform distribution on $R_{q}$, i.e. coefficients of the polynomials coming from the discrete uniform distribution on $\mathbb{Z}_{q}$. Let ${ }_{\chi} R_{q}$ denote the discretized Gaussian distribution on $R_{q}$, i.e. coefficients of the polynomials coming from a discretized Gaussian distribution on $\mathbb{Z}_{q}$. The precise formulation of a discretized Gaussian on $\mathbb{Z}_{q}$ is as follows where we try to keep the definitions consistent with [86].

Definition 25. For $\beta \in \mathbb{R}^{+}$the continuous distribution $\Psi_{\beta}$ on $[0,1)$ is obtained by sampling from a normal distribution with mean 0 and standard deviation $\frac{\beta}{\sqrt{2 \pi}}$ and reducing the result mod 1. This probability distribution is given as

$$
\forall r \in[0,1), \Psi_{\beta}(r):=\sum_{k=-\infty}^{\infty} \frac{1}{\beta} \cdot \exp \left(-\pi\left(\frac{r-k}{\beta}\right)^{2}\right)
$$

Now using $\Psi_{\beta}$, the discretized Gaussian distribution on $\mathbb{Z}_{q}$ is defined as follows.
Definition 26. The discretization of a Gaussian distribution on $\mathbb{Z}_{q}$ (we denote as $G_{q, \beta}$ ) is obtained by sampling from $\Psi_{\beta}$ and multiplying by $q$. This probability distribution is give by

$$
G_{q, \beta}(i)=\int_{\left(i-\frac{1}{2}\right) / q}^{\left(i+\frac{1}{2}\right) / q} \Psi_{\beta}(x) d x
$$

Note that one can easily generate random values from $G_{q, \beta}$, and one can numerically approximate the probability distribution of $G_{q, \beta}$ by using approximations for the infinite sum and the integral. We now introduce the two main problems of interest.

Problem 1 (Search Poly-LWE Problem). Let $s(x) \in \mathcal{u} R_{q}$ be secret. The Search Poly-LWE Problem is that of finding $s(x)$ given a poly $(n)$ number of samples of the form

$$
\left(a_{j}(x), b_{j}(x):=a_{j}(x) \cdot s(x)+e_{j}(x)\right) \in R_{q} \times R_{q}
$$

where $a_{j}(x) \in \mathcal{U} R_{q}$ and $e_{j}(x) \in{ }_{\chi} R_{q}$. We call $e_{j}(x)$ the error.

A related problem is to distinguish samples coming from a Search LWE Problem from uniform samples on $R_{q} \times R_{q}$, and our attack can be extended to work against this variant as well.

Problem 2 (Decision Poly-LWE Problem). Given poly $(n)$ samples from one of the following two distributions on $R_{q} \times R_{q}$ the Decision Poly-LWE Problem is to decide which distribution the samples are coming from

1. samples from a Search Poly-LWE Problem, i.e. of the form

$$
\left(a_{j}(x), b_{j}(x):=a_{j}(x) \cdot s(x)+e_{j}(x)\right),
$$

where $a_{j}(x) \in \mathcal{U} R_{q}$ and $e_{j}(x) \in{ }_{\chi} R_{q}$, or
2. samples that are uniform, i.e. of the form

$$
\left(a_{j}(x), b_{j}(x)\right),
$$

where $a_{j}(x), b_{j}(x) \in \mathcal{U} R_{q}$.
Note that these problem definitions are a slight variant on the RLWE problem in [73, 48] as here the error is coming from a discretized Guassian distribution on $\mathbb{Z}_{q}$ rather than being taken from a discrete Gaussian over a lattice. Yet another variant is possible if we draw the coefficients from a bounded uniform distribution on $\mathbb{Z}_{q}$.

## Attack

In [48] they develop the following attack against the Decision Poly-LWE Problem, which we describe here with a couple adjustments. For a polynomial $f(x)$ that is irreducible over $\mathbb{Z}$ let $p \in \mathbb{Z}$ be a prime such that $f(x)$ has at least one root $\alpha \bmod p$. Note that in [48] the authors assume that $f(x)$ factors completely $\bmod p$ which is often the case in practice so that fast multiplication can be done in the ring using the Chinese Remainder Theorem, but we will not need this assumption for our attack.

Given access to $L:=\operatorname{poly}(n)$ samples from a Decision Poly-LWE Problem

$$
\left(a_{j}(x), b_{j}(x)\right) \in R_{p} \times R_{p},
$$

we want to transfer the problem to $\mathbb{Z}_{p}$. To do this, we will build a well defined ring homomorphism

$$
\bar{\phi}: Z_{p}[x] /(f(x)) \rightarrow \mathbb{Z}_{p}
$$

Since we are assuming we have a root $\alpha$ of $f(x) \bmod p$, we can consider the ring homomorphism

$$
\begin{aligned}
\phi: \mathbb{Z}_{p}[x] & \rightarrow Z_{p}, \\
y(x) & \mapsto y(\alpha) .
\end{aligned}
$$

It is clearly well defined, and one can check it is a ring homomorphism. Moreover $(f(x)) \subseteq$ $\operatorname{Ker}(\phi)$, which gives a well defined ring homomorphism

$$
\begin{aligned}
\bar{\phi}: Z_{p}[x] /(f(x)) & \rightarrow \mathbb{Z}_{p} \\
z(x)+(f(x)) & \mapsto \phi(z(x))=z(\alpha)
\end{aligned}
$$

Now we take the samples and map them according to $\bar{\phi}$ :

$$
\left(a_{j}(x), b_{j}(x)\right) \mapsto\left(a_{j}(\alpha), b_{j}(\alpha)\right) .
$$

If the samples are coming from the Search Poly-LWE distribution, $\bar{\phi}(s)=s(\alpha)$ will be some element in $\mathbb{Z}_{p}$. For the attack we will guess $s(\alpha)$. For each $g \in \mathbb{Z}_{p}$ we assume $g$ is the correct guess for $s(\alpha)$ and compute

$$
b_{j}(\alpha)-a_{j}(\alpha) g
$$

Since both multiplication and addition are preserved by $\bar{\phi}$, this gives us

$$
e_{j}(\alpha)=b_{j}(\alpha)-a_{j}(\alpha) g
$$

for a correct guess $g=s(\alpha)$. If we can successfully distinguish the distribution of $e_{j}(\alpha)$ from uniform, then we can test for the correctness of our guesses.

We can now analyze the distribution of $e_{j}(\alpha)$ to decide which distribution the samples came from. The error polynomial $e_{j}(x)$ can be written as

$$
e_{j}(x)=\sum_{i=0}^{n-1} e_{i j} x^{i}, \quad e_{i j} \in G_{p, \beta}
$$

which when evaluated at $\alpha$ is

$$
e_{j}(\alpha)=\sum_{i=0}^{n-1} e_{i j} \alpha^{i}, \quad e_{i j} \in G_{p, \beta} .
$$

From now on we will be considering $e_{j}(\alpha)$ for a particular guess $g$ and will drop the $j$ subscript and just write

$$
e(\alpha)=\sum_{i=0}^{n-1} e_{i} \alpha^{i}, \quad e_{i} \in G_{p, \beta} .
$$

This can be simplified by considering the order of $\alpha$, which we denote as $r$. For simplicity of notation assume $r$ divides $n$. This gives

$$
\begin{aligned}
e(\alpha)= & \left(e_{0}+e_{r}+\cdots+e_{\frac{n}{r}}\right)+\left(e_{1}+e_{r+1}+\cdots+e_{\frac{n}{r}+1}\right) \alpha+\cdots \\
& +\left(e_{r-1}+e_{2 r+(r-1)}+\cdots+e_{\frac{n}{r}+(r-1)}\right) \alpha^{r-1} .
\end{aligned}
$$

It can be further simplified to

$$
e(\alpha)=v_{0}+v_{1} \alpha+\cdots+v_{r-1} \alpha^{r-1}
$$

where

$$
\begin{aligned}
v_{0} & =e_{0}+e_{r}+\cdots+e_{\frac{n}{r}} \\
v_{1} & =e_{1}+e_{r+1}+\cdots+e_{\frac{n}{r}+1} \\
& \vdots \\
v_{r-1} & =e_{r-1}+e_{2 r+(r-1)}+\cdots+e_{\frac{n}{r}+(r-1)} .
\end{aligned}
$$

The $v_{\ell}$ 's are distributed as $G_{p, \sqrt{\frac{n}{r}} \beta}$. Now depending on the value of $\alpha$ and the order of $\alpha$, this distribution $e(\alpha)$ may be either a discretized Gaussian or a periodic distribution, and depending on the parameters either one may be very close to a uniform.

In [48, Section 3.2 Case 2] the authors state that when $\alpha$ has small order $\geq 3, e(\alpha)$ will be Gaussian given their starting choice of error for RLWE; this does not match with what we see when we start with error from a discretized Gaussian. Rather we will show in the next section that when $\alpha$ has small order $\geq 3, e(\alpha)$ will be neither Gaussian nor uniform but more like a kind of periodic Gaussian (see the pictures below), hence the cosine test in [86] and [84] may not work well. We shall see that Chi-square test will suffice for our purposes.

### 7.3 Error Distribution

### 7.3.1 Computing probability distributions

In the above attacks, we need to understand the probability distribution of $e(\alpha)$. More generally, we consider

$$
e=e_{0}+e_{1} a_{1}+\cdots+e_{n-1} a_{n-1} \in \mathbb{Z}_{p}
$$

where $a_{i} \in \mathbb{Z}_{p}$ are fixed and $e_{i}$ 's are chosen according to a given probability distribution on $\mathbb{Z}_{p}$.

What is the probability distribution of $e$ ? We shall see below that, in general, if $n$ is large or $a_{i}$ 's are large, then $e$ is approximately uniform random on $\mathbb{Z}_{p}$. We first show how to compute the exact distribution of $e$ in time $O\left(n p^{2}\right)$, and then demonstrate several possible distributions of $e$ on $\mathbb{Z}_{p}$, including distributions that are neither Gaussian nor uniform.

Lemma 7.3.1. Let $u$ and $v$ be independent random variables on $\mathbb{Z}_{p}$ with probability distributions ( $a_{0}, a_{1}, \ldots, a_{p-1}$ ) and ( $b_{0}, b_{1}, \ldots, b_{p-1}$ ), respectively. Let

$$
a(x)=\sum_{i \in \mathbb{Z}_{p}} a_{i} x^{i}, \quad b(x)=\sum_{i \in \mathbb{Z}_{p}} b_{i} x^{i} .
$$

Then the probability distribution of $u+v$ can be computed as the coefficients of the polynomial $a(x) b(x)\left(\bmod x^{p}-1\right)$.

The proof is simple since, for any $k \in \mathbb{Z}_{p}$, the probability

$$
P(u+v=k)=\sum_{i \in \mathbb{Z}_{p}} P(u=i) P(v=k-i \bmod p)=\sum_{i \in \mathbb{Z}_{p}} a_{i} b_{k-i},
$$

where the subscript $k-i$ of $b$ is computed modulo $p$.
Theorem 7.3.2. Suppose $e_{0}, e_{1}, \ldots, e_{n-1}$ are independent random variables on $\mathbb{Z}_{p}$ with the same probability distribution $\left(c_{0}, c_{1}, \ldots, c_{p-1}\right)$. Let $c(x)=\sum_{i \in \mathbb{Z}_{p}} c_{i} x^{i}$. Then, for any $a_{1}, \ldots, a_{n-1} \in \mathbb{Z}_{p}$, the probability distribution of $e=e_{0}+e_{1} a_{1}+\cdots+e_{n-1} a_{n-1} \bmod p$ can be computed as the coefficients of the polynomial

$$
c(x) c\left(x^{a_{1}}\right) \cdots c\left(x^{a_{n-1}}\right) \quad\left(\bmod x^{p}-1\right) .
$$

The theorem follows from the above lemma, since the random variables $e_{0}, e_{1} a_{1}, \ldots, e_{n-1} a_{n-1}$ are independent and $c\left(x^{a_{i}}\right)$ represents the probability distribution of $e_{i} a_{i}$. Also, the product can be computed by a simple loop: $t:=c(x)$; and for $i$ from 1 to $n-1$ do $t:=$ $t \cdot c\left(x^{a_{i}}\right) \bmod x^{p}-1$. This takes at most $O\left(n p^{2}\right)$ operations in $\mathbb{Z}_{p}$.

### 7.3.2 Intuition for the error distribution

In this section we give several examples of the computed distribution

$$
\left(a_{0} e_{0}+a_{1} e_{1}+\cdots+a_{n-1} e_{n-1}\right) \bmod p,
$$

where $e_{i}, 0 \leq i<n$, are independent identically distributed $G_{p, \beta}$ distributions on $\mathbb{Z}_{p}$ and $a_{i} \in \mathbb{Z}_{p}, 0 \leq i<n$, are fixed constants. The number of terms $n$ and the sizes of the $a_{i}$ 's greatly affects the shape of the above distribution. To get an idea of what one should expect, we look at three general cases.

## Case 1: small coefficients

The first case we consider is when all the $a_{0}, \ldots, a_{n-1}$ coefficients are 1 and the standard deviation is fixed; in this case we consider how varying $n$ affects the shape of the distribution. As $n$ grows large, the distribution remains Gaussian but approaches uniform.

Example 1. Let $\beta=0.01, p=331$. The distribution $e_{1}+e_{2}+\cdots+e_{n}$ for $n=1,20,40,100$ with $e_{j}$ iid $G_{p, \beta}$ is shown in Figure 7.1.


Figure 7.1: Sum of $n$ iid discretized Gaussian distributions on $\mathbb{Z}_{331}$.

## Case 2: large coefficients

The second case we consider is when all the $a_{0}, \ldots, a_{n-1}$ coefficients are large and the standard deviation is fixed; in this case we consider how varying $n$ affects the shape of the
distribution. We want to answer the question of how large $n$ needs to be for the distribution to be almost uniform. In this case $n$ can be quite small and the distribution already be very close to uniform. However, note that the distributions in the following example are neither Gaussian nor uniform.

Example 2. We consider the distributions of $23 e_{0}+45 e_{1}$ and $23 e_{0}+45 e_{1}+43 e_{2}$ and $23 e_{0}+45 e_{1}+43 e_{2}+95 e_{3}$ where $\beta=0.01$ and $p=331$ and $e_{j}$ iid $G_{p, \beta}$. For each additional term in the sum the distributions gets considerably closer to uniform while remaining periodic. The three graphs are shown in Figure 7.2.


Figure 7.2: The distributions of $23 e_{0}+45 e_{1}$ and $23 e_{0}+45 e_{1}+43 e_{2}$ and $23 e_{0}+45 e_{1}+43 e_{2}+$ $95 e_{3}$ where $e_{j}$ are iid discretized Gaussians on $\mathbb{Z}_{331}$

## Case 3: root of small order

In the third case we consider a situation where the coefficients are all powers of a root $\alpha$

$$
e_{0}+\alpha e_{1}+\alpha^{2} e_{2}+\alpha^{3} e_{3}+\cdots+\alpha^{n-1} e_{n-1}
$$

where $e_{j}$ are sampled from i.i.d. discretized Gaussian distributions. We want to specifically consider what effect the order of $\alpha$ has on the distribution. We choose $f=x^{n}+a x+b$ to be an irreducible polynomial over $\mathbb{Z}$ that has a root $\alpha \bmod p$.

We want to specifically consider the case when $\alpha$ has small order $\bmod p$ and $n$ is not too large. When $\alpha$ has low order, the distribution will be considerably farther from uniform compared to when $\alpha$ has large order. Consider the following example where $f$ has one root of low order and another of high order.

Example 3. The polynomial $f=x^{9}+11 x-11$ is irreducible over $\mathbb{Z}$ but has a two roots $\alpha_{1}=31, \alpha_{2}=82 \bmod 331$ with $\alpha_{1}$ having order 3 and $\alpha_{2}$ having order 165 . Consider the following distribution which arises if $\alpha_{1}$ is used to define the homomorphism in the attack

$$
e_{0}+\alpha_{1} e_{1}+\alpha_{1}^{2} e_{2}+\alpha_{1}^{3} e_{3}+\cdots+\alpha_{1}^{8} e_{8}
$$

Here we are assuming $e_{j}$ are iid $G_{p, \beta}$ for $\beta=0.01$. The graph of the distribution is show in Figure 7.3. It is neither Gaussian nor uniform.

When using the root $\alpha_{2}$ with larger order, we see that the distribution $e_{0}+\alpha_{2} e_{1}+$ $\alpha_{2}^{2} e_{2}+\alpha_{2}^{3} e_{3}+\cdots+\alpha_{2}^{8} e_{8}$ is much closer to uniform as seen in Figure 7.4.


Figure 7.3: The distribution of $e_{0}+\alpha_{1} e_{1}+\alpha_{1}^{2} e_{2}+\alpha_{1}^{3} e_{3}+\cdots+\alpha_{1}^{8} e_{8}$ for $\alpha=31$ of order 3 and $e_{j}$ iid discretized Gaussians on $\mathbb{Z}_{331}$.

## Summarize Cases

Considering these three cases, we note that if the distribution $e(\alpha)$ appears like Case 1 it can be fairly easily distinguished from the uniform for small $n$. For Case 2 distinguishing


Figure 7.4: The distribution of $e_{0}+\alpha_{2} e_{1}+\alpha_{2}^{2} e_{2}+\alpha_{2}^{3} e_{3}+\cdots+\alpha_{2}^{8} e_{8}$ for $\alpha_{2}=84$ of order 165 and $e_{j}$ iid discretized Gaussians on $\mathbb{Z}_{331}$.
from the uniform gets much harder because when adding a large number terms with large coefficients, the distribution rapidly approaches uniform. For Case 3 when $\alpha$ has small order this is similar to Case 2 with a small number of terms, but if the order of $\alpha$ is small enough and $n$ not too large, we can hope to be able to distinguish this from uniform; we will consider this case further in the next section. In Case 3 when $\alpha$ has large order, this is similar to Case 2 when there are a large number of terms, and it is unlikely one would be able to distinguish this from uniform.

### 7.4 Statistical Tests and simulation

### 7.4.1 Distinguishing statistical tests

In this section we will discuss how one can decide if a guess $g$ in the attack is correct. If the guess $g$ is correct, we have shown in the previous section how we can compute what the distribution of the error will be; we denote this computed error distribution as $\mathcal{E}$. If the guess $g$ is not correct then the samples will be uniform, which we denote as $\mathcal{U}$.

Assume that we have $L$ samples of RLWE public keys:

$$
\left(a_{i}(x), b_{i}(x)\right), \quad b_{i}(x)=a_{i}(x) s(x)+e_{i}(x), \quad i=1, \ldots, L
$$

where $a_{i}(x) \in \mathcal{U} R_{p}, e_{i}(x) \in{ }_{\chi} R_{p}$. Let $A$ and $B$ be two random variables taking samples

$$
\begin{aligned}
& A \in\left\{a_{i}(\alpha) \mid i=1, \ldots, L\right\} \\
& B \in\left\{b_{i}(\alpha) \mid i=1, \ldots, L\right\} .
\end{aligned}
$$

In general, $(A, B)$ cannot be distinguished from $\left(A, B^{\prime}\right)$, where $B^{\prime}$ is uniform. But the homomorphism attack lets us the consider the distribution

$$
\mathcal{S}(g):=B-A g, g \in \mathbb{Z}_{p}
$$

Property 1. $\mathcal{S}(g) \sim \mathcal{E}$ if $g=s(\alpha)$; otherwise $\mathcal{S}(g) \sim U$ if $g \neq s(\alpha)$.
Now if $\mathcal{E}$ is not too close to $\mathcal{U}$, we will be able to decide which one $\mathcal{S}(g)$ matches by considering a reasonable number of samples. There are several methods one might use to decide which distribution $\mathcal{S}(g)$ fits.

## Method 1: Chi-square Tests

First we will use a Chi-Square goodness-of-fit test to test the $\mathcal{S}(g)$ against a uniform distribution.

Let $\tilde{e}_{k}$ denote the number of $e_{j}(\alpha)$ 's equal to $k \bmod q$. Let $L$ denote the total number of samples. We set up our null hypothesis to be that $\mathcal{S}(g)$ is distributed according to a uniform distribution

$$
\begin{aligned}
& H_{0}: \mathcal{S}(g) \sim \mathcal{U}, \\
& H_{1}: \mathcal{S}(g) \nsim \mathcal{U}
\end{aligned}
$$

Then we compute the Chi-square statistic as

$$
V=\sum_{k=1}^{p-1} \frac{\left(\tilde{e}_{k}-L / p\right)^{2}}{L / p}
$$

where there are $q-1$ degrees of freedom. If $V$ is too large or too small based on our choice of Type 1 error rate, we reject $H_{0}$. For this test to be considered reliable we need $L / p \geq 5$ samples, i.e. $L \geq 5 p$.

Second, we test $S(g)$ against our computed distribution $\mathcal{E}$ using a Chi-squared test in a non-traditional way.

$$
\begin{aligned}
& H_{0}: S(g) \sim \mathcal{E}, \\
& H_{1}: S(g) \nsim \mathcal{E}
\end{aligned}
$$

Let $\mathcal{E}_{k}:=\operatorname{Pr}\left[\mathcal{E}=k \in \mathbb{Z}_{p}\right]$. Then we compute the Chi-square statistic as

$$
V=\sum_{k=1}^{p-1} \frac{\left(\tilde{e}_{k}-L \mathcal{E}_{k}\right)^{2}}{L \mathcal{E}_{k}}
$$

where there are $p-1$ degrees of freedom. We then reject or accept based on $V$ and our desired Type 1 error rate. In this setup, we are inverting the usual setup for a Chi-square test. Here we are making the probability of rejecting when we should not equal to the Chi-squared test's Type 2 error. But this problem is also unusual in that it is a promise problem, giving us that the $S(g)$ must be one of two know distributions, which is not an assumption generally considered for most statistical tests like the Chi-square test.

## Method 2: Expected Value of Cosine

A distinguisher, which is described by Regev in [86] and which Peikert in [84] uses to describe a general distinguisher working with the homomorphism attacks of [46, 48, 33, 34], can also be modified to work with this homomorphism attack, but in our case knowing the computed error distribution can let one choose the optimal threshold value for test. The test is to compute the following expected value: n

$$
\bar{x}:=\underset{e_{j}(\alpha) \in \mathcal{S}(g)}{E}\left[\cos \left(2 \pi e_{j}(\alpha)\right)\right] .
$$

If $S(g) \sim \mathcal{U}$, this should be approximately 0 . If $S(g) \sim \mathcal{E}$ and $\mathcal{E}$ is not too close to $\mathcal{U}$, this may be non-zero and can be used to distinguish. Since we know the computed error distribution $\mathcal{E}$, we can compute

$$
\mu:=\underset{e \in \mathcal{E}}{E}[\cos (2 \pi e)]
$$

and use this to determine the best threshold for the test $T:=\mu / 2$. Then if $\bar{x} \leq T$ we decide that $S(g) \sim \mathcal{U}$, and if $\bar{x}>T$ we decide that $S(g) \sim \mathcal{E}$. However, if the error is periodic, this test will not necessarily perform well.

## Method 3: Statistical Distance

For another test making use of the computed error distribution, we consider the statistical distance from $S(g)$ to $\mathcal{U}$ and $\mathcal{E}$ for each guess $g$ and take the guess for which $S(g)$ is closest to $\mathcal{E}$. Let the distribution of $\mathcal{S}(g)$ be $\left\{t_{i}(g) \mid i \in \mathbb{F}_{p}\right\}$, i.e.,

$$
P[\mathcal{S}(g)=i]=t_{i}(g), \quad i \in \mathbb{F}_{p}
$$

Let

$$
\begin{aligned}
& \varepsilon(g)=\sum_{i}\left|t_{i}(g)-\frac{1}{p}\right|, \\
& \delta(g)=\sum_{i}\left|t_{i}(g)-\mathcal{E}_{k}\right| .
\end{aligned}
$$

Decode $s(\alpha)=g$, where

$$
\begin{equation*}
g=\arg \max _{g \in \mathbb{F}_{p}} \varepsilon(g) \tag{7.1}
\end{equation*}
$$

or

$$
\begin{equation*}
g=\arg \min _{g \in \mathbb{F}_{p}} \delta(g) . \tag{7.2}
\end{equation*}
$$

This gives us a good idea of what the correct guess probably is if the samples are from Poly-LWE. If no one guess differed from the rest by more than some threshold, we would decide the samples were uniform. However, how this threshold should be chosen is unclear at this moment. We will leave that as a future work.

## Type 1 Errors

One further thing that must be considered when using any tests like Methods 1 and 2 with a fixed Type 1 error probability is that using the test repeated for each of the $p$ guesses will result in a much higher overall Type 1 error probability. To see this in detail, if $\gamma$ is set to be the Type 1 error probability for a single test, then $1-\gamma$ is the probability of not having a Type 1 error on that test. If one runs $p$ such tests, the probability of no Type 1 errors in all $p$ tests is $(1-\gamma)^{p}$. Thus the probability of at least one Type 1 error is $1-(1-\gamma)^{p}$; to be clear, this is an upper bound on probability of a Type 1 error and in practice a test may have a true Type 1 error rate much lower, but we may no longer have a very good upper bound.

To see how much the Type 1 error bound can grow, consider that if $\gamma=0.02$ and $p=331$, then $1-(1-0.02)^{331} \approx 0.9987$.

It is possible to keep the overall Type 1 error bound to an desired rate. One way is to use a Bonferroni correction, which is a way of setting the Type 1 error rates on the individual tests to guarantee a particular overall Type 1 error. In particular if set the new Type 1 error for each test at $\beta_{\gamma}:=\frac{\gamma}{p}$, the overall Type 1 error will still be bounded by $\gamma$. However, this may result in an impractically high Type 2 error rate, so in practice we would recommend using the tests at multiple levels and using a variety of tests as described above.

### 7.4.2 Simulations

We simulate these Chi-square methods and look at the there true Type 1 and Type 2 error rates, the expected value of cosine test does not perform well on either of these two examples.

Example 4. Continuing with the earlier Example 3, we show how we can use Method 1 of the Chi-square tests to tell for which guess of $g$ the distribution $e(\alpha)$ follows the computed error distribution rather than a uniform distribution. With 2000 samples and the individual Chi-Square tests' Type 1 error rates set at $2 \%$, the overall test is successful at rejecting the null hypothesis that the error are from the uniform every time out of ten independent simulations while only every giving two false rejections.

For those same ten simulations the Chi-square test against the uniform with Type 1 error rates set at $1 \times 10^{-9}$ (corresponding to this tests Type 2 error rates because of the inverted setup) rejects all guesses correctly without giving any false rejections.

Example 5. Next we consider a new example. Let $f=x^{15}+125 x-334$ which is irreducible over $\mathbb{Z}$ but has a root $\alpha=396$ of order $3 \bmod 607$. The distribution $\mathcal{E}$ is shown in Figure 7.5; clearly it is neither Gaussian nor uniform.

Using the Chi-square test against uniform with 5000 samples and having the individual tests set at a Type 1 error rate of $2 \%$, we are able to reject the correct the guess correctly for every one of ten independent simulations while only every giving one false rejection.

For those same ten simulations the Chi-square test against the uniform with Type 1 error rate set at $1 \times 10^{-9}$ (corresponding to this tests Type 2 error rate because of the inverted setup) is not helpful on this example as it never rejects anything.
Example 6. We used Method 3 (statistical distance) on the following instance: $f(x)=$ $x^{n}+p-1$, where $n=8, p=257$, and $\beta=0.2$. In this setup, $f(x)$ has root $\alpha=$ $1 \bmod p$. With 1200 samples, the test is successful at finding the image of $s$ in all of the ten independent simulations, when either of (7.1) and (7.2) is used.

This instance has been attacked successfully by [46], because of its simplicity, our method may be able to improve the efficiency of their attack by computing $s(\alpha)$ directly from the error distribution under the homomorphism. We leave that as a future work.

### 7.5 Conclusion

In summary, we have shown how the homomorphism attacks from [46, 48] can be extended to another variant of the Poly-LWE problem with several modifications. The main dif-


Figure 7.5: The distribution of $e_{0}+\alpha e_{1}+\alpha^{2} e_{2}+\alpha^{3} e_{3}+\cdots+\alpha^{12} e_{12}$ for $\alpha=396$ of order 3 and $e_{j}$ iid discretized Gaussians on $\mathbb{Z}_{607}$.
ference being that the mapped error distributions in the two variants behave differently requiring new approaches to distinguishing the distributions. By computing the probability distribution directly and using Chi-squared tests, we have shown how such distinguishing can be accomplished.

### 7.5.1 Future Work

Although we have discussed different statistical tests, their relative accuracy has not been thoroughly analyzed. We will leave that as future work. In another future work, we can consider a potential improvement to the weak-instance attack in [46] and [48], where we may multiply $f(x)$ by another polynomial $g(x)$, such that the number of terms in $f(x) g(x)$ is smaller than the order of $\alpha$ and $f(x) g(x)$ has small coefficients.

## Chapter 8

## Conclusions and Future Work

FHE has come a long way. With new, efficient schemes becoming more and more available, the future of FHE applications looks very promising. But we should not ignore the caveats: most of the foundations and techniques used in FHE had been developed in the past two decades, and they are not as well understood as some classical problems used in cryptography. The randomness ubiquitous in FHE designs makes the calculation of exact security level difficult. KDM security may be a weak link in many popular FHE schemes based on LWE and RLWE. Large gaps still exist between theory and reality.

Our work shows that in BGV, homomorphic evaluation of integer arithmetic and, furthermore, data aggregation functions can be practical only with small numbers. SIMD operations can be used to parallelize the computation for an better amortized performance. When we need to deal with large numbers, bootstrapping must be included to fix the problem of growing parameters. Schemes that support real numbers, such as CKKS [37], may improve the performance and can be investigated. Overall, choosing the right scheme to suit the need of the nature of secure computation in any project, instead of looking for a one-size-fits-all solution, is still the current strategy for applications.

We have also shown that even though lattice problems are generally NP-hard, a particular lattice instance may still have structural weaknesses, especially for those chosen for efficiency reasons. Further investigatoin is urgently needed to assess the security level of lattices. And users of FHE schemes should pay close attention to ensure proper parameters are selected.
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