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Abstract

We prove in this thesis that planar graphs can be L-colored, where L is a list-assignment in which every vertex has a
5-list except for a collection of arbitrarily large faces which have 3-lists, as long as those faces are at least a constant
distance apart. Such a result is analogous to Thomassen’s 5-choosability proof where arbitrarily many faces, rather
than just one face, are permitted to have 3-lists. This result can also be thought of as a stronger form of a conjecture
of Albertson which was solved in 2012 and asked whether a planar graph can be 5-list-colored even if it contains
distant precolored vertices. Our result has useful applications in proving that drawings with arbitrarily large pairwise
far-apart crossing structures are 5-choosable under certain conditions, and we prove one such result at the end of this
thesis.
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Chapter 0

Introduction

0.1 Embeddings and Drawings

An embedding of a graph G into the plane is an assignment of the vertices of G to points of R2 and edges of G to arcs
in R2 homeomorphic to [0, 1], where the following conditions are satisfied.

1) For any edge e = xy ∈ E(G), the endpoints of the arc associated to e are the points of R2 associated to x and
y; AND

2) For any edge e = xy ∈ E(G) and v ∈ V (G) with v ̸∈ {x, y}, the arc associated to e does not contain the point
of in R2 associated to v; AND

3) For any two distinct edges e1, e2 ∈ E(G), there is no point in R2 which is both an interior point of the arc
associated to e1 and an interior point of the arc associated to e2.

An embedding satisfying conditions 1)-3) is called a planar embedding or a planar graph. An assignment of the
vertices and edges of a graph G to points and arcs of R2 respectively for which conditions 1) and 2) are satisfied, but
for which condition 3) is dropped, is called a drawing of G, or just a drawing. Given a drawing G and two edges
e1, e2 ∈ E(G), a point of R2 which is both an interior point of e1 and an interior point of e2 is called a crossing point

of G.

Throughout this thesis, unless otherwise specified, a graph is always understood to be a fixed drawing (or embedding,
if the graph is planar) in R2. In some cases (in particular, in the last chapter), we deal with drawings on the sphere S2

rather than in R2. We define embeddings and drawings on the sphere analogously to the above, where R2 is replaced
by S2 in the definition above.

If we want to talk about a graph G as an abstract collection of vertices and edges, without reference to sets of points
and arcs in the plane or the sphere, then we call G an abstract graph. All graphs in this thesis are simple (that is,
free of loops or repeated edges). We also do not deal with directed graphs in this thesis. All graphs in this thesis are
undirected.

We adopt that standard convention that all drawings G satisfy the property that, if e1 and e2 are edges which cross
in G, then e1 and e2 share no endpoint (since if e1 and e2 share an endpoint, then the crossing can be undone by
rerouting the two edges and then deforming the arcs in a sufficiently small open neighborhood around the crossing
point).

Definition 0.1.1. For any U ⊆ R2 and drawing G in R2, we have the following terminology.

1) Cl(U) denotes the closure of U and ∂(U) denotes the boundary of U .
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2) A subgraph of G is a drawing obtained by deleting some of the vertices of G, removing some of the arcs from
E(G), and, in particular, for each deleted vertex v, removing from E(G) every arc with v as an endpoint. We
write H ⊆ G to indicate that H is a subgraph of G.

3) We write G ⊆ U to mean that the vertices and edges of G, regarded as sets of points of R2, are all contained in
U .

4) Given two subgraphs H1, H2 ⊆ G, the graph H1 ∪H2 is the drawing consisting of all the vertices in V (H1) ∪
V (H2) and all the edges in E(H1) ∪ E(H2).

5) The notation G \ H refers to the drawing obtained from G by deleting the points of R2 corresponding to the
vertices of H and deleting the interiors of the arcs of R2 corresponding to the edges of G with at least one
endpoint in H .

We have analogous definitions in the case where U ⊆ S2 and G is a drawing in S2.

Given a planar graph G, the deletion of G partitions R2 into a collection of disjoint, open path-connected components
called the faces of G. Our main objects of study are the subgraphs of G bounding the faces of G.

Definition 0.1.2. Given a planar graph G and a subgraph H of G, we introduce the following terminology.

1) H is called a facial subgraph of G if there exists a connected component U of R2 \G such that H = ∂(U).

2) H is called a cyclic facial subgraph (or, more simply, a facial cycle) if H is both a facial subgraph of G and a
cycle.

Definition 0.1.2 does not require H to be connected. Indeed, if G is not connected, then at least one facial subgraph
of G is not connected. We also use the following standard notation.

Definition 0.1.3. Given a planar graph G and a cycle C in G, we let IntG(C) denote the subgraph of G consisting
of all the edges and vertices in the closure of the unique bounded simply connected component of R2 \ C, and we let
ExtG(C) denote the subgraph G \ (IntG(C) \C) of G. We now make the following definition: An expression of G as
a union of the form G = G0 ∪G1, where G0, G1 is a pair of subgraphs of G, is called the natural C-partition of G if
there exists an i ∈ {0, 1} such that Gi = IntG(C) and G1−i = ExtG(C).

We also introduce the following standard notation.

Definition 0.1.4. For any graph G, vertex set X ⊆ V (G), integer j ≥ 0, and real number r ≥ 0, we have the
following.

1) We set Dj(X,G) := {v ∈ V (G) : d(v,X) = j}.

2) We set Br(X,G) := {v ∈ V (G) : d(v,X) ≤ r}.

3) For any subgraph H of G, we usually just write Dj(H,G) to mean Dj(V (H), G), and likewise, we usually
write Br(H,G) to mean Br(V (H), G).

If the underlying graph G is clear from the context, then we drop the second coordinate from the above notation in
order to avoid clutter.

Definition 0.1.5. Given a graph G, a subgraph H of G, a subgraph P of G, and an integer k ≥ 0, we call P a k-chord

of H if |E(P )| = k and P is of the following form.

1) P := v1 · · · vkv1 is a cycle with v1 ∈ V (H) and v2, · · · , vk ̸∈ V (H); OR
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2) P := v1 · · · vk+1, and P is a path with distinct endpoints, where v1, vk+1 ∈ V (H) and v2, · · · , vk ̸∈ V (H).

Given a k ≥ 1 and a k-chord P of H , P is called a proper k-chord of H if P is not a cycle, i.e P intersects H on two
distinct vertices. Note that, for any 1 ≤ k ≤ 2, any k-chord of H is a proper k-chord of H , since G has no loops or
duplicated edges. A 1-chord of H is simply referred to as a chord of H . In some cases, we are interested in analyzing
k-chords of H in G where the precise value of k is not important. We thus introduce the following definition. We
call P a generalized chord of H if there exists an integer k ≥ 1 such that P is a k-chord of H . We call P a proper

generalized chord of H if there exists an integer k ≥ 1 such that P is a proper k-chord of H .

Given a planar graph G, a cyclic facial subgraph C of G, and a proper generalized Q of C, there is a natural way to
talk about one or the other “side” of Q in G. That is, analogous to Definition 0.1.3, there is a natural topological way
to partition G into two sides of Q, which is made precise below.

Definition 0.1.6. Let G be a planar graph, let C be a cyclic facial subgraph of G, and let Q be a generalized chord
of C. The unique natural (C,Q)-partition of G is an expression of G as a union of the form G = G0 ∪ G1, where
G0, G1 is a pair of subgraphs of G such that the following hold.

1) G0 ∩G1 = Q; AND

2) For each i ∈ {0, 1}, there is a unique open simply connected region U of R2 \ (C ∪Q) such that Gi consists of
all the edges and vertices of G in the closed region Cl(U).

If the facial cycle C is clear from the context then we usually just refer to {G0, G1} as the natural Q-partition of G.
Note that this is consistent with Definition 0.1.3 in the sense that, if Q is not a proper generalized chord of C (i.e Q is
a cycle) then the natural Q-partition of G is the same as the natural (C,Q)-partition of G.

Throughout this thesis, we frequently analyze paths, and use the following standard notation related to paths.

Definition 0.1.7. Given a graph G, a path P in G, and a pair of vertices x, y ∈ V (P ), we let xPy denote the subpath
of P with endpoints x, y. If we have a specified ordering of P as P := x1 · · ·xk for some integer k ≥ 1, then, for each
i ∈ {1, · · · , k}, we write Pxi to mean the subpath x1 · · ·xi of P , and we write xiP to mean the subpath xi · · ·xk of
P . Furthermore, for any path P := x1 · · ·xk, we let P̊ denote the path x2 · · ·xk−1. We also adopt the convention that,
for any cycle C ⊆ G, we have C̊ = C.

Definition 0.1.8. Given a graph G and a pair of subsets X,Y ⊆ V (G), a path P ⊆ G is called a (X,Y )-path if
P := x1 · · ·xk, where x1 ∈ X , xk ∈ Y , and V (P ) is otherwise disjoint to X ∪ Y .

0.2 Colorings and List-Colorings

Given a graph G, a list-assignment for G is a family of sets {L(v) : v ∈ V (G)} indexed by the vertices of G, such
that L(v) is a finite subset of N for each v ∈ V (G). The elements of L(v) are called colors.

Definition 0.2.1. Let G be a graph and let L be a list-assignment for G. Let H be a subgraph of G. A function
ϕ : V (H) →

⋃
v∈V (H) L(v) is called an L-coloring of H if ϕ(v) ∈ L(v) for each v ∈ V (H), and, for each pair

of vertices x, y ∈ V (H) such that xy ∈ E(H), we have ϕ(x) ̸= ϕ(y). Given a set S ⊆ V (G) and a function
ϕ : S →

⋃
v∈S L(v), we call ϕ an L-coloring of S if ϕ(v) ∈ L(v) for each v ∈ S and ϕ is an L-coloring of the

induced graph G[S].

Definition 0.2.2. Let k ≥ 1 be an integer. A graph G is called k-choosable if, for every list-assignment L for G such
that |L(v)| ≥ k for all v ∈ V (G), G is L-colorable.
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In 1994, Thomassen demonstrated in [17] that all planar graphs are 5-choosable, settling a problem that had been
posed in the 1970’s.

Theorem 0.2.3. Let G be a planar graph with facial cycle C. Let xy be an edge of G with x, y ∈ V (C). Let L be a

list assignment for V (G) such that the following hold.

1) xy is L-colorable; AND

2) |L(v)| ≥ 3 for v ∈ V (C) \ {x, y}; AND

3) |L(v)| ≥ 5 for v ∈ V (G) \ V (C).

Then G is L-colorable.

This theorem also has the following useful corollary.

Corollary 0.2.4. Let G be a planar graph with outer cycle C, where |V (C)| ≤ 4, and let L be a list-assignment for

V (G) where each vertex of G \ C has a list of size at least five and V (C) is L-colorable. Then G is L-colorable.

The proof technique for Theorem 0.2.3 can be applied to other settings, in order to prove the 5-choosability of some
more general classes of graphs. One such result, which is proven in [6], is as follows.

Theorem 0.2.5. Let G be a graph drawn in the plane so that all crossings in G are pairwise of distance at least 15

apart. Then G is 5-choosable.

In the statement of Theorem 0.2.5, the distance between two crossings in a drawing G refers to the graph-theoretic
distance between the two pairs of edges which are incident to the respective crossings.

One of the results we rely on in order to prove the results of this thesis is the following useful theorem about two
precolored cycles, which follows from Theorem 5.2.9 in [8].

Theorem 0.2.6. There exists an integer γ ≥ 1 such that the following holds: Let G be a planar graph and let C1, C2

be cyclic facial subgraphs of G such that d(C1, C2) ≥ γ and, for each i = 1, 2, we have 3 ≤ |V (Ci)| ≤ 4. Let L be a

5-list-assignment for G and let ϕ be a proper L-coloring of V (C1 ∪ C2). Then ϕ extends to an L-coloring of G.

0.3 Results of this Thesis

This thesis consists of two results. The first result of this thesis is the following, which is a generalization of Theorem
0.2.3 to a planar graph with a collection of specified faces which are pairwise at least a constant distance from each
other.

Theorem 0.3.1. There exists a constant α such that the following holds: Let G be a planar graph and let F1, · · · , Fm
be a collection of facial subgraphs of G such that d(Fi, Fj) ≥ α for each 1 ≤ i < j ≤ m. Let x1y1, · · · , xmym be a

collection of edges in G, where xiyi ∈ E(Fi) for each i = 1, · · · ,m. Let L be a list-assignment for G such that the

following hold.

1) For each v ∈ V (G) \ (
⋃m
i=1 V (Ci)), |L(v)| ≥ 5; AND

2) For each i = 1, · · · ,m, xiyi is L-colorable, and, for each v ∈ V (Fi) \ {xi, yi}, |L(v)| ≥ 3.

Then G is L-colorable. In particular, letting γ be as in Theorem 0.2.6, the choice α = 48749 + 3γ suffices.
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In the process of proving Theorem 0.3.1, we also prove many stand-alone intermediate results along the way which
have useful applications in other contexts. Theorem 0.3.1 is a strengthening of the following result, which is proven
in [7] and positively resolved a conjecture of Albertson.

Theorem 0.3.2. There exists a constant d such that the following holds: Let G be a planar graph and let S ⊆ V (G),

where the vertices of S are pairwise of distance at least d apart. Let L be a list-assignment for V (G) such that every

vertex of S has a list of size one and every vertex of G \ S has a list of size least five. Then G is L-colorable.

In [13], Postle and Thomas proved a very nice result which is also a strengthening of Theorem 0.3.2.

Theorem 0.3.3. Given a planar graphG, a subgraphH , and a list-assignment L ofG, where all the vertices ofG\H
have lists of size at least five, either G is L-colorable or there is a subgraph of G of size O(|V (H)|) which is not

L-colorable.

Theorem 0.3.3 immediately implies a weaker version of Theorem 0.3.1 where the lower bound on the pairwise-
distance between the faces of {F1, · · · , Fm} is linearly dependent on the quantity max{|V (Fi)| : i = 1, · · · ,m}.
Our result brings the required lower bound on this pairwise-distance down to a constant. Postle and Thomas also have
an independent proof of Theorem 0.3.1, with a different distance constant, which consists of a sequence of papers for
which publication is ongoing at the time of writing. The last paper in the sequence, which is [12], appeared several
weeks after the oral defence of this thesis.

Theorem 0.3.1 gives a positive answer to a conjecture posed at the very end of [8] and also gives a positive answer
to a list-coloring version of the following conjecture from [16] for ordinary colorings, albeit with a different distance
constant.

Conjecture 0.3.4. Let G be a planar graph and W ⊆ V (G) such that G[W ] is bipartite and any two components of

G[W ] have distance at least 100 from each other. Can any coloring of G[W ] such that each component is 2-colored

be extended to a 5-coloring of G?

A positive answer to Conjecture 0.3.4 in the special case where each component of W is a lone vertex was provided
by Albertson in [1]. Note that Conjecture 0.3.4 generalizes the setting of pairwise far-apart precolored vertices to that
of precolored far-apart 2-colored bipartite components. That is, Theorem 0.3.2 provides a positive answer to a list-
coloring version of Conjecture 0.3.4 in the case where each component of W is a lone vertex, albeit with a different
distance constant.

The proof of Theorem 0.3.1 consists of Chapters 1-13, which is the majority of the thesis. In Chapter 14, we prove
an analogue to Theorem 0.2.5 for more general crossing structures. The lone result of Chapter 14 does not rely on the
details of the proof of Theorem 0.3.1. That is, for the purposes of Chapter 14, Theorem 0.3.1 is just a black box, so
Chapter 14 can be read independently of Chapters 1-13. Chapter 14 consists of the following result.

Theorem 0.3.5. There exists a constant α′ such that the following holds: Let G be a drawing on the sphere of a graph

and let C1, · · · , Cm be a collection of cycles in G such that d(Ci, Cj) ≥ α′ for each 1 ≤ i < j ≤ m. Suppose that,

for each 1 ≤ i ≤ m, there is a connected component Ui of S2 \ Ci such that the following hold.

1) For each crossing point x of G, there is an i ∈ {1, · · · ,m} such that x ∈ Ui ; AND

2) For each v ∈ V (Ci), V (G) ∩ Ui = ∅ and there is at most one chord of Ci in Cl(Ui) which is incident to v.

Then G is 5-choosable. In particular, letting γ be as in Theorem 0.2.6, the choice α′ = 48751 + 3γ suffices.
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0.4 Notational Conventions and Formatting of Proofs in this Thesis

Definitions and symbols introduced in this thesis can be found in the index or symbol index respectively. Whenever
notation and definitions are introduced in this thesis, subscripts, superscripts, and coordinates that denote underlying
structures are frequently suppressed in later uses of these definitions in order to avoid clutter, as long as the suppressed
symbols are clear from the context. For example, instead of writing IntG(C) to denote the interior of a cycle C in a
planar embedding G, we usually just write Int(C). The suppressed subscripts, superscripts, and coordinates typically
denote ambient graphs and/or list-assignments which are clear from the context.

All proofs in this thesis are structured in the following way. Any proof environment which ends with a white box is the
proof of a statement which is contained in one of the environments Theorem, Lemma, Proposition, or Observation. The
statement of any intermediate result within a white-box proof environment is contained in the Claim environment, and
the proof of this intermediate result is contained within a proof environment which ends with a black box. If the proof
within this black-box environment itself requires an intermediate statement, then this statement is contained within the
Subclaim environment. The proof of the subclaim is contained in a nested environment that ends with a black box as
well, but both the subclaim and its proof are indented so as to easier distinguish them from the proof environment of
the claim in which they are nested. There is no further nesting within this thesis (i.e proofs of subclaims do not contain
any nested proof environments). The template below shows an example of this.

Proposition 0.4.1. This is a proposition.

Proof. In order to prove Proposition 0.4.1 we first prove the following intermediate result.

Claim 0.4.2. This is a claim within the proof of Proposition 0.4.1.

Proof: In order to prove Claim 0.4.2, we need the following fact.

Subclaim 0.4.3. This is a subclaim within the proof of Claim 0.4.2.

Proof: This is the proof of Subclaim 0.4.3. ■

Now we leave the indented environment and continue with the proof of Claim 0.4.2. This completes the proof of
Claim 0.4.2. ■

This completes the proof of Proposition 0.4.1.

0.5 Layout and Organization of this Thesis

Because the proof of Theorem 0.3.1 is very long, Chapters 1-13 are, to the greatest extent possible, organized in a
modular way. More precisely, most of the chapters between 1 and 13 each consist of a lone main result, where this
lone main result is an intermediate result in the proof of Theorem 0.3.1. Each of these chapters has the additional
property that no subsequent chapter relies on the inner workings of the proof of this lone result. That is, for any
1 ≤ k ≤ 13 and any chapter k which consists only of a lone result, we only make reference to Chapter k either
to invoke the main result of Chapter k (which is, for the purposes of subsequent chapters, a black box) or to use a
definition or a piece of notation which was introduced in Chapter k.
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Chapter Lone Main Result
3 Theorem 3.0.2

4 Theorem 4.0.1

5 Theorem 5.1.6

6 Theorem 6.0.9

7 Theorem 7.0.1

Chapter Lone Main Result
8 Theorem 8.0.4

9 Theorem 9.0.1

10 Theorem 10.0.7

11 Theorem 2.1.7

13 Theorem 13.0.1

Table 0.5.1: Chapters and their main results

Table 0.5.1 shows all chapters with this property. The purpose of this modular organization is to avoid forcing the
reader to read all the details of one chapter before moving onto the next. Because the proof of Theorem 0.3.1 is
long and technical and contains many intermediate results, it is organized in a way that allows the reader to take
note of intermediate results, skip the details of their proofs, read ahead to later chapters to see where and how these
intermediate results are applied, and then return to the earlier chapters to read through the details of the proofs of
these intermediate results at their leisure. In particular, if a section is part of a chapter which consists of a lone main
result and its proof, and that section itself consists only of a lone intermediate result, then that intermediate result is
not referenced in subsequent chapters, since it is only used to obtain the main result of the chapter it belongs to. The
reader thus has a considerable amount of freedom in deciding which details to skip or read later.

The modular organization of the proof of Theorem 0.3.1 outlined above, is, to the greatest extent possible, replicated
at the level of individual chapters. That is, there are many sections of this thesis which each consist solely of a lone
intermediate result and its proof, and possibly several corollaries to this result, where the only subsequent references
to this section are for the purpose of invoking this result or its corollaries, which are otherwise black boxes. The table
below lists, in order, all sections which consist of a lone result.

Chapter Section Lone Intermediate Result
1 1.6 Theorem 1.6.1

2 2.2 Theorem 2.2.4

2 2.3 Theorem 2.3.2

3 3.1 Lemma 3.1.1

3 3.3 Lemma 3.3.1

4 4.1 Theorem 4.1.3

4 4.2 Lemma 4.2.1

4 4.4 Theorem 4.4.1

5 5.2 Lemma 5.2.1

5 5.3 Lemma 5.3.1

6 6.3 Theorem 6.3.2

7 7.1 Theorem 7.1.1

8 8.2 Lemma 8.2.1

8 8.3 Lemma 8.3.3

8 8.4 Lemma 8.4.1

8 8.5 Lemma 8.5.1

Chapter Section Lone Intermediate Result
9 9.1 Lemma 9.1.1

9 9.2 Lemma 9.2.4

10 10.1 Lemma 10.1.1

10 10.3 Lemma 10.3.2

10 10.4 Lemma 10.4.2

10 10.7 Lemma 10.7.1

10 10.8 Lemma 10.8.1

11 11.1 Theorem 11.1.1

11 11.2 Theorem 11.2.3

11 11.3 Lemma 11.3.2

12 12.2 Theorem 12.2.10

12 12.4 Theorem 12.4.1

12 12.5 Theorem 12.3.3

13 13.1 Lemma 13.1.1

13 13.3 Lemma 13.3.1

Table 0.5.2: Sections and their main results
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Chapter 1

Charts, Path Colorings, and Tessellations

In this chapter, we introduce the basic tools, definitions, and language used to prove Theorem 0.3.1. We prove some
basic topological and coloring facts which we use over the course of this thesis, and we also give a brief overview of
the proof of Theorem 0.3.1.

1.1 Charts and Colorings

We begin with the following definition, which is our main object of study.

Definition 1.1.1. Let k, α ≥ 1 be integers. A tuple T = (G, C, L) is an (α, k)-chart if G is a planar graph with
list-assignment L, C is a family of facial subgraphs of G, and the following conditions are satisfied.

1) For any distinct facial subgraphs H1, H2 ∈ C, d(H1, H2) ≥ α; AND

2) |L(v)| ≥ 5 for all v ∈ V (G) \
(⋃

H∈C V (H)
)
; AND

3) For each H ∈ C, there exists a connected subgraph PT (H) of H satisfying the following.

i) |E(PT (H))| ≤ k and PT (H) is induced in H; AND

ii) |L(v)| ≥ 3 for all v ∈ V (H) \ V (PT (H)); AND

iii) V (PT (H)) is L-colorable and |L(v)| = 1 for all v ∈ V (PT (H)).

A tuple T is a chart if there exist integers k, α ≥ 1 such that T is an (α, k)-chart. A chart T = (G, C, L) is colorable

if G is L-colorable.

For any chart T = (G, C, L) and any H ∈ C, we let PT (H) denote the uniquely specified subgraph of H satisfying
i)-iii) of 3) of Definition 1.1.1. We call PT (H) the precolored subgraph of H .

Given a chart T = (G, C, L), the elements of C are called the rings of the chart. This terminology, together with the
notation C, is suggestive of the fact that our primary interest is the case where the rings of the chart are cyclic facial
subgraphs of G, but in general, the definition of a chart does not require the elements of C to be cyclic facial subgraphs
of G, or even connected subgraphs of G.

In most applications of the terminology above, we are dealing with the case where each H ∈ C is a facial cycle of
G, and thus PT (H) is either a path or a cycle. If either the underlying chart or the ring containing the precolored
subgraph, or both, are clear from the context, we usually drop either the H or the T or both from the notation PT (H)

to avoid clutter, i.e we just write P. The bold-font P is only ever used to refer to these paths in charts so there is no
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danger of confusing them with other paths. For our purposes, it is essential to distinguish the special case in which the
entirety of an element of C is precolored, so we introduce the following terminology.

Definition 1.1.2. Let T = (G, C, L) be a chart and let H ∈ C. We say that H is a closed T -ring if PT (H) = H .
Otherwise, we say that C is an open T -ring.

We now restate Theorem 0.3.1 in the language of charts.

Theorem 1.1.3. Every (48749 + 3γ, 1)-chart is colorable, where γ is as in Theorem 0.2.6.

Since we are dealing with graphs as topological objects, we adopt the following standard definitions.

Definition 1.1.4. Let G be a planar embedding, and let A,B,H be subgraphs of G. We say that H disconnects A

from B if the following hold.

1) Each of V (A \H) and V (B \H) is nonempty; AND

2) Every (A,B)-path in G contains a vertex of H .

We say that H separates A from B if H satisfies the following stronger properties.

1) A ∩B ⊆ H and each of E(A) \ E(H) and E(B) \ E(H) are nonempty; AND

2) For any edges e1 ∈ E(A) and e2 ∈ E(B), any points x ∈ e1, y ∈ e2 with x, y ̸∈ V (H), and any arc P ⊆ R2

with endpoints x, y, P has nonempty intersection with H , where H, e1, e2 are regarded as subsets of R2.

In some cases, to avoid clutter, we abuse this notation in the following way: Given a planar embedding G, a subgraph
H of G, an integer k ≥ 1 and a k-chord P of H , we write “P separates a from b” to mean that the deletion of H ∪ P
leaves a, b in two connected components of R2 \ (H ∪ P ).

Given a planar graph G, a separating cycle in G is a cycle C in G such that both Int(C) \ C and Ext(C) \ C have
nonempty intersection with V (G). Of particular importance to us over the course of the proof of Theorem 1.1.3 are
planar graphs which do not have separating cycles of length 3 or 4.

Definition 1.1.5. Given a planar graph G, we call G short-separation-free if G does not contain any separating cycle
of length 3 or 4. Likewise, given a chart T = (G, C, L), we call T a short-separation-free chart if G is a short-
separation-free graph.

We now introduce some additional notation related to list-assignments for graphs. We very frequently analyze the
situation where we begin with a partial L-coloring ϕ of a subgraph of a graph G, and then delete some or all of the
vertices of dom(ϕ) and remove the colors of the deleted vertices from the lists of their neighbors in G \ dom(ϕ). We
thus make the following definition.

Definition 1.1.6. Let G be a graph, let ϕ be a partial L-coloring of G, and let S ⊆ V (G). We define a list-assignment

LSϕ for G \ (dom(ϕ) \ S) as follows.

LSϕ(v) :=

{ϕ(v)} if v ∈ dom(ϕ) ∩ S

L(v) \ {ϕ(w) : w ∈ N(v) ∩ (dom(ϕ) \ S)} if v ∈ V (G) \ dom(ϕ)

If S = ∅, then L∅
ϕ is a list-assignment for G\dom(ϕ) in which the colors of the vertices in dom(ϕ) have been deleted

from the lists of their neighbors in G \ dom(ϕ). The situation where S = ∅ arises so frequently that, in this case,
we simply drop the superscript and let Lϕ denote the list-assignment L∅

ϕ for G \ dom(ϕ). In some cases, we specify
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a subgraph H of G rather than a vertex-set S. In this case, to avoid clutter, we write LHϕ to mean LV (H)
ϕ . We now

introduce the following natural way to combine two partial colorings of a graph.

Definition 1.1.7. Given two subsets S1, S2 ⊆ V (G) and, for each i ∈ {1, 2}, an L-coloring ϕi of Si, we have the
following: If ϕ1(v) = ϕ2(v) for each v ∈ S1 ∩ S2, and ϕ1(x) ̸= ϕ2(y) for each xy ∈ E(G) with x ∈ S1 and y ∈ S2,
then there is a well-defined proper L-coloring ϕ of S1 ∪ S2 which is compatible with ϕ1, ϕ2, where

ϕ(v) :=

ϕ1(v) if v ∈ S1

ϕ2(v) if v ∈ S2

We denote this coloring by ϕ1 ∪ ϕ2.

Definition 1.1.8. Given a graph G, a list-assignment L for V (G), a subgraph H of G, and a partial L-coloring ϕ of
G, we let ΦG,L(ϕ,H) denote the set of extensions of ϕ to L-colorings of dom(ϕ) ∪ V (H). If ϕ is the empty coloring
(i.e dom(ϕ) = ∅) then ΦG,L(ϕ,H) is just the set of L-colorings of H , which we denote by ΦG,L(H).

In some cases, it is more convenient to specify a vertex set rather than a subgraph of G. Given a vertex set S ⊆ V (G),
we define ΦG,L(ψ, S) analogously. That is, ΦG,L(ψ, S) is the set of extensions of ψ to L-colorings of dom(ψ) ∪ S.

In certain cases we want to analyze the possible extensions of a partial coloring obtained by extending the domain of
the partial coloring by a lone vertex, particularly when we are considering colorings of a subpath of a path, and want
to extend this coloring to the next vertex in the path. We thus introduce the following compact notation.

Definition 1.1.9. Let G be a graph and let L be a list-assignment for V (G). Let ψ be a partial L-coloring of G. For
each c ∈ Lψ(v), the notation ψ⟨v : c⟩ denotes the extension of ψ to an L-coloring of dom(ϕ) ∪ {v} obtained by
coloring v with c.

Given a family of partial L-colorings of G, it is useful to keep track of the colors given to a particular vertex by the
elements of this family.

Definition 1.1.10. IfF is a family of partialL-colorings ofG, then we define ColG,L(v,F) := {ϕ(v) : ϕ ∈ F and v ∈
dom(ϕ)}.

In view of Theorem 0.2.3 and Definition 0.1.2, we introduce the following terminology, which we use repeatedly
throughout this thesis.

Definition 1.1.11. Given a graph G, a list-assignment L for G, and a facial subgraph H of G, we call H a Thomassen

facial subgraph of G with respect to L if H is a facial subgraph of G and there is an edge xy ∈ E(H) such that xy is
L-colorable, and, for all v ∈ V (H) \ {x, y}, |L(v)| ≥ 3.

We also introduce the following natural notation, which we use frequently both in this chapter and subsequent chap-
ters.

Definition 1.1.12. Given a graphG and a cycleC inG, we let Int+(C) denote the graphG[IntG(C)], and, likewise, we
let Ext+G(C) denote the graph G[ExtG(C)]. That is, Int+G(C) consists of IntG(C) together with any chords of C which
lie in ExtG(C), and Ext+G(C) is defined analogously. Furthermore, we let Int−G(C) denote the graph IntG(C) \ E(C)

and let let Ext−G(C) denote the graph ExtG(C) \ E(C).
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1.2 Coloring and Deleting Paths

Given a graph G, a list-assignment L for G, and a path P in G, we sometimes want to find an L-coloring ψ of P such
that G does not have too many vertices of distance one from P which have Lψ-lists of size less than three. Since we
frequently perform analyses of this form throughout this thesis, we introduce the following compact notation.

Definition 1.2.1. Let G be a graph with list-assignment L. Given an integer n ≥ 1, a path P := p1 · · · pn, and a
partial L-coloring ϕ of G with V (P ) ⊆ dom(ϕ), we denote the L-coloring ϕ|P of P as (ϕ(p1), ϕ(p2), · · · , ϕ(pn)).

We introduce several more very natural pieces of terminology.

Definition 1.2.2. Let G be a graph and let P ⊆ G be a path.

1) We say that P is a quasi-shortest path if P is an induced path in G with the additional property that, for any
v ∈ D1(P ) and any two vertices w,w′ ∈ V (P ) ∩N(v), the path wPw′ has length at most two.

2) If P is a quasi-shortest path, then, given a v ∈ V (Q̊), we say that v is a P -gap if there is no vertex of D1(P )

such that G[N(v) ∩ V (P )] is a subpath of P of length two with midpoint v.

3) Given a list-assignment L, we introduce the following sets of L-colorings of P .

i) We let AvoidG,L(P ) be the set of L-colorings ϕ of V (P ) such that, for every v ∈ D1(P ), either |L(v)| < 5

or |Lϕ(v)| ≥ 3.

ii) We let Avoid†G,L(P ) be the set of L-colorings ϕ of V (P ) such that, for some v† ∈ D1(P ), we have
either |L(v†)| < 5 or |Lϕ(v†)| ≥ 2, and furthermore, for every v ∈ D1(P ) \ {v†}, either |L(v)| < 5 or
|Lϕ(v)| ≥ 3.

We now prove a simple results about coloring and deleting paths in short-separation free planar graphs.

Proposition 1.2.3. Let G be a short-separation-free planar graph, where |V (G)| > 5, and let L be a list-assignment

forG. Let P := p1 · · · pk be a quasi-shortest path, let P ′ be a terminal subpath of P . Suppose further that every vertex

of P \ P ′ has an L-list of size at least five. Then for any ϕ ∈ AvoidG,L(P ′), ϕ extends to an element of AvoidG,L(P ).

Proof. Let P ′ := p1 · · · pℓ for some 1 ≤ ℓ ≤ r. For each j = ℓ, · · · , r, let Bj be the set of extensions of ϕ to an
element of AvoidG,L(p1Ppj). Note that ϕ ∈ Bℓ. We claim that Bj ̸= ∅ for all j = ℓ, · · · , r. We show this by
induction on j. This holds if j = ℓ since ϕ ∈ Bℓ. If r = ℓ, then we are done, so let j ∈ {ℓ, · · · , r−1} and let ψ ∈ Bj .

SinceP is an induced subpath ofG, we have |Lψ(pj+1)| ≥ 4. If pj is aP -gap, then any extension ofψ to anL-coloring
of V (p1Ppj+1) lies inBj+1, so we are done in that case, so now suppose that pj is not a P -gap. Since |V (G)| > 5 and
G is short-separation-free, G is K2,3-free, so there is a unique vertex w such that G[N(w)∩ V (P )] = pj−1pjpj+1. If
|L(w)| < 5, then, as above, any any extension of ψ to an L-coloring of V (p1Ppj+1) lies in Bj+1, so we are done in
that case, so now suppose that |L(w)| ≥ 5. Thus, we have |Lψ(w)| ≥ 3, as N(w) ∩ dom(ψ) = {pj−1, pj}.

Since |Lψ(pj+1)| ≥ 4, there is an extension of ψ to an L-coloring ψ∗ of p1Ppj+1 such that |Lψ∗(w)| ≥ 3, and thus
ψ∗ ∈ Bj+1. We conclude that Bj+1 ̸= ∅, as desired.

Now we have the following.

Proposition 1.2.4. Let G be a short-separation-free planar graph, where |V (G)| > 5, and let L be a list-assignment

for G. Let P be a quasi-shortest path in G with |E(P )| = 4. Let L be a list-assignment for G such that each endpoint

of P has a list of size at least one and each internal vertex of P has a list of size at least five. Then Avoid†
G,L(P ) ̸= ∅.
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Proof. Let P := p1p2p3p4p5. Let ψ be an L-coloring of {p1, p5}. Let SubD(P ) := {w ∈ D1(P ) : |L(w)| ≥ 5}.
Since P is a quasi-shortest path and |Lψ(p3)| ≥ 5, there is a d ∈ Lψ(p3) such that either no vertex of SubD(P )

adjacent to all of p1, p2, p3, or there is a unique w ∈ SubD(P ) such that |Lψ(w2) \ {d}| ≥ 4.

Let ψ′ be an extension of ψ to an L-coloring of {p1, p3, p5} obtained by coloring p3 with d. Since P is a quasi-shortest
path, we have |Lψ′(p2)| ≥ 3 and |Lψ′(p4)| ≥ 3, and thus, there is an extension of ψ′ to an L-coloring ψ∗ of V (P )

such that either no vertex of SubD(P ) is adjacent to all three of p2p3p4, or there is a w3 ∈ SubD(P ) such that
G[N(w3) ∩ V (P )] = p2p3p4 and |Lψ∗(w3)| ≥ 3. If there is a w ∈ SubD(P ) with |Lψ∗(w)| < 3, then |Lψ∗(w)| = 2

and w is the unique vertex of G adjacent to all three of p3, p4, p5, so ψ∗ ∈ Avoid†(P ) and we are done.

We have an analogous result for paths of length six.

Proposition 1.2.5. Let G be a short-separation-free planar graph, where |V (G)| > 5, and let L be a list-assignment

for G. Let P be a quasi-shortest path in G with |E(P )| = 6, and suppose that the midpoint of P is a P -gap. Let L be

a list-assignment for G such that each endpoint of P has a list of size at least one and each internal vertex of P has a

list of size at least five. Then Avoid†
G,L(P ) ̸= ∅.

Proof. Let P := p1p2p3p4p5p6p7. Let ψ be an L-coloring of {p1, p7}. Let SubD(P ) := {w ∈ D1(P ) : |L(w)| ≥ 5}.
Since P is a quasi-shortest path, there exist colors d3 ∈ Lψ(p3) and d5 ∈ Lψ(p5) such that both of the following hold.

1) Either no vertex of SubD(P ) is adjacent to all three of p1, p2, p3 or, letting w2 be the unique vertex of SubD(P )

such that G[N(w2) ∩ V (P )] = p1p2p3, we have |Lψ(w2) \ {d3}| ≥ 4; AND

2) Either no vertex of SubD(P ) is adjacent to all three of p5, p6, p7 or, letting w6 be the unique vertex of SubD(P )

such that G[N(w6) ∩ V (P )] = p5p6p7, we have |Lψ(w6) \ {d5}| ≥ 4.

Since P is an induced path, ψ extends to an L-coloring ψ′ of {p1, p3, p5, p7} such that ψ′(p3) = d3 and ψ′(p5) = d5.
We have |Lψ′(p2)| ≥ 3 and |Lψ′(p4)| ≥ 3, and since P is a quasi-shortest path, it follows that ψ′ extends to an
L-coloring ψ′′ of P − p6 such that either no vertex of SubD(P ) is adjacent to all three of p2, p3, p4, or there is a
w3 ∈ SubD(P ) with G[N(w3) ∩ V (P )] = p2p3p4 and |Lψ′′(w3)| ≥ 3.

In any case, we have |Lψ′′(p6)| ≥ 3, and ψ′′ extends to an L-coloring ψ∗ of V (P ). If there is no vertex w5 of
SubD(P ) with G[N(w5) ∩ V (P )] = p4p5p6, then we have ψ∗ ∈ Avoid(P ), as p4 is a P -gap vertex. In that case, we
are done since Avoid(P ) ⊆ Avoid†(P ). If such a vertex w5 exists, then w5 is unique and |Lψ∗(w5)| ≥ 2. In that case,
since p4 is a P -gap, we again have ψ∗ ∈ Avoid†(P ), so we are done.

Now we have the following.

Proposition 1.2.6. Let G be a short-separation-free planar graph with |V (G)| > 5 and let P := p1p2 · · · pk be a

path in G which is a shortest path between its endpoints. Suppose that there exists a j ∈ {2, · · · , k − 3} such that no

vertex of pjpj+1pj+2 is a P -gap. Then there exists a w ∈ D1(P ) such that G[N(w) ∩ V (P )] = pj+1pj+2pj+3 and

such that, letting P ∗ be the path obtained from P by replacing pj+2 with w, the vertex pj+1 is a P ∗-gap.

Proof. Since no vertex of pjpj+1pj+2 is a P -gap and P is a shortest path between its endpoints, it follows that, for
each r = 0, 1, 2, there is a wr ∈ D1(P ) such that G[N(wr) ∩ V (P )] = p(j+r)−1pj+rpj+r+1.

Note that P ∗ is also a shortest path between its endpoints. Suppose toward a contradiction that pj+1 is not a P ∗-gap.
Thus, there exists a q ∈ D1(P

∗) such that G[N(q) ∩ V (P ∗)] = pjpj+1w2. If q = w1, then w1w2 ∈ E(G) and
G contains a copy of K4 on the vertices {w1, w2, pj+1, pj+2}, contradicting the fact that G is short-separation-free.
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If q = w0, then w0w2 ∈ E(G), contradicting the fact that P is a shortest path between its endpoints. Thus, we
have q ̸= w0, w2, and G contains a K2,3 with bipartition {w0, w1, q}, {pj , pj+1}, contradicting the fact that G is
short-separation-free.

Likewise, we have the following

Proposition 1.2.7. Let G be a short-separation-free planar graph and let P be a shortest path between its endpoints,

where |V (P )| > 6. Suppose that there exists a subpath Q of P̊ with |E(Q)| = 4 such that no vertex of Q is a P -gap.

Then there exists a w ∈ D1(P ) such that G[N(w) ∩ V (P )] = Q̊ and such that, letting P ∗ be the path obtained by

from P by replacing the midpoint of Q̊ with w, P ∗ is a quasi-shortest path and each endpoint of Q̊ is a P ∗-gap.

Proof. Let Q := pj · · · pj+4 for some j ∈ {2, · · · , k − 5}. The result just follows by applying Proposition 1.2.6 to
each of the two paths pjpj+1pj+2 and pj+2pj+3pj+4

We use the results above to color and delete paths between facial subgraphs of short-separation-free graphs. We also
use the following useful notation.

Definition 1.2.8. Let G be a short-separation-free planar graph. Given a cycle A ⊆ G be a cycle and an edge e = wz

of G with w ∈ D3(A) and z ∈ D2(A), we let BarA(wz) be the set of vertices v ∈ V (G) \ {w, z} such that
v ∈ N(w) ∩N(z) and v has a neighbor in D1(A).

We conclude this section with the following simple observation.

Observation 1.2.9. Let G be a short-separation-free planar graph with |V (G)| > 5, let A ⊆ G be a cycle, and let

w ∈ D3(A), where N(w) ̸⊆ D2(A). Then there exists a z ∈ N(w) ∩D2(A) such that |BarA(wz)| ≤ 1.

Proof. We first note the following simple observation.

Claim 1.2.10. Each connected component of G[N(w) ∩D2(A)] is an induced path.

Proof: Since G is short-separation-free and |V (G)| > 5, G is K2,3-free, so each vertex of N(w) has degree at most
two in the graph G[N(w)]. If there is a connected component of G[N(w) ∩D2(A)] in which every vertex has degree
two, thenG contains a wheel with central vertexw, where every other vertex of the wheel lies inN(w)∩D2(A). Since
G is short-separation-free, it then follows that N(w) ⊆ D2(A), contradicting our assumption. Since every vertex of
N(w) has degree at most two in G[N(w)], it follows that every connected component of G[N(w) ∩ D2(A)] is an
induced path. ■

For each z ∈ N(w) ∩D2(A) and u ∈ BarA(wz), we have u ∈ D2(A), as u has a neighbor of distance one from A

and a neighbor of distance three from A. In particular, for any connected component P of G[N(w)∩D2(A)] and any
endpoint p of P , we have |BarA(wp)| ≤ 1.

1.3 An Overview of the Proof of Theorem 1.1.3

We now provide a brief overview of the proof of Theorem 1.1.3, whose remaning details are worked out in chapters
2-13 of this thesis. We first introduce the following terminology. One of the key ingredients in the proof of Theorem
1.1.3 is the reduction to a particular subclass of charts which are easier to study.
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Definition 1.3.1. Let T = (G, C, L) be a chart.

1) We call T near-triangulated if, for every facial subgraph H of G, with H ̸∈ C, H is a triangle.

2) We call T a tessellation if it is near-triangulated and short-separation-free.

3) Given integers k, α ≥ 1, we call T an (α, k)-tessellation if it is both a tessellation and an (α, k)-chart.

In Chapters 2-11, we show that, for some β ≥ 1, all (β, 1)-tessellations are colorable. More precisely, we prove
something stronger by defining a structure called a mosaic and showing that all mosaics are colorable. This result,
which is the main step in the proof of Theorem 1.1.3, is stated in Theorem 2.1.7, and the entirety of Chapters 2-11
consists of the proof of Theorem 2.1.7.

In Chapters 12 and 13, we complete the proof of Theorem 1.1.3 by showing that Theorem 2.1.7 implies Theorem
1.1.3. That is, we show that, since all mosaics are colorable, there exists an α ≥ 1 such that (α, 1)-charts are
colorable.

The key to the proof of Theorem 2.1.7 is to choose the right definition of mosaics, i.e to choose the right induction
hypothesis. We show that Theorem 2.1.7 holds by a minimal counterexample argument. In Chapter 2, we gather
some basic structural properties of minimal counterexamples, and we also analyze k-chords of the rings of a minimal
counterexample for small values of k. The primary purpose of Chapter 2 is to show that, given a minimal counterex-
ample T = (G, C, L) (for some suitable definition of minimal counterexample, which is made precise later) and a
C ∈ C, for sufficiently small values of k, there is no k-chord of C which separates the faces of C \ {C}. This means
that, given a k-chord of C in G, there is a “small” side of the k-chord in G in which all vertices outside of C have
L-lists of size at least five. This fact is essential to our construction of a smaller counterexample from a minimal
counterexample.

In Chapters 3 and 4, we continue to investigate k-chords of the open rings of a minimal counterexample, where k ≤ 5,
and show that a minimal counterexample has a very regular structure near each open ring. In Chapters 5 and 6, we
show how to carefully color and delete vertices on and near each open ring of a minimal counterexample. In Chapters
7 and 8, we perform an analysis for closed rings analogous to the results for open rings proven in Chapters 3 and 4.
In Chapters 9 and 10, we show how to carefully color and delete vertices on and near each closed ring of a minimal
counterexample, i.e we prove a result for closed rings which is analogous to the result for open rings in Chapter 6.
Finally, in Chapter 11, we use the work of Chapters 2-10 to produce a smaller counterexample by carefully coloring
and deleting a path between two rings of a minimal counterexample. Over the course of this proof, we repeatedly rely
on the following simple standard fact.

Theorem 1.3.2. Let G be a planar graph and let F, F ′ be facial subgraphs of G (possibly F = F ′). Let T ⊆ G be a

subgraph of G satisfying the following properties.

1) T has nonempty intersection with each of F, F ′, and T ∪ F ∪ F ′ is connected; AND

2) Either F = F ′ or F ∩ F ′ ⊆ T ; AND

3) For every v ∈ V (T ), every facial subgraph of G containing v, except possibly F, F ′, is a triangle.

Then there is a facial subgraph F ∗ ofG\T such that V (F ∗) = D1(T )∪V ((F∪F ′)\T ) andE((F∪F ′)\T ) ⊆ E(F ∗).

Given a graph G with a list-assignment L, and a subgraph H of G, we frequently deal with situations where we
construct a partial L-coloring ϕ of H such that, for any extension ψ of ϕ to G \ (H \ dom(ϕ)), ψ extends to the rest
of V (H). This is very useful in instances where we have a set of vertices that we want to delete, and it is desirable
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to color as few vertices in the deletion set as possible. We thus introduce the following definition, which we use all
throughout the remainder of this thesis.

Definition 1.3.3. Let G be a graph with a list-assignment L. Given a subset Z ⊆ V (G) and a partial L-coloring ϕ of
V (G), we say that Z is (L, ϕ)-inert in G if every extension of ϕ to an L-coloring of G \ (Z \ dom(ϕ)) extends to an
L-coloring of all of G.

If the ambient graph G is clear from the context, then we just say that Z is (L, ϕ)-inert. If ϕ is the empty coloring,
then we just say that Z is L-inert in G. Note that, for a partial L-coloring ϕ of G, if Z ⊆ V (G) \ dom(ϕ), then Z is
(L, ϕ)-inert in G if and only if Z is Lϕ-inert in G \ dom(ϕ).

In situations where we color and delete vertices on or near a specified facial subgraph C of a given graph, where the
vertices of C have lists of size three, it is useful to be able to delete some vertices without coloring them, which we
do if any coloring of the remaining graph extends to the uncolored vertices. Given a chart T = (G, C, L), the two
cases where this usually arises are the case where some specified subgraph of G is separated from all the vertices of G
with lists of size less than five by a short cycle, and the case where, for some C ∈ C, some specified subgraph of G is
separated from all the vertices of G \ C with lists of size less than five by a generalized chord of C with short length.
In the remaining sections of Chapter 1, we gather some results which provide inertness conditions for a vertex set S
of a specified planar graph G with a list assignment L, where, for some facial cycle C of G, S is separated from all
the vertices of G \ C with lists of size less than five by a 2- or 3-chord of C.

The proof of Theorem 1.1.3 outlined in the paragraphs above is mostly self-contained. However, in addition to Theo-
rem 0.2.3 and Theorem 0.2.6, we rely on two additional useful results which we state below. The first of these results
is proven in [9].

Theorem 1.3.4. Let G be a planar graph, let F be a facial subgraph of G, and let v, w ∈ V (F ). Let L be a list-

assignment for V (G) where |L(v)| ≥ 2, |L(w)| ≥ 2, and furthermore, for each x ∈ V (F ) \ {v, w}, |L(x)| ≥ 3, and,

for each x ∈ V (G \ F ), |L(x)| ≥ 5. Then G is L-colorable.

In addition to Theorem 1.3.4, we use a simple but very useful theorem from [2] that characterizes the obstructions to
extending a precoloring of a short cycle in a planar graph.

Theorem 1.3.5. Let G be a short-separation-free graph with facial cycle C, and let L be a list-assignment for G

where |L(v)| ≥ 1 for each v ∈ V (C) and |L(v)| ≥ 5 for all v ∈ V (G \ C). Suppose that |V (C)| ≤ 6 and V (C) is

L-colorable, but G is not L-colorable. Then 5 ≤ |V (C)| ≤ 6, and the following hold.

1) If |V (C)| = 5, then C is induced in G and G \ C consists of a lone vertex which is adjacent to all five vertices

of C; AND

2) If |V (C)| = 6, then G\C consists of at most three vertices, each of which has at least three neighbors in G\C.

Furthermore, if C is induced in G, then G \ C is one of the following.

i) A lone vertex adjacent to all six vertices of C; OR

ii) An edge x1x2 such that, for each i = 1, 2, the graph G[N(xi) ∩ V (C)] is a path of length three; OR

iii) A triangle x1x2x3 such that G[N(xi) ∩ V (C)] is a path of length two for each i = 1, 2.

Proof. This is just an immediate consequence of Theorem 7 of [2], since, in each of the three configurations a), b), c)
listed, the obstruction is the entirety of G \ C, as G is short-separation-free.
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Theorem 1.3.5 has the following immediate corollary.

Corollary 1.3.6. Let H be a short-separation-free planar graph with facial cycle C := p1p2p3p4p5. Let L be a

list-assignment for H where |L(pi)| ≥ 1 for each 1 ≤ i ≤ 5, C is L-colorable, and each vertex of H \C has an L-list

of size at least five. Let S ⊆ V (C) and let ϕ be an L-coloring of S. If either |V (H \ C)| > 1, or there is a vertex w

of H \ C adjacent to all five vertices of C, where |L(w) ∩ {ϕ(p) : p ∈ S}| < |S|, then V (H \ C) is Lϕ-inert in H .

We use the standard terminology for the structure specified in Corollary 1.3.6.

Definition 1.3.7. A wheel is a graph H with a vertex p ∈ V (H) such that H − p is a chordless cycle and p is adjacent
to all of the vertices of V (H) \ {p}.

In the remaining four sections of this chapter, we gather some preliminary facts we need about the list-coloring
situations which occur very frequently in the subsequent chapters.

1.4 Extending Colorings of 2-Paths: Broken Wheels

Throughout this thesis, we frequently analyze planar graphs with a list-assignment in which a specified facial subgraph
has a precolored path of length two. In Sections 1.4 and 1.5, we gather some facts which we use all throughout the
remainder of the proof of Theorem 1.1.3.

Definition 1.4.1. Let H be a graph and let P := p1p2p3 be a specified subpath of H of length two. Let L be a
list-assignment for V (H).

1) For each color c ∈ L(p2) and d ∈ L(p3) , we set ZPH,L(•, c, d) ⊆ L(p1) to be the set of colors f ∈ L(p1) such
that there is a proper L-coloring of H using f, c, d on the respective vertices p1, p2, p3.

2) For any f ∈ L(p1) and c ∈ L(p2) , we define the subset ZPH,L(f, c, •) of L(p3) analogously to 1), and, for any
f ∈ L(p1) and d ∈ L(p3), we define the subset ZPH,L(f, •, d) of L(p2) analogously to 1).

In practice, the notation above is always used in the context whereH is a planar graph and P is a subpath of a specified
facial cycle of H , since we are interested in precolorings of paths of length two of a specified subpath of a facial cycle
which extend to the entire graph. The use of the notation above always requires us to specify an ordering of the vertices
of given 2-path. That is, whenever we write ZPH,L(·, ·, ·), where two of the coordinates are colors of two of the vertices
of P and one is a bullet denoting the remaining uncolored vertex of P , we have specified beforehand which vertices
the first, second, and third coordinates correspond to. By Theorem 0.2.3, we immediately have the following:

Observation 1.4.2. Let G be a planar graph with facial cycle C, and let P := p1p2p3 be a subpath of C of length

two. Let L be a list-assignment for V (G) where each vertex of C \ P has a list of size at least three, and each vertex

of G \ C has an L-list of size at least five. If ϕ is an L-coloring of p1p2 and |L(p3) \ {ϕ(p2)}| ≥ 2, then ϕ extends to

an L-coloring of G.

One of the structures analyzed frequently throughout the remaining chapters is the broken wheel, which is defined as
follows.

Definition 1.4.3. A broken wheel is a graph H with a vertex p ∈ V (H) such that H − p is a path q1 · · · qr with r ≥ 2,
where N(p) = {q1, · · · , qr}. The subpath p1qpr of H is called the principal path of H . The vertex q is called the
principal vertex of H .
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Note that, if |V (H)| < 4, then the above definition does not uniquely specify the principal path, although in practice,
whenever we deal with broken wheels in this thesis, we specify the principal path beforehand so that there is no
ambiguity.

In this section, we state and prove several useful facts about broken wheels which we use frequently throughout the
remainder of this thesis. In Section 1.5, we consider the general case of a 2-path of a facial cycle in an arbitrary planar
graph which is not necessarily a broken wheel. In Theorem 1.5.3, we show that in a certain sense, the broken wheel is
the only nontrivial case. The first of the facts which make up Section 1.4, which is stated below, is trivial and is stated
without proof.

Proposition 1.4.4. Let H be a broken wheel with principal path P := p1p2p3, and let L be a list-assignment for H

such that |L(u)| ≥ 3 for all u ∈ V (H \ P ). Let H − p2 = p1u1 · · ·utp3 for some t ≥ 0. Then the following hold.

1) If t ≥ 1 and ϕ is an L-coloring of P which does not extend to H , then ϕ(p1) ∈ L(u1), ϕ(p3) ∈ L(ut), and, for

each i = 1, · · · , t, we have |L(ui)| = 3 and ϕ(p2) ∈ L(ui); AND

2) If ψ is an L-coloring of p1p2 with |L(p3) \ {ψ(p2)}| ≥ 2, and |ZH(ψ(p1), ψ(p2), •)| = 1, then ψ(p1) ∈ L(u1),
|L(p3) \ {ψ(p2)}| = 2, and, for each i = 1, · · · , t, we have |L(ui)| = 3 and ψ(p2) ∈ L(ui).

We now have the following facts.

Proposition 1.4.5. Let H be a broken wheel with principal path P := p1p2p3, and let L be a list-assignment for

H such that |L(p1)| ≥ 1 and |L(v)| ≥ 3 for all v ∈ V (H) \ {p1, p2}. Let c ∈ L(p1), and suppose further that

|L(p2) \ {c}| ≥ 3. Then the following hold.

1) There exists a color d ∈ L(p2) \ {c} such that |ZH(c, d, •)| ≥ 2; AND

2) If d1, d2, d3 ∈ L(p2) \ {c} are distinct colors and there is a lone color e ∈ L(p3) such that ZH(c, d1, •) =

ZH(c, d2, •) = {e}, then ZH(c, d3, •) ⊇ L(p3) \ {e}.

Proof. Fact 1 is trivial ifH is a triangle, so suppose now thatH is not a triangle. LetH\{p2} be the path p1x1 · · ·xtp3,
where t ≥ 1. If c ∈ L(x1), then, since |L(x1)| ≥ 3 and |L(p2) \ {c}| ≥ 3, there is a color d ∈ L(p2) \ {c} with
|L(x1)\{c}| ≥ 3. In that case, for any color e ∈ L(p3)\{d}, the coloring (c, d, e) of the principal path p1p2p3 extends
to an L-coloring of H , so |ZH(c, d, •)| ≥ 2, since ZH(c, d, •) = L(p3) \ {d}. Thus, if c ∈ L(x1), then we are done.
Now suppose that c ̸∈ L(x1). In that case, for any color d ∈ L(p2) \ {c} and any color e ∈ L(p3) \ {d}, the coloring
(c, d, e) of the principal path p1p2p3 extends to an L-coloring of H , so |ZH(c, d, •)| ≥ 2 for any d ∈ L(p2) \ {c}. So,
again, we are done.

Now we prove Fact 2. By removing colors from p2 if necessary, we may suppose that L(p2) \ {c} = {d1, d2, d3}.
Suppose that ZH(c, d1, •) = ZH(c, d2, •) = {e}. In that case, we have d1, d2 ∈

⋂
u∈V (H)\{p1,p2} L(u) by Propo-

sition 1.4.4. Thus, H is not a triangle, or else we have d1 ∈ ZH(c, d2, •) and d2 ∈ ZH(c, d1, •), contradicting our
assumption. Thus, let H \ {p2} = p1v1 · · · vtp3 for some t ≥ 1. Now, since ZH(c, d1, •) = ZH(c, d2, •) = {e},
we have L(xt) = L(p3) = {d1, d2, e} by Proposition 1.4.4. Thus, if d3 ̸= e, then ZH(c, d3, •) = L(p3), so we are
done in that case. Now suppose that d3 = e. By Fact 1, we have |ZH(c, e, •)| ≥ 2. Since e ̸∈ ZH(c, e, •), we have
ZH(c, e, •) = {d1, d2} = L(p3) \ {e}, so, again, we are done. This completes the proof of Fact 2.

Proposition 1.4.5 has the following immediate corollary.
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Corollary 1.4.6. Let H be a broken wheel with principal path P := p1p2p3, and let L be a list-assignment for H

such that |L(p1)| ≥ 1, and |L(v)| ≥ 3 for all v ∈ V (H) \ {p1, p2}. Let c ∈ L(p1), and suppose further that

|L(p2) \ {c}| ≥ 3. Then the following hold.

1) There exists a pair of distinct colors d, d′ ∈ L(p3) such that ZH(c, •, d) ∩ ZH(c, •, d′) ̸= ∅; AND

2) There exists a pair of distinct colors f, f ′ ∈ L(p2) \ {c} such that ZH(c, f, •) ∩ ZH(c, f ′, •) ̸= ∅.

The remainder of Section 1.4 consists of two useful propositions.

Proposition 1.4.7. Let H be a broken wheel with principal path p1p2p3 and let L be a list-assignment for H where

|L(v)| ≥ 3 for all v ∈ V (H) \ {p1, p2}. Then we have the following two facts.

1) Let c ∈ L(p1) and suppose there exist distinct colors c1, c2 ∈ L(p2)\{c} such that |ZH(c, c1, •)| = |ZH(c, c2, •)| =
1 and ZH(c, c1, •) ̸= ZH(c, c2, •). Then c1, c2 ∈ L(p3), ZH(c, c1, •) = c2, and ZH(c, c2, •) = c1; AND

2) Suppose there exist two L-colorings ϕ, ϕ′ of p1p2 such that ϕ(p1) ̸= ϕ′(p1), where ZH(ϕ(p1), ϕ(p2), •) =

ZH(ϕ′(p1), ϕ
′(p2), •) and |ZH(ϕ(p1), ϕ(p2), •)| = |ZH(ϕ′(p1), ϕ

′(p2), •)| = 1. Then ϕ(p1) = ϕ′(p2) and

ϕ(p2) = ϕ′(p1).

Proof. We first prove 1). Let H be a vertex-minimal counterexample to 1) and let L, c1, c2 be as in the statement
of 1). It is trivial to check that a triangle satisfies 1), so H is not a triangle. Thus, let H \ {p2} = p1u1 · · ·utp3
for some t ≥ 1. Let H ′ := H \ {p3}. Then H ′ is a broken wheel with principal path p1p2ut. We claim now that
|ZH′(c, c1, •)| = |ZH′(c, c2, •)| = 1. Suppose not, and suppose without loss of generality that |ZH′(c, c1, •)| > 1.
Let d, d′ ∈ ZH′(c, c1, •). Then L(p3) \ {c1, d} ⊆ ZH(c, c1, •), and L(p3) \ {c1, d′} ⊆ ZH(c, c1, •), so we have
|ZH(c, c1, •)| > 1, contradicting our assumption.

Thus, we indeed have |ZH′(c, c1, •)| = |ZH′(c, c2, •)| = 1. We claim now that ZH′(c, c1, •) ̸= ZH′(c, c2, •).
Suppose that ZH′(c, c1, •) = ZH′(c, c2, •) and let d be the common color of both sets. Since d ̸∈ {c1, c2}, we then
have c1 ∈ ZH(c, c2, •) and c2 ∈ ZH(c, c1, •), as each of the colorings (c, c1, c2) and (c, c2, c1) of p1p2p3 leaves d
for ut. But then, since |ZH(c, c1, •)| = |ZH(c, c2, •)| = 1. we have ZH(c, c1, •) = {c2}, and ZH(c, c2, •) = {c1},
contradicting our assumption that H is a counterexample.

We conclude that |ZH′(c, c1, •)| = |ZH′(c, c2, •)| = 1 and ZH′(c, c1, •) ̸= ZH′(c, c2, •). Since |ZH(c, c1, •)| =
|ZH(c, c2, •)| = 1, it follows from 2) of Proposition 1.4.4 that c1, c2 ∈ L(ut), and, by the minimality of H , we have
ZH′(c, c1, •) = {c2} and ZH′(c, c2, •) = {c1}. But then, letting d ∈ L(p3) \ {c1, c2}, we have d ∈ ZH(c, c1, •) ∩
ZH(c, c2, •), contradicting our assumption that ZH(c, c1, •) ̸= ZH(c, c2, •). This proves 1).

Now we prove 2). Suppose that 2) does not hold and let H be a vertex-minimal counterexample to 2). Let (r, r′) and
(s, s′) be two L-colorings of p1p2, where these colorings satisfy the conditions of 2) but either r ̸= s′ or r′ ̸= s. Since
r, s are distinct, we we have {r, r′} ≠ {s, s′}. Let c be the lone color of L(p3) such that ZH(r, r′, •) = ZH(s, s′, •) =
{c}. As above, it is trivial to check that a triangle satisfies 2), so H is not a triangle. Now we have the following:

Claim 1.4.8. r′ ̸= s′.

Proof: Suppose there is a color d such that r′ = s′ = d. Thus, we have r, s ∈ L(p1) \ {d}. Since |L(p3)| ≥ 3, let
d′ ∈ L(p3) \ {c, d}. Then, by Observation 1.4.2, since r ̸= s, the L-coloring (d, d′) of p2p3 extends to an L-coloring
of H using one of r, s on p1, contradicting the fact that d′ ̸∈ ZH(r, d, •) ∪ ZH(s, d, •). ■
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Since H is not a triangle, let H − p2 = p1u1 · · ·utp3 for some t ≥ 1. Since |ZH(r, r′, •)| = |ZH(s, s′, •)| =
1, it follows from Proposition 1.4.4 that, for all j = 1, · · · , t, |L(uj)| = 3 and {r′, s′} ⊆ L(uj). Furthermore,
{r, s} ⊆ L(u1), |L(p3)| = 3, and {r′, s′} ⊆ L(p3). By assumption, we have |{r, s}| = 2, and, by Claim 1.4.8, we
have |{r′, s′}| = 2. Since |L(u1)| = 3, we have {r, s} ∩ {r′, s′} ≠ ∅, so suppose without loss of generality that
r ∈ {r′, s′}. Since r ̸= r′, we have r = s′, and our two L-colorings of p1p2 are (r, r′) and (s, r).

Claim 1.4.9. t > 1.

Proof: Suppose that t = 1. Since r = s′, we have r ∈ L(p3) \ {c}, and the L-coloring (r, r′, r) of p1p2p3 leaves a
color for u1, so r ∈ ZH(r, r′, •), contradicting the fact that ZH(r, r′, •) = {c}. ■

LetH∗ := H−{p3, ut}. Since t > 1, H∗ is a broken wheel with principal path p1p2ut−1. By Theorem 0.2.3, each of
ZH∗(r, r′, •) and ZH∗(r, r′, •) is nonempty. If |ZH∗(r, r′, •)∪ZH∗(s, s′, •)| = 1, then it follows from the minimality
of H that {r, r′} = {s, s′}, contradicting our assumption. Thus, there exist distinct colors f, g ∈ L(ut−1) such that
f ∈ ZH∗(r, r′, •) and g ∈ ZH∗(s, s′, •).

Let H† be the broken wheel with principal path ut−1p2p3, where H† − p2 = ut−1utp3. Since each of ZH†(f, r′, •)
and ZH†(g, s′, •) is nonempty, it follows that ZH†(f, r′, •) = ZH†(g, s′, •) = {c}. Since {r′, s′} = L(p3) \ {c}, it
follows that {s′} = L(ut) \ {f, r′} and {r′} = L(ut) \ {g, s′}. But then, since f ̸= r′ and g ̸= s′, it follows that
{f, g} and {r′, s′} are two disjoint sets of size two, each of which lies in L(ut), contradicting the fact that |L(ut)| = 3.
This completes the proof of Proposition 1.4.7.

The last fact we prove in Section 1.4 is the following result which we use in the special case where we have a broken
wheel with a vertex outside the principal path with a list of size two.

Proposition 1.4.10. Let H be a broken wheel with principal path P := p1p2p3. Let u ∈ V (H \ P ) and L be a

list-assignment for such that the following hold.

1) |L(u)| ≥ 2 and, for each v ∈ V (H \ P ) \ {u}, |L(v)| ≥ 3; AND

2) |L(p1)| ≥ 1 and |L(p3)| ≥ 2; AND

3) |L(p2)| ≥ 5.

Then H is L-colorable.

Proof. Let H − p2 = p1v1 · · · vtp3 for some t ≥ 1, where u ∈ {v1, · · · , vt}. Let c be the lone color of L(p1). By
removing some colors from some of the lists if necessary, we suppose that |L(u)| = |L(p3)| = 2 and we also suppose
that either u = v1 or |L(v1)\{c}| = 2. Suppose toward a contradiction thatH is not L-colorable. Let d ∈ L(p2)\{c}.
Since the L-coloring (c, d) of p1p2 does not extend to L-color H , it follows that d is in at least two of the lists L(u),
L(p3), L(v1) \ {c}. This is true for each d ∈ L(p2) \ {c}, so we have u ̸= v1 and |L(v1) \ {c}| = 2. But then there
are at most three colors that lie in at least two of the lists among L(u), L(p3), L(v1) \ {c}. Since |L(p1) \ {c}| ≥ 4,
we have a contradiction.

1.5 Extending Colorings of 2-Paths: The General Case

In many instances in the subsequent chapters, we partition a planar graph into two sides which intersect on a general-
ized chord of a specified cycle in this graph, color one side of this cycle and then show that this coloring extends to
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the other side. In particular, the two situations described in the proposition below occur very frequently. Note that the
proposition below deals with paths of arbitrary length, not just 2-paths.

Proposition 1.5.1. LetG be a planar graph with facial cycleC and let P be a subpath ofC. Let L be a list-assignment

for G such that, for each v ∈ V (G \ C), |L(v)| ≥ 5, and, for each v ∈ V (C \ P ), |L(v)| ≥ 3. Then the following

hold.

1) If there exists an L-coloring ϕ of V (P ) which does not extend to an L-coloring ofG, then either there is a chord

of C with an endpoint in P , or there is a vertex v ∈ V (G \ C) with |Lϕ(v)| ≤ 2. In particular, v has at least

three neighbors in P ; AND

2) If ϕ is an L-coloring of the endpoints of P which does not extend to L-color G, then there exists a vertex of P̊

with an Lϕ-list of size less than three. In particular, if every vertex of P̊ has an L-list of size at least five, then

any L-coloring of the endpoints of P extends to an L-coloring of G.

Proof. For convenience, we suppose, by applying an appropriate stereographic projection, that C is the outer face of
G. Since ϕ does not extend to an L-coloring of G, it follows from Theorem 0.2.3 that |V (P )| ≥ 3, so V (P̊ ) ̸= ∅. Let
p, p′ be the endpoints of P and let C \ P̊ = pu1 · · ·utp′ for some t ≥ 0 (if t = 0 then V (C) = V (P )). Let F be the
outer face of G\P . By our assumption, every vertex of F \C has an Lϕ-list of size at least three, and since there is no
chord of C with an endpoint in P , each internal vertex of the path C \P has an Lϕ-list of size at least three as well. If
t = 0 then G \ P is Lϕ-colorable by Theorem 0.2.3. Likewise, if t = 1, then |Lϕ(u1)| ≥ 1, since p2u1 ̸∈ E(G), and
thus, again applying Theorem 0.2.3, G \ P is Lϕ-colorable. Finally, if t ≥ 2, then, since there is no chord of C with
an endpoint in P , we have |Lϕ(u1)| ≥ 2 and |Lϕ(ut)| ≥ 2. Thus, by Theorem 1.3.4, G \ P is Lϕ-colorable. Thus, in
any case, ϕ extends to an L-coloring of G, contradicting our assumption. This proves 1).

Now we prove 2). Suppose toward a contradiction that 2) does not hold and let G be a vertex-minimal counterexample
to the proposition. Let P := p1 · · · pk for some k ≥ 1. By assumption, there is an L-coloring ϕ of {p1, pk} which
does not extend to L-color G, and every vertex of P̊ has an Lϕ-list of size at least three. By Theorem 0.2.3, we have
|E(P )| > 1. Let C \ P̊ = p1u1 · · ·utpk for some t ≥ 0. If t = 0, then it again follows from Theorem 0.2.3 that ϕ
extends to an L-coloring of G, contradicting our assumption, so t > 0.

Claim 1.5.2. Any chord of C has an endpoint in P̊ .

Proof: Suppose toward a contradiction that there is a chord xy of C with x, y ̸∈ V (P̊ ). Let G = G0 ∪ G1 be the
canonical xy-partition of G, where P ⊆ G0. Note that, for each i = 0, 1, |V (Gi)| < |V (G)|. By the minimality of G,
ϕ extends to an L-coloring ψ of G0, and, by Theorem 0.2.3, G1 is Lxyψ -colorable, so ϕ extends to an L-coloring of G,
contradicting our assumption. ■

Let F be the outer face of G \ {p1, pk}. By Claim 1.5.2, there is no chord of C with one endpoint in {p1, pk} and
the other endpoint in V (C) \ {p2, · · · , pk−1}, so each vertex of {u2, · · · , ut−1} has an Lϕ-list of size at least three.
Furthermore, every vertex of {p2, · · · , pk−1} also has an Lϕ-list of size at least three. By assumption, all the vertices
of P̊ have Lϕ-lists of size at least three, so every vertex of F \ {u1, ut} has an Lϕ-list of size at least three.

If t = 1, then, since |Lϕ(u1)| ≥ 1, it follows from Theorem 1.5.2 that ϕ extends to an L-coloring of G, contradicting
our assumption. If t > 1 then |Lϕ(u1)| ≥ 2 and |Lϕ(ut)| ≥ 2, and it follows from Theorem 1.3.4 that ϕ extends to an
L-coloring of G, contradicting our assumption.

A useful consequence of Proposition 1.5.1 is the following.
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Theorem 1.5.3. Let G be a short-separation-free planar graph with facial cycle C and let P := p1p2p3 be a subpath

of C of length two. Let L be a list-assignment for G such that, for each v ∈ V (G \ C), |L(v)| ≥ 5, and, for each

v ∈ V (C \ P ), |L(v)| ≥ 3. Suppose further that every chord of C has p2 as an endpoint. Then either G is a broken

wheel with principal path P , or there is at most one L-coloring of V (P ) which does not extend to an L-coloring of G.

Proof. Let G be a vertex minimal counterexample to the theorem. For convenience, we suppose, by applying an
appropriate stereographic projection, that C is the outer face of G. Let P := p1p2p3 be a subpath of C and L be
a list-assignment for G such that the specified conditions are satisfied. Let ϕ, ϕ′ be two distinct L-colorings of P ,
neither of which extends to an L-coloring of G. Since neither ϕ nor ϕ′ extends to an L-coloring of G, it follows from
Corollary 0.2.4 that |V (C)| ≥ 5. Let C = p3p2p1u1 · · ·ut for some t ≥ 2.

Claim 1.5.4. C is an induced subgraph of G.

Proof: By assumption, any chord of C has p2 as an endpoint, so suppose toward a contradiction that there is a chord
p2uj of C for some j ∈ {1, · · · , t}, and let G = G∗ ∪ G∗∗ be the natural p2uj-partition of G, where p1 ∈ V (G∗)

and p3 ∈ V (G∗∗). Let P ∗ := p1p2uj and P ∗∗ := ujp2p3. Let C∗ := p1u1 · · · pjp2 and C∗∗ := p3ut · · ·ujp2. Since
every chord of C in G has p2 as an endpoint, every chord of C∗ in G∗ has p2 as an endpoint.

If G∗ is a broken wheel with principal path P ∗, and G∗∗ is a broken wheel with principal path P ∗∗, then G is a broken
wheel with principal path P , contradicting our assumption, so suppose without loss of generality that G∗ is not a
broken wheel with principal path P ∗. Since G is short-separation-free, G∗ is not a triangle, and uj ̸= u1.

By Theorem 0.2.3, there are colors r, r′ ∈ L(uj) such that the colorings (ϕ(p3), ϕ(p2), r) and (ϕ′(p3), ϕ
′(p2), r

′) of
P ∗∗ extend to an L-coloring of G. If either of the colorings (ϕ(p1), ϕ(p2), r), (ϕ′(p1), ϕ′(p2), r′) of P ∗ extends to
an L-coloring of G∗, then one of ϕ, ϕ′ extends to an L-coloring of G, contradicting our assumption. Thus, since G∗

is not a broken wheel with principal path P ∗, and every chord of C∗ in G∗ has p2 as an endpoint, it follows from the
minimality of G that the colorings (ϕ(p1), ϕ(p2), r) and (ϕ′(p1), ϕ

′(p2), r
′) of P ∗ are not distinct, so ϕ, ϕ′ use the

same color on p1 and the same color on p2, and r = r′. Since ϕ ̸= ϕ′, it follows that ϕ, ϕ′ differ precisely on p3. Let
a = ϕ(p1) = ϕ′(p1) and b = ϕ(p2) = ϕ′(p2).

By Theorem 0.2.3, there is an extension of the coloring (a, b) of p1p2 to an L-coloring ψ of G∗. Since the colors of
{b, ϕ(p3), ϕ′(p3)} are all distinct, it follows from Observation 1.4.2 that there is an extension of the coloring (ψ(uj), b)

of ujp2 to an L-coloring of G∗∗ using one of ϕ(p3), ϕ′(p3) on p3. But then one of ϕ, ϕ′ extends to an L-coloring of
G, contradicting our assumption. ■

Since there is no chord of C in G it follows from 1) of Proposition 1.5.1 that G \ C contains a vertex v∗ adjacent to
all three vertices of P , and, since neither ϕ nor ϕ′ extends to an L-coloring of G, we have |Lϕ(v∗)| = |Lϕ′(v∗)| = 2.
Let Lϕ(v∗) = {r, s} and Lϕ′(v∗) = {r′, s′}.

Since G is short-separation-free, G − p2 has outer cycle p1v∗p3ut · · ·u1, and there is no chord of p1v∗p3ut · · ·u1
which is not incident to v∗, or else there is a chord of C in G which is not incident to p2. Thus, if G − p2 is not
a broken wheel with principal path p1v∗p3, then it follows from the minimality of G that one of the two colorings
(ϕ(p1), r, ϕ(p3)), (ϕ(p1), s, ϕ(p3)) extends to an L-coloring of G− p2. If that holds, then ϕ extends to an L-coloring
of G, contradicting our assumption. We conclude that v∗ is adjacent to each of u1, · · · , ut, and G is a wheel with
central vertex v∗. Since neither ϕ nor ϕ′ extends to an L-coloring of G, we have the following by Proposition 1.4.4.

i) ϕ(p1), ϕ′(p1) ∈ L(u1) and ϕ(p3), ϕ′(p3) ∈ L(ut); AND
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ii) For each i = 1, · · · , t, |L(ui)| = 3, {r, s} ⊆ L(ui) and {r′, s′} ⊆ L(ui)

Now consider the following cases.

Case 1: ϕ, ϕ′ use the same color on p1 and the same color on p3

In this case, let a = ϕ(p1) = ϕ′(p1) and b = ϕ(p3) = ϕ′(p3). Since L(v∗) = {ϕ(p1), ϕ(p2), ϕ(p3), r, s} =

{ϕ′(p1), ϕ′(p2), ϕ′(p3), r′, s′}, we have {ϕ(p2), r, s} = {ϕ′(p2), r′, s′}. Since ϕ, ϕ′ are distinct colorings of P , we
have ϕ(p2) ̸= ϕ′(p2), so |{r, s, r′, s′}| ≥ 3. But then, by ii), L(u1) consists of three colors which are not a, b,
contradicting i).

Case 2: ϕ, ϕ′ differ on at least one of p1, p3

In this case, suppose without loss of generality that ϕ(p1) ̸= ϕ′(p1). Let ϕ(p1) = a and ϕ′(p1) = b. By i), we have
{a, b} ⊆ L(u1). By ii), {r, s} ⊆ L(u1) and |L(u1)| = 3. Since {r, s} = Lϕ(v

∗), it follows that b ∈ {r, s}. Likewise,
since Lϕ′(v∗) = {r′, s′} and {r′, s′} ⊆ L(u1), we have a ∈ {r′, s′}. Suppose without loss of generality that a = r′

and b = r. Since |L(u1)| = 3, it follows that s = s′, and, by ii), we have L(ui) = {a, b, s} for each i = 1, · · · , t.
Since {r, s} = Lϕ(v

∗) and {r′, s′} = Lϕ′(v∗), and ϕ(p3), ϕ′(p3) ∈ L(ut), it follows that ϕ(p3), ϕ′(p3) ∈ {a, b}.
Since |Lϕ(v∗) = 2, we have ϕ(p1) ̸= ϕ(p3), so we get ϕ(b3) = b, contradicting the fact that b ∈ Lϕ(v∗).

We now prove two short, extremely useful theorems which are consequences of Theorem 1.5.3.

Theorem 1.5.5. Let H be a planar graph with facial cycle C, and let P := p1p2p3 be a subpath of C of length two.

Let L be a list-assignment for H where |L(v)| ≥ 3 for all v ∈ V (C \ {p1, p2}) and |L(v)| ≥ 5 for all v ∈ V (H \C).
Then, for any color c ∈ L(p1), there exists a color d ∈ L(p3) such that the following hold.

1) If p1p3 ∈ E(H), then c ̸= d; AND

2) For any L-coloring ϕ of V (P ) using c, d on p1, p3 respectively, ϕ extends to an L-coloring of G.

Proof. Suppose this does not hold, and let H be a vertex-minimal counterexample to the theorem. Let C,P, L be as
in the statement of the theorem, where P := p1p2p3, and let c ∈ L(p1). If |V (C)| ≤ 4, then, by Corollary 0.2.4, any
L-coloring of V (C) extends to an L-coloring of H , contradicting our assumption that H is a counterexample. Thus,
|V (C)| > 4. For convenience, we suppose, by applying an appropriate stereographic projection, that C is the outer
face of H .

Claim 1.5.6. p1p3 ̸∈ E(H).

Proof: Suppose that p1p3 ∈ E(H). Since |V (C)| > 4, p1p3 is a chord of H . Let H = H0 ∪ H1 be the natural
p1p3-partition of H , where p2 ∈ V (H0). Let d ∈ L(p3) \ {c}. By Theorem 0.2.3, the L-coloring (c, d) of p1p3
extends to an L-coloring of H1. By Corollary 0.2.4, any L-coloring of p1p2p3 extends to an L-coloring of H0. Thus,
any L-coloring of V (P ) using c, d on the respective vertices p1, p3 extends to an L-coloring of H , contradicting our
assumption. ■

Since p1p3 ̸∈ E(H) and H does not satisfy the claim, it follows that, for any d ∈ L(p3), there exists a proper
L-coloring σd of V (P ), with σd(p1) = c and σd(p3) = d, such that σd does not extend to an L-coloring of H .

Claim 1.5.7. H is short-separation-free.
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Proof: Suppose toward a contradiction that there is a separating cycle D of length at most four in H . If necessary, we
suppose that D is an induced subgraph of H . This is permissible since if this does not hold, then there is a separating
triangle T in H whose vertices lie in V (D), so we replace D with T , and T is an induced subgraph of H . Since
D is a separating cycle, we have |V (ExtH(D))| < |V (H)|, and, by the minimality of H , there is a d ∈ L(p3) such
that σd extends to an L-coloring ψ of ExtH(D). Since D is an induced cycle of H , ψ is a proper L-coloring of the
subgraph of H induced by V (ExtH(D)). By Corollary 0.2.4, ψ extends to an L-coloring of IntH(D), so σd extends
to an L-coloring of H , contradicting our assumption. ■

Now we have the following.

Claim 1.5.8. Every chord of C has p2 as an endpoint.

Proof: Suppose toward a contradiction that there is a chord U of C without p2 as an endpoint. Let H = H ′ ∪H ′′ be
the natural U -partition of H , where P ⊆ H ′. By the minimality of |V (H)|, there is a d ∈ L(p3) such that σd extends
to an L-coloring ϕ of G′, and, by Theorem 0.2.3, H ′′ is LUϕ -colorable, so ϕ extends to an L-coloring of G. But then
σd extends to an L-coloring of H , which is false. ■

We claim now that H is a broken wheel with principal path P . If this does not hold, then, since every chord of C is
incident to p2 and there at least three colorings of P in {σd : d ∈ L(p3)} and , it follows from Theorem 1.5.3 that at
least one of these colorings extends to an L-coloring of H , contradicting our assumption.

Claim 1.5.9. For any distinct colors d, d′ ∈ L(p3), we have σd(p2) ̸= σd′(p2).

Proof: Suppose toward a contradiction that there is a color f such that σd(p2) = σd′(p2) = f . Let L∗ be a list-
assignment for V (H) where L∗(p1) = {c}, L∗(p2) = {f}, and L∗(p3) = {d, d′, f}, where L∗ = L otherwise. Since
σd(p2) = σd′(p2) = f , we have |{d, d′, f}| = 3. Thus, by Theorem 0.2.3, there is an L′-coloring ψ of V (H). Since
ψ(p3) ̸= f , either σd or σd′ extends to an L-coloring of H , which is false. ■

Since H is not a triangle, let H \ {p2} = p1u1 · · ·utp3 for some t ≥ 1. Let H ′ := H \ {p3}. Then H ′ is a
broken wheel with principal path P ′ := p1p2ut. Since |L(ut)| ≥ 3, there exists a color d∗ ∈ L(ut) such that V (P )

admits a proper L-coloring using c, d∗ on p1, ut respectively, and, for any proper L-coloring ϕ of V (P ′) using c, d∗

on p1, ut respectively, ϕ extends to an L-coloring of V (H ′). Let d1, d2 ∈ L(p3) \ {d∗}. By Claim 1.5.9, there exists
a j ∈ {1, 2} such that σdj (p2) ̸= d∗. Since the coloring (c, σj(p2), d

∗) of V (P ′) extends to an L-coloring of H ′, the
coloring (c, σj(p2), dj) of V (P ) extends to an L-coloring of H , which is false.

We have the following analogue of Theorem 1.5.5 in the case where the endpoints of the specified path have 2-
lists.

Theorem 1.5.10. Let H be a planar graph with facial cycle C, and let P := p1p2p3 be a subpath of C of length two.

Let L be a list-assignment for H where |L(v)| ≥ 3 for all v ∈ V (C \ P ) and |L(v)| ≥ 5 for all v ∈ V (H \ C).
Suppose further that |L(p1)| ≥ 2 and |L(p3)| ≥ 2. Then there exists a c ∈ L(p1) and a d ∈ L(p3) such that the

following holds.

1) If p1p3 ∈ E(H), then c ̸= d; AND

2) For any L-coloring ϕ of V (P ) using c, d on p1, p3 respectively, ϕ extends to an L-coloring of G.
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Proof. Suppose that this does not hold, and let H be a vertex-minimal counterexample to the theorem. Let C,P, L be
as in the statement of the theorem, where P := p1p2p3. As in the proof above, applying Theorem 0.2.3 and Corollary
0.2.4, we immediately have the following from the minimality of H .

Claim 1.5.11. H is short-separation-free and every chord of C has p2 as an endpoint.

The theorem holds trivially if H is a triangle, so H is not a triangle. For convenience, we suppose, by applying an
appropriate stereographic projection, that C is the outer face ofH . Let c1, c2 ∈ L(p1) and let d1, d2 ∈ L(p3). SinceH
does not satisfy the claim and p1p3 ̸∈ E(H), it follows that, for each i ∈ {1, 2} and j ∈ {1, 2}, there is an L-coloring
σij of V (P ) using ci, dj on p1, p3 respectively, where σij does not extend to an L-coloring of H .

We claim now thatH is a broken wheel with principal path P . If this does not hold, then, since there are four colorings
of P in {σij : 1 ≤ i, j ≤ 2} and every chord of C is incident to p2, it follows from Theorem 1.5.3 that at least one of
them extends to an L-coloring of H , contradicting our assumption. Thus, H is a broken wheel with principal path P .

Since H is not a triangle, let H − p2 = p1u1 · · ·utp3 for some t ≥ 1. Let H∗ := H − p3. Then H∗ is a broken wheel
with principal path P ∗ := p1p2ut. By Proposition 1.4.4, since none of the four colorings {σij : 1 ≤ i, j ≤ 2} extends
to L-color H , we have d1, d2 ∈ L(ut) and |L(ut)| = 3, so let L(ut) = {d1, d2, r} for some color r.

Claim 1.5.12. For each j = 1, 2, σj1(p2) ̸= σj2(p2).

Proof: Suppose there is a j = 1, 2 such that σj1(p2) = σj2(p2) = f for some color f . By Observation 1.4.2, since
|{d1, d2, f}| = 3, there is an L-coloring of H in which the edge p1p2 is colored with (cj , f) and p3 is colored with
one of d1, d2. But then one of σj1, σj2 extends to an L-coloring of H , which is false. ■

By the minimality of H , there exist colors c, c′ ∈ {c1, c2} (possibly c = c′) and distinct colors d, d′ ∈ L(ut) such that
V (P ∗) admits an L-coloring using c, d on p1, ut respectively, and any such L-coloring extends to an L-coloring of
H∗, and likewise, V (P ∗) admits an L-coloring using c′, d′ on p1, ut respectively, and any such L-coloring extends to
an L-coloring of H∗.

Without loss of generality, let c = c1. Since at least one of d, d′ lies in {d1, d2}, suppose without loss of generality that
d = d1. Since the coloring σ12 of P does not extend to an L-coloring of H , we have σ12(p2) = d2. By Claim 1.5.12,
there is a j ∈ {1, 2} such that σ1j(p2) ̸= r. Thus, if d′ = r, then the coloring (c1, σ1j(p2), r) of P ′ extends to an
L-coloring of H ′ and leaves the color dj for p3. But then σ1j extends to an L-coloring of H , which is false. Thus, we
have d′ ̸= r, so d′ = d2. Since σ12 does not extend to an L-coloring of H , we have σ12(p2) = d1, or else the coloring
(c1, σ12(p2), d1) of P ′ extends to L-color H ′ and leaves d2 for p3. Since σij does not extend to an L-coloring of H
for an 1 ≤ i, j ≤ 2, we have |L(u1)| = 3 and c1, c2 ∈ L(u1).

Claim 1.5.13. {d1, d2} ⊆ L(ui) for each i = 1, · · · , t.

Proof: Suppose first that c = c′. In this case, since d′ = d2, we have σ11 = d2, or else the coloring (c1, σ11(p2), d2)

of V (P ′) extends to an L-coloring of H ′ and leaves the color d1 for p3. Since neither σ11 nor σ12 extends to an
L-coloring of H , we have {d1, d2} ⊆ L(ui) for each i = 1, · · · , t by Proposition 1.4.4.

Now suppose that c ̸= c′. In this case, we have c′ = c2. Since d′ = d2, we have σ21(p2) = d2, otherwise
(c2, σ21(p2), d2) is a proper L-coloring of V (P ′) which extends to an L-coloring of H ′ and leaves the color d2 for p3,
so σ22 extends to an L-coloring of H , which is false. Thus, we indeed have σ21(p2) = d2. Recall that σ12(p2) = d1.
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Thus, as above, we have {d1, d2} ⊆ L(ui) for each i = 1, · · · , t by Proposition 1.4.4, since neither σ21 nor σ12
extends to an L-coloring of H . ■

Applying Claim 1.5.13, since |L(u1)| = 3 and each of {c1, c2} and {d1, d2} is contained in L(u1), there exist
1 ≤ ℓ ≤ 2 and 1 ≤ k ≤ 2 such that cℓ = dk. Since {d1, d2} ⊆ L(ui) for each i = 1, · · · , t, it follows that t is even,
or else, if t is odd, then we color each of u2, u4, · · · , ut−1, p3 with dk and thus extend σℓk to an L-coloring of H .
This is permissible since there is a color left over for each of u1, u3, · · · , ut, including u1, ut, as each endpoint of P
is colored with dk.

Since σ12(p2) = d1, we have d1 ̸= c1. Since t is even, we extend σ11 to an L-coloring of H by coloring each
of u1, u3, · · · , ut−1 with d1. This is permissible as c1 ̸= d1. For each of u2, u4, · · · , ut, there is a color left over,
including for ut, since each of ut−1, p3 are colored with d1. This contradicts the fact that σ11 does not extend to an
L-coloring of G.

The final result of Section 1.5 is the following simple fact.

Proposition 1.5.14. Let G be a planar graph, let C be a facial cycle of G, and let P := p1p2p3 be a subpath of C of

length two. Let L be a list-assignment for V (G) where |L(v)| ≥ 3 for all v ∈ V (C) \ {p1, p2} and |L(v)| ≥ 5 for

all v ∈ V (G \ C). Let c ∈ L(p1) and suppose that |L(p2) \ {c}| ≥ 3. Then there exists a d ∈ L(p2) \ {c} such that

|ZPG,L(c, d, •)| ≥ 2.

Proof. Suppose that this does not hold and let G be a vertex minimal counterexample to the claim. For convenience,
we suppose that C is the outer face of G. Applying Theorem 0.2.3 and Corollary 0.2.4, it immediately follows from
the minimality of G that G is short-separation-free and any chord of C has p2 as an endpoint.

Claim 1.5.15. |V (C)| > 3.

Proof: Suppose not. Thus, C = p1p2p3. Since |L(p2)\{c}| ≥ 3, there is a d ∈ L(p2)\{c} such that |L(p3)\{c, d}| ≥
2. Thus, by Corollary 0.2.4, we have |ZPG,L(c, d, •)| ≥ 2, contradicting our assumption. ■

Since |V (C)| > 3 and any chord of C has p2 as an endpoint, we have p1p3 ̸∈ E(G). If G is a broken wheel,
then, applying 1) of Proposition 1.4.5, we contradict the fact that G is a counterexample. Thus, G is not a broken
wheel. Since p1p3 ̸∈ E(G) and |L(p2) \ {c}| ≥ 3, it follows from Theorem 1.5.3 that there exist two colors c1, c2 ∈
L(p2) \ {c} such that, for each i = 1, 2, we have ZPG,L(c, ci, •) = L(p3) \ {ci}, contradicting our assumption that G
is a counterexample.

1.6 Extending Colorings of 3-Paths

This section consists of a result for 3-paths which is an analogue of Theorem 1.5.5. When we delete a path between
two faces in a planar graph, we use the results of Sections 1.4 and 1.5 to delete one side of a 2-chord of one of the
faces without having to choose a color for the middle vertex of the 2-chord. Under restricted circumstances, we are
able to do something similar for 3-chords.

Theorem 1.6.1. LetH be a planar graph with facial cycleC, and let P := p1p2p3p4 be a subpath ofC of length three.

Let L be a list-assignment forH such that, for each v ∈ V (H \C), |L(v)| ≥ 5, and, for each v ∈ V (C)\{p1, p2, p3},

25



|L(v)| ≥ 3. Suppose further that N(p3) ∩ V (C) = {p2, p4}. Then, for each color c ∈ L(p1), there exists a color

d ∈ L(p4) such that the following hold.

1) If p1p4 ∈ E(H) then c ̸= d; AND

2) For any L-coloring ϕ of V (P ) using c, d on p1, p4 respectively, ϕ extends to an L-coloring of H .

Proof. Note that the statement of Theorem 1.6.1 does not specify anything about the number of colors available for
p2, p3, since it does not matter how many colors are available for these vertices, and the result is vacuously true if
p2p3 is not L-colorable. Let H be a vertex-minimal counterexample to the theorem. For convenience, we suppose, by
applying an appropriate stereographic projection, that C is the outer face of H . By adding edges to H if necessary,
we suppose further that every facial subgraph of H , except possibly C, is a triangle. This is permissible as it is always
possible to triangulate the interior of C without adding any chord of C with p3 as endpoint.

Claim 1.6.2. Any chord of C has p2 as an endpoint. Furthermore p1p4 ̸∈ E(H).

Proof: Suppose toward a contradiction that there is a chord U of C which does not have p2 as an endpoint. By
assumption, p3 is also not an endpoint of U . Let H := H0 ∪ H1 be the natural U -partition of H , where P ⊆ H0.
Note that, for each i = 0, 1, |V (Hi)| < |V (H)|. If p1p4 ∈ E(H), then p1p4 ∈ E(H0), since, if U has an endpoint in
C \ P , then at least one of p1, p4 lies outside of H1. Furthermore, p3 has no neighbors in the outer face of H0, except
for p2, p4. Thus, by the minimality of H , there is a d ∈ L(p4), where, c ̸= d if p1p4 ∈ E(H0), such that, for any
L-coloring ϕ of V (P ), if ϕ uses c, d on p1, p4 respectively, then ϕ extends to an L-coloring of H .

Since H is a counterexample, there is an L-coloring ψ of V (P ) using c, d on p1, p4 respectively, such that ψ does not
extend to an L-coloring of H . Yet ψ extends to an L-coloring ψ∗ of H0, and, by Theorem 0.2.3, H1 is LUψ∗ -colorable.
Thus, ψ extends to an L-coloring of H , a contradiction. We conclude that no such U exists. Now suppose toward a
contradiction that p1p4 ∈ E(H). Since p1p4 is not a chord of C, we have C := p1p2p3p4. By Corollary 0.2.4, any
L-coloring of V (P ) extends to an L-coloring of H , contradicting our assumption that H is a counterexample. ■

Since H is a minimal counterexample and p1p4 ̸∈ E(H), it follows that, for each d ∈ L(p4), there is an L-coloring
ϕd of V (P ) such that ϕd(p1) = c, ϕd(p4) = d, and ϕd does not extend to an L-coloring of H . Applying Corollary
0.2.4, it immediately follows from the minimality of H that H is short-separation-free.

Claim 1.6.3. p2p4 ̸∈ E(H).

Proof: Suppose toward a contradiction that p2p4 ∈ E(H). Let H = H0 ∪ H1 be the natural p2p4-partition of H ,
where p1 ∈ V (H0). Since H is short-separation-free, H1 is a triangle, and the outer face of H1 contains the 2-path
P ∗ := p1p2p4. By Theorem 1.5.5, since |L(p4)| ≥ 3, there is a color d ∈ L(p4) such that any L-coloring of P ∗ using
c, d on p1, p4 respectively extends to an L-coloring of H0. Since V (H) = V (H0)∪{p3}, ϕd extends to an L-coloring
of H , which is false. ■

Combining Claim 1.6.3 and Claim 1.6.2, it follows that P is an induced subpath of H . Since p1p4 ̸∈ E(H), let
C := p4p3p2p1u1 · · ·ut for some t ≥ 1.

Claim 1.6.4. For any vertex w ∈ V (H \ C), if |N(w) ∩ V (P )| ≥ 3, then w is adjacent to at most one of p1, p4.
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Proof: Suppose toward a contradiction that w is adjacent to each of p1, p4 and let H = H0 ∪ H1 be the natural
p1wp4-partition of H , where P ⊆ H0. Since w is adjacent to at least one of p2, p3, and H is short-separation-free,
we have V (H) = V (H1) ∪ {p2, p3}. By Theorem 1.5.5, since |L(p4)| ≥ 3, there is a color d ∈ L(p4) such that,
for any L-coloring ϕ of p1wp4, if ϕ uses c, d on p1, p4 respectively, then ϕ extends to an L-coloring of H1. Since
|Lϕd

(w)| ≥ 1, it follows from our choice of d that ϕd extends to an L-coloring of H , which is false. ■

Claim 1.6.5. There is no common neighbor of p2, p4 in H \ C.

Proof: Suppose toward a contradiction that there is a w ∈ V (G \ C) adjacent to each of p2, p4. Let P ∗ := p1p2wp4

and let H = H0 ∪H1 be the natural p2wp4-partition of H , where p3 ∈ V (H0). Since H is short-separation-free, we
have V (H) = V (H1)∪{p3}, and H1 is bounded by outer face C∗ := u1 · · ·utp4wp2p1. We claim now that there is a
chord of C∗ with w as an endpoint. Suppose that this does not hold. By the minimality ofH , there is a d ∈ L(p4) such
that any L-coloring of V (P ∗) using c, d on p1, p4 respectively extends to an L-coloring of H1. Since |Lϕd

(w)| ≥ 1,
it follows that ϕd extends to an L-coloring of H , which is false.

Thus, there is a chord of C∗ in H1 with w as an endpoint. By Claim 1.6.4, p1 ̸∈ N(w), so w has a neighbor in
{u1, · · · , · · · , ut}. Let j ∈ {1, · · · , t} be the minimal index among {1 ≤ j ≤ t : uj ∈ N(w)}.

LetH = H ′∪H ′′ be the natural p2wuj-partition ofH , where p1 ∈ V (H ′) and p3, p4 ∈ V (H ′′). ThenH0 is bounded
by outer face p1p2wuj · · ·u1, and, by our choice of j, there is no chord of the outer face of H ′ with w as an endpoint.
Thus, since |V (H ′)| < |V (H)|, and |L(uj)| ≥ 3, there is a color d ∈ L(uj), where c ̸= d if ujp1 ∈ E(H ′), such that
any L-coloring of p1p2wuj using c, d on p1, uj respectively extends to an L-coloring of H ′.

SinceH is short-separation-free,H ′′−p3 is bounded by outer face p4wuj · · ·ut. By Theorem 1.5.5, since |L(p4)| ≥ 3,
there is a color f ∈ L(p4), where f ̸= d if ujp4 ∈ E(H ′′ − p3), such that any L-coloring of ujwp4 using d, f on
uj , p4 respectively extends to an L-coloring of H ′′ − p3. Now, since p1 ̸∈ N(w), we have |Lϕf

(w)| ≥ 2, so there is a
color d′ ∈ Lϕf

(w) with d′ ̸= d. Coloring w with d′ and uj with d, we then extend ϕf to an L-coloring of H by our
choice of d, f . This contradicts our assumption. ■

We now rule some more possible 2-chords of C.

Claim 1.6.6. There are no common neighbors of p1, p3 in H \ C.

Proof: Suppose toward a contradiction that there is a w ∈ V (H \ C) adjacent to each of p1, p3. Let H = H0 ∪ H1

be the natural p1wp3-partition of H , where p2 ∈ V (H0). Since H is short-separation-free, we have V (H0) =

{p1, p2, p3, w}, and H1 is bounded by outer cycle p4p3wp1u1 · · ·ut. Let P ∗ := p1wp3p4. Since there is no chord of
the outer face of H1 with p3 as an endpoint, it follows from the minimality of H that there is a d ∈ L(p4) such that
any L-coloring of V (P ∗) using c, d on p1, p4 respectively extends to an L-coloring of H1. Since |Lϕd

(w)| ≥ 2 and
V (H) = V (H1) ∪ {p2}, ϕd extends to an L-coloring of H , which is false. ■

We claim now that there is a chord of C with an endpoint in P . Suppose not, and let d ∈ L(p4). By 1) of Proposition
1.5.1, since there is no chord of C with an endpoint in P , and ϕd does not extend to an L-coloring of H , there is a
vertex w ∈ V (H \ C) with at least three neighbors in P . By Claim 1.6.4, w is adjacent to at most one of p1, p4, so
N(w) ∩ V (P ) is either {p1, p2, p3} or {p2, p3, p4}. In the former case, we contradict Claim 1.6.6, and, in the latter
case, we contradict Claim 1.6.5.

Thus, there is a chord U of C with an endpoint in P . By Claim 1.6.2, p2 is an endpoint of U , and, by Claim 1.6.3,
there is a um ∈ {u1, · · · , ut} such that U = p2um. We choose m to be the maximal index among {1 ≤ j ≤ t :
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uj ∈ N(p2)}. Let H = H0 ∪ H1 be the natural U -partition of H , where p1 ∈ V (H0) and p3, p4 ∈ V (H1). Let
P1 := ump2p3p4. Then H1 is bounded by outer cycle C1 := p4p3p2um · · ·ut. By the maximality of m, there is no
chord of C1 in H1 with p2 as an endpoint. Since V (C1) ⊆ V (C), it follows from Claim 1.6.2, that C1 is an induced
subgraph of H1.

Claim 1.6.7. um ̸= ut.

Proof: Suppose toward a contradiction that um = ut. Then H1 is bounded by outer cycle utp2p3p4, and, since
no 4-cycle of H separates p1 from a vertex of H1 \ C1, we have V (H1) = V (C1) = {ut, p2, p3, p4}. For each
d ∈ L(p4), since ϕd does not extend to an L-coloring of H , we have ZH0(c, ϕd(p2), •) = {d}. In particular, we
have L(p4) ⊆ L(p2), and, for any distinct d, d′ ∈ L(p4), the colors ϕd(p2), ϕd′(p2) are distinct. Since |L(p4)| ≥ 3,
{ϕd(p2) : d ∈ L(p4)} is a set of size at least three in L(p2) \ {c}. Thus, by 1) of Prop 1.5.5. that there is a d ∈ L(pr)
such that ZH0(c, ϕd(p2), •)| ≥ 2, contradicting the fact that ZH0(c, ϕd(p2), •) = {d}. ■

Since um ̸= ut and C1 is an induced cycle of H1, it follows that, for each d ∈ L(p4) and f ∈ ZH0
(c, ϕd(p2), •), the

coloring (f, ϕd(p2), ϕd(p3), d) is a proper L-coloring of ump2p3p4, and, since ϕd does not extend to an L-coloring of
H and f ∈ ZH0

(c, ϕd(p2), •), this coloring of ump2p3p4 does not extend to an L-coloring of H .

Claim 1.6.8. For each d ∈ L(p4), we have |ZH0
(c, ϕd(p2), •)| = 1.

Proof: Suppose there is a d ∈ L(p4) with |ZH0
(c, ϕd(p2), •)| ≥ 2. Since C1 is an induced subgraph ofH1, each vertex

of um+1, · · · , ut−1 has an Lϕd
-list of size at least three. By Claim 1.6.5, there is no vertex of H1 \C adjacent to each

of p2, p4, so each vertex of the outer face of H1 \ {p2, p3, p4}, except um, ut, has an Lϕd
-list of size at least three,

and |Lϕd
(ut)| ≥ 2. By Claim 1.6.7, um ̸= ut, and, by Theorem 1.3.4, there is an Lϕd

-coloring ψ of H1 \ {p2, p3, p4}
using one of d1, d2 on um. Thus, ϕd extends to an L-coloring of V (P ) ∪ V (H1) using one of d1, d2 on um. Since
d1, d2 ∈ ZH0

(c, ϕd(p2), •), ϕd extends to an L-coloring of H , contradicting our assumption. ■

We now note that there is a w⋆ ∈ V (H1 \ C1) with N(w⋆) ∩ V (P1) = {um, p2, p3}. To see this, let d∗ ∈ L(p4) and
f ∈ ZH0

(c, ϕd∗(p2), •). Since the coloring (f, ϕd∗(p2), ϕd(p3), d
∗) of P1 does not extend to an L-coloring of H1,

and C1 is an induced cycle of H1, it follows from 1) of Proposition 1.5.1 that there is a vertex w⋆ ∈ V (H1 \C1) with
at least three neighbors in P1. By Claim 1.6.5, w⋆ is adjacent to at most one of p2, p4, and since H is short-separation-
free and C1 is an induced subpath of H , it follows from our triangulation conditions that H[N(w⋆) ∩ V (P1)] is a
subpath of P1 of length precisely two. Again applying Claim 1.6.5, this path is ump2p3, and w⋆ is the unique vertex
of H1 \ C1 with at least three neighbors in P1.

We claim now that there are distinct d, d′ ∈ L(p4) such that ϕd(p2) = ϕd′(p2). Suppose that this does not hold.
Then {ϕd(p2) : d ∈ L(p2)} is a set of at least three distinct colors of L(p2) \ {c}. By 1) of Prop 1.5.5, there
is a d ∈ {d1, d2, d3} such that ZH0(c, ϕd(p2), •)| ≥ 2, contradicting Claim 1.6.8. Thus, let d, d′ ∈ L(p4) with
ϕd(p2) = ϕd′(p2) = c∗ for some color c∗. Applying Claim 1.6.8, let ZH0(c, c

∗, •) = {f∗} for some color f∗. Since
L(p4)| ≥ 3, let d′′ ∈ L(p4) \ {d, d′}. Applying Claim 1.6.8, let ZH0(c, ϕd′′(p3), •) = {f∗∗} for some f∗∗ ∈ L(um).

Claim 1.6.9. f∗∗ ̸= f∗ and ϕd′′(p2) ̸= c∗.

Proof: By the minimality of H , there is a color among d∗ ∈ {d, d′′, d′′} such that any L-coloring of P1 using f∗, d∗

on um, p4 respectively extends to an L-coloring of H1. If d∗ ∈ {d, d′′}, then one of the colorings (f∗, c∗, ϕd(p3), d),
(f∗, c∗, ϕd′(p3), d

′) of ump2p3p4 extends to an L-coloring of H1, and thus, by our choice of f∗, one of ϕd, ϕd′
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extends to an L-coloring of H , which is false. Thus, we have d∗ = d′′. If f∗ = f∗∗, then the L-coloring
(f∗, ϕd′′(p2), ϕd′′(p3), d

′′) of ump2p3p4 extends to an L-coloring of H1, and thus, by ouur choice of f∗∗, ϕd′′ ex-
tends to an L-coloring of H , which is false. Thus, we have f∗ ̸= f∗∗. Since ZH0

(c, ϕd′′(p3), •) = {f∗∗} and
ZH0

(c, c∗, •) = {f∗}, we have ϕd′′(p3) ̸= c∗. ■

We now have the following.

Claim 1.6.10. ϕd(p3) ̸= ϕd′(p3).

Proof: Suppose toward a contradiction that there is a color h such that ϕd(p3) = ϕd′(p3) = h. Let L′ be a list-
assignment for H1 − p2 where L′(p4) = {d, d′, h} and otherwise L′ = L. Since h is distinct from either of d, d′,
we have |L′(p4)| = 3. Since ϕd(p2) = ϕd′(p2) = c∗, we have c∗ ̸= h as well. Since H is short-separation-free,
H1 − p2 is bounded by outer cycle p4p3w⋆um · · ·ut. Since ut ∈ V (H1 − p2) and p4 ̸∈ N(w⋆), H1 − p2 is not a
broken wheel with principal path umw⋆p3. Thus, there is at most one L′-coloring of umw⋆p3 which does not extend
to an L′-coloring of H1− p2. Since L′(w⋆) \ {f∗, c∗, h}| ≥ 2, there is an L′-coloring ψ of H1− p2 which uses f∗ on
um and h on p3, where ψ(w⋆) ̸= c∗. Since ψ(p3) = h, we have ψ(p4) ∈ {d, d′}, so ψ is an L-coloring of H1 − p2,
and ψ extends to an L-coloring of H1 using c∗ on p2. Thus, by our choice of f∗, one of the two colorings ϕd, ϕd′ of
P extend to an L-coloring of H , which is false. ■

We now have the following key claim.

Claim 1.6.11. N(w⋆) ∩ {um, · · · , ut} = {um}.

Proof: Suppose that this does not hold, and let n ∈ {m + 1, · · · , t} with un ∈ N(w⋆). Let n be the minimal index
among {m + 1 ≤ j ≤ t : uj ∈ N(w⋆)}. Let K† be the subgraph of H bounded by outer cycle umw⋆un · · ·um+1.
Then the outer face of K† contains the 2-path umw⋆un.

Now let H ′ be the subgraph of H bounded by outer cycle un · · ·utp4p3p2w⋆. Then the outer cycle of H ′ contains the
2-path P ′ := w⋆p3p4. Furthermore, by Claim 1.6.2, every chord of the outer face ofH ′ has w⋆ as one of its endpoints.
Since N(p3) ∩ V (C) = {p2, p4} and ut lies on the outer face of H ′, H ′ is not a broken wheel with principal path
w⋆p3p4. Since there are no chords of the outer face of H ′ which do not have w⋆ as an endpoint, it follows from
Theorem 1.5.3 that there is at most one proper L-coloring of w⋆p3p4 which does not extend to an L-coloring of H ′.

Subclaim 1.6.12. K† is a triangle.

Proof: Suppose toward a contradiction thatK† is not a triangle. By the minimality of n, K† is not a broken wheel
with principal path umw⋆un, and furthermore, there is no chord of the outer face of K† which does not have w⋆

as an endpoint, or else there is a chord of C which does not have p2 as an endpoint, contradicting Claim 1.6.2.
By the minimality of n, K† is not a broken wheel with principal path umw⋆un. Thus, by Theorem 1.5.3, there is
at most one L-coloring of umw⋆un which does not extend to an L-coloring of K†.

Since |L(w⋆) \ {c, f}| ≥ 2, it follows from Theorem 0.2.3 that there is an L-coloring ψ of H ′ in which
ψ(w⋆) ̸∈ {c∗, f∗}, ψ(p3) = ϕd(p3), and ψ(p4) = d. If ψ extends to an L-coloring of H1 using c∗, f∗ on
the respective vertices p2, um, then ϕd extends to an L-coloring of H , which is false. Since H is not a triangle,
(f∗, ψ(w⋆, ψ(un)) is a proper L-coloring of the path umw⋆un, so this is the lone coloring of umw⋆un which
does not extend to an L-coloring of K†.
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Now, since there is at most one proper L-coloring of w⋆p3p4 which does not extend to an L-coloring of H , and
|L(w⋆) \ {c∗, d∗, ψ(w⋆)| ≥ 2, there is an h ∈ L(w⋆) \ {c∗, d∗, ψ(w⋆) such that any L-coloring of w⋆p3p4 using
h onw⋆ extends to an L-coloring ofH ′. By Claim 1.6.10, we suppose without loss of generality that h ̸= ϕd(p3).
Since p4 ̸∈ N(w⋆), (h, ϕd(p3), d) is a proper L-coloring of w⋆p3p4 which extends to an L-coloring ψ′ of H ′.
Since ψ′(w⋆) ̸= ψ(w⋆), ψ′ extends to an L-coloring of H1− p2 in which um is colored with f∗, and the color c∗

is left for p2, so ψ′ extends to an L-coloring of H in which P is colored by ϕd, contradicting our assumption. ■

Since K† is a triangle, we have un = um+1. We now fix a color h ∈ L(un+1) \ {f∗, f∗∗}. Recall that f∗∗ is the lone
color of ZH0(c, ϕd′′(p2), •). Since there is no chord of the outer face of H1 with p3 as an endpoint, it follows from
the minimality of H that there is a color d∗ ∈ {d, d′, d′′}, where d∗ ̸= h if um+1 = ut, such that any L-coloring of
um+1w

⋆p3p4 extends to an L-coloring of H ′.

Suppose that d∗ ∈ {d′, d′′}. Let ψ be an L-coloring of um+1w
⋆p3p4 using h, d∗ on um+1, p4 respectively, where

ψ(p3) = ϕd∗(p3) and ψ(w⋆) ∈ L(w⋆) \ {f∗, c∗, h, ϕd∗(p2)}. Such a ψ exsts, because |L(w⋆)| ≥ 5. Then ψ extends
to an L-coloring ψ′ of H ′. By our choice of ψ, the colors f∗, c∗ are left over for the respective vertices um, p2, so ψ
extends to an L-coloring of H whose restriction to P is ϕd∗ . This contradicts our assumption.

Thus, we have d∗ = d′′. Let ψ be an L-coloring of um+1w
⋆p3p4 using h, d′′ on um+1, p4 respectively, where

ψ(p3) = ϕd′′(p3) and ψ(w⋆) ∈ L(w⋆) \ {f∗∗, ϕd′′(p2), h, ϕd′′(p3)}. Such a ψ exists, because |L(w⋆)| ≥ 5. Then ψ
extends to an L-coloring ψ′ of H ′. By our choice of ψ, the colors f∗∗, ϕd′′(p2) are left over for the respective vertices
um, p2, so ψ extends to an L-coloring of H whose restriction to P is ϕd′′ . This contradicts our assumption ■

Recall that H1 − p2 is bounded by outer cycle C∗
1 := w⋆p3p4ut · · ·um, and P ∗

1 := umw
⋆p3p4 is a subpath of C∗

1 of
length three. By assumption, H1 − p2 has no chord of C∗

1 with p3 as an endpoint, as any such chord of C∗
1 is also a

chord of C, contradicting our assumption. Likewise, by Claim 1.6.11, there is no chord of C∗
1 with w⋆ as an endpoint.

If there is any other chord ofC∗
1 , then this chord is also a chord ofC with endpoints in {um, · · · , ut, p4}, contradicting

Claim 1.6.2. Thus, C∗
1 is an induced cycle of H1 − p2.

We claim now that there is a vertex v⋆ ∈ V (H1 − p2) \ V (C∗
1 ) such that N(v⋆) ∩ V (P ∗

1 ) = {w⋆, p3, p4}. Let
h ∈ L(u⋆) \ {f∗, c∗, ϕd(p3)}. If the coloring (f∗, h, ϕd(p3), d) of umw⋆p3p4 extends to an L-coloring of H1 − p2,
then the color c∗ is left for p2, and thus ϕd extends to an L-coloring of H , contradicting our assumption. Since C∗

1 is
an induced subgraph of H1− p2, it follows from 1) of Proposition 1.5.1 that there is a v∗ ∈ V (H1− p2) \V (C∗

1 ) with
at least three neighbors in P ∗

1 .

Note that v⋆ is adjacent to at most one of um, p3, or else H contains a copy of K2,3 with bipartition {p2, v⋆},
{um, w⋆, p3}, contradicting the fact that H is short-separation-free. Thus, v⋆ is adjacent to both of w⋆, p4. Since
p4 ̸∈ N(w⋆) and H is short-separation-free, it follows from our triangulation conditions that v⋆ is adjacent to p3 as
well, so N(v⋆)∩ V (P ∗

1 ) = {w⋆, p3, p4}. Thus v⋆ is the unique vertex of H1 − p2 which lies outside the outer face of
H1 − p2 and has at least three neighbors on P ∗

1 .

Claim 1.6.13. There is a color b such thatL(w⋆) = {c∗, f∗, ϕd(p3), ϕd′(p3), b} andL(v⋆) = {d, d′, ϕd(p3), ϕd′(p3), b}.
Furthermore, d, d′ ̸∈ L(w⋆) \ {c∗, f∗}.

Proof: We first show that {c∗, f∗, ϕd(p3), ϕd′(p3)} ⊆ L(w⋆) and |L(w⋆)| = 5. Suppose at least one of these con-
ditions does not hold. Thus, either |L(w⋆) \ {c∗, f∗, ϕd(p3)}| ≥ 3 or |L(w⋆) \ {c∗, f∗, ϕd′(p3)}| ≥ 3, so suppose
without loss of generality that |L(w⋆) \ {c∗, f∗, ϕd(p3)}| ≥ 3. Since w⋆ is the unique vertex of H1 \ C1 with at
least three neighbors on ump2p3p4, and p4 ̸∈ N(w⋆), it follows from 1) of Proposition 1.5.1 that the L-coloring
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(f∗, c∗, ϕd(p3), d) of ump2p3p4 extends to an L-coloring of H1, so ϕd extends to an L-coloring of H , contradicting
our assumption.

Thus, there is a color b such that L(w⋆) = {c∗, f∗, ϕd(p3), ϕd′(p3), b}. Now suppose toward a contradiction that
one of d, d′ lies in L(w⋆) \ {c∗, f∗}, say d without loss of generality. Then ψ = (f∗, d, ϕd(p3), d) is a proper L-
coloring of umw⋆p3p4 which leaves c∗ for p2, and since |Lψ(v⋆)| ≥ 3, it follows from 1) of Proposition 1.5.1 that
ψ extends to an L-coloring of H1 − p2 and thus an L-coloring of H1 using c∗ on p2. Thus, ϕd extends to an L-
coloring of H , contradicting our assumption, so we indeed have d, d′ ̸∈ L(w⋆) \ {c∗, f∗}. In particular, we have
{d, d′} ∩ {ϕd(p3), ϕd′(p3)} = ∅.

Now suppose toward a contradiction that L(v⋆) ̸= {d, d′, ϕd(p3), ϕd′(p3), b}. In that case, there is a d∗ ∈ {d, d′} and
a b′ ∈ L(w⋆) \ {c∗, f∗, d∗, ϕd∗(p3)} such that |L(v⋆) \ {b′, d∗, ϕd∗(p3)}| ≥ 3. Since, it follows that the L-coloring
(f∗, b′, ϕd∗(p3), d

∗) of umw⋆p3p4 extends to an L-coloring of H1 − p2, and thus to an L-coloring of H1 using c∗ on
p2. Thus, ϕd∗ extends to an L-coloring of H , contradicting our assumption. ■

An analogous observation holds for the remaining color d′′ of L(p4).

Claim 1.6.14. {f∗∗, ϕd′′(p2), ϕd′′(p3)} is a subset ofL(w⋆) of size three. Furthermore,L(w⋆)\{f∗∗, ϕd′′(p2), ϕd′′(p3)} ⊆
L(v⋆) and {ϕd′′(p3), d′′} ⊆ L(v⋆).

Proof: If either if these facts do not hold, then the coloring (ϕd′′(p3), d
′′) of p3p4 extends to an L-coloring ψ of

umw
⋆p3p4 in which ψ(um) = f∗∗, ψ(w⋆) ̸= ϕd′′(p2), and |Lψ(v⋆)| ≥ 3. But then, by 1) of Proposition 1.5.1, ψ

extends to an L-coloring of H1 − p2 and leaves the color ϕd′′(p2) for p2. Thus, by our choice of f∗∗, ψ extends to an
L-coloring of H in which P is colored with ϕd′′ , contradicting our assumption. ■

Recall that f∗ ̸= f∗∗ by Claim 1.6.9. Since ZH0(c, c
∗, •) = {f∗} and ZH0(c, ϕd′′(p2), •) = {f∗∗}, and there is no

chord of the outer face of H0 without p2 as an endpoint, it follows from Theorem 1.5.3 that H0 is a broken wheel with
principal path p1p2um, or else, since p1um is not a chord ofC, one of these two sets has size at least two. It then follows
from 1) of Proposition 1.4.7 that {c∗, f∗} = {ϕd′′(p2), f∗∗}. We claim that d′′ ∈ L(w⋆) \ {c∗, f∗}. Suppose not. By
Claim 1.6.14, we have d′′ ∈ L(v⋆). Thus, since d′′ ̸∈ L(w⋆) \ {c∗, f∗}, we have d′′ ∈ L(v⋆) \ {ϕd(p3), ϕd′(p3), b}
by the first fact of Claim 1.6.13, and thus, by the second fact of Claim 1.6.13, we have d′′ ∈ {d, d′}, which is false.

Thus, we indeed have d′′ ∈ L(w⋆)\{c∗, f∗}. Since {c∗, f∗} = {ϕd′′(p2), f∗∗}, it follows thatψ = (f∗∗, d′′, ϕd′′(p3), d
′′)

is a proper L-coloring of the path umw⋆p3p4, and ϕd′′(p2) ∈ Lψ(p2). Since |Lψ(v⋆)| ≥ 3, and v⋆ is the lone vertex
of V (H1 − p2) \ V (C∗

1 ) with at least three neighbors on P ∗
1 , it follows from 1) of Proposition 1.5.1 that ψ extends

to an L-coloring of H1 − p2, and thus to an L-coloring of H1 in which p2 is colored with ϕd′′(p2) and um is colored
with f∗∗. But then, by our choice of f∗∗, ϕd′′ extends to an L-coloring of H , which is false.

1.7 Path Reduction

As indicated in Section 1.3, when we delete a path between two cyclic facial subgraphs C1, C2 in a short-separation-
free graph G with a specified list-assignment L, we do so in a special setting, where the designated cycles C1, C2

satisfy the property that, for each j = 1, 2 and for sufficiently small values of k, there is no k-chord of Ci which
separates vertices ofG\Ci with lists of size less than five. Thus, it is natural to introduce the following notation.

Definition 1.7.1. LetG be a planar graph with facial cycleC , letL be a list-assignment for V (G). Let k ≥ 1 and letH
be a connected subgraph of C, where eitherH is a subpath of C, or, ifH = C, then at least one vertex ofG\Bk/2(C)
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has a list of size less than five. We associate to H a vertex set Shk,L(H,C,G), where v ∈ Shk,L(H,C,G) if there is
a generalized chord Q of C of length at most k, and with both endpoints in H , such that, letting G = G0 ∪G1 be the
natural (C,Q)-partition of G, there exists an i ∈ {0, 1} such that the following hold.

1) Gi ∩H is a connected subgraph of H; AND

2) v ∈ V (Gi \Q) and every vertex of Gi \ C has an L-list of size at least five.

IfH = C, then we just write Shk,L(C,G) instead of Shk,L(C,C,G). If the list-assignment L is clear from the context
then we drop the subscript L from the notation above. If G,C are also clear from the context then we just write
Shk(H). Note that, if H is a subpath of C, then, given a proper generalized chord Q of C with both endpoints in
H , there is precisely one side of the generalized chord intersecting with H on precisely a subpath of H , i.e there is
a precisely one i ∈ {0, 1} such that Gi ∩ H is connected, although this is not true if H = C. In practice, we are
interested in the case where there are vertices of G \ C with lists of size less than five, and in that case, the definition
above uniquely specifies a side of any generalized chord of C.

Definition 1.7.2. Let G be a planar graph with facial cycle C , let L be a list-assignment for V (G), and let k ≥ 1 be
an integer. Let H be a connected subgraph of C, where either H is a subpath of C, or, if H = C, then at least one
vertex of G \Bk/2(C) has a list of size less than five. We then have the following terminology.

1) We say that H is (k, L)-short in (C,G) if, for any generalized chord Q of C with both endpoints in H and
length at most k, letting G = G0 ∪G1 be the natural (C,Q)-partition of G, there exists an i ∈ {0, 1} such that
the following hold.

a) Every vertex of Gi \H has an L-list of size at least five; AND

b) If Q is not a cycle (i.e Q is a proper generalized chord of C), and at least one endpoint of Q lies in H̊ , then
Gi ∩H has one connected component.

2) We define LinkL(H,C,G) to be the set of proper L-colorings ϕ of V (P ) \Sh2(H) in G \ (E(C) \E(H)) such
that Sh2(H) is Lϕ-inert in G \ dom(ϕ).

Recall that H̊ = H if H = C. In most uses above, both the graph G and the facial cycle C are clear from the context
and we simply say that H is (k, L)-short to mean that H is (k, L)-short in (C,G). In general, if the facial cycle C and
graph G are clear from the context, then we just write LinkL(H). Some care must be taken with the definition above.
Given a subpath P of C and a ϕ ∈ LinkL(P ), Definition 1.7.2 does not preclude the possibility that P is a subpath
of C consisting of all but a lone edge of C, and ϕ uses the same color on both endpoints of P . In practice, whenever
we deal with the situation in which P is a path consisting of all but an edge of the specified facial cycle, we ensure
that we obtain an element of LinkL(P ) which does not use the same color on the endpoints of P , so that we obtain a
proper L-coloring of V (P ) \ Sh2(P ) in G.

This section consists of two results, the first of which consists of some basic properties of the colorings of the form
specified in definition 1.7.2, and the second of which provides some conditions under which these colorings exist. We
begin with the following definition.

Definition 1.7.3. Given a planar graph G, a cyclic facial subgraph C and a subpath P of C, a vertex v ∈ V (P ) is
called a P -hinge of C if one of the following holds: Either v is an endpoint of P , or, if v is an internal vertex of P ,
then, for each k = 1, 2, there is no k-chord of C with an endpoint in each connected component of P − v. If the facial
subgraph C is clear from the context then we just call v a P -hinge.
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We now state the first of the two results which make up this section. This result consists of the following simple
facts.

Theorem 1.7.4. Let G be a planar graph with facial cycle C and let P be a subpath of C. Let L be a list-assignment

for G and suppose that P is (2, L)-short

1) Let v ∈ V (P ) be a P -hinge and let P1, P2 be the two subpaths of P such that P1 ∩ P2 = v and P1 ∪ P2 = P .

For any ψ1 ∈ Link(P1) and ψ2 ∈ Link(P2) with ψ1(v) = ψ2(v), we have ψ1 ∪ ψ2 ∈ Link(P ); AND

2) If each vertex of D1(C) has an L-list of size at least five, then, for any ϕ ∈ Link(P ), each vertex of D1(C) \
Sh2(P )) has an Lϕ-list of size at least three.

3) Suppose that every vertex of G \ C has an L-list of size at least five. Then, for any ϕ ∈ Link(P ), the following

holds:

a) For any nonempty subpathQ of C \P of length at most one, if all the vertices of C \ (Q∪P ) have Lϕ-lists

of size at least three, then, for any Lϕ-coloring ψ of Q, ϕ ∪ ψ extends to an L-coloring of G; AND

b) In particular, if 1 ≤ |V (C \P )| ≤ 2 then, for any any extension of ϕ to an L-coloring of dom(ϕ)∪ V (P ),

ψ extends to an L-coloring of G.

Proof. 1) is immediate from the definition of Link(P ), so we now prove 2). Suppose there is a v ∈ D1(C) \ Sh2(P ))

with |Lϕ(v)| < 3. Thus, v has at least three neighbors in dom(ϕ). Let S be the set of vertices of G \C with L-lists of
size less than five. Since P is (2, L)-short, there is a unique pair of vertices w,w′ ∈ N(v)∩V (H) such that the unique
subpath of P with endpoints w,w′ contains all the vertices of N(v) ∩ V (P ). But then, since |N(v) ∩ dom(ϕ)| ≥ 3,
there is an element of dom(ϕ) which is separated from an edge of E(C) \ E(P ) by the 2-chord wvw′, contradicting
the fact that dom(ϕ) ∩ Sh2(P ) = ∅.

Now we prove 3). Note that b) follows immediately from a) by setting Q = C \ P , since C \ (Q ∪ P ) = ∅ and the
conditions of a) are automatically satisfied. Thus, we just need to prove a). Firstly, since |V (Q)| ≥ 1, P does not
consist of all but an edge ofC, so any element of Link(P ) is a properL-coloring of its domain inG. Let S := V (C\P )
and let G′ := G \ Sh2(P ). Then G′ has a unique facial subgraph F ′ such that C \ P ⊆ F ′ and, by 2), every vertex of
F ′ \ S has an Lϕ-list of size at least three and thus an LQϕ∪ψ-list of size at least three. By assumption, every vertex of
S \ Q has an Lϕ-list of size at least three and thus an LQϕ∪ψ-list of size at least three. Every vertex of G′ \ F ′ has an
LQϕ∪ψ-list of size at least five, and thus, by Theorem 0.2.3, G′ admits an LQϕ∪ψ-coloring σ. Since Sh2(P ) is Lϕ-inert in
G \ dom(ϕ), it follows that σ extends to an L-coloring of G, so ϕ ∪ ψ extends to an L-coloring of G, as desired.

The following result, which is the second of the two results which make up this section, provides some conditions
under which the colorings defined in Definition 1.7.2 exist.

Theorem 1.7.5. Let G be a planar graph with facial cycle C and let P be a subpath of C. Let L be a list-assignment

for G such that each internal vertex of P has an L-list of size at least three, and suppose further that P is (2, L)-short.

Let p, p′ be the endpoints of P . Then the following hold.

i) For any c ∈ L(p), there is a ϕ ∈ Link(P ) with ϕ(p) = c. Furthermore, if p ̸= p′, then, for any c ∈ L(p) and

A ⊆ L(p′) with |A| = 3, there is a ϕ ∈ Link(P ) such that ϕ(p) = c and ϕ(p′) ∈ A; AND

ii) If |V (P )| ≥ 2 then, for any sets B ⊆ L(p) and B′ ⊆ L(p′) with |B| = |B′| = 2, there is a ψ ∈ Link(P ) such

that ψ(p) ∈ B and ψ(p′) ∈ B′.
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Proof. By some appropriate stereographic projection of G from the sphere onto the plane, we suppose without loss of
generality that C is the outer face of G (this is just for notational convenience in the proof of the theorem). We show i)
and ii) together by induction on the length of P . This is trivial of P is a singleton so now suppose that |V (P )| ≥ 2. If
P is just an edge, then both i) and ii) trivially hold, since it follows from Corollary 0.2.4 that any L-coloring of P lies
in Link(P ). Now suppose that |V (P )| > 2 and that both i) and ii) hold for any subpath of C of length smaller than
|V (P )| which satisfies the specified conditions. Let P := pr · · · p1 for some r ≥ 3, where p′ = pr and p = p1. Let S
be the set of vertices of G \ C with L-lists of size less than five.

For any 1 ≤ k ≤ 2 and any k-chord Q of C with both endpoints in P , we let C long
Q and Cshort

Q be the two cycles
intersecting precisely on piwpj such that C long

Q ∪ Cshort
Q = C ∪Q and Cshort

Q \ Q̊ is a subpath of P . Let Pend be the set
of proper generalized chords Q of C of length at most two such that p1, pr are the endpoints of Q. Since P is a path,
the above definition uniquely specifies Cshort

Q and C long
Q . Let P be the set of generalized chords of C of length at most

two with one endpoint in P − p1 and p1 as the other endpoint. Since each element of P shares a common endpoint,
and this endpoint is also an endpoint of P , we trivially have the following:

Claim 1.7.6. For any Q,Q′ ∈ P , we have either Int(Cshort
Q ) ⊆ Int(Cshort

Q′ ) or Int(Cshort
Q′ ) ⊆ Int(Cshort

Q ).

We now define a subsetPend ofP , whereQ ∈ Pend if and only if p1, pr are the endpoints ofQ and there is a vertex with
an L-list of size less than five in the open disc bounded by Cshort

Q . Note that even though P is (2, L)-short, Definition
1.7.2 does not preclude the possibility that Pend is nonempty.

We now fix sets A,B,B′ and a color c, where A,B′ ⊆ L(pr), c ∈ L(p1) and B ⊆ L(p1), |A| = 3, and |B| =
|B′| = 2. Note that P − p1 is also (2, L)-short, and each internal vertex of P − p1 has an L-list of size at least
three. Suppose first that P \ Pend = ∅. In that case, we have Sh2(P ) = Sh2(P − p1). Since |L(p2)| ≥ 3, let
d ∈ L(p2) \ {c}. Since |V (P )| ≥ 3, it follows from our induction hypothesis that there is a ϕ ∈ Link(P − p1) with
ϕ(pr) ∈ A and ϕ(p2) = d. Let ϕ′ be the extension of ϕ to dom(ϕ) ∪ {p1} obtained by coloring p1 with c. Since there
is no chord of C with p1 as an endpoint and the other endpoint in P − p1, ϕ′ is a proper L-coloring of its domain
in G \ (E(C) \ E(P )). Since Sh2(P ) = Sh2(P − p1), we have ϕ′ ∈ Link(P ), so P satisfies i). By our induction
hypothesis, there is a ψ ∈ Link(P − p1) with ψ(p′) ∈ B′. Since |B| = 2, let d ∈ B \ {ψ(p2)} and let ψ′ be the
L-coloring of dom(ψ) ∪ {p1} obtained by coloring p1 with d. As above, ψ′ is a proper L-coloring of its domain in
G \ (E(C) \E(P )). Since Sh2(P ) = Sh2(P − p1), we have ψ′ ∈ Link(P ), so P satisfies ii). Thus, if P \ Pend = ∅,
then we are done. Now suppose that P \ Pend ̸= ∅ and let Q ∈ P \ Pend maximize the quantity |V (Int(Cshort

Q )|. Let
t ∈ {2, · · · , r}, where p1, pt are the endpoints of Q.

Claim 1.7.7. There is no chord of C of the form p1pj for some j ∈ {t + 1, · · · , r}. Furthermore, Sh2(P ) =

Sh2(prPpt) ∪ (Int(Cshort
Q ) \ V (Q)) as a disjoint union.

Proof: If there is a chord of C of the form p1pj for some j ∈ {t + 1, · · · , r}, then, by Claim 1.7.6, p1pj separates
pt from E(C) \ E(P ), contradicting the maximality of Q. Likewise, there is no 2-chord of C of the form p1wpj for
some j ∈ {t1, · · · , r}, or else, by Claim 1.7.6, p1wpj separates pt from E(C) \ E(P ), contradicting the maximality
of Q. Thus, we indeed, have Sh2(P ) = Sh2(prPpt) ∪ (IntG(Cshort

Q ) \ V (Q)) as a disoint union. ■

Now we show that P satiisfies i) and ii). Consider the following cases.

Case 1: Q is a chord of C

We break this into two subcases.
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Subcase 1.1 pr = pt

In this case, by Claim 1.7.7, we have Sh2(P ) = (Int(Cshort
Q ) \ V (Q)). Since |A| ≥ 3, we choose a color d ∈ A \ {c}.

Let ϕ be the L-coloring of {p1, pr} using c, d on p1, pr respectively. Then, by 0.2.3, ϕ extends to an L-coloring of
Int(Cshort

Q ), so Sh2(P ) is Lϕ-inert in G\dom(ϕ), and thus ϕ ∈ Link(P ). Thus, P satisfies i). Likewise, for any f ∈ B
and f ∈ B′ with f ̸= f ′, if ψ is the L-coloring of {p1, pr} using f, f ′ on p1, pr respectively, Sh2(P ) is Lψ-inert in
G \ dom(ψ), and ψ ∈ Link(P ). Thus, P satisfies ii) as well.

Subcase 1.2 pr ̸= pt

Since |L(pt)| ≥ 3, we choose a color d ∈ L(pt) \ {c}. By our induction hypothesis, since |V (prPpt)| ≥ 2, there is
a ϕ ∈ Link(prPpt) such that ϕ(pr) ∈ A and ϕ(pt) = d. Let ϕ′ be the extension of ϕ to dom(ϕ) ∪ {p1} obtained by
coloring p1 with c. By Claim 1.7.7, ϕ′ is a proper L-coloring of its domain in G \ (E(C) \E(P )). Applying Theorem
0.2.3, ϕ′ extends to an L-coloring of Int(Cshort

Q ), and thus, by Claim 1.7.7, Sh2(P ) is Lϕ′ -inert in G \ dom(ϕ′), so
ϕ′ ∈ Link(P ). Thus, P satisfies i).

Applying our induction hypothesis again, since |L(pt)| ≥ 3, there is a ψ ∈ Link(prPpt) with ψ(pr) ∈ B′. Let
f ∈ B \{ψ(pt)} and let ψ′ be an extension of ψ to dom(ψ)∪{p1} obtained by coloring p1 with c. By Claim 1.7.7, ψ′

is a proper L-coloring of its domain in G \ (E(C) \ E(P )). Applying Theorem 0.2.3, ψ′ extends to an L-coloring of
Int(Cshort

Q ). Thus, by Claim 1.7.7, Sh2(P ) is Lψ′ -inert in G \ dom(ψ′), so ψ′ ∈ Link(P ). Thus, P satisfies ii) as well.

Case 2: Q is a 2-chord of C

As above, we break this into two subcases.

Subcase 2.1 pr = pt

By Theorem 1.5.5, there is a d ∈ A, such that, letting ϕ be the L-coloring of {p1, pr} using c, d on p1, pt respectively,
ϕ is a proper L-coloring of its domain in Int(Csmall

Q ), and any L-coloring of Q using c, d on p1, pr respectively extends
to an L-coloring of Int(Csmall

Q ). Thus, V (Int(Csmall
Q )) \ V (Q) is Lϕ-inert in G \ dom(ϕ). If pt = pr, then, by Claim

1.7.7, Sh2(P ) is Lϕ-inert in G \ dom(ϕ), so ϕ ∈ Link(P ). Thus, P satisfies i).

Likewise, by Theorem 1.5.10, there is an f ∈ B and an f ′ ∈ B′ such that, letting ψ be the L-coloring of {p1, pr} using
f, f ′ on p1, pr respectively, ψ is a proper L-coloring of its domain in Int(Csmall

Q ), and any L-coloring of Q using f, f ′

on p1, pr respectively extends to an L-coloring of Int(Csmall
Q ). Thus, V (Int(Csmall

Q ))\V (Q) is Lψ-inert in G\dom(ψ).
By Claim 1.7.7, Sh2(P ) is Lψ-inert in G \ dom(ψ), so ψ ∈ Link(P ). Thus, P satisfies ii).

Subcase 2.2 pr ̸= pt.

By Theorem 1.5.5 ,since |L(pt)| ≥ 3, there is a d ∈ L(pt), such that, letting ϕ be the L-coloring of {p1, pt} using
c, d on p1, pt respectively, ϕ is a proper L-coloring of its domain in Int(Csmall

Q ), and any L-coloring of Q using c, d on
p1, pt respectively extends to an L-coloring of Int(Csmall

Q ). Thus, V (Int(Csmall
Q )) \ V (Q) is Lϕ-inert in G \ dom(ϕ).

Furthermore, |V (ptPpr)| ≥ 2, and, by our induction hypothesis, there is a ϕ′ ∈ Link(ptPpr) with ϕ′(pt) = d and
ϕ′(pr) ∈ A. By Claim 1.7.7, the union ϕ∪ϕ′ is a proper L-coloring of its domain in G \ (E(C) \E(P )), and Sh2(P )

is Lϕ∪ϕ′-inert in G \ dom(ϕ ∪ ϕ′). Thus, ϕ ∪ ϕ′ ∈ Link(P ). Thus, P satisfies i).

By Theorem 1.5.10, since |L(pt)| ≥ 3, there is a pair of L-colorings ψ1, ψ2 of {p1, pt} using distinct colors on pt,
such that, for each j = 1, 2, ψj is a proper L-coloring of its domain in Int(Csmall

Q ), ψj(p1) ∈ B, and any extension
of ψj to an L-coloring of Q extends to an L-coloring of Int(Csmall

Q ). By our induction hypothesis, there is a ψ′ ∈
Link(ptPpr) with ψ′(pt) ∈ {ψ1(pt), ψ2(pt)} and ψ′(pr) ∈ B′, say ψ′(pt) = ψ1(pt) without loss of generality. By
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Claim 1.7.7, the union ψ1∪ψ′ is a proper L-coloring of its domain inG\ (E(C)\E(P )), and Sh2(P ) is Lψ1∪ψ′-inert
in G \ dom(ψ1 ∪ ψ′). Thus, ψ1 ∪ ψ′ ∈ Link(P ) and P satisfies ii) as well. This completes the proof of Theorem
1.7.5.
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Chapter 2

Mosaics and Their Properties

We begin by fixing constants Nmo, β, where Nmo ≥ 96 and set β := 17
15N

2
mo. The subscript of N refers to mosaics,

which is the term we use for our strengthening of tessellations defined below. We show that every (β + 4Nmo, 1)-
tessellation is colorable, by showing that any tessellation which satisfies some stronger properties stated below is
colorable. In particular, we allow our tessellations to contain some precolored faces (i.e closed rings) of length at
most Nmo, where each precolored face satisfies some additional properties. In Chapters 2-11, we then show that any
tessellation satisfying these properties is colorable by showing that no minimal counterexample to colorability exists,
where the term minimal counterexample to the claim is made precise in the section below.

2.1 Introduction

In order to state our stronger induction hypothesis, we begin with the following definitions:

Definition 2.1.1. Given a planar embedding G and a cyclic facial subgraph C ⊆ G, we say that C is a highly

predictable facial subgraph of G if, for every induced cycle K ⊆ G[V (C)], the following hold.

1) For every v ∈ D1(K) \ V (C), the graph G[N(v) ∩ V (K)] is either a path of length at most two or K is a
triangle with G[N(v) ∩ V (K)] = K; AND

2) There is at most one v ∈ D1(K) \ V (C) such that |N(v) ∩ V (K)| = 3.

We have the following simple observation, which is immediate and is stated without proof.

Observation 2.1.2. Let G be a short-separation-free graph with facial cycle F , where 3 ≤ |F | ≤ 4 and |V (G) \
V (F )| > 1. Suppose further that, for each v ∈ V (F ), every facial subgraph of G containing v, except possibly F , is

a triangle. Then F is a highly predictable facial subgraph of G.

We now introduce the following weakened version of the definition above.

Definition 2.1.3. Given a planar embedding G, a cyclic facial subgraph C ⊆ G and a list-assignment L for V (G), we
say that C is an L-predictable facial subgraph of G if V (C) ̸= V (G), and, for every induced cycle K ⊆ G[V (C)] the
following hold.

1) For every v ∈ D1(K,G) \ V (C), the graph G[N(v)∩ V (K)] is either a proper subpath of K or all of K; AND

2) There is a vertex v ∈ D1(K,G) \ V (C) such that, for any proper L-coloring ϕ of V (K), the following hold.

i) |Lϕ(v)| ≥ 2; AND

ii) For each v′ ∈ D1(K,G) \ (V (C) ∪ {v}), |Lϕ(v′)| ≥ 3.
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Note that, for any planar embedding G and cyclic facial subgraph C ⊆ G, if C is highly predictable facial subgraph
of G, then C is also an L-predictable facial subgraph of G for any list-assignment L for V (G).

There are several additional useful properties we want our minimal counterexample to satisfy. To state this, it is
necessary to attach a specified orientation to a chart.

Definition 2.1.4. A chart (G, C, L) is called oriented if the embedding of G in the plane is such that there exists a
C∗ ∈ C such that C∗ is the outer face of G.

For convenience, an oriented chart (G, C, L) with outer face C∗ ∈ C is usually denoted as (G, C, L, C∗) in order to
keep track of the outer face. In order to state the distance conditions we impose on our tessellations, we introduce the
following notation.

Definition 2.1.5. Let T = (G, C, L) be a chart, let C ∈ C and let P := PT (C) be the precolored subgraph of C. We
define a subset wT (C) of V (C) as follows.

wT (C) :=

V (C) if C is a closed T -ring

V (C \ P̊) if C is an open T -ring

We also introduce a rank function Rk(T |·) : C → R defined as follows.

Rk(T |C) :=

|V (C)| if C is a closed T -ring

2Nmo if C is an open T -ring

If the underlying chart T is clear from the context then we drop the symbol T from wT (C) or Rk(T |C) respectively.
We now state our induction hypothesis:

Definition 2.1.6. An oriented chart T := (G, C, L, C∗) is called a mosaic if T is a tessellation which satisfies the
following conditions:

M0) For each closed T -ringC, we have |V (C)| ≤ Nmo, and for each open T -ringC ′, we have |E(PT (C
′))| ≤ 2Nmo

3 .

M1) For each open ring C ∈ C, letting P := PT (C), there is no chord of C with an endpoint in P̊, and, for each
v ∈ D1(C,G), the graph G[N(v) ∩ V (P)] is a subpath of P of length at most one; AND

M2) For each closed ring C ∈ C, C is an L-predictable cyclic facial subgraph of G; AND

M3) For each C ∈ C \ {C∗}, we have d(wT (C∗), wT (C)) ≥ β
3 + Rk(C) + Rk(C∗); AND

M4) For any distinct C1, C2 ∈ C \ {C∗}, we have d(wT (C1), wT (C2)) ≥ β + Rk(C1) + Rk(C2).

Chapters 2-11 consist entirely of the proof of the following result.

Theorem 2.1.7. Let T = (G, C, L, C∗) be a mosaic. Then G is L-colorable.

We begin with the following.

Observation 2.1.8. For any mosaic T = (G, C, L, C∗), T is a (β3 , Nmo)-tessellation. In particular, we have the

following.

1) For any distinct C1, C2 ∈ C \ {C∗}, we have d(C1, C2) ≥ β; AND

2) For any distinct C ∈ C \ {C∗}, if at least one of C,C∗ is an open T -ring, then d(C,C∗) ≥ β
3 + 3Nmo.
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Proof. For any open ring C ∈ C, since |E(PT (C))| ≤ 2Nmo
3 , any vertex of the precolored path of C is of dis-

tance at most Nmo
3 from C \ P̊T (C). Thus, for any two distinct elements C1, C2 ∈ C, we have d(C1, C2) ≥

d(wT (C1), wT (C2))− 2Nmo
3 , so the claimed bounds follow immediately from M3) and M4).

Now we introduce the following terminology for our minimal counterexamples.

Definition 2.1.9. Let T = (G, C, L, C∗) be a mosaic. We say that T is critical if the following hold.

1) G is not L-colorable; AND

2) For any mosaic (G′, C′, L′, D) with |V (G′)| < |V (G)|, G′ is L′-colorable; AND

3) For any mosaic (G′, C′, L′, D) with |V (G′)| = |V (G)| and
∑
v∈V (G′) |L(v)| <

∑
v∈V (G) |L(v)|, G′ is L′-

colorable.

The remainder of the work of Chapters 2-11 consists of showing that there are no critical mosaics. We begin with the
following:

Observation 2.1.10. Let T = (G, C, L, C∗) be a critical mosaic. Then the following hold:

1) G is connected; AND

2) For each C ∈ C and v ∈ V (C) \ V (PT (C)), |L(v)| = 3; AND

3) For each v ∈ V (G) \
(⋃

C∈C V (C)
)
, |L(v)| = 5 and degG(v) ≥ 5.

Proof. 1) follows immediately from the minimality of |V (G)|. Likewise, 2) and the first part of 3) both follow directly
from the minimality of

∑
v∈V (G) |L(v)|, or else we can remove colors from the lists of some vertices of G. Now

suppose toward a contradiction that there is a v ∈ V (G) \
(⋃

C∈C V (C)
)

such that degG(v) ≤ 4. Note that every
face of G containing v is bounded by a triangle, so N(v) induces a cycle of length at most four and G[N(v)] = K4.
Since G is short-separation-free, we have G = K4, and G is trivially L-colorable, contradicting the fact that T is a
counterexample.

Note that the proof of 3) of Observation 2.1.10 is somewhat atypical. In a minimal counterexample argument involving
list-assignments, we usually deal with a vertex v such that deg(v) < |L(v)| by deleting v to produce a smaller
counterexample, but in the context above, the graph G − v does not satisfy the triangulation conditions of Definition
1.3.1, i.e it is not the underlying graph of a tessellation. In general, some care must be taken when constructing smaller
counterexamples from critical mosaics.

Definition 2.1.11. Given a chart T = (G, C, L) and a subgraphH ofG, we let C⊆H denote the set {C ∈ C : C ⊆ H}.

Now we have the following.

Proposition 2.1.12. Let T = (G, C, L, C∗) be a critical mosaic. Then each H ∈ C is a cyclic facial subgraph of G.

Proof. Let H ∈ C and suppose towards a contradiction that H is not a cycle. By M2), H is an open T -ring (possibly,
G is not connected and H has several components). Since H is a facial subgraph of G and H is not a cycle, there is a
set A ⊆ V (H) with |A| ≤ 1, such that G \A has more than one connected component.

Let G1, · · · , Gr be the connected components of G \ A. For each j = 1, · · · , r, we let Hj := H ∩ (Gj + A) and
Cj := {H ′ ∈ C \ {H} : H ′ ⊆ Gj + A}. Note that Hj is a facial subgraph of Gj + A. For each j = 1, · · · , r, let Cj∗
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be the outer face of Gj +A. Note that if H = C∗ then Hj = Cj∗ for each j = 1, · · · , r. For each j = 1, · · · , r, we set
Tj := (Gj +A, Cj ∪ {Hj}, L, Cj∗). Note that Tj is an oriented tessellation for each j = 1, · · · , r.

Claim 2.1.13. For each j ∈ {1, · · · , r}, the following hold.

i) Gj +A is L-colorable; AND

ii) If V (Gj ∩ PT (H)) = ∅ and |A| = 1 then, letting A = {v} and choosing any c ∈ L(v), the following hold:

letting L′ be the list-assignment for V (G) in which L′(v) = {c} and L′(x) = L(x) for all x ∈ V (Gj), we get

that T ′
j := (Gj + v, Cj ∪ {Hj}, L′, C∗

j ) is a mosaic.

Proof: Let j ∈ {1, · · · , r}. Note that if Tj is a mosaic, then it immediately follows that Gj + A is L-colorable by the
minimality of T , since |V (Gj +A)| < |V (G)|. Let P := PT (H).

We first prove ii). Suppose that V (Gj ∩ PT (H)) = ∅ and A ̸= ∅. In that case, let T ′
j be as in the statement of ii)

and let A = {v}. Then Hj is an open T ′
j -ring. Since V (Gj ∩PT (H)) = ∅, H is an open T -ring, and since Hj has a

precolored path in T ′
j consisting of one vertex, T ′

j also satisfies M3), so T ′
j is a mosaic.

Now we prove i). IfHj is an open Tj-ring then we immediately get that Tj is also a mosaic, so i) holds in this case. The
only nontrivial possibility is that Hj is a closed Tj-ring (i.e that V (Hj) ⊆ V (P)) so suppose that V (Hj) ⊆ V (P).
If Hj contains no cycles, then, since Hj is a facial subgraph of Gj + A, we have V (Gj + A) = V (Hj), so Gj + A

is L-colorable in that case. Now suppose that the walk Hj contains at least one cycle. Let U ⊆ R2 \Hj be an open
subset of R2 with Hj = ∂(U) and Gj +A ⊆ R2 \ U . Now we have the following:

Subclaim 2.1.14. Let D ⊆ Hj be a cycle and let U ′ ⊆ R2 \ D be the unique open connected component of

R2 \D disjoint to U . Let G∗ ⊆ Gj + v be the graph consisting of all edges and vertices of Gj + A in Cl(U ′).

Then G∗ is L-colorable.

Proof: Let C† be the outer face of G∗ (possibly C† = D). Let C∗ := {C ∈ C : C ⊆ G∗}. We just need to
check that T ∗ := (G∗, C∗ ∪{D}, L, C†) is a mosaic. Note that T ∗ is a tessellation. Since H is an open T -ring it
follows from M1) that, for each v ∈ V (G∗ \D), if v has a neighbor in D, then G∗[N(v)∩V (D)] is a subpath of
D of length at most one. Thus, D is a highly predictable cyclic facial subgraph of G∗, and thus an L-predictable
cyclic facial subgraph of G∗ so T ∗ is a mosaic. Since |V (D)| ≤ 2Nmo

3 , M0), M1), and M2) are satisfied by T ∗,
so we just need to check that T ∗ satisfies M3) and M4). Suppose toward a contradiction that there is a C ∈ C∗

such that d(wT ∗(C), wT ∗(D)) violates one of M3) or M4).

Let β∗ ∈ {β, β/3}, where β∗ = β if neither C nor D is the outer face of G∗, and otherwise β∗ = β/3. We claim
now that we have the following bound:

d(wT (C), wT (H)) ≥ β∗ + Rk(T |C) + 2Nmo (†)

If neither H nor C is the outer face of G, then, since T is a mosaic and H is an open T -ring, we have
d(wT (C), wT (H)) ≥ β + Rk(T |C) + 2Nmo ≥ β∗ + Rk(T |C) + 2Nmo, so we are done in that case. If C
is the outer face of G, then C is also the outer face of G∗, so β∗ = β

3 , and, since T is a mosaic, we have
d(wT (C), wT (H)) ≥ β∗ + Rk(T |C) + 2Nmo. Finally, suppose that H is the outer face of G. Then D is the
outer face of G∗, so we again have β∗ = β

3 , and d(wT (C), wT (H)) ≥ β∗ + Rk(T |C) + 2Nmo. This proves (†).
Now let P′ := PT (C) and consider the following cases.

Case 1: C is an open T -ring
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In this case, by inequality (†), we have d(C \ P̊′, H \ P̊) ≥ β∗ + 4Nmo. Since V (D) ⊆ V (P) and any vertex of
P is of distance at most

⌊
V (P )

2

⌋
from H \ P̊ , we have d(C \ P̊′, D) ≥ β∗+4Nmo−

⌊
V (P)

2

⌋
. Since H is an open

T -ring, we have |E(P)| ≤ 2Nmo
3 by M0), so 4Nmo −

⌊
V (P)

2

⌋
≥ 11Nmo

3 . On the other hand, since V (D) ⊆ V (P),

we have 2Nmo + |V (D)| ≤ 8Nmo
3 . Thus, we obtain d(D,C \ P̊′) ≥ β∗ + 2Nmo + |V (D)|. Since C has the

same rank in T and T ∗, and wT (C) = wT ∗(C), this contradicts our assumption that d(wT ∗(C), wT ∗(D)) <

β∗ + Rk(T ∗|C) + |V (D)|.

Case 2: C is a closed T -ring

In this case, wT (C) = wT ∗(C) = V (C), and, again by inequality (†), we have d(C,H \ P̊) ≥ β∗ + 2Nmo +

|V (C)|. Since V (D) ⊆ V (P) and any vertex of P is of distance at most
⌊
V (P)

2

⌋
from H \ P̊, we obtain

d(C,wT ∗(D)) ≥ β∗ + 2Nmo + |V (C)| −
⌊
V (P)

2

⌋

Since |V (P)| ≤ 2Nmo
3 , we have 2Nmo −

⌊
V (P)

2

⌋
≥ 8Nmo

3 > |V (D)|. Thus,. we conclude that d(C,wT ∗(D)) ≥
β∗ + |V (C)|+ |V (D)|, contradicting our assumption that d(wT ∗(C), wT ∗(D)) < β∗ + Rk(T ∗|C) + |V (D)|.

Thus, T ∗ is a mosaic, as desired. Since |V (G∗)| < |V (G)|, G∗ is indeed L-colorable by the minimality of T , as
desired. This completes the proof of Subclaim 2.1.14. ■

Now we return to the proof of Claim 2.1.13. Since Hj is a facial subgraph of Gj + A, it follows that, for each
w ∈ V (Gj + v) \ V (Hj), there is a unique cycle D ⊆ Hj such that w lies in the unique open connected component
of R2 \D disjoint to U . Since |L(w)| = 1 for each w ∈ V (Hj), it follows from Subclaim 2.1.14 that any L-coloring
of Hj extends to an L-coloring of Gj +A. Since Hj is L-colorable, this completes the proof Claim 2.1.13. ■

Now we retuirn to the proof of Proposition 2.1.12. If A = ∅, then Gj + A = Gj for each j = 1, · · · , r, and,
by Claim 2.1.13, Gj is L-coloring for each j = 1, · · · , r, and thus G is L-colorable, contradicting the fact that T
is critical. Now suppose that |A| = 1 and let A = {v}. We first rule out the possibility that v ∈ V (PT (H).
Suppose that v ∈ V (PT (H)). By Claim 2.1.13, for each j = 1, · · · , r, there is an L-coloring ϕj of Gj + v. Since
|L(v)| = 1 in this case, the union of these colorings is an L-coloring of G, contradicting the fact that T is critical.
Thus, we have v ̸∈ V (PT (H)). Since PT (H) is a connected subgraph of H , there exists a j ∈ {1, · · · , r} such that
PT (H) ⊆ Gj + v and, for each j′ ∈ {1, · · · , r} \ {j}, we have V (PT (H)) ∩ V (Gj′ + v) = ∅.

By Claim 2.1.13, Gj + v admits an L-coloring ϕ, and, for each j′ ∈ {1, · · · , r} \ {j}, the precoloring ϕ(v) extends
to an L-coloring of Gj′ + v. The union of these colorings is then an L-coloring of G, contradicting the fact that T is
critical. Thus, our assumption that H contains a cut-vertex of G is false.

Proposition 2.1.12 has the following corollary:

Corollary 2.1.15. Let T = (G, C, L, C∗) be a critical mosaic. Then G is 2-connected.

Proof. Applying Proposition 2.1.12, for each C ∈ C, C is a cyclic facial subgraph of G. Since G is a tessellation,
every facial subgraph of G, other than those lying in C, is a triangle, so every facial subgraph of G is cyclic. Thus, G
is 2-connected.

We also have the following very simple bound:

41



Observation 2.1.16. Let T = (G, C, L, C∗) be a critical mosaic, and let K ⊆ G be a separating cycle in G. Let

G = G0 ∪ G1 be the natural K-partition of G. Let i ∈ {0, 1}, let m ≥ 1 be an integer and suppose there exists a

C ∈ C with C ⊆ Gi and d(K,C) ≥ m. Then, for each j ∈ {1, · · · ,m}, we have |Dj(K,Gi)| ≥ 5. In particular, we

have |V (Gi \K)| > 5(m− 1) and |V (Gi)| > 5m.

Proof. Firstly, by Corollary 2.1.15, Gi is 2-connected, and furthermore, for each r ∈ {1, · · · ,m − 1}, each of the
three vertex-sets Dr−1(K) ∩ Gi, Dr(K) ∩ V (Gi), and Dr+1(K) ∩ V (Gi) is nonempty, since d(K,C) ≥ m and
C ⊆ Gi. SinceGi is 2-connected, the graphG[Dr(K)∩V (Gi)] separatesDr−1(K)∩V (Gi) fromDr+1(K)∩V (Gi).
Thus, since G is short-separation-free, we have |Dr(K) ∩ V (Gi)| ≥ 5. Summing over |Dr(K) ∩ V (Gi)| for each
r = 1, · · · ,m − 1, we have |V (Gi)| − (|V (K)| + |V (C)|) ≥ 5(m − 1). Thus, we have |V (Gi \K)| > 5(m − 1),
and since K is a separating cycle in G, we have |V (K)| ≥ 5. Thus, we have |V (Gi)| > 5m.

We now show that, if we have a separating cycle D of bounded length in a critical mosaic (G, C, L, C∗), then the
subgraph of G consisting of everything on one side of D is L-colorable under certain conditions.

Definition 2.1.17. Let K be a 2-connected outerplanar embedding, where K is bounded by outer cycle D. Given a
planar embedding K∗, we say that K∗ is a K-web if the following conditions are satisfied.

1) K ⊆ K∗, and D is the outer face of K∗; AND

2) For every v ∈ D1(K,K
∗), the induced graph K∗[N(v) ∩ V (K)] is a path in K of length at most one; AND

3) Every connected component of K∗[D1(K)] is an induced cycle of K∗, and furthermore, for any distinct v, w ∈
D1(K,K

∗), if each of v, w is adjacent to an edge of K, then vw ̸∈ E(K∗); AND

4) Every facial subgraph of K∗, except D, is a triangle; AND

5) For any two vertices x, y ∈ V (K), dK∗(x, y) = dK(x, y).

Now we show the following:

Proposition 2.1.18. Let K be a 2-connected outerplanar embedding, where K is bounded by an outer cycle D :=

v1 · · · vr. Suppose K satisfies the additional condition that, for any cycle C ⊆ K, if |V (C)| = 4, then C is not an

induced subgraph of K. Then there exists a short-separation-free K-web K∗ such that |V (K∗)| ≤ |V (K)|2.

Proof. If |V (K)| = 3, thenK is a short-separation-freeK-web, so we are done in that case. Likewise, if |V (K)| = 4,
then, by our conditions on K, every facial subgraph of K is a triangle, so K is again a short-separation-free K-web.
Now we show that the claim holds for any |V (K)| ≥ 5 where D is a chordless cycle.

Suppose that |V (K)| ≥ 5, and let K := v1v2 · · · vr for some r ≥ 5, where K = D is a chordless cycle. We
extend K to a short-separation-free annulus K ′′ defined as follows: Let K ′ be a graph obtained from K by adding
to the open disc bounded by K a length 2r-cycle K† := w1w

∗
1w2w

∗
2 · · ·wrw∗

r and adding the following edges to the
open disc bounded by K. For each i ∈ {1, · · · , r}, we add the edges {wivi, wivi+1, w

∗
i vi}, where the indices are

read mo r. Now let K ′′ be the graph obtained from K ′ by adding to the open disc bounded by K† a length-r cycle
K†† := v11v

1
2 · · · v1r , and, for each i ∈ {1, · · · , r}, adding the edges {v1iw∗

i , v
1
iwi, v

1
iw

∗
i+1}, whre the subscripts are

read mod r.

Let r∗ := ⌈r/4⌉ − 1. We define a sequence of graphs K1,K2, · · · ,Kr∗ , and a sequence of cycles C1, · · · , Cr∗ , each
of length r, where Cj := vj1v

j
2 · · · vjr for each j = 1, · · · , r∗, as follows:

1. K1 := K ′′ and C1 := K††; AND
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2. For 1 ≤ j < r∗, Kj+1 is obtained from Kj by adding to the open disc bounded by Cj a set of vertices
vj+1
1 , · · · , vj+1

r , and, for each i ∈ {1, · · · , r}, the edges vj+1
i vj+1

i+1 , vji v
j+1
i and vji+1v

j+1
i , where the subscripts

are read mod r.

Let K∗ be a graph obtained from Kr∗ by adding to the open disc bounded by Cr∗ a lone vertex z and the edges zvr∗i
for each i = 1, · · · , r. Then |V (K∗)| ≤ 3r + r∗r + 1 ≤ r2. Furthermore K∗ is short-separation-free, and every
facial subgraph of K∗, except for K, is a triangle. Now let v, v′ ∈ V (K) and suppose toward a contradiction that
dK∗(v, v′) < dK(v, v′), and let P be a path inK∗ with endpoints v, v′ such that |E(P )| < dK(v, v′). By construction
ofK∗, the path P then contains the vertex z. Thus, we have |E(P )| = |E(vPz)|+ |E(zPv′)| ≥ 2(r∗+1) ≥ ⌊r/2⌋ ≥
dK(v, v′), contradicting our assumption. Thus, we have dK∗(v, v′) ≥ dK(v, v′), and so dK∗(v, v′) = dK(v, v′), since
K ⊆ K∗. We conclude that K∗ is a short-separation-free K-web. Since |V (K∗)| ≤ |V (K)|2, we are done in this
case.

No we show that Proposition 2.1.18 holds in general. We show this by induction on |V (K)|. The case where
|V (K)| ≤ 4 is done above. Now let K be a 2-connected outerplanar embedding satisfying the conditions of
Proposition 2.1.18, where |V (K)| ≥ 5. Suppose that, for any 2-connected outerplanar embedding K ′ satisfying
the conditions of Proposition 2.1.18, if |V (K ′)| < |V (K)|, then there exists a short-separation-free K ′-web K ′′ with
|V (K ′′)| ≤ |V (K ′)|2.

Let D be the outer face of K. If D = K, then, as shown above, we are done, so now suppose that K contains a chord
of of D, and suppose without loss of generality that this chord is of the form v1vj for some j ∈ {1, · · · , r − 1}. Let
K = K1 ∪K2, where K1 ∩K2 = v1vj , K1 is bounded by outer cycle D1 := v1 · · · vj , and K2 is bounded by outer
cycle vj · · · vr. Note that, for each i ∈ {1, 2} and any cycle C ⊆ Ki, if |V (C)| = 4, then C is not an induced subgraph
of Ki, or else C is an induced subgraph of K. Thus, for each i = 1, 2, there exists a short-separation-free Ki-web K∗

i

with |V (K∗
i )| ≤ |V (Ki)|2.

Now letK∗ = K∗
1∪K∗

2 . ThenK∗ is a short-separation-free planar embedding, with outer faceD, whereK ⊆ K∗ and
every facial subgraph of K∗, except for D, is a triangle. Furthermore, we have |V (K∗)| ≤ |V (K1)|2 + |V (K2)|2 =

|V (K1)|2+(|V (K \K1)|+2)2. Thus, we obtain |V (K∗)| ≤ |V (K1)|2+ |V (K \K1)|2+2|V (K \K1)|+4. We have
|V (K)|2 = (|V (K1)|+ |V (K \K1)|)2 = |V (K1)|2 + |V (K \K1)|2 + 2|V (K1)||V (K \K1)|. Since |V (K1)| ≥ 3

and |V (K \K1)| ≥ 1, we have |V (K1)||V (K \K1)| ≥ |V (K \K1)|+ 2, so |V (K∗)| ≤ |V (K)|2. This completes
the proof of Proposition 2.1.18.

We now note the following.

Observation 2.1.19. Let G be a short-separation-free planar embedding and let D be a cycle in G with |V (D)| ≥ 5.

LetD′ := G[V (D)]∩Int(D), and suppose further that, for any 4-cycle T in Int(D) whose vertices lie in V (D), T is an

induced subgraph of D′. Let G† be the graph obtained from G by deleting all vertices in Int(D)\V (D) and replacing

them with a short-separation-free D′-web D∗ in the closed disc bounded by D. Then G† is short-separation-free.

Proof. Suppose toward a contradiction that there is a separating cycle F ⊆ G† with |V (F )| ≤ 4. Since Ext+(D) is
short-separation-free, and D∗ is short-separation-free, E(F ) has nonempty intersection with each of E(Ext+(D)) \
E(D) and E(D∗)\E(D′). In particular, since |E(F )| ≤ 4, andD is a separating cycle inG†, D∗ contains an ℓ-chord
of D′, where 1 ≤ ℓ ≤ 3, whose endpoints are non-adjacent in D′, contradicting the fact that D∗ is a D′-web.

With the above in hand, we show the following:
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Proposition 2.1.20. Let T = (G, C, L, C∗) be a critical mosaic, and let D be a cycle in G with |V (D)| ≤ Nmo, such

that D separates an element of C \ {C∗} from C∗. Suppose that there exist a C ∈ C \ {C∗} with C ⊆ Int(D), such

that d(C,D) ≥ |V (D)|2
5 . Then V (Ext(D)) is L-colorable.

Proof. Set G∗ := Ext+(D). Let D′ be the subgraph of G∗ consisting of D and all chords of D in Int(D). Then D′

is an outerplanar embedding, and, since G is short-separation-free and D is a separating cycle, we have |V (D)| ≥ 5.
Furthermore, for any cycle D′′ ⊆ D′ of length four, D′′ is not an induced subgraph of G[V (D)] by our triangulation
conditions, since G is short-separation-free. Thus, applying Proposition 2.1.18, Let G† be the graph obtained from G∗

by adding to G∗ a D′-web D∗ in the closed disc of R2 bounded by D, where |V (D∗)| ≤ |V (D)|2 and the embedding
D∗ is short-separation-free. Let L† be a list-assignment for G† where L†(v) = L(v) for all v ∈ V (G†) \ V (D∗ \D)

and L†(v) is an arbitrary 5-list for all v ∈ V (D∗ \D).

We claim now that the tuple T † = (G†, CG∗
, L†, C∗) is a mosaic. By Observation 2.1.19, G† is short-separation-free,

and, by construction of D∗, every face of G†, except those of C⊆G∗
, is a triangle, so T † is an oriented tessellation.

M0), M1), and M2) of Definition 2.1.6 are immediate. In particular, by construction of D∗, T † still has the property
that, for each open T †-ring C, there is no chord of C with one endpoint in PT †(C), and, for each v ∈ D1(C,G

†),
G†[N(v)∩V (PT †(C))] is a subpath of PT †(C) of length at most one. We just need to check that T † satisfies distance
conditions M3) and M4) of Definition 2.1.6.

If one of the distance conditions M3), M4) is not satisfied then there exists a pair of distinct rings C,C ′ ∈ C⊆G∗
and

a pair of vertices u, v with u ∈ V (C) and v ∈ V (C ′) such that dG†(u, v) < dG(u, v). In that case, there exists a path
in D∗, with endpoints x, y in D, such that dD∗(x, y) < dD(x, y), contradicting the fact that D∗ is a D-web. Thus,
(G†, C⊆G∗

, L, C∗) is indeed a mosaic.

Suppose toward a contradiction that |V (G†)| ≥ |V (G)|. In that case, we have |V (D∗)| ≥ |V (Int(D))|. By assumption
there is a ring C† ∈ C with C† ⊆ Int(D) such that d(C†, D) ≥ |V (D)|2

5 . Thus, by Observation 2.1.16, we have
|V (Int(D))| > |V (D)|2, so we have |V (D∗)| < |V (Int(D))|, a contradiction. Since |V (G†)| < |V (G)|, G† is
L†-colorable by the minimality of T , and thus G∗ is L-colorable. This completes the proof of Proposition 2.1.20.

We have an analogous fact for the other side:

Proposition 2.1.21. Let T = (G, C, L, C∗) be a critical mosaic, and let D be a separating cycle in G with |V (D)| ≤
Nmo, such that there is a C ∈ C with C ⊆ Int(D) and d(C,D) ≤ β

3 −
Nmo
2 −

|V (D)|2
5 . Then V (Int(D)) is L-colorable.

Proof. Let C′ := {C ∈ C : C ⊆ Int(D)} and let G′ be a planar embedding of Int+(D) obtained by setting C to the
outer face of G′ by an appropriate stereographic projection. Let D′ be the subgraph of G′ consisting of the edges and
vertices corresponding to D in G. Then we have V (IntG′(D′)) = V (D′), and the chords of D in Ext(D) correspond
to the chords of D′ in Int(D′). Thus, G′[V (D′)] is an outerplanar embedding, and since D is a separating cycle in G,
we have |V (D′)| ≥ 5. . Furthermore, for any cycle D′′ ⊆ G′[V (D′)] of length four, D′′ is not an induced subgraph
of G′[V (D′)] by our triangulation conditions, since G is short-separation-free. Thus, applying Proposition 2.1.18,
let G′′ be an embedding obtained from G′ by adding to G′ a short-separation-free G′[V (D′)]-web D† in the closed
disc bounded by D′, with |V (D†)| ≤ |V (D)|. By our construction of D†, each face of G′′, except those in C′, is a
triangle, and thus, by Observation 2.1.19 the tuple T † := (G′′, C′, L, C) is an oriented tessellation. We claim now that
T † := (G′′, C′, L, C) is a mosaic. As in Proposition 2.1.20, The only nontrivial conditions to check are M3) and M4).

If M4) is not satisfied then, since C∗ ̸∈ C′ \ {C}, there exists a pair of distinct rings C1, C2 ∈ C′ \ {C} and a pair of
vertices u, v with u ∈ V (C1) and v ∈ V (C2) such that dG†)(u, v) < dG(u, v). In that case, there exists a path in D∗,
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with endpoints x, y in D, such that dD†(x, y) < dD(x, y), contradicting the fact that D† is a D-web. Likewise, since
the distance condition on the new outer face C has only weakened, the same argument shows that M3) is satisfied as
well. Thus, T † is indeed a mosaic.

We claim now that |V (G†)| < |V (G)|. Suppose that |V (G†)| ≥ |V (G)|. In that case, we have |V (D†)| ≥
|V (Ext(D))|. Note that d(C∗, D) ≥ |V (D)|2

5 , or else, since any two vertices of D are distance at most |V (D)|
2 apart,

we have d(C∗, C) ≤ β
3 , contradicting Observation 2.1.8.

Since d(D,C∗) ≥ |V (D)|2
5 and |V (D†)| < |V (D)|2, we have |V (D∗)| < |V (Ext(D))| by Observation 2.1.16, a

contradiction. Since |V (G†)| < |V (G)|, G† admits an L-coloring by the minimality of T , so the subgraph of G
induced by Int(D) is L-colorable.

We also repeatedly use the following basic property of critical mosaics:

Proposition 2.1.22. Let T = (G, C, L, C∗) be a critical mosaic. Then, for each open ring C ∈ C, the cycle C has no

chords in G.

Proof. Let C ∈ C be an open T -ring and let P := PT (C). By Proposition 2.1.12, C is a cycle. Suppose toward a
contradiction that there is a chord xy of C. By M1), no endpoint of xy is an internal vertex of P , so let G = G0 ∪G1

be the natural xy-partition of G, where P ⊆ G0. For each i = 0, 1, let Ci be the cycle (C ∩Gi) + xy. Let C0
∗ be the

outer face of G0 and let T0 := (G0, C⊆G0 ∪ {C0}, L, C0
∗).

Claim 2.1.23. T0 is a mosaic.

Proof: We begin with the following observation:

Subclaim 2.1.24. For each C ′ ∈ C⊆G0 , we have d(wT0
(C ′), wT0

(C0)) ≥ d(wT (C
′), wT C)).

Proof: This is an immediate consequence of the fact that, for anyC ∈ CG0

and any subgraphH ⊆ C, any shortest
(H,C)-path in G has its C-endpoint in C0. ■

Now consider the following cases.

Case 1: C0 is the outer face of G0

In this case, we have C0 = C0
∗ . To check that T0 is a mosaic, it just suffices to check that M3) holds. Since T satisfies

M3) and M4), we get that d(wT (C
′), wT (C)) ≥ β

3 + Rk(T |C ′) + 2Nmo for each C ′ ∈ C⊆G0 . Thus, if C0 is an open
T0-ring, then applying Subclaim 2.1.24, we immediately get that d(wT0

(C0), wT0
(C ′)) ≥ β

3 + Rk(T0|C ′) + 2Nmo

for each C ′ ∈ C⊆G0 . Possibly, C0 is a closed T0-ring (i.e x, y are the endpoints of PT (C)). In that case, since
Rk(T0|C0) < Rk(T |C), we again get that T0 satisfies M3) by Subclaim 2.1.24. Thus, T0 is a mosaic, as desired.

Case 2: C0 is not the outer face of G0

In this case, C1 separates V (G1 \C1) from C∗, and C∗ ⊆ G0, so we have C0
∗ = C∗. To show that T0 is a mosaic, just

suffices to check that M3) and M4) hold. If M3) does not hold, then we have d(wT0
(C0), wT0

(C∗)) <
β
3+Rk(T0|C0)+

Rk(T |C∗). As above, sinceC is an open T -ring, we have Rk(T0|C0) ≤ Rk(T |C), and since Rk(T0|C∗) = Rk(T |C∗),
it follows from Subclaim 2.1.24 that d(wT (C), wT (C∗)) <

β
3 + Rk(T |C∗) + 2Nmo, contradicting the fact that T

is a tessellation. The same argument shows that, for each C ′ ∈ C⊆G0 \ {C∗}, we have d(wT0
(C0), wT0

(C ′)) ≥
β + Rk(T0|C0) + Rk(T0|C ′). Thus, T0 is a mosaic, as desired. ■
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Since T0, since |V (G0)| < |V (G)|, G0 admits an L-coloring ϕ by the minimality of T . Let C1
∗ be the outer face of

G1. Consider the oriented tessellation T1 := (G1, C⊆G1 ∪ {C1}, Lxyϕ , C1
∗). Since C1 is a cycle with a precolored path

of length one in T1, C1 is an open T1-ring. Analogous to Subclaim 2.1.24, we have the following:

Subclaim 2.1.25. For each C ′ ∈ C⊆G1 , we have d(wT1
(C ′), (wT1

(C1)) ≥ d(wT (C
′), wT (C)).

Proof: This is an immediate consequence of the fact that, for anyC ∈ CG1

and any subgraphH ⊆ C, any shortest
(H,C)-path in G has its C-endpoint in C1. ■

Now we claim that T1 is a mosaic. Since C1 is an open T1-ring and C1 has a precolored path of length one in T1, M0),
M1), and M2), are trivially satisfied, so as above, we just need to chek M3) and M4). Consider the following cases:

Case 1: C1 is the outer face of G1

In this case, we have C1 = C1
∗ . To check that T1 is a mosaic, it just suffices to check that M3) holds. Since T

satisfies M3) and M4), we get that d(wT (C
′), wT (C)) ≥ β

3 + Rk(T |C ′) + 2N . Let C ′ ∈ C⊆G1 . Since C1 is an open
T1-ring,we immediately get that d(wT1

(C1), wT1
(C ′)) ≥ β

3 +Rk(T1|C ′) + 2Nmo by applying Subclaim 2.1.24, so T1
is indeed a mosaic in this case.

Case 2: C1 is not the outer face of G1

In this case, C0 separates V (G0 \C0) from C∗, and C∗ ⊆ G1, so we have C1
∗ = C∗. To show that T1 is a mosaic, just

suffices to check M3) and M4). If M3) does not hold, then we have d(wT1
(C1), wT1

(C∗)) <
β
3 +Rk(T1|C1)+(T |C∗).

Since Rk(T1|C1) = 2Nmo, and Rk(T1|C∗) = Rk(T |C∗), it follows from Subclaim 2.1.25 that d(wT (C), wT (C∗)) <
β
3 + Rk(T |C∗) + 2Nmo, contradicting the fact that T is a tessellation. The same argument shows that, for each
C ′ ∈ C⊆G1 \ {C∗}, we have d(wT1

(C1, wT1
(C ′)) ≥ β + 2Nmo + Rk(T1|C ′). Thus, T1 is a mosaic, as desired

Since T1 is a mosaic and |V (G1)| < |V (G)|, G1 admits an Lxyϕ -coloring by the minimality of T , so ϕ extends from
G0 to an L-coloring of G, contradicting the fact that T is a critical mosaic.

Now we prove our main results for Section 2.1. We establish some very useful bounds on the distance between
separating cycles and rings in a critical mosaic. The first of our two main results for Section 2.1 is the following:

Theorem 2.1.26. Let T = (G, C, L, C∗) be a critical mosaic. Then for any cycle D ⊆ G, if |V (D)| ≤ Nmo

and D separates an element of C from an edge of E(C∗), then there exists a C ∈ C with C ⊆ Int(D) such that

max{d(v, wT (C)) : v ∈ V (D)} < β
3 + 3

2 |V (D)|+ Rk(T |C).

Proof. Given a cycle D ⊆ G, we say that D is bad if |V (D)| ≤ Nmo, D separates an element of C \ {C∗} from C∗,
and, for all C ∈ C \ {C∗} with C ⊆ Int(D), we have max{d(v, wT (C)) : v ∈ V (D)} ≥ β

3 + 3
2 |V (D)|+ Rk(T |C).

Suppose towards a contradiction that G contains a bad cycle D, and, among all bad cycles in G, we choose D so as
to minimize |V (Int(D)). Since D separates an element of C \ {C∗} from C∗, and D is a bad cycle, there exists a
C† ∈ C \ {C∗} such that d(D,C†) ≥ β

3 . This is immediate if C† is a closed T -ring, and, if C† is an open T -ring,
then, since each vertex of PT (C

†) is of distance at most ⌊ |V (PT (C†)|
2 from C† \ P̊T (C

†), we have d(D,C†) ≥ β
3 .

Since N2
mo
5 ≤ β

3 , the graph Ext+(D) is L-colorable by Proposition 2.1.20. Let ϕ be an L-coloring of Ext+(D). Let
G† := Int(D). We show now that T † := (G†, {D} ∪ C⊆G†

, LDϕ , D) is a mosaic, where D is the precolored subgraph
of D.

Claim 2.1.27. D is a highly predictable induced T †-ring.
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Proof: We first show that, for any vertex z, if z ∈ V (G† \ D) and z has a neighbor in D, then G†[N(z) ∩ V (D)]

is a subpath of D of length at most two. Let D := v1 · · · vr for some 5 ≤ r ≤ Nmo. We have r ≥ 5 since G is
short-separation-free. Suppose toward a contradiction that there is a w∗ ∈ V (G† \ D) such that w∗ has neighbors
vs, vt ∈ V (D), where |s − t| > 2. Let G† = H1 ∪ H2, where H1 ∩ H2 = vsw

∗vt, where H1 is bounded by outer
face D1 := vsvs+1 · · · vtw∗ and H2 is bounded by outer face D2 := vsvs−1 · · · vtw∗. Since |s − t| > 2, we have
|V (Di)| < |V (D)| for each i = 1, 2.

Without loss of generality, letC† ⊆ Int(D1). Thus,D1 separates an element of C\{C∗} fromC∗, and |V (D1)| ≤ Nmo.
We claim now that D1 is also a bad cycle. Let C ∈ C \ {C∗} with C ⊆ Int(D1). For any subgraph H ⊆ C, we have
max{d(H, v) : v ∈ V (D1)} ≥ max{d(H, v) : v ∈ V (D)}− 1. Thus, since |V (D1)| < |V (D)| and D is a bad cycle,
D1 is also a bad cycle. Since |V (Int(D1)| < |V (Int(D))|, this contradicts our assumption.

Thus, we have |s − t| ≤ 2. If |s − t| = 2, then, letting t = s + 2, w∗ is adjacent to each of vs, vs+1, vs+2 by our
triangulation conditions, since G is short-separation-free. Thus, in any case, for each w ∈ D1(D,G

†), we get that
G†[N(w) ∩ V (D)] is a subpath of D of length at most two. To show that D is a highly predictable facial subgraph of
G†, it suffices to show that there exists at most one vertex w ∈ D1(D,G

†) such that G†[N(w) ∩ V (D)] is a subpath
of D of length at precisely two. Suppose toward a contradiction that there are two such vertices w1, w2. Without
loss of generality, let G†[N(w1) ∩ V (D)] = v1v2v3. Thus, there exists an s ∈ {1, · · · , r} with s ̸= 1 such that
G†[N(w2) ∩ V (D)] = vsvs+1vs+2.

Let D′ := v1w1v3 · · · vr and let D′′ := v1 · · · vsw2vs+2 · · · vr. Since G is short-separation-free, we have Int(D′) =

Int(D) \ {v2}. By the minimality of D, D′ is not a bad cycle, so there exists a C ′ ∈ C with C ′ ⊆ Int(D′) such that
max{d(v, wT (C

′)) : v ∈ V (D′)} < β
3 + 3

2 |V (D′)| + Rk(T |C ′). Thus, since |V (D)| = |V (D′)|, v2 is the unique
vertex of maximal distance from wT (C

′) among all vertices of D, and we have max{d(v, wT (C
′)) : v ∈ V (D)} =

d(v2, wT (C
′)) = β

3 + 3
2 |V (D)|+ Rk(T |C ′), and d(vs+1, wT (C

′)) < max{d(v, wT (C
′)) : v ∈ V (D)}.

SinceG is short-separation-free, we have Int(D′′) = Int(D)\{vs+1}. Thus, since v2 ∈ V (D′′), we have max{d(v, wT (C
′))) :

v ∈ V (D”)} = β
3 + 3

2 |V (D′′)|+ Rk(T |C ′). By the minimality of D, D′′ is not a bad cycle, so there exists a C ′′ ∈ C
with C ′′ ̸= C ′ and C ′′ ⊆ Int(D′′) such that max{d(v, wT (C

′′)) : v ∈ V (D′′)} < β
3 + 3

2 |V (D′′)|+ Rk(T |C ′′). But
then we have d(C ′, C ′′) < 2β

3 + 7Nmo. Since 7Nmo <
β
3 , this contradicts Observation 2.1.8. ■

Now we return to the proof of Theorem 2.1.26. By Claim 2.1.27, T † satisfies M2), since D is highly predictable and
thus D is LDϕ -predictable. M0) and M1 are immediate, so, to show that T † is a mosaic, it suffices to show that T †

satisfies the distance conditions of Definition 2.1.6.

Suppose toward a contradiction that T † does not satisfy the distance conditions of Definition 2.1.6. SinceD is the outer
face of G†, there exists a C ∈ C⊆G†

such that d(wT †(C), D) < β
3 + Rk(T †|C ′ + |V (D)|. Since wT †(C) = wT (C)

and C has the same rank in T and T †, we have d(wT (C), D) < β
3 + Rk(T |C) + |V (D)|. Since any two vertices

of D are of distance at most |V (D)|
2 apart, we have max{d(v, wT (C)) : v ∈ V (D)} < β

3 + Rk(T |C) + 3
2 |V (D)|,

contradicting the fact that D is bad. We conclude that T † does indeed satisfy the distance conditions of Definition
2.1.6, so T † is a mosaic. Since |V (G†)| < |V (G)|, G† admits an LDϕ -coloring by the minimality of T , and thus G is
L-colorable, contradicting our assumption. Thus there does not exist a bad cycle in G. This completes the proof of
Theorem 2.1.26.

Analogous to the above, we have the following lower bounds. This is the second of two main results for Section
2.1.
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Theorem 2.1.28. Let T = (G, C, L, C∗) be a critical mosaic. For any cycle D ⊆ G, if |V (D)| ≤ Nmo and D

separates an element of C from an edge of E(C∗), then, for each C ∈ C with C ⊆ Int(D), we have d(wT (C), D) >

Rk(T |C)− 3
2 |V (D)|.

Proof. We follow a similar argument to that of Theorem 2.1.28. Given a cycle D ⊆ G, we say that D is defective if
|V (D)| ≤ Nmo, D separates an element of C \ {C∗} from C∗, and there exists a C ∈ C with C ⊆ Int(D) such that
d(wT (C), D) ≤ Rk(T |C)− 3

2 |V (D)|.

Suppose toward a contradiction that there exists a defective cycleD, and, among all defective cycles inG, we chooseD
so that |V (Ext(D)) is minimized. Let G† := Ext(D) and let C† be a T -ring with C† ⊆ Int(D) with d(wT (C

†), D) ≤
Rk(T |C†)− 3

2 |V (D)|.

Claim 2.1.29. D is a highly predictable facial subgraph of Ext(D), and an induced cycle of Ext(D)

Proof: It is immediate from the minimality of D that there is no chord of D in Ext(D). We now show that, for any
vertex x ∈ V (G† \ D), if x has a neighbor in D, then G†[N(w) ∩ V (D)] is a subpath of D of length at most two.
Analogous to the upper bound argument above, if this does not hold, then there exists a cycle D′ ⊆ Ext(D) such that
|V (D′)| < |V (D)|, D′ separates C∗ from C†, and d(wT (C

†), D′) ≤ d(wT (C
†), D)+ 1. Thus, D′ is also a defective

cycle, and since |V (Ext(D′))| < |V (Ext(D))|, this contradicts our assumption.

Let D := v1 · · · vr. To show that D is a highly predictable facial subgraph of G†, it suffices to show that there exists
at most one vertex w ∈ D1(D,G

†) such that G†[N(w)∩ V (D)] is a subpath of D of length at precisely two Suppose
toward a contradiction that there are two such vertices w1, w2. Without loss of generality, let G†[N(w1) ∩ V (D)] =

v1v2v3. Thus, there exists an s ∈ {1, · · · , r} with s ̸= 1 such that G†[N(w2) ∩ V (D)] = vsvs+1vs+2.

Let D′ := v1w1v3 · · · vr and let D′′ := v1 · · · vsw2vs+2 · · · vr. Since G is short-separation-free, we have Ext(D′) =

Ext(D)\{v2}. By the minimality ofD,D′ is not a defective cycle, so we have d(wT (C
†), D′) > Rk(C†)− 3

2 |V (D′)|.
Since |V (D′)| = |V (D)|, and D is a defective cycle, v2 is the unique vertex of D of minimal distance to wT (C

†)

among the vertices of D, and thus d(wT (C
†), D′′) ≤ Rk(C†) − 3

2 |V (D)|. Since |V (D′′)| = |V (D)|, D′′ is also a
defective cycle, and since vs+1 ̸∈ V (Ext(D′′)), this contradicts the minimality of D. ■

By Proposition 2.1.21, there is an L-coloring ϕ of V (Int(D)). Now let C† := {D} ∪ C⊆Ext(D) and set T † :=

(Ext+(D), C†, LDϕ , C∗). Now consider the tuple T ∗ := (Ext(D), {D} ∪ C⊆G†
, LDϕ , C∗). We claim that T ∗ is a

mosaic. Since D is a highly predictable cyclic facial subgraph of Ext(D), D is also an L-predictable closed T ∗-ring,
so T ∗ satisfies M2), and M0), M1) are immediate.

Suppose now that T ∗ is not a mosaic. In that case, there exists a C ∈ C⊆G†
such that d(wT ∗(C), D) either violates

M3) or M4) of Definition 2.1.6. Let β∗ ∈ {β3 , β}, where β∗ = β
3 if C = C∗ and otherwise β∗ = β. Then we have

d(wT ∗(C), D) < β∗ + Rk(T ∗|C) + |V (D)|. Since wT ∗(C) = wT (C) and C has the same rank in T and T ∗, we
have d(wT (C), D) < β∗ + Rk(T |C) + |V (D)|. Since D is defective and any two vertices of D are of distance at
most |V (D)|

2 apart, we then have d(wT (C), wT (C
†) < β∗ + Rk(T |C) + Rk(T |C†).

Since T and T ∗ have the same outer face, this inequality contradicts the fact that T is a mosaic. Thus, our assumption
that T ∗ is not a mosaic is false. Since T ∗ is a mosaic and |V (G∗)| < |V (G)|, G∗ admits an LDϕ -coloring by the
minimality of T . But then ϕ extends to an L-coloring of G, contradicting the fact that T is critical. This completes
the proof of Theorem 2.1.28.
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To conclude Section 2.1, we have the following useful corollary to the upper bounds in Theorem 2.1.26 and the lower
bounds in Theorem 2.1.28.

Corollary 2.1.30. Let T = (G, C, L, C∗) be a critical mosaic, let C ∈ C, and let D ⊆ G be a separating cycle.

Suppose further that |V (D)| ≤ Nmo and d(D,wT (C)) ≤ Rk(C)− 3
2 |V (D)|. Then there does not exist a C ′ ∈ C with

C ′ ⊆ Int(D).

Proof. Suppose toward a contradiction that there exists a C ′ ∈ C with C ′ ⊆ Int(D). By Theorem 2.1.28, we have
C ̸= C ′. Thus, by Theorem 2.1.26, there exists a C ′′ ⊆ Int(D) such that max{d(v, wT (C

′′)) : v ∈ V (D)} <
β
3 + 3

2 |V (D) +Rk(T |C ′′), so d(wT (C), wT (C
′′)) < β

3 +Rk(C) +Rk(C ′′), contradicting the distance conditions of
Definition 2.1.6.

2.2 Short Generalized Chords of the Rings of Critical Mosaics

The purpose of the remaining sections of Chapter 2 is to show that, for sufficiently small values of k, there are no
k-chords of any of the rings of a critical mosaic which separate the remaining rings of the mosaic. We first introduce
the following notation, which we use throughout the remainder of the proof of Theorem 1.1.3.

Definition 2.2.1. Let T = (G, C, L) be a chart, and let ℓ ≥ 1 be an integer. For each C ∈ C, we let KℓC, T ) be
the set of proper ℓ-chords Q of C such that neither endpoint of Q is an internal vertex of the precolored path PT (C).
Furthermore, given aQ ∈ Kℓ(C, T ), we letG0

Q, G
1
Q denote the subgraphs of G such that G0

Q∪G1
Q = G is the natural

(C,Q)-partition of G, where PT (C) ⊆ G0
Q.

Note that if |E(PT (C))| ≤ 1, then, for every ℓ ≥ 1, every k-chord of C lies in Kℓ(C, T ). On the other hand, if C is
a closed T -ring, then, for every ℓ ≥ 1, Kℓ(C, T ) = ∅. We are particularly interested in those paths of Kℓ(C, T ) for
which all the rings in C \ {C} lie on the same side as the precolored path of C.

Definition 2.2.2. Let T = (G, C, L) be a chart, and let C ∈ C and Q ∈ K(C, T ). We say that Q is T -non-separating

if C ′ ⊆ G0
Q for each C ′ ∈ C \ {C}. Otherwise, we say that Q is T -separating. If the underlying chart T is clear from

the context then we drop the symbol T and say that Q is non-separating or separating respectively.

In some cases, we analyze ℓ-chords of a C ∈ C in which the precise value of ℓ is not relevant. Thus, we also introduce
the notation K(C, T ) :=

⋃
ℓ≥1Kℓ(C, T ). Lastly, we introduce the following natural definition:

Definition 2.2.3. Let T = (G, C, L) be a chart, let C ∈ C and let Q be a generalized chord of C in G with Q ∈
K(C, T ). Then we define two cycles C0

Q and C1
Q of G, where C0

Q := (C ∩G0
Q) +Q and C1

Q := (C ∩G1
Q) +Q.

We now state and prove our lone main result for Section 2.2. The remainder of Section 2.2 consists of the proof of this
result and its corollary.

Theorem 2.2.4. Let T = (G, C, L, C∗) be a critical mosaic and let C ∈ C. Let Q be a generalized chord of C and let

G = G0 ∪G1 be the natural Q-partition of G. Then the following hold.

1) If C is a closed T -ring and Q is a proper generalized chord of C with |E(Q)| ≤ Nmo
3 , then there exists a

j ∈ {0, 1} such that C ′ ⊆ Gj for each C ′ ∈ C \ {C}; AND

2) If C is a closed T -ring and Q is not a proper generalized chord of C (i.e Q is a cycle), with |E(Q)| < Nmo
3 , then

there exists a j ∈ {0, 1} such that C ′ ⊆ Gj for each C ′ ∈ C \ {C}; AND

3) If C is an open T -ring, Q ∈ K(C, T ), and |E(Q)| ≤ 2Nmo
3 , then, for each C ′ ∈ C \ {C}, C ′ ⊆ G0

Q; AND
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4) If C is an open T -ring with P := PT (C)), Q is a proper generalized chord of C, and precisely one endpoint

of Q lies in V (P) , then, for each j ∈ {0, 1}, at least one of the following holds: Either |E(PT (C) ∩ Gj)| +
|E(Q)| > 2Nmo

3 or, for each C ′ ∈ C \ {C}, C ⊆ G1−j .

In the remainder of Section 2.2, we prove several lemmas which we then combine to prove Theorem 2.2.4. We begin
with the following:

Lemma 2.2.5. Let T = (G, C, L, C∗) be a critical mosaic. If C ∈ C is a closed T -ring and Q is a proper generalized

chord of C with |E(Q)| ≤ Nmo
3 . Let G = G0 ∪G1 be the natural Q-partition of G. Then there exists a j ∈ {0, 1} such

that, for all C ′ ∈ C \ {C}, C ′ ⊆ Gj .

Proof. Let C ∈ C be a closed ring. Given a path Q ⊆ G, we say that Q is unacceptable if Q is a proper generalized
chord of C such that the following hold.

1) 1 ≤ |E(Q)| ≤ Nmo
3 ; AND

2) There exists a pair of rings D0, D1 ∈ C \ {C} such that, letting G = G0 ∪G1 be the natural Q-partition of G,
we have Di ⊆ Gi for each i = 0, 1.

Thus, it suffices to show that there does not exist an unacceptable path in G. Consider the following cases.

Case 1: C = C∗

In this case, let G = G− ∪ G1 be the natural Q-partition of G, where G0 ∩ G‘ = Q. Let Ci∗ be the outer face of Gi
for each i = 0, ‘. Since Q is a proper generalized chord of C∗, it follows from Proposition 2.1.12 that Ci∗ is a cyclic
facial subgraph of Gi for each i = 0, ‘, and we have |E(C0

∗)|+ |E(C1
∗)| = |E(C∗)|+ 2|E(Q)| ≤ 5N

3 , so there exists
an i ∈ {0, 1} with |E(Ci∗)| ≤ 2Nmo

3 , say i = 0 without loss of generality.

Since Q is an unacceptable path, C0
∗ is a cycle of G which separates a ring of C \ {C∗} from an edge of E(C∗).

By Theorem 2.1.26, there exists a C† ∈ C with C† ⊆ Int(C0
∗) such that max{d(v, wT (C

†) : v ∈ V (C0
∗)} <

β
3 + Rk(T |C†)|+ 3

2 |V (C0
∗)|. For each i = 0, 1, let ri := E(Ci∗ \Q)|, and let ℓ = |E(Q)|.

Claim 2.2.6. r1 + ℓ > Nmo.

Proof: Suppose toward a contradiction that r1 + ℓ ≤ Nmo. In that case, since C1
∗ separates an element of C \ {C∗}

from an edge of E(C0
∗)|, and |E(C1

∗)| ≤ Nmo, it follows from Theorem 2.1.26 that there exists a C†† ∈ C \ {C}
with C†† ⊆ Int(C1

∗) and max{d(v, wT (C
††) : v ∈ V (C1

∗)} <
β
3 + Rk(T |C††)| + 3

2 |V (C1
∗)|. Since C†† is a cycle

contained in Int(C1
∗), we have C† ̸= C††, and since C0

∗ ∩ C1
∗ = Q, we have

d(C†, C††) <
2β

3
+

3

2
|V (C0

∗)|+
3

2
|V (C1

∗)|+ 4Nmo < 2

(
β

3
+

7

2
Nmo

)
Since 7Nmo <

β
3 , this contradicts 1) of Observation 2.1.8. Thus, we have r1 + ℓ > Nmo. ■

Since C∗ is a closed T -ring in this case, we have d(C∗, wT (C
†)) ≥ β

3 + |V (C∗)| + Rk(T |C†). On the other hand,
we have max{d(v, wT (C

†) : v ∈ V (C0
∗)} <

β
3 + 3

2 |V (C0
∗)| + Rk(T |C†) so we have 3

2 |V (C0
∗)| > |V (C∗)|. Thus,

we obtain 3
2 (r0 + ℓ) > r0 + r1.

Since 3
2 (r0+ℓ) > r0+r1, we have r0

2 + 3
2ℓ > r1. Furthermore, we have ℓ > r0, or else if r0 ≥ ℓ, then, by Claim 2.2.6,

we have |E(C∗)| = r0 + r1 > Nmo, which is false. Thus, we have 2ℓ > r1. Since ℓ ≤ Nmo
3 , we obtain r1 < 2Nmo

3 . But
then r1 + ℓ ≤ Nmo, contradicting Claim 2.2.6. This completes the case where C = C∗.
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Case 2: C ̸= C∗

In this case, for any proper generalized chord Q of C with 1 ≤ |E(Q)| ≤ Nmo, there exists a partition G = Gin ∪Gout

of G′, and a pair of cycles Cin, Cout, such that Gin ∩ Gout = Q, Gin = Int(Cin), and Gout = Ext(Cout). Among
all unacceptable paths of C, choose Q so that |V (Gout)| is minimized. Since Q is an unacceptable path in G, let
Din ∈ C \ {C}, where Din ⊆ Int(Cin). Note that C ⊆ Ext(Cin).

Claim 2.2.7. |V (Cin)| > Nmo and |V (Cout)| < 2Nmo
3 .

Proof: Suppose toward a contradiction that |V (Cin)| ≤ Nmo. Since Din ⊆ Int(Cin) and C ⊆ Ext(Cin), it follows from
Theorem 2.1.26 that there exists a D† ∈ C \ {C} with D† ⊆ Int(Cin) such that max{d(v, wT (D

†) : v ∈ V (Cin} <
β
3 + 3

2 |V (Cin)|+ Rk(T |D†). Thus, we have d(C,wT (D
†)) < β

3 + 7
2Nmo < β, contradicting Observation 2.1.8.

Thus, we have |V (Cin)| > Nmo, as desired. Now suppose toward a contradiction that |V (Cout)| ≥ 2Nmo
3 . In that

case, we have |E(Cout) \ E(Q)| > Nmo
3 . Likewise, since |E(Cin)| > Nmo, we have |E(Cin) \ E(Q)| > 2Nmo

3 , so
|E(C)| > Nmo, which is false. ■

Now, we have C ⊆ Int(Cout), and Cout separates Din from C∗, since Int(Cin) ⊆ Int(Cout). Since C and Cout share a
vertex, it immediately follows from Proposition 2.1.21 that V (Int(Cout)) is L-colorable, so let ϕ be an L-coloring of
V (Int(Cout)). Let G∗ := Ext(Cout) consider the chart T ∗ := (G∗, {Cout} ∪ C⊆G

∗
, LCout

ϕ , C∗). We claim now that T ∗

is a mosaic. Firstly, T ∗ is a tessellation in which Cout is a closed ring. By Claim 2.2.7 we have |E(Cout)| ≤ Nmo, so
M0) is satisfied, and M1) is immediate. We now have the following:

Claim 2.2.8. Cout is an L-predictable T ∗-ring.

Proof: LetC := v1 · · · vn and suppose without loss of generality that v1 is an endpoint ofQ. SinceQ is a proper gener-
alized chord, let 1 < i ≤ n, whereQ := v1u1 · · ·uℓ−1vi. Without loss of generality, letCin := v1Qvivivi−1 · · · v1 and
let Cout := v1Qvivi+1 · · · v1. We first show that, for any w ∈ V (G∗ \ Cout), if w has a neighbor u ∈ {u1, · · · , uℓ−1},
then for any vertex y ∈ N(w) ∩ V (Cout), if y ̸= u, then uy is an edge of Cout.

Suppose toward a contradiction that there exists a vertex w′ ∈ V (G∗ \ Cout), a neighbor u of w′, with u′ ∈
{u1, · · ·uℓ−1}, and a neighbor y of w′ such that y ∈ V (Cout) \ {u} but u, y are not adjacent vertices of Cout.

Let P1, P2 be the unique subpaths of Cout such that E(P1) ∪ E(P2) = E(Cout) and P1, P2 intersect precisely on
the vertices u, y. If y ̸∈ V (Q), then each of the two paths ywuQv1, wyuQvi is a proper generalized chord of C of
length at most Nmo

3 , at least one of which is an unacceptable path, contradicting the minimality of Q. Thus, we have
y ∈ V (Q), so precisely one of P1, P2 is a subpath of Q, so suppose without loss of generality that P1 ⊆ Q, and that
y ∈ V (uQvi). Let Q′ := v1Quw

′yQvi. Since u, y are not adjacent in Cout, we have |E(Q′)| ≤ |E(Q)| ≤ Nmo
3 . Note

that Q′ is a proper generalized chord of C with the same endpoints as Q. We claim now that Q′ is an unacceptable
path G. We just need to show that the generalized chord Q′ of C separates Din from C∗.

Suppose not. In that case, Din lies in the closed disc bounded by the cycle uQyw′, and thus C also lies in the closed
disc bounded by uQyw′. Furthermore, note that the two vertices u, y are of distance at least three apart on Q, or else
uQyw′ is a cycle of length at most four which separates Din from C∗, contradicting short-separation-freeness.

Now we apply Theorem 2.1.28. Let A := uQyw′. We have |V (A)| ≤ Nmo
3 + 2, and, by Claim 2.2.7, we have

|E(Cin)| > Nmo, and thus |V (C)| ≥ 2Nmo
3 + 1. By Theorem 2.1.28, we have d(A,C) > |V (C)| − 3

2 |V (A)|, so we
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have d(A,C) > ( 2Nmo
3 + 1)− (Nmo

2 + 3) = Nmo
6 − 2. However, since |E(Q)| ≤ Nmo

3 , and u, y are of distance at least
three apart on Q, at least one of u, y is of distance at most Nmo

6 − 3 from {v1, vi}, so we have a contradiction.

Thus, Q′ is indeed an unacceptable path in G′, contradicting the minimality of Q, so our original assumption on the
vertex w′ is false. We conclude that, for each vertex w ∈ V (G∗ \Cout), if w has a neighbor u ∈ {u1, · · · , uℓ−1}, then
for any vertex y ∈ N(w)∩ V (Cout), if y ̸= u, then uy is an edge of Cout. An identical argument shows that there does
not exist a chord xy of Cout in E(G∗) such that xy has at least one endpoint in {u1, · · · , uℓ−1}.

Now suppose toward a contradiction that Cout is not an L-predictable T ∗-ring. Combining the above facts, there exists
a w ∈ V (G∗ \Cout) such that w is adjacent to each of v1, u1, vi. By the minimality of Q, v1wvi is not an unacceptable
path, and thus the 2-chord v1wvi of C does not separate Din from C∗, and thus the cycle v1wviu separates Din from
C∗, contradicting the fact that G is short-separation-free. This completes the proof of Claim 2.2.8. ■

Since Cout is an L-predictable cyclic facial subgraph of G∗, T ∗ also satisfied M2). To finish showing that T ∗ is a
mosaic, it suffices to check that T ∗ satisfies the distance conditions of Definition 2.1.6.

Claim 2.2.9. |V (C)| ≥ |V (Cout)|+ |E(Q)
2 .

Proof: Let rin := |E(Cout) \ E(Q)| and let rout := |E(Cout) \ E(Q)|. Suppose toward a contradiction that |V (C)| <
|V (Cout)| + |E(Q)

2 . Then we have rin + rout < rout +
|E(Q)

2 , so rin <
|E(Q)|

2 . But then |V (Cin)| < 3|E(Q)
2 and thus

|V (Cin)| < Nmo
2 , contradicting Claim 2.2.7. ■

Now, for any C ′ ∈ C⊆G∗
, we have d(wT (C

′), C) ≤ d(wT (C
′), Cout)+

|E(Q)
2 . For any such C ′, wT (C

′) = wT ∗(C ′),
and C ′ has the same rank in T and T ∗. By Claim 2.2.9, we have Rk(T ∗|Cout) ≤ Rk(T |C) − |E(Q)

2 . Thus, since
T satisfies the distance conditions of Definition 2.1.6, and T and T ∗ have the same outer face, T ∗ also satisfies
the distance conditions of Definition 2.1.6, so T ∗ is indeed a mosaic, as desired. Since |V (Ext(Cout))| < |V (G)|,
Ext(Cout) is LCout

ϕ -colorable by the minimality of T . Thus, ϕ extends to an L-coloring of G, contradicting the fact that
T is critical. This completes the proof of Lemma 2.2.5.

Lemma 2.2.5 has the following corollary.

Corollary 2.2.10. Let T = (G, C, L, C∗) be a critical mosaic and let C ∈ C. Then C is an induced cycle.

Proof. By Proposition 2.1.22, it suffices to show that C is an induced cycle in G in the case where C is closed T -ring.
Suppose toward a contradiction that C is not an induced cycle, and let xy ∈ E(G) \ E(C) be a chord of C. Let
G = G0 ∪ G1 be the natural xy-partition of G. Applying Lemma 2.2.5, let C ′ ⊆ G0 for each C ′ ∈ C \ {C}. Let
C0 := (C ∩G0) + xy, let Cout

0 be the outer face of G0, and let T0 := (G0, C \ {C} ∪ {C0}, L, Cout
0 ). Note that, since

|V (C0)| < |V (C)|, and C0 is a closed T0-ring, T0 satisfies the distance conditions of Definition 2.1.6. Thus, T0 is a
mosaic, and since |V (G0)| < |V (G)|, G0 admits an L-coloring ϕ by the minimality of T .

Let C1 := (G1 ∩ Q) + xy. We claim now that ϕ extends to L-color G1. By definition, we have |L(p)| = 1 for each
p ∈ V (C), and since V (C) is L-colorable, ϕ extends to an L-coloring ϕ′ of V (G0) ∪ V (C1). Since |L(v)| ≥ 5 for
all v ∈ V (G1) \ V (C1), the graph G1 \ C1 contains a lone facial subgraph F such that F contains every vertex of
G1 \ C1 with an Lϕ′-list of size less than five. Since C is L-predictable, there exists a vertex w ∈ V (F ) such that
|Lϕ′(v)| ≥ 3 for all v ∈ V (F − w), and |Lϕ(w)| ≥ 2. Thus, G1 \ C1 is Lϕ′ -colorable, so ϕ extends to an L-coloring
of G, contradicting the fact that T is critical.

The above work proves 1) of Theorem 2.2.4. With the lemma below, we prove 2) of Theorem 2.2.4.
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Lemma 2.2.11. Let T = (G, C, L, C∗) be a critical mosaic and let C ∈ C be a closed ring. For any generalized chord

Q of C with |E(Q)| < Nmo
3 and V (Q ∩ C)| = 1, the cycle Q does not separate two elements of C \ {C}.

Proof. Given a chord Q of C with |E(Q)| < Nmo
3 and V (Q ∩ C)| = 1, we say that Q is undesirable if Q separates

two elements of C \ {C}. Suppose toward a contradiction that there exists an undesirable cycle Q. We now break the
proof of Lemma 2.2.11 into two cases:

Case 1: C = C∗

In this case, choose Q so that, among all undesirable cycles, |V (Ext(Q))| is minimized. Let v be the lone vertex of
V (Q ∩ C). By assumption, there exist D1, D2 ∈ C \ {C∗} with D1 ⊆ Int(Q) and D2 ⊆ Ext(Q).

Claim 2.2.12. aaaaaaaaaaaaa

1) Q does not have a chord in Ext(Q) ; AND

2) There is no edge of Ext(Q) with one endpoint in Q \ {v} and one endpoint in C∗ \ {v}, and likewise, there does

not exist a vertex of V (Ext(Q))\V (C∗∪Q) with one neighbor in V (Q\{v}) and one neighbor in V (C∗\{v});
AND

3) For any vertex x ∈ V (Ext(Q)) \ V (C∗ ∪ Q), the graph G[V (Q) ∩ N(x)] is a subpath of Q of length at most

one.

Proof: 1) and 3) follow immediately from the minimality of |V (Ext(Q))|. Likewise, if 2) does not hold, then there
exists a proper generalized chord Q′ of C, which separates D1 from D2, such that |E(Q′)| ≤ |E(Q)| + 1, and thus
|E(Q′)| ≤ Nmo

3 . This contradicts Lemma 2.2.5. ■

We also have the following.

Claim 2.2.13. For each D ∈ C \ {C∗} with D ⊆ Ext(Q) we have d(D,Q) > 2β
3 − 3Nmo.

Proof: By Theorem 2.1.26 applied to the cycleQ, there exists aD′ ∈ C\{C∗}withD′ ⊆ Int(Q), such that d(D′, Q) <
β
3 + |V (Q)| + 2Nmo. By Observation 2.1.8, we have d(D,D′) ≥ β. Since any two vertices of Q are of distance at
most Nmo

6 apart, we then have d(D,Q) ≥ β − Nmo
6 −

(
β
3 + |V (Q)|+ 2Nmo

)
. Thus, we have d(D,Q) > 2β

3 − 3Nmo,
as desired. ■

We now write Q := vu1 · · ·um and C∗ := vb1b2 · · · bn for some integers m,n. We then have the following:

Claim 2.2.14. V (Int(Q)) is L-colorable.

Proof: Let G′ := G \ (Ext(Q) \V (C ∪Q)), and let G∗ be a graph obtained from G′ by adding to G′ an edge uib with
one endpoint in Q \ {v} and one endpoint in C∗ − v in the closed region bounded by the graph C∗ ∪Q. Then G∗ is
2-connected. Furthermore, there exist cycles C1

∗ , C
2
∗ of G∗ which intersect precisely on the vertices v, ui, b, such that

vu1 · · ·uib ⊆ C1
∗ , vum · · ·uib ⊆ C2

∗ , and G∗ \ (Int(Q) \Q) = C1
∗ ∪ C2

∗ . For each i = 1, 2, let Gi∗ := IntG∗(C
i
∗) and

let ℓi := |V (Ci∗)|.

Now we apply Proposition 2.1.18 to the closed disc bounded by Ci∗ for each i = 1, 2. For each i = 1, 2, we embed
a short-separation-free Ci∗-web Ki in the closed disc bounded by Ci∗, where |V (Ki)| ≤ ℓ2i for each i = 1, 2. Let
G† be the graph obtained from G∗ in this way, and let C† := {C∗} ∪ {D ∈ C \ {C∗} : D ⊆ Int(Q)}. Then G† is
short-separation-free. Let T † := (G†, C†, L, C∗). Then T † is a tessellation, where C∗ is a closed T †-ring. We claim
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that T † is a mosaic as well. Note that, by definition of a Ci∗i-web for each i = 1, 2, C∗ is a highly predictable cyclic
facial subgraph of G†, and thus an L-predictable T †-ring, so M2) is satisfied. M0) and M1) are immediate, and, since
T satisfies distance conditions M3)-M4), it follows from the construction of K1,K2 that T † does as well. Thus, T †

is indeed a mosaic. To finish the proof of Claim 2.2.14, it just suffices to check that |V (G†)| < |V (G)|.

Suppose toward a contradiction that |V (G†)| ≥ |V (G)|. Now, since Q is an undesirable cycle, there exists a D ∈
C \ {C∗} with D ⊆ Ext(Q). By Claim 2.2.13, we have d(D,Q) > 2β

3 − 3Nmo. By Observation 2.1.16 applied to
Ext(Q), we have |V (Ext(Q)\Q)| ≥ 5

(
2β
3 − 3Nmo

)
. On the other hand, we have |V (G†)\V (Int(Q)\Q))| ≤ ℓ21+ℓ22.

Since |V (G†)| ≥ |V (G)|, we thus have 1
5 (ℓ

2
1 + ℓ22) ≥

2β
3 − 3Nmo. Now, we have ℓ21 + ℓ22 ≤ (ℓ1 + ℓ2)

2 ≤ (|E(C)|+
|E(Q)|+ 1)2 ≤

(
4Nmo
3

)2
. Thus, we have 3N +

16N2
mo

45 ≥ 2
3

(
17N2

mo
15

)
, which is false.

Thus, |V (G†)| < |V (G)|, so G† admits an L-coloring by the minimality of T . Since Q has no chord in Ext(C), there
is a proper L-coloring of the subgraph of G induced by V (Int(Q)). ■

Applying Claim 2.2.14, let ϕ be an L-coloring of V (Int(Q)). By Observation 2.2.12, there is no edge of Ext(C) with
one endpoint in Q− v and one endpoint in C∗ − v. Thus, since |L(p)| = 1 for each p ∈ V (C), ϕ extends to a proper
L-coloring ϕ′ of V (Int(Q′)) ∪ V (C). Since C ∪ Q is connected, the graph Ext(Q) \ V (C ∪ Q) contains a face F
containing all the vertices of distance one from V (C∪Q). Combining 2) of Observation 2.2.12 with the fact that C∗ is
an L-predictable T -ring, there is a lone vertex w ∈ V (F ) such that |Lϕ′(w)| ≥ 2, and |Lϕ′(x)| ≥ 3 for all x ∈ V (F ).

Now, let H be a connected component of Ext(Q) \ V (C ∪ Q), let F ′ ⊆ F be the outer face of H , and let C′ :=

{F ′} ∪ {D ∈ C \ {C∗} : D ⊆ H}. We claim now that T ′ := (H, C′Lϕ′ , F ′) is a mosaic. Note that if w ∈ V (F ′)

then we set PT ′(F ′) = w, otherwise all the vertices of F ′ have Lϕ′ -lists of size at least three, and then we just choose
any edge of F ′ to be PT ′(F ′). In either case, T ′ satisfies M0) and M1), and M2) is immediate. It also immediately
follows from Claim 2.2.13 that T ′ satisfies the distance conditions of Definition 2.1.6, so T ′ is a mosaic. Thus, by
the minimality of T , H is Lϕ′ -colorable. Since this holds for each connected component of Ext(Q) \ V (C ∪ Q), ϕ′

extends to an L-coloring of G, contradicting the fact that T is critical. This completes the case of Lemma 2.2.11 in
which C is the outer face.

Case 2: C ̸= C∗

In this case, we choose Q so that, among undesirable cycles, the quantity |V (Int(Q))| is minimized. We now have the
following:

Claim 2.2.15. C ⊆ Int(Q)

Proof: Suppose not. Then, since C is a facial subgraph of G, we have C ⊆ Ext(D). Since Q is an undesirable cycle,
it follows from Theorem 2.1.26 that there exists a D ∈ C with D ⊆ Int(Q) such that d(D,Q) < β

3 + |V (Q)|+2Nmo.
Since C ⊆ Ext(Q), we have C ̸= D. Furthermore, since any two vertices of Q are of distance at most Nmo

6 apart, we
have d(C,D) < β

3 + Nmo
2 + 2Nmo < β, contradicting Observation 2.1.8. ■

Now the same argument as in Case 1, with the roles of Ext(Q) and Int(Q) interchanged, shows that there is an L-
coloring ϕ of V (Ext(Q)) which extends to an L-coloring ϕ′ of V (Ext(Q) ∪ C), such that ϕ′ extends to the interior of
Q. This contradicts the fact that T is not L-colorable. This completes the proof of Lemma 2.2.11.

We now prove 3) and 4) of Theorem 2.2.4. We begin by showing that, for small values of k, if we have a k-chord of
an open ring in a critical mosaic, then one side of the k-chord is colorable under certain conditions:
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Proposition 2.2.16. Let T = (G, C, L, C∗) be a critical mosaic. Let C ∈ C be an open T -ring and let P = p1 · · · pm.

Then the following hold.

1) Let Q be a proper generalized chord of C with |E(Q)| ≤ 2Nmo
3 . If Q ∈ K(C, T ), Q is T -separating, and C1

Q

does not have a chord in G1
Q, then the subgraph of G induced by V (G0

Q) is L-colorable; AND

2) Let Q be a proper generalized chord of C with precisely one endpoint in P̊, and let G = G0∪G1 be the natural

Q-partition of G, where p1 ∈ V (G0) and pm ∈ V (G1). For each i = 0, 1, let Ci be the cycle (C ∩Gi) +Q. If

the following conditions hold, then the subgraph of G induced by V (G1) is L-colorable.

i) |E(P ∩G1)|+ |E(Q)| ≤ 2Nmo
3 , and there exists a C ′ ∈ C \ {C} with C ′ ⊆ G1; AND

ii) There is no chord of C1 in G1.

Proof. We first show the following result analogous to Proposition 2.1.18 from Section 2.1:

Claim 2.2.17. Let K be a planar embedding of a chordless cycle, with |V (K)| ≥ 5. Let P be a subpath of K with

|E(P )| > 1 (possibly P = K). Then there exists a short-separation-free planar embeddingK∗ such that the following

hold.

1) K ⊆ K∗, and K is the outer face of K∗; AND

2) For every v ∈ D1(P,K
∗), the induced graph K∗[N(v) ∩ V (P )] is a subpath of P of length one; AND

3) For any distinct v, w ∈ D1(P,K
∗), if each of v, w is adjacent to an edge of P , then vw ̸∈ E(K∗); AND

4) Every facial subgraph of K∗, except K, is a triangle; AND

5) For any vertex x ∈ V (P̊ ), we have dK(x,K \ P ) = dK∗(x,K \ P̊ ); AND

6) |V (K∗ \K)| ≤ 4|V (P )|2.

Proof: We break this into two cases:

Case 1: |V (P )| ≥ |V (K)|
2

In this case, we let K∗ be a K-web. Then |V (K∗)| ≤ |V (C)|2 and |V (C)| ≤ 2|V (P )|, so |V (K∗)| ≤ 4|V (P )|2, and
thus |V (K∗ \K)| ≤ 4|V (P )|2, as desired.

Case 2: |V (P ) < |V (K)|
2

In this case, we write K := v1 · · · vr for some r ≥ 5, and let 1 ≤ ℓ < r
2 , where P := v1 · · · vℓ, and let K ′ be a graph

obtained from K by adding to K a lone vertex x to the interior of the open disc bounded by K, and adding edges
incident to z so that z is adjacent to each of vℓ+1, vℓ+2, · · · , vr, v1}. Let C := v1v2 · · · vℓ+1x. Then |V (C)| ≥ 5,
since ℓ ≥ 3, and thus, by Proposition 2.1.18, there exists short-separation a C-web H with |V (H)| ≤ |V (C)|2. Let
K∗ be a graph obtained from K ′ by embedding the C-web H into the open disc bounded by C. Note that K∗ is
short-separation-free as well. We claim now that K∗ satisfies the desired properties. Properties 1), 2), 3), and 4) are
immediate from the definition of a C-web.

Now let x ∈ V (P̊ ), and suppose toward a contradiction that dK∗(x,K \ P̊ ) < dK(x,K \ P̊ ). In that case, there
is a shortest (x,K \ P̊ )-path in K∗ containing the vertex z, and dK∗(x, z) + 1 < dK(x,K \ P̊ ). Now, note that
dK∗(x, z) = dH(x, z), and dH(x, z) = dC(x, z), since H is a C-web. Thus, we have dC(x, z) < dK(x,K \ P̊ ),
which is false. Thus, dK∗(x,K \ P̊ ) ≥ dK(x,K \ P̊ ), and so dK∗(x,K \ P̊ ) = dK(x,K \ P̊ ), since K ⊆ K∗. Thus,
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K∗ satisfies 5) . Furthermore, |V (K∗ \K)| = |V (H \ P )| ≤ (|V (P )|+ 2)2 − |V (P )| ≤ 4|V (P )|2, so 6) is satisfied
as well. ■

Given a planar embedding K of a chordless cycle with |V (K)| ≥ 5, and a subpath P ⊆ K, if K∗ is a planar
embedding satisfying Claim 2.2.17, then we call K∗ a P -partial K-web. Analogous to Observation 2.1.19, the
following is immediate:

Claim 2.2.18. Let G be a short-separation-free graph, let C be a cyclic facial subgraph of G, and let Q be a proper

generalized chord of C. Let G = G0 ∪ G1 be the natural Q-partition of G. For each i = 0, 1, let Ci by the cycle

(Gi ∩ C) +Q. Suppose that G1 = Int(C1), and let G∗ := G \ (G1 \ C1). Let Q′ be a subpath of C1, with Q ⊆ Q′,

and let G† be a graph obtained from G∗ by adding to G∗ a Q′-partial C1-web in the closed disc bounded by C1. Then

G† is short-separation-free.

Proof: Suppose toward a contradiction that there is a separating cycle D ⊆ G† with |V (D)| ≤ 4. Since G0 is short-
separation-free, and K∗ is short-separation-free, E(D) has nonempty intersection with each of E(G0) \ E(Q) and
E(K∗)\E(Q). Since |E(D)| ≤ 4, and D is a separating cycle in G†, K∗ contains an ℓ-chord of Q, where 1 ≤ ℓ ≤ 4,
whose endpoints are non-adjacent in Q. Since Q ⊆ Q′, this contradicts the fact that K∗ is a Q′-partial C1-web. ■

Now we return to the proof of Proposition 2.2.16. Let T = (G, C, L, C∗) be a critical mosaic and let C ∈ C be an
open ring. Let P := PT (C). We first prove 1). Let Q be a T -separating proper generalized chord of C with 1 ≤
|E(Q)| ≤ 2Nmo

3 . C is a cycle by Proposition 2.1.12, so let C := v1v2 · · · vℓ for some ℓ ≥ 3. Let Q := viw1 · · ·wtvj
for some j ≥ i, where t = |V (Q)| − 1 and C1

Q = vi · · · vjw1 · · ·wt. Consider the following cases:

Case 1: C∗ = C

In this case, let G∗ := G \ (G1
Q \ C1

Q). Then G∗ admits a partition G∗ = G0
∗ ∪G1

∗, where G0
∗ = G0

Q and G1
∗ = C1

Q.
Furthermore, by Proposition 2.1.22, we have |V (Q)| ≥ 3. We construct a new mosaic from G∗ as follows. Let G†

be a graph obtained from G∗ by embedding a Q-partial C1
Q-web K∗ in the closed disc of R2 bounded by C1

Q. Let L†

be a list-assignment for G† obtained by setting L†(v) = L(v) for all v ∈ V (G0
Q) ∪ V (C), and letting L†(v) be an

arbitrary 5-list for any v ∈ V (G∗) \ V (G0
Q ∪ C). Note that C is a facial subgraph of G†.

We claim that T † := (G†, {C} ∪ C⊆G
0
Q , L†, C) is a mosaic. By Claim 2.2.18, G† is short-separation-free, and, since

every facial subgraph of G, except those of C, is a triangle, it follows from the construction of K∗ that every facial
subgraph of G, except those of {C} ∪ C⊆G

0
Q , is a triangle. Thus, T † is a tessellation, and clearly satisfies M0), M1),

and M2) of Definition 2.1.6. It just suffices to check that distance conditions M3 and M4 hold for T †. If these do not
hold, then, there exists a C ′ ∈ C⊆G

0
Q and a subgraph H of C ′ such that dG†(H,C \ P̊) < dG(H,C \ P̊). In that case,

there exists an x ∈ V (Q̊) such that dG†(x,C1
Q \ Q̊) < dG(x,C

1
Q \ Q̊). On the other hand, since K∗ is a Q-partial

C1
Q-web, we have dG(x,C1

Q \ Q̊) ≤ dG†(x,C1
Q \ Q̊), so we have a contradiction.

Thus, T † is indeed a mosaic. To finish, we just need to check that |V (G†)| < |V (G)|. Suppose toward a contradiction
that |V (G†)| ≥ |V (G)|. In that case, we have |V (G† \G0

Q)| ≥ |V (G1
Q \Q)|. Now, V (G† \G0

Q) = V (K∗ \Q), so
we have |V (K∗ \Q)| ≥ |V (G1

Q \Q)|. Since Q∗ ⊆ K∗ and Q ⊆ G1
Q, we then have |V (K∗ \G1

∗)| ≥ |V (G1
Q \C1

Q)|.

Since K∗ is a Q-partial G∗
1-web, we have |V (K∗ \ Q)| ≤ 4|V (Q)|2 ≤ 16

9 N
2
mo. On the other hand, since Q is a

T -separating generalized chord of C, there exists a C† ∈ C⊆G
1
Q , and thus d(C†, C1

Q) ≥ d(C†, C) − |V (Q)|
2 . Thus,

since C is an open T -ring, G1
Q contains a (C†, C1

Q)-path of length greater than β
3 by Observation 2.1.8. Thus, by

Observation 2.1.16, we have |V (G1
Q \ C1

Q)| >
5β
3 . Combining these, we have 16

9 N
2
mo >

5β
3 , and thus 16

15N
2
mo > β,

whcih is false. We conclude that |V (G†)| < |V (G)|, and since T † is a mosaic we get that G† is L†-colorable by the
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minimality of T , so the subgraph of G induced by V (G0
Q) is L-colorable, as desired. This completes Case 1 of Fact

1) of Proposition 2.2.16.

Case 2.1 C ̸= C∗ and Q does not separate P from C∗

In this case, we have G1
Q = Int(C1

Q). As in Case 1, we create a mosaic T † := (G†, {C} ∪ C⊆G
0
Q , L†, C∗), where G†

is obtained from Ext(C1
Q) by embedding a Q-partial C1

Q-web K∗ in the closed disc of R2 bounded by C1
Q, and L† is a

list-assignment for G† obtained by setting L†(v) = L(v) for all v ∈ V (G0
Q)∪V (C), and letting L†(v) be an arbitrary

5-list for any v ∈ V (G∗) \ V (G0
Q ∪ C). An identical argument to the case above then shows that G0

Q is L-colorable.
Since C1

Q does not have a chord in G1
Q, the subgraph of G induced by Int(C0

Q) is L-colorable, so we are done.

Case 2.2 C ̸= C∗ and Q separates P from C∗

This case is easier. In this case we have G0
Q = Int(C0

Q), and we note the following:

Claim 2.2.19. T 0 := (G0
Q, {C0

Q} ∪ C⊆G
0
Q , L, C0

Q) is a mosaic.

Proof: It suffices to show that T 0 satisfies M3). The other conditions are immediate. If not, there is a C ′ ∈ C with
C ′ ⊆ Int(C0

Q) such that d(wT 0(C ′), C \ P̊) < β
3 +Rk(T 0|C ′)+ 2Nmo. Note that wT 0(C ′) = wT (C

′), and C ̸= C∗.
Since T is a mosaic, we get d(wT (C

′), C \ P̊ ) ≥ β + Rk(T |C ′) + 2Nmo. Since Rk(T |C ′) = Rk(T 0|C ′), we have a
contradiction. ■

Since |V (G0
Q)| < |V (G)| and T 0 is a mosaic, Int(C0

Q) is L-colorable. Since C1
Q does not have a chord in G1

Q, the
subgraph of G induced by Int(C0

Q) is L-colorable, so we are done. This proves 1) of Proposition 2.2.16.

Now we prove 2). We now apply a similar argument to that of 1). Let P := p1 · · · pm and let Q be a proper
generalized chord of C with precisely one endpoint in P̊ , and let r ∈ {2, · · · ,m− 1}, where pr is the P̊-endpoint of
Q. Let G = G0 ∪ G1, where G0, G1 are as in the statement of 2) of Proposition 2.2.16, and, for each i = 0, 1, let
Ci := (Gi ∩ C) + Q. Finally, let w be the lone endpoint of Q in V (C \ P̊) and set Q† := wQprpr+1 · · · pm. Note
that each of C0, C1 is a cycle by Proposition 2.1.12. Consider the following cases:

Case 1: C∗ = C

In this case, let G⋆ := G \ (G1 \ C1). Then G⋆ admits a partition G⋆ = G⋆0 ∪ G⋆1, where G⋆0 = G0 and G⋆1 = C1.
Furthermore, by Proposition 2.1.22, we have |V (Q)| ≥ 3. We construct a new mosaic from G⋆ as follows. Let G†

be a graph obtained from G⋆ by embedding a Q†-partial C1-web K∗ in the closed disc of R2 bounded by C1. Let
L† be a list-assignment for G†, where L†(x) = L(x) for each x ∈ V (G∗)), and L†(x) is an arbitrary 5-list for each
x ∈ V (G†) \ V (G⋆). By Claim 2.2.18, G† is short-separation-free, since Q ⊆ Q†, and, by construction of K∗,
every facial subgraph of G†, except those of C⊆G0 ∪ {C}, is a triangle. Thus, let T †) be the oriented tessellation
(G†, {C} ∪ C⊆G0 , L†, C∗). We claim that T † is a mosaic. M0) and M2) are trivial, so we now check M1). By
construction of K∗, the open T †-ring C still satisfies the property that there is no chord of C in G† with an endpoint
in P̊T † (indeed, by construction of K∗, C is still an induced subgraph of G†), and, again by construction of K∗, for
each v ∈ D1(C,PT †(C)), the subgraph of G† induced by N(v)∩ V (PT †(C) is a subpath of P of length at most one.
Now we just need to check that distance conditions M3) and M4) hold.

If these do not hold, then there exists a C ′ ∈ C⊆G0 and a subgraph H of C ′ such that dG†(H,C \ P̊) < dG(H,C \ P̊).
In that case, there exists an x ∈ V (Q̊) such that dG†(x,C1 \ Q̊†) < dG(x,C1 \ Q̊†). On the other hand, since K∗ is a
Q†-partial C1-web, we have dG(x,C1 \ Q̊†) ≤ dG†(x,C1 \ Q̊†), so we have a contradiction.
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Thus, T † is indeed a mosaic. To finish, we just need to check that |V (G†)| < |V (G)|. Suppose toward a contradiction
that |V (G†)| ≥ |V (G)|. In that case, we have |V (G† \G0)| ≥ |V (G1 \Q)|. Now, V (G† \G0) = V (K∗ \Q), so we
have |V (K∗\Q)| ≥ |V (G1\Q)|. SinceQ ⊆ K∗ andQ ⊆ C1, we then have |V (K∗\C1)| ≥ |V (G1\C1)|. SinceK∗

is aQ†-partialG∗
1-web, we have |V (K∗\Q†)| ≤ 4|V (Q†)|2. Thus, we have |V (K∗\Q)| ≤ |V (Q†\Q)|+4|V (Q†)|2.

Since |V (Q†| ≤ 2Nmo
3 , we have |V (K∗ \Q))| ≤ 2Nmo

3 +
16N2

mo
9

By assumption, there exists a C† ∈ C with C† ⊆ G1, and thus d(C†, C1) ≥ d(C†, C) − |V (Q)|
2 . Since C is an open

T -ring, G1 contains a (C†, C1)-path of length greater than β
3 . By Observation 2.1.16, we have |V (G1 \ C1)| > 5β

3 .
Combining these, we obtain 2Nmo

3 +
16N2

mo
9 > 5β

3 , so 16N2
mo

15 + 2Nmo
5 > β. Since 2Nmo

5 ≤ N
15 , we have 17

15N
2
mo > β,

which is false. We conclude that |V (G†)| < |V (G)|, and since T † is a mosaic we get that G† is L†-colorable by
the minimality of T , so the subgraph of G induced by V (G0) is L-colorable. This completes Case 1 of Fact 2) of
Proposition 2.2.16.

Case 2: C∗ ̸= C

We break this into two subcases.

Case 2.1 G0 = Ext(C0)

In this case, we haveG1 = Int(C1), and, as in Case 1, we create a mosaic T † := (G†, {C}∪C⊆G0 , L†, C∗), whereG†

is obtained from Ext(C1) by embedding a Q-partial C1-web K∗ in the closed disc of R2 bounded by C1, and L† is a
list-assignment for G† obtained by setting L†(v) = L(v) for all v ∈ V (G0)∪ V (C), and letting L†(v) be an arbitrary
5-list for any v ∈ V (G†) \ V (G0 ∪ C). An identical argument to the case above then shows that G0 is L-colorable.
Since C1 does not have a chord in G1, the subgraph of G induced by Ext(C0) is L-colorable, so we are done.

Case 2.2 G0 = Int(C0)

Let T0 := (G0, {C0} ∪ C⊆G0 , L, C0). Analogous to Claim 2.2.19, it is immediate that T0 is a mosaic. Thus, since
|V (G0)| < |V (G)|, Int(C0) isL-colorable by the minimality of T . SinceC1 does not have a chord inG1, the subgraph
of G induced by Int(C0) is L-colorable, so we are done. This completes the proof of Proposition 2.2.16.

Now we prove 3) of Theorem 2.2.4:

Lemma 2.2.20. Let T = (G, C, L, C∗) be a critical mosaic and let C be an open T -ring. Let Q be a proper

generalized chord of C with |E(Q)| ≤ 2Nmo
3 and suppose that Q does not have an endpoint in P̊. Then, for each

C ′ ∈ C \ {C}, we have C ′ ⊆ G0
Q.

Proof. We follow a similar argument to that of Lemma 2.2.5. Given a Q ∈ K(C, T ), we say that Q is unacceptable

if |E(Q)| ≤ 2Nmo
3 and there exists a C ′ ∈ C with C ′ ⊆ G1

Q. We claim that there does not exist an unacceptable
generalized chord in K(C, T ). Suppose toward a contradiction that there is an unacceptable Q ∈ K(C, T ), and,
among all unacceptable elements of K(C, T ), we choose Q so that |V (G1

Q)| is minimized. By Corollary 2.1.30, since
V (Q) has nonempty intersection with V (C \ P̊) and C has a rank of 2Nmo, E(C1

Q) \ E(Q) does not consist of only
an edge. Let Q := w1 · · ·wr, where w1, wr are distinct elements of V (C \ P̊) and {w2, · · · , wr−1} ∩ V (C) = ∅.

Claim 2.2.21. There does not exist a chord of C1
Q with both endpoints in Q, and furthermore, for any v ∈ V (G1

Q) \
V (C1

Q), if v has a neighbor in V (Q), then G1
Q[V (Q) ∩N(v)] is a subpath of Q of length at most one.

Proof: If this does not hold, then there is a pair of indices 1 ≤ i < j ≤ r, where |j − i| > 1, and a path Q∗ ⊆ G1
Q

of length at most two, such that Q∗ has endpoints wi, wj , and Q∗ is otherwise disjoint to C2
Q. Then Q∗ is a proper
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k-chord of C1
Q, where 1 ≤ k ≤ 2. Let Q∗∗ := w1 · · ·wiQ∗wj · · ·wr. Then Q∗∗ is a proper generalized chord of C

with |E(Q∗∗)| ≤ |E(Q)| and Q∗∗ ∈ K(C, T ), since neither endpoint of Q∗∗ lies in P̊ . Furthermore, G1
Q contains the

cycle D := wiwi+1 · · ·wjQ∗wi.

Subclaim 2.2.22. C ⊆ Ext(D).

Proof: Suppose not. Then C ̸= C∗ and, since C,C∗ are facial subgraphs of G, we have C ⊆ Int(D). By
Theorem 2.1.28, we have d(C \ P̊, D) > 2Nmo − 3

2 |V (D)|. Since |V (D)| ≤ 2Nmo
3 + 1, we have d(C \ P̊, D) >

2Nmo − (Nmo + 2) = Nmo − 2, contradicting the fact that each vertex of V (D ∩ Q) is of distance at most Nmo
3

from C \ P̊. ■

Thus, we have C ⊆ Ext(D). Since |V (G1
Q∗∗)| < |V (G1

Q)| and |E(Q∗∗)| < |E(Q)|, it follows from the minimality
of Q that there exists a C ′ ∈ C⊆G

1
Q with C ′ ⊆ Int(D), or else Q∗∗ is also an unacceptable element of K(C, T ).

Thus, by Theorem 2.1.26, there exists a C ′′ ∈ C with C ′′ ⊆ Int(D) such that max{d(v, wT (C
′′)) < β

3 + 3
2 |V (D)|+

Rk(T |C ′′). Since V (D) has nonempty intersection with V (C \ P̊ ), we then have d(wT (C), wT (C
′′)) < β

3 +
3
2 |V (D)| + Rk(T |C ′′). But since C has a rank of 2Nmo in T and |V (D)| ≤ Nmo, this contradicts the distance
conditions of Definition 2.1.6 applied to T . This completes the proof of Claim 2.2.21. ■

Now we have the following:

Claim 2.2.23. C1
Q is an induced cycle in G1

Q, and furthermore, V (G0
Q) is L-colorable.

Proof: Suppose toward a contradiction that there is a chord xy of C1
Q in G1

Q. By Proposition 2.1.22, at least one
endpoint of xy lies in V (Q) \ V (C1

Q). By Claim 2.2.21, xy has precisely one endpoint in V (Q), so suppose without
loss of generality that x ∈ V (Q̊) and y ∈ V (C1

Q \ Q). Thus, there exists an i ∈ {2, · · · , r − 1} with x = wi. Let
Q1 := w1Qwiy and let Q2 := wrQwiy. Each of Q1, Q2 is a proper generalized chord of C with both endpoints in
C \ P̊ , and |E(Qi)| ≤ |E(Q)| for each i = 1, 2. Furthermore, for each i ∈ {1, 2}, we have |V (G1

Qi
)| < |V (G1

Q)|.
Yet there is at least one i ∈ {1, 2} such that Qi separates an element of C \ {C} from P, contradicting the minimality
of Q. Thus, we conclude that C1

Q is an induced cycle of G1
Q, as desired. Since C1

Q is an induced cycle of G1
Q, it

immediately follows from Proposition 2.2.16 that V (G0
Q) is L-colorable. ■

Applying Claim 2.2.23, let ϕ be an L-coloring of V (G0
Q) and let C1

∗ be the outer face of G1
Q (possibly C1

∗ = C1
Q).

Let T ∗ := (G1
Q, C⊆G

1
Q ∪ {C1

Q}, L
Q
ϕ , C

1
∗). We claim that T ∗ is a mosaic. Firstly, since V (Q) ̸= V (C1

Q), C
1
Q is

an open T ∗-ring with precolored path Q, and, by Claim 2.2.23, there is no chord of C1
Q in G1

Q. Combining this
with Claim 2.2.21, we get that T ∗ satisfies M1) of Definition 2.1.6, and M0) and M2) are immediate. Finally, since
C1
Q \ Q̊ ⊆ C \ P̊, T ∗ also satisfies the distance conditions of Definition 2.1.6.

Thus, T ∗ is indeed a mosaic, as desired. Since |V (G1
Q)| < |V (G)|, G1

Q admits an LQϕ -coloring by the minimality of
T , so ϕ extends to an L-coloring of G, contradicting the fact that T is critical. This completes the proof of Lemma
2.2.20.

Lemma 2.2.20 proves 3) of Theorem 2.2.4. To prove 4), we first make the following definition:

Definition 2.2.24. Let T = (G, C, L, C∗) be a critical mosaic and let C ∈ C be an open T -ring. Let PT (C) := P =

p1 · · · pm. Given a proper generalized chord Q of C, we say that Q is C-splitting if the following hold.

1) |E(Q)| ≤ Nmo
3 ; AND

2) Q has precisely one endpoint in P̊; AND
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3) LettingG = G0∪G1 be the naturalQ-partition ofG, there exists a j ∈ {0, 1} such that |E(P∩Gj)|+|E(Q)| ≤
2Nmo
3 and there exists a C ′ ∈ C \ {C} with C ′ ⊆ Gj .

Thus, to prove 4) of Theorem 2.2.4, it suffices to prove the following:

Lemma 2.2.25. Let T = (G, C, L, C∗) be a critical mosaic and let C ∈ C be an open T -ring. Then there does not

exist a C-splitting proper generalized chord of C.

Proof. Let P = PT (C), where P = p1 · · · pm for some m ≥ 2. Given a proper generalized chord Q of C, we say
that Q is left-splitting if Q has precisely one endpoint in P, and, letting G = G0 ∪G1 be the natural Q-partition of G,
where p1 ∈ V (G0), we have |E(P ∩G0)|+ |E(Q)| ≤ 2Nmo

3 , and there exists a C ′ ∈ C \ {C} with C ′ ⊆ G0.

Likewise, given a proper generalized chord Q of C, we say that Q is right-splitting if Q has precisely one endpoint in
P̊, and, letting G = G0 ∪G1 be the natural Q-partition of G, where pm ∈ V (G1), we have |E(P∩G1)|+ |E(Q)| ≤
2Nmo
3 , and there exists a C ′ ∈ C \ {C} with C ′ ⊆ G1.

We claim now that there does not exist a right-splitting proper generalized chord of C. An identical argument then
shows that there is no left-splitting proper generalized chord of C. Suppose toward a contradiction that there is a
right-splitting proper generalized chord Q of C, and among all such proper generalized chords Q, we choose Q so
that |V (G1)| is minimized, where G = G0 ∪ G1 is as in the definition of right-splitting generalized chords of C
above. Let r ∈ {2, · · · ,m− 1}, where pr is the P̊-endpoint of Q, and let w ∈ V (C) be the other endpoint of Q. Let
Q′ := pmpm−1 · · · prQw. By assumption, we have |E(Q′)| ≤ 2Nmo

3 . Let C1 := (C ∩G1) +Q. If V (C1) = V (Q′),
then C1 is a separating cycle of length at most 2Nmo

3 , and since Q is a right-splitting chord of C, and d(Q′, C \ P̊) = 0,
this contradicts Corollary 2.1.30. Thus, E(C1)\E(Q′) does not consist of only one edge. Now we have the following:

Claim 2.2.26. There does not exist a chord of C1 with both endpoints in Q, and furthermore, for any v ∈ V (G1 \Q),

if v has a neighbor in V (Q), then G1[V (Q) ∩N(v)] is a subpath of Q of length at most one.

Proof: Let Q := w1 · · ·ws, where w1 = pr and ws = w. If this does not hold, then there is a pair of indices
1 ≤ i < j ≤ s, with |j − i| > 1, and a path Q∗ ⊆ G1 of length at most two such that Q∗ has endpoints wi, wj , and
Q∗ is otherwise disjoint to Q∗. Let Q† := w1QwiQ

∗wjQws. Then Q† is also a proper generalized chord of C, with
precisely one endpoint in P̊, and |E(Q†)| < |E(Q)|. Let G1 = H ∪ H ′ be the natural Q†-partition of G1, where
wi+1 ∈ V (H \Q†). If there exists a C ′ ∈ C \{C} with C ′ ⊆ H ′, then, since pm ∈ V (H ′), Q† is also a right-splitting
proper generalized chord of C. Since |V (H ′)| < |V (G1)|, this contradicts the minimality of Q. Thus, since Q is
right-splitting, there is a C ′ ∈ C \ {C} with C ′ ⊆ H , so the cycle D := wiQwjQ

∗wi separates C ′ from C \ {pr}.
Since |E(Q)| ≤ 2Nmo

3 and Q has an endpoint in C \ P̊, we have d(D,C \ P̊) ≤ Nmo
3 and |V (D)| ≤ Nmo, so, since Q

is right-splitting, we contradict Corollary 2.1.30. ■

Now we deal with the case of chords with an endpoint in the precolored path and the other endpoint in Q:

Claim 2.2.27. There is no chord of C1 in G1 with one endpoint in {pr+1, · · · , pm} and one endpoint in V (Q).

Likewise, there is no vertex v ∈ V (G1 \C1) with one neighbor in {pr+1, · · · , pm} and one neighbor in V (Q \ {pr}).

Proof: Suppose not. Then G1 contains a proper k-chord Q∗ := x1 · · ·xk of C1, where k ≤ 3, x1 ∈ V (Q \ {pr}) and
xk ∈ {pr+1, · · · , pm}. Let Q† := xkQ

∗x1Qw. Then Q† is a proper generalized chord of C. Furthermore, we have
|E(Q†)| ≤ (|E(Q)| − 1) + (k − 1) ≤ |E(Q)| + 1. Since Q is right-splitting, we have |E(Q)| + 1 ≤ 2Nmo

3 , as one
endpoint of Q lies in P̊.
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Case 1: xk = pm

In this case, we have Q† ∈ K(C, T ). Since |E(Q†)| ≤ 2Nmo
3 , it follows from Lemma 2.2.20 that C ′ ⊆ G0

Q† for each
C ′ ∈ C \ {C}. Thus, since Q is right-splitting, there is a C ′ ∈ C \ {C} such that the cycle prPpmQ∗x1Q separates
C ′ from p1. Since Q is right-splitting, this contradicts Corollary 2.1.30.

Case 2: xk ̸= pm

In this case, Q† has precisely one endpoint in P̊. Let G1 = H ∪ H ′ be the natural Q†-partition of G1, where
pr ∈ V (H). If there exists a C ′ ∈ C \ {C} with C ′ ⊆ H ′, then, since Q∗ has precisely one endpoint in P̊ and
|E(Q†)| ≤ 2Nmo

3 , Q† is also right-splitting. Since |V (H ′)| < |V (G1)|, this contradicts the minimality of Q. Thus,
since Q is right-splitting, there is a C ′ ∈ C \ {C} with C ′ ⊆ H . But then the cycle prPpmQ∗x1Q separates C ′ from
p1. Since Q is right-splitting, this contradicts Corollary 2.1.30. This completes the proof of Claim 2.2.27. ■

Lastly, we have the following claim:

Claim 2.2.28. C1 is an induced cycle in G1, and furthermore, V (G0) is L-colorable.

Proof: Suppose toward a contradiction that there is a chord xy ofC1 inG1. By Proposition 2.1.22, at least one endpoint
of xy lies in V (Q′) \ V (C), and thus lies in V (Q̊). Combining Claim 2.2.26 and Claim 2.2.27, xy has precisely one
endpoint in V (Q′) and the other endpoint lies in C \ P̊, so suppose without loss of generality that x ∈ V (Q̊) and
y ∈ V (C \ P̊).

Let G1 = H ∪H ′ be the natural xy-partition of G1, where pr · · · pm ⊆ H . If there exists a C ′ ∈ C⊆G1 with C ′ ⊆ H ′,
then wQxy is a proper generalized chord of C separating C ′ from P. Since x is an internal vertex of Q, we have
|E(wQxy)| ≤ 2Nmo

3 , so wQxy contradicts Lemma 2.2.20. Since Q is right-splitting, there is a C ′ ∈ C⊆G1 with
C ′ ⊆ H . Since x is an internal vertex ofQ, we have |E(prPpm)|+ |E(prQx)|+1 ≤ |E(prPpm)|+ |E(Q)| ≤ 2Nmo

3 .
But then the proper generalized chord prQxy of C is also right-splitting. Since |V (H)| < |V (G1)|, this contradicts
the minimality of Q. Thus, we conclude that C1 is an induced cycle of G1, as desired. Since C1 is an induced cycle
of G1, it follows from 2) of Proposition 2.2.16 that V (G0) is L-colorable. ■

Applying Claim 2.2.28, let ϕ be an L-coloring of V (G0) and let C1
∗ be the outer face of G1 (possibly C1

∗ = C1). Let
T ∗ := (G1, C⊆G1 ∪ {C1}, LQϕ , C1

∗). We claim that T ∗ is a mosaic. Firstly, since V (Q′) ̸= V (C1), C1 is an open
T ∗-ring with precolored path Q′, and, by Claim 2.2.28, there is no chord of C1 in G1. Combining this with Claim
2.2.26 and Claim 2.2.27, we get that T ∗ satisfies M1) of Definition 2.1.6, and M0) and M2) are immediate. Finally,
since C1 \ Q̊′ ⊆ C \ P̊, T ∗ also satisfies the distance conditions of Definition 2.1.6. Thus, T ∗ is indeed a mosaic.
Since |V (G1)| < |V (G)|, G1 admits an LQϕ -coloring by the minimality of T , so ϕ extends to an L-coloring of G,
contradicting the fact that T is critical. This completes the proof of Lemma 2.2.25.

The above completes the proof of Theorem 2.2.4. We also have the following useful corollary to this result.

Corollary 2.2.29. Let T = (G, C, L, C∗) be a critical mosaic and let C ∈ C. Then the following hold.

1) C is an induced subgraph of G; AND

2) For any subgraph H of G, if H ∩ C ′ = ∅ for all C ′ ∈ C \ {C}, then H is L-colorable. In particular, |C| > 1.

Proof. It suffices to prove that the claim on H holds in the case where C ⊆ H . By Corollary 2.2.10 C is an induced
cycle of G If C is a closed T -ring, then, since C is an L-predictable T -ring, so there exists a w ∈ V (C) and an
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L-coloring ϕ of V (C − w) such that |Lϕ(w)| ≥ 1 and |Lϕ(v)| ≥ 3 for all v ∈ D1(C) \ {w}. Thus, H \ (C − w)
contains a lone facial subgraph F such that every vertex of H \ (C−w) with an Lϕ-list of size less than five lies in F ,
and F contains a a lone vertex w such that |Lϕ(w)| ≥ 1 and |Lϕ(v)| ≥ 3 for all v ∈ V (F − w). Thus, H \ (C − w)
is Lϕ-colorable, so H is L-colorable.

Now suppose thatC is an open T -ring, let P := PT (C) and let ϕ be anL-coloring of P. By M1), we have |Lϕ(v)| ≥ 3

for all v ∈ D1(P,G)\V (C). Since C is an induced cycle in G, each vertex of C \P, except those adjacent to P in C,
has an Lϕ-list of size at least three. Thus, H \P contains a lone facial subgraph F containing all vertices with Lϕ-lists
of size less than five. If |V (C \ P )| = 1, then there is a w ∈ V (F ) such that |Lϕ(w)| ≥ 1 and |Lϕ(v)| ≥ 3 for all
v ∈ V (F − w), so H is L-colorable by Theorem 0.2.3 in that case. If |V (C \ P)| ≥ 2, then there exist two vertices
w1, w2 ∈ V (F ) such that |Lϕ(w)| ≥ 3 for all w ∈ V (F ) \ {w1, w2} and |Lϕ(wi)| ≥ 2 for each i = 1, 2. Thus, by
Theorem 1.3.4, H \P is Lϕ-colorable, and thus H is L-colorable. Since T is critical, we thus have |C| > 1.

2.3 Bands of Open Rings in Critical Mosaics

This section consists of a lone main result and two useful corollaries. Ituitively, this main result states that in a critical
mosaic T = (G, C, L, C∗), if C ∈ C is an open T -ring, then G does not contain any “shortcuts” of the precolored
path, which is made precisely below. We begin with the following definition:

Definition 2.3.1. Let T = (G, C, L, C∗) be a critical mosaic and let C ∈ C be an open T -ring. Let PT (C) := P =

p1 · · · pm and let Q be a generalized chord of P. Given such a Q, we associate to Q a cycle Qext as follows: Let
pi, pj ∈ V (P), with 1 ≤ i ≤ j ≤ m, where pi, pj are the endpoints of Q in P, and set Qext := piQpjPpi. Note that
Qext is not necessarily a generalized C-chord, as it possibly intersects with C on many vertices.

We call call Q a C-band if, letting G = G0 ∪G1 be the natural Qext-partition of G, the following hold.

1) E(piPpj) ⊆ E(G0) and E(P ) \ E(piPpj) ⊆ E(G1); AND

2) For any x ∈ D1(C,G), if G[N(x) ∩ V (P )] is an edge of piPpj , then x ∈ V (G0); AND

3) There exists a C ′ ∈ C \ {C} with C ′ ⊆ G0.

We say that a C-band Q is short if |E(Qext)| ≤ 11Nmo
12 .

Note that, since |E(P)| ≥ 1,and T is a tessellation, the partitionG = G0∪G1 satisfying the conditions above uniquely
specifies G0 and G1, even if E(P) \ E(piPpj) = ∅, since, if pi, pj are the endpoints of P, then there is at least one
vertex x of D1(C) such that G[N(x)∩V (P)] is an edge of piPpj . Possibly, we have Qext = C, since the unique path
Q of length greater than zero in C \ E(P) is a C-band. In that case, we have G0 = G and G1 = Qext.

Our main result for Section 2.3 is the following.

Theorem 2.3.2. Let T = (G, C, L, C∗) be a critical mosaic and let C ∈ C be an open T -ring. Let P := PT (C),

where P = p1 · · · pm. Then the following hold.

1) G does not contain a short C-band. In particular, for any C-band Q, we have |E(Q)| > Nmo
4 ; AND

2) Let Q be a proper generalized chord of C with its C-endpoints in V (P), and let 1 ≤ i < j ≤ m, where pi, pj
are the endpoints of Q. Suppose further that G, letting G = G0 ∪G1 be the natural Q-partition of G, we have

piPpj ⊆ G0, and, for eachC ′ ∈ C\{C},C ′ ⊆ G1. Then |E(p1Ppi)|+|E(Q)|+|E(pjPpm)|+|E(Q)| > 2Nmo
3 .

We begin by proving 1):

62



Lemma 2.3.3. Let T = (G, C, L, C∗) be a critical mosaic and let C ∈ C be an open T -ring. Then G does not contain

a short C-band. In particular, for any C-band Q, we have |E(Q)| > Nmo
4 .

Proof. Suppose toward a contradiction that there is a short C-band Q. Let G = G0 ∪G1, where G0 ∩G1 = Qext and
G0, G1 are as in Definition 2.3.1. By definition, there is aC† ∈ C\{C}withC† ⊆ G0. Let PT (C) := P = p1 · · · pm.

Claim 2.3.4. C ⊆ G1

Proof: Suppose not. Since C is a facial subgraph of G and Qext is a cycle, we have C ⊆ G0. Since Q is a C-band, the
P-endpoints of Q are the endpoints of P, or else there is a vertex p of P in V (G1 \Qext) and thus p ̸∈ V (C0). Thus,
we have P ⊆ Qext, and since C ⊆ G0, the short C-band Q is the unique subpath of C \ E(P ) with endpoints p1, pm
and containing all vertices of C \ P̊. Thus, we have G1 = C, contradicting our assumption that C ̸⊆ G1. ■

We now have the following:

Claim 2.3.5. Qext has no chord in G0, and furthermore, for each vertex v ∈ D1(Qext, G0), G[N(v) ∩ V (Qext)] is a

subpath of Qext of length at most two.

Proof: Suppose not. Thus, there is a k-chord R of Qext in G0, where 1 ≤ k ≤ 2. Let G0 = H ∪ H ′ be the
natural R-partition of H , and note that |V (H)| < |V (G0)|, and |V (H ′)| < |V G0)|. Let K := (H ∩ Qext) + R and
K ′ := (H ′ ∩ Qext) + R. Note that each of K,K ′ is a cycle of length at most |E(Qext)|, since R is either a chord of
Qext or a 2-chord of Qext whose endpoints are not adjacent in Qext. Consider the following cases:

Case 1: G0 = Int(Qext)

In this case, one of the two cycles K,K ′ separates C† from C∗. Since each of K,K ′ is of distance at most Nmo
4 from

V (P̊ ), and each vertex of P̊ is of distance at most Nmo
3 from C \ P̊, each of K,K ′ is of distance at most Nmo

3 + Nmo
4

from C \ P̊, so we contradict Corollary 2.1.30.

Case 2: G0 ̸= Int(Qext)

In this case, we have G0 = Ext(Qext) and C ̸= C∗. By Claim 2.3.4, we have C ⊆ Int(Qext), and one of the two
cycles K,K ′ topoologically separates C from C∗. Since each of K,K ′ has length at most |E(Qext), we get that each
of K,K ′ has length at most 11Nmo

12 . Now, 2Nmo −
(
3
2

) (
11Nmo
12

)
= 15N

24 , and each of K,K ′ is of distance at most
Nmo
3 + Nmo

4 from C \ P̊. Since Nmo
3 + Nmo

4 = 14Nmo
24 < 15Nmo

24 , we contradict Corollary 2.1.30. ■

Now we return to the proof of Lemma 2.3.3. We have the following:

Claim 2.3.6. V (G1) is L-colorable

Proof: Suppose that, for each C ′ ∈ C \ {C}, we have V (C ′ ∩ G1) = ∅. In that case, by Corollary 2.2.29, we
immediately get that V (G1) is L-colorable, so now we suppose there is a C ′ ∈ C \ {C} with V (C ′ ∩G1) ̸= ∅, so we
have C ′ ⊆ G1, since C ′ ∩Qext = ∅. Note that, if Qext is not a separating cycle in G, then we have V (G1) = V (Qext),
contradicting our assumption that C ′ ⊆ G1, so Qext is a separating cycle. Furthermore, by Observation 2.1.8 we have
d(C†, Qext) ≥ d(C†, C)− Nmo

8 ≥
β
3 + 3Nmo − Nmo

8 > β
3 .

If G1 = Ext(Qext), then we have C† ⊆ Int(Qext). Since β ≥ 3N2
mo

5 , we get that V (G1) is L-colorable by Proposition
2.1.20. Now suppose that G1 = Int(Qext). By Claim 2.3.4, we have C ⊆ Int(Qext), and since d(C,Qext) = 0, it
follows from Proposition 2.1.21 that V (G1) is L-colorable. ■
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Applying Claim 2.3.6, let ϕ be an L-coloring of V (G1), let C0
∗ be the outer face of G0 (possibly C0

∗ = C∗), and
consider the oriented tessellation T ′ := (G0, {Qext} ∪ C⊆G0 , LQϕ , C

0
∗).

Claim 2.3.7. T ′ is a mosaic.

Proof: Since |V (Qext)| ≤ Nmo, we immediately have M0) and M1). By Claim 2.3.5, Qext is a highly predictable facial
subgraph of G0, so, since Qext is a closed T ′-ring, we have M2) as well. To finish, we just need to check that the
distance conditions M3) and M4) still hold. If these distance conditions do not hold, then, since T is a mosaic and C is
an open T -ring, there exists a β∗ ∈ {β3 , β}, and a C ′ ∈ C \{C} such that d(C,wT ′(C ′)) < β∗+Rk(T ′|C ′)+ |V (C)|
and d(C,wT (C

′)) ≥ β∗ + Rk(T |C ′) + 2Nmo. Note that Rk(T ′|C ′) = Rk(T |C ′) and wT (C
′) = wT ′(C ′), so

2Nmo < |V (C)|, which is false. We conclude that T ′ is also a mosaic, as desired. ■

Now we finish the proof of Lemma 2.3.3. Consider the following cases:

Case 1: Qext is a separating cycle in G

In this case, we have |V (G0)| < |V (G)|. Since T ′ is a mosaic by Claim 2.3.7, we get that V (G0) is LQϕ -colorable by
the minimality of T . Thus, ϕ extends to an L-coloring of G, contradicting the fact that T is critical.

Case 2: Qext is not a separating cycle in G

In this case, we have V (G1) = V (Qext) and V (G0) = V (G). By the minimality of
∑
v∈V (G) |L(v)|, the mosaic T ′

is colorable, so G is LQϕ -colorable, and thus G is L-colorable, contradicting the fact that T is critical. Thus, there
does not exist a short C-band. Since 2Nmo

3 + Nmo
4 = 11Nmo

12 , it immediately follows that, for any C-band Q, we have
|E(Q)| > Nmo

4 . This completes the proof of Lemma 2.3.3.

The above proves 1) of Theorem 2.3.2. This result, together with the results of Section 2.2, yields the following
corollary:

Corollary 2.3.8. Let T = (G, C, L, C∗), let C ∈ C, and let Q be a generalized chord of Q with |E(Q)| ≤ Nmo
4 . Let

G = G0 ∪ G1 be the natural Q-partition of G. Then there exists a j ∈ {0, 1} such that, for each C ′ ∈ C \ {C},
C ′ ⊆ Gj .

Proof. Suppose toward a contradiction that there exist C0, C1 ∈ C \ {C} such that Cj ⊆ Gj for each j = 0, 1.
Suppose first that C is a closed ring. By 1) of Theorem 2.2.4, Q is not a proper generalized chord of C, soQ is a cycle,
contradicting 2) of Theorem 2.2.4. Thus, C is an open ring. Let P := PT (C). IfQ is a not a proper generalized chord
of C, then Q is a cycle and we contradict Corollary 2.1.30. Thus, Q is a proper generalized chord of C.

By 3) of Theorem 2.2.4, we have Q ̸∈ K(C, T ). By Lemma 2.3.3, Q does not have both endpoints in P. Thus,
precisely one endpoint of Q lies in V (P̊) and one endpoint of Q lies in V (C \ P). Let P := p1 · · · pm and let
r ∈ {2, · · · ,m− 1}, where pr is the P̊-endpoint of Q. Since |E(P)| ≤ 2Nmo

3 , we have |E(p1Ppr)|+ |E(prPpm)|+
2|E(Q)| < 4Nmo

3 , so either |E(p1Ppr)| + |E(Q)| < 2Nmo
3 or |E(prPpm)| + |E(Q)| < 2Nmo

3 . In either case, we
contradict 4) of Theorem 2.2.4.

Given the results of Corollary 2.3.8, it is natural to introduce the following notation, which we use throughout the
remaining chapters.

Definition 2.3.9. Let T = (G, C, L, C∗) be a critical mosaic, let C ∈ C, and let Q be a generalized chord of C
with |E(Q)| ≤ Nmo

4 . We define two graphs Gsmall
Q and Glarge

Q , each a subgraph of G, in the following way. We let
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G = Gsmall
Q ∪ Glarge

Q be the natural Q-partition of G, where C ′ ⊆ Glarge
Q for all C ′ ∈ C \ {C}. In particular, note that

if C is an open T -ring and Q ∈ K(C, T ) with |E(Q)| ≤ 2Nmo
3 , then Gsmall

Q = G1
Q and Glarge

Q = G0
Q. By Corollary

2.2.29, the graphs Gsmall
Q and Glarge

Q are uniquely defined, since there exists a C ′ ∈ C \ {C} with C ′ ⊆ Glarge
Q .

We now prove 2) of Theorem 2.3.2, which we restate below.

Lemma 2.3.10. Let T = (G, C, L, C∗) be a critical mosaic and let P := p1 · · · pm. Let Q be a proper generalized

chord of C with its C-endpoints in V (P). Let 1 ≤ i < j ≤ m, where pi, pj are the endpoints of Q. Let G =

G0 ∪ G1 be the natural Q-partition of G, where piPpj ⊆ G0, and, for each C ′ ∈ C \ {C}, C ′ ⊆ G1. Then

|E(p1Ppi)|+ |E(Q)|+ |E(pjPpm)|+ |E(Q)| > 2Nmo
3 .

Proof. Given a proper generalized chord Q of C, we say that Q is defective if Q has both endpoints in P and further-
more, letting G = G0 ∪G1 be the natural Q-partition of G and letting 1 ≤ i < j ≤ m, where pi, pj are the endpoints
of Q, the following hold.

1) piPpj ⊆ G0, and, for each C ′ ∈ C \ {C}, C ′ ⊆ G); AND

2) |E(p1Ppi)|+ |E(Q)|+ |E(pjPpm)| ≤ 2Nmo
3 .

Suppose toward a contradiction that there is a defective generalized chord Q of C. Among all defective generalized
chords of C, we choose Q so that |V (Glarge

Q )| is minimized. By 1) of the definition above, Glarge
Q and Gsmall

Q are
well-defined. Let 1 ≤ i < j ≤ m, where pi, pj are the endpoints of Q. Since C \ {C} ≠ ∅, we fix a C ′ ∈ C \ {C}.

Claim 2.3.11. Gsmall
Q is L-colorable.

Proof: Each vertex ofGsmall
Q \{pi, · · · , pj} has an L-list of size five. Since V (P) is L-colorable, let ϕ be an L-coloring

of piPpj . By M1), each vertex of Gsmall
Q \ {pi, · · · , pj} with a neighbor in piPpj has an Lϕ-list of size at least three.

Thus, Gsmall
Q \ {pi, · · · , pj} has a lone facial subgraph F containing all vertices of Gsmall

Q \ {pi, · · · , pj} with Lϕ-lists
of size less than five, and each vertex of F has an Lϕ-list of size at least three. By Theorem 0.2.3, ϕ extends to an
L-coloring of Gsmall

Q . ■

Let P† := p1PpiQpjPpm and let C† := C ∩Glarge
Q +Q. Now we note the following:

Claim 2.3.12. V (P†) ̸= V (C†) and there does not exist a chord xy of C† with x ∈ V (P†) and y ∈ V (C† \ P †).

Proof: Firstly, since p1pm is not an edge of C, we have V (P†) ̸= V (C†). Now suppose toward a contradiction that
there is a chord xy of C†, where x ∈ V (P†) and y ∈ V (C† \P†). Note that y ∈ V (C \P) and G contains the paths
Q1, Q2, whereQ1 := piQxy andQ2 := pjQxy. Each ofQ1, Q2 is a proper generalized chord ofC with precisely one
endpoint in P and one endpoint inC\P. Note that |E(p1Ppi)|+|E(Q1)| ≤ 2Nmo

3 and |E(pjPpm)|+|E(Q2)| ≤ 2Nmo
3 .

If each of pi, pj is an endpoint of P, then we have i = 1 and j = m, and Q1, Q2 ∈ K(C, T ). By 3) of Theorem 2.2.4
applied to Q2, we have C ′ ⊆ G0

Q2
. Thus, Q1 separates C ′ from P , contradicting 3) of Theorem 2.2.4 applied to Q1.

Thus, suppose without loss of generality that pi is an internal vertex of P . If pj = pm, then, by Theorem 2.2.4,
C ′ ⊆ G0

Q2
. But then, by 4) of Theorem 2.2.4, we have |E(p1Ppi)|+ |E(Q1)| > 2Nmo

3 , which is false. Thus, pj is also
an internal vertex of P . Since |E(p1Ppi)| + |E(Q1)| ≤ 2Nmo

3 , it follows from 4) of Theorem 2.2.4 that Q1 separates
C ′ from p1. But since |E(pjPpm)| + |E(Q2)| ≤ 2Nmo

3 as well, it again follows from 4) of Theorem 2.2.4 that Q2

separates C ′ from pm, so C ′ ⊆ Gsmall
Q , which is false. This completes the proof of Claim 2.3.12. ■

Finally, we show the following:
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Claim 2.3.13. P† is a chordless path, and furthermore, for each vertex v ∈ V (G1 \ C†), G[N(v) ∩ V (P†)] is a

subpath of P† of length at most one.

Proof: If this does not hold, then there is a k-chord R of P†, where 1 ≤ k ≤ 2, and either k = 1 or, if k = 2, then
the endpoints of R are not adjacent in P†. Let u, v be the endpoints of R. Since T satisfies M1) and C is an induced
subgraph of G, at least one of u, v lies in V (Q) \ {pi, pj}, so let v ∈ V (Q) \ {pi, pj}. Consider the following cases:

Case 1: u ∈ {p1, · · · , pi} ∪ {pj , · · · , pm}

In this case, suppose without loss of generality that u ∈ {p1, · · · , pi}. Let Q′ := uRvQpi and let Q′′ := uRvQpj .
Then Q′′ is a proper generalized chord of C with endpoints u, pj in P. Let G = G′′

0 ∪G′′
1 be the natural Q′′-partition

of G, where uPpj ⊆ G′′
0 . Then G′′

1 is a proper subgraph of Glarge
Q . Furthermore, since R is either a chord of P † or a

2-chord of P† with endpoints which are not adjacent in P†, we have

|E(p1Pu)|+ |E(Q′′)|+ |E(pjPpm)| ≤ |E(p1Ppi)|+ |E(Q)|+ |E(pjPpm)| ≤ 2Nmo

3

Thus, there exists a C ′′ ∈ C \ {C} with C ′′ ⊆ G′′
0 . Since C ′′ ⊆ G′′

0 and Q does not separate C ′′ from C \ P , the
generalized chord Q′ of C separates C ′′ from C \P as well. By Lemma 2.3.3, we have the following two inequalities:

|E(R)|+ |E(piQv)|+ |E(uPpi)| >
11Nmo

12

|E(R)|+ |E(vQpj)|+ |E(uPpj)| >
11Nmo

12

Combining these, since |E(R)| ≤ 2, we have |E(Q)|+ 2|E(uPpi)|+ |E(piPpj)|+ 2 ≥ 22Nmo
12 . On the other hand,

since Q is defective, we have |E(Q) ≤ 2Nmo
3 − |E(p1Ppi)| − |E(pjPpm)|. Thus, we have the following:(

2Nmo

3
− |E(p1Ppi)| − |E(pjPpm)|

)
+ 2|E(uPpi)|+ |E(piPpj)|+ 2 ≥ 22Nmo

12

Since |E(P)| ≤ 2Nmo
3 , we have |E(piPpj)| ≤ 2Nmo

3 − |E(p1Ppi)| − |E(pjPpm)|. Thus, we have

2

(
2Nmo

3
− |E(p1Ppi)| − |E(pjPpm)|

)
+ 2|E(uPpi)|+ 2 ≥ 22Nmo

12

Since |E(p1Ppi)| = |E(p1Pu)|+ |E(uPpi)|, we have 4Nmo
3 + 2 ≥ 22Nmo

12 , which is false. This completes Case 1.

Case 2: u ∈ V (Q) \ {pi, pj}

This case is easier than Case 1. In this case, let Q′ := piQuRvQpj . Let G = G′
0 ∪ G′

1, where G′
0 ∩ G′

1 = Q′ and
piPpj ⊆ G′

0. NOte that, since R us either a chord of Q or a 2-chord of Q with endpoints which are not adjacent in Q,
we have |E(p1Ppi)| + |E(Q′)| + |E(pjPpm)| ≤ 2Nmo

3 . Furthermore, since there is an internal vertex of xQy lying
in G′

0 \ V (Q′), we have |V (G′
1) < |V (Glarge

Q )|. Thus, there exists a C ′′ ∈ C \ {C} such that Q′ separates C ′′ from
C \ P, or else Q′ is a defective path, contradicting the minimality of Q. In that case, since C ′′ ̸⊆ Gsmall

Q , the cycle
D := xQyRx separates C ′′ from C. Note that, since u, v are not adjacent in Q and |E(Q)| ≤ 2Nmo

3 , each vertex of D
is of distance at most Nmo

3 from {pi, pj}, and thus d(D,C \P) ≤ 2Nmo
3 . Furthermore, |E(D)| ≤ 2Nmo

3 + 1. But then,
since D separates C from C ′′, we contradict Corollary 2.1.30. This completes the proof of Claim 2.3.13. ■

Combining Claim 2.3.12 and Claim 2.3.13, sinceC is an induced subgraphG, it follows thatC† is an induced subgraph
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of G†. By Claim 2.3.11, there is an L-coloring ϕ of Gsmall
Q . Since C† has no chord in Glarge

Q , ϕ is an L-coloring of the
subgraph of G induced by Gsmall

Q .

Let L′ be a list-assignment for V (Glarge
Q ), where L′(x) = {ϕ(x)} for each x ∈ V (P†) and L′(x) = L(x) for

all x ∈ V (G1 \ P†). Note that V (P†) is L′-colorable, since |L(p)| = 1 for each p ∈ V (P), C† is a chordless
cycle in Glarge

Q and V (P†) ̸= V (C†). Let C∗∗ be the outer face of Glarge
Q (i.e C∗∗ is either C∗ or C†). Let T ′ :=

(Glarge
Q , {C†} ∪ (C \ {C}, L′, C∗∗). Since V (P†) is L′-colorable, T ′ is a tessellation. Since V (C†) ̸= V (P†), C†

is an open T ′-ring. By assumption on Q, we have |E(P†)| ≤ 2Nmo
3 , so T ′ satisfies M0). M2) is immediate, and,

by Claim 2.3.13, T ′ satisfies M1) as well. Since each vertex of C† \ P̊† lies in V (C \ P̊), we immediately get that
T ′ also satisfies distance conditions M3) and M4) of Definition 2.1.6 as well. Thus, T ′ is indeed a mosaic. Since
|V (Glarge

Q )| < |V (G)|, Glarge
Q admits an L-coloring, so ϕ extends to an L-coloring of G, contradicting the fact that T is

critical. This completes the proof of Lemma 2.3.10.

The above proves 2) of Theorem 2.3.2, and thus completes the proof of Theorem 2.3.2. This result has the following
useful corollary:

Corollary 2.3.14. Let T = (G, C, L, C∗) be a critical mosaic, let C be an open T -ring, and let P := PT (C). Let

P := p1 · · · pm. Then the following hold.

1) Let Q be a proper generalized chord of C with its C-endpoints in V (P), where |E(Q)| ≤ Nmo
4 , and let 1 ≤ i <

j ≤ m, where pi, pj are the endpoints of Q. Then |E(p1Ppi)|+ |E(Q)|+ |E(pjPpm)| > 2Nmo
3 ; AND

2) |E(P)| = ⌊ 2Nmo
3 ⌋

Proof. 1) is an immediate consequence of Theorem 2.3.2, since Q separates the path piPpj from each element of
C \ {C}. Now we prove 2). Suppose |E(P)| ≠ ⌊ 2Nmo

3 ⌋. Thus, since E(P) ≤ 2Nmo
3 we have |E(P)| < ⌊ 2Nmo

3 ⌋. By our
triangulation conditions, p1, p2 have a unique common neighbor x ∈ D1(C). Applying 1) to Q := p1xp2, we have
2 + (|E(P)| − 1) > 2Nmo

3 , contradicting the fact that |E(P)| < ⌊ 2Nmo
3 ⌋.
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Chapter 3

Vertices of Distance One From Open
Rings

Given a critical mosaic T = (G, C, L, C∗), the goal of this chapter is to characterize the ball of distance one from each
open ring C ∈ C. In order to state our main theorem for Chapter 3, we first introduce the following definition.

Definition 3.0.1. Let T = (G, C, L) be a chart, let C ∈ C be an open T -ring, and let P := PT (C). Given an
x ∈ D1(C \ P̊), we say that x is a C-shortcut if one of the following conditions holds.

1) There exists a C ′ ∈ C \ {C} such that d(x,wT (C
′)) < d(C \ P̊, wT (C

′)); OR

2) x has a neighbor in P̊.

We now state our main result for Chapter 3, which we prove over the next three sections.

Theorem 3.0.2. Let T be a critical mosaic, let C be an open T -ring, and let P := PT (C). Then G contains a unique

cycle C1 := w1 · · ·wr such that V (C1) = D1(C,G), and such that, letting G = G0 ∪G1 be the natural C1-partition

of G, where C ⊆ G0, the following hold.

1) For each v ∈ V (C1), the subgraph of G0 induced by {v} ∪ N(v) is either an edge or a broken wheel with

principal vertex v; AND

2) If wiwj is a chord of C1, and each of wi, wj has a neighbor in C \ P̊, then the following hold.

i) |i− j| = 2 and wiwj ∈ E(G1). In particular, wiwj does not separate two vertices of G1 \ C1; AND

ii) Neither of wi, wj has a neighbor in P; AND

iii) Each of wi, wj is a C-shortcut.

3.1 2-Chords on One Side of the Precolored Path

The main result of this section is the following:

Lemma 3.1.1. Let T = (G, C, L, C∗) be a critical mosaic and let C ∈ C be an open ring. Let Q := v1v2v3 be a

2-chord of C with v1v2v3 ∈ K2(C, T ). Then V (G1
Q) = {v2}∪V (C ∩G1

Q), and G1
Q is a broken wheel with principal

path v1v2v3.

Proof. Given a path xwy ∈ K2(T , C), we call xwy a bad path if V (G1
xwy) ̸= {v} ∪ V (C ∩ G1

xwy). It suffices to
prove that there does not exist a bad path. Fix P := PT (C) and suppose toward a contradiction that there exists a bad

68



path xwy ∈ K2(C, T ), and let xwy be chosen so as to minimize |V (G1
xwy)| over all bad paths. By 3) of Theorem

2.2.4, each vertex of G1
xwy \ C has an L-list of size five. Let S := V (G1

xwy) \ ({w} ∪ V (C)).

Claim 3.1.2. aaaaaaaaaaaaaaaaaaaaaa

1) |V (G1
xwy ∩ C)| ≥ 4; AND

2) For every vertex v ∈ V (G1
xwy ∩ C) \ {x, y}, v is not adjacent to w; AND

3) x, y ̸∈ V (P); AND

4) G0
xwy is L-colorable.

Proof: Let G1
xwy ∩ C = xv1 · · · vty for some integer t. If t ≤ 1, then the cycle xwyv1 · · · vt has length at most 4.

However, since xwy is a bad path, we have V (G1
xwy) ̸= {w, x, y} ∪ {v1, · · · , vt}, so xwyv1 · · · vt separates a vertex

of V (G1
xwy) \ {w, x, y, v1, · · · , vt} from G0

xwy , contradicting the fact that T is a tessellation. Thus, we have t ≥ 2,
so |V (G1

xwy ∩ C)| ≥ 4. This proves Fact 1.

Now let i ∈ {1, · · · , t} and suppose toward a contradiction that viw ∈ E(G). Now consider the two paths xwvi
and viwy. Note that |V (G1

xwvi)| < |V (G1
xwy)|, since G1

xwvi ⊆ G1
xwy and y ̸∈ V (G1

xwvi). Likewise, |V (G1
viwy)| <

|V (G1
xwy)|. Thus, by the minimality of xwy, we have V (G1

xwvi) = {w} ∪ {x, v1, · · · , vi}, and V (G1
viwy) = {w} ∪

{vi, · · · , vt, y}. ButG1
xwy = G1

xwvi∪G
1
viwy , so we then we have V (G1

xwy) = {w}∪{x, v1, · · · , vt, y}, contradicting
the fact that xwy is bad. Thus, for each i ∈ {1, · · · , t}, vi is not adjacent to wi. This proves Fact 2.

Let P = p1p2 · · · pm. Suppose toward a contradiction that {x, y} ∩ {p1, pm} ≠ ∅, and suppose without loss of
generality that x = p1. Since p1 · · · pm ⊆ G0

xwy , we have v1 ̸∈ V (P). Let L(p1) = {c} and let a, b ∈ L(v1) \ {c}.
Let L∗ be a list-assignment for G \ {v1} where L∗(u) = L(u) \ {a, b} for all u ∈ N(v1) \ V (C), and L∗(u) = L(u)

for all u ∈ V (G \ {vi}) \ (N(v1) ∩ V (C)). Furthermore, there is a facial subgraph C† of G \ {v1} such that
V (C†) = (V (C) \ {v1}) ∪ N(v1). We claim now that G \ {v1} is L∗-colorable. We just need to check that the
tessellation T ′ := (G \ {v1}, (C \ {C}) ∪ {C†}, L∗) is a mosaic. Note that C† is an open T ′-ring, and furthermore,
since xwy separates ({v1} ∪N(v1)) \ {x,w, y} from G0

xwy \ {x,w, y}, T ′ still satisfies M1).

Thus, if T ′ is not a mosaic, then there exists a C ′ ∈ C \ {C} such that d(wT ′(C ′), wT ′(C†)) violates either M3) or
M4) of Definition 2.1.6. For any subgraph H of C ′ and any shortest (H,C \ P̊)-path P ∗ in G, P ∗ does not have v1 as
an endpoint, since any such P ∗ has nonempty intersection with {x,w, y}, and w is not adjacent to v1. Since P ∗ does
not have v1 as an endpoint, we have d(wT ′(C ′), wT ′(C†)) ≥ d(wT (C

′), wT (C)), so T ′ is indeed a mosaic.

Thus, by the minimality of T , G \ {v1} admits an L∗-coloring ϕ. Then there is a color of {a, b} not used among the
vertices of N(v1) \ {v2}, so there is a color left over for v1. Thus, ϕ extends to an L-coloring of G, contradicting the
fact that T is critical. This proves Fact 3 of Claim 3.1.2.

Now we show that G0
xwy is L-colorable. Let G∗ be a graph with obtained from G \ S by adding to G \ S the edges

{wvi : i = 1, · · · , t} in G1
xwy \ S. The chart T ′ := (G∗, C, L) does not violate distance conditions M3) or M4) of

Definition 2.1.6, and, since {x,w, y} separates P from G∗ \G0
xwy , M1) is still satisfied as well, so T ′ is a mosaic. By

assumption, S ̸= ∅ and thus |V (G∗)| < |V (G)|. Since (G∗, C, L) is a mosaic, G∗ is L-colorable by the minimality
of T . Since G0

xwy ⊆ G∗, we get that G0
xwy is L-colorable, as desired. This completes the proof of Claim 3.1.2. ■

By Fact 4 of Claim 3.1.2, there exists an L-coloring of G0
xwy . Since this L-coloring of G0

xyw does not extend to
L-color G, and C is an induced subgraph of G, it follows from 1) of Proposition 1.5.1 that there exists a vertex v∗ ∈ S
such that each of x,w, y is adjacent to v∗.
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Since v∗ is adjacent to x, y and v∗ ̸∈ V (C), we have v∗ ∈ D1(C,G). Furthermore, note that G1
xv∗y ⊆ G1

xwy , and
thus |G1

xv∗y| < |V (G1
xvwy)|, since w ̸∈ V (G1

xv∗y). By the minimality of xwy, the path xv∗y is not bad. Thus,
V (G1

xv∗y) = {v∗}∪V (G1
xv∗y ∩C). In particular, sinceG is short-separation-free-, G1

xy is a wheel with central vertex
v∗ adjacent to all the vertices of the cycle xwyv1 · · · vt. Now we let ψ be an L-coloring of G0

xwy .

Claim 3.1.3. There is a set of two colors a, b such that the following hold.

1) L(v∗) = {a, b} ∪ {ψ(x), ψ(w), ψ(y)}; AND

2) {a, b} ⊆ L(vi) for each i = 1, · · · , t.

Proof: Since ψ does not extend to an L-coloring of G, we have |Lψ(v∗)| = 2 by 1) of Proposition 1.5.1. This proves
1). Furthermore, each of the two colors in Lψ(v∗) lies in L(vi) for each i = 1, · · · , t, or else, applying Proposition
1.4.4, we obtain an L-coloring of G0

xv∗y which extends to an L-coloring of G. ■

Let L∗ be a list-assignment for G0
xv∗y such that L∗(v∗) = L(v) \ {a, b}, and L∗(u) = L(u) for all u ∈ V (G1

xv∗y) \
{v∗}. Let C ′′ := (C ∩G0

xv∗y) + xv∗y. Consider the tessellation T ∗ := (G0
xv∗y, (C \ {C}) ∪ {C ′′}, L∗).

We claim that T ∗ is a mosaic. Since {x,w, y} separates v∗ from P, T ∗ still satisfies M1), and M0) and M2) are
immediate. Thus, if T ∗ is not a mosaic, then there exists a C ′ ∈ C \ {C} such that d(wT ∗(C ′), wT ∗(C ′′)) violates
either M3) or M4) of Definition 2.1.6. For any subgraph H of C ′ and any shortest (H,C)-path P in G, we have v∗ ̸∈
V (P ), since v∗ ̸∈ V (C) and the deletion of {x,w, y} separates v∗ from C ′. Thus, we have d(wT ∗(C ′), wT ∗(C ′′)) ≥
d(wT (C

′), wT (C)). Since T is a mosaic, T ∗ is also a mosaic.

Since |V (G0
xv∗y)| < |V (G)|, there is an L∗-coloring ϕ of G0

xv∗y by the minimality of T . Furthermore, since T is
critical, ϕ does not extend to an L-coloring of G. Thus, since ϕ(v∗) ̸∈ {a, b}, we have ϕ(x), ϕ(y) ∈ {a, b}, or else
we extend ϕ to an L-coloring of G by coloring the vertices of v1 · · · vt with the colors of {a, b}. Now let ϕ′ be the
restriction of ϕ to V (G0

xwy).

Claim 3.1.4. There is a pair of colors r, s ∈ Lϕ′(v∗) with r, s ̸∈ {a, b}.

Proof: If ϕ′(x) = ϕ′(y), then suppose without loss of generality that ϕ′(x) = ϕ′(y) = a. In this case, we have
|Lϕ′(v∗)| ≥ 3, since |{ϕ′(x), ϕ′(w), ϕ′(y)}| = 2. Since |Lϕ′(v∗) \ {b}| ≥ 2, we have our desired r, s. On the other
hand, if ϕ′(x) ̸= ϕ′(y), then {ϕ′(x), ϕ′(y)} = {a, b}, and thus Lϕ′(v∗) is disjoint to {a, b}. Since |Lϕ′(v∗)| ≥ 2 in
this case, we again have our desired r, s. ■

Let r, s ∈ Lϕ′(a) be as in Claim 3.1.4. Since {a, b} ⊆ L(v1) by Claim 3.1.3 and |L(v1)| = 3, and least one of r, s
does not lie in L(v1). Suppose without loss of generality that r ̸∈ L(v1). Then the coloring (ϕ′(x), r, ϕ′(y)) of xv∗y
extends to an L-coloring of the broken wheel G1

xv∗y , and thus ϕ′ extends to an L-coloring of G, contradicting the fact
that T is critical. Thus, there is no bad path in K2(C, T ), as desired.

Now let v ∈ D1(C,G) with |N(v) ∩ V (C)| ≥ 2 and let xvy ∈ K2(C, T ). Since xvy is not a bad path, we have
V (G2

xvy) = {v} ∪ V (G1
xvy ∩ C). Let G1

xvy ∩ C = xv1 · · · vty for some t ≥ 0. Since C is an induced cycle of G,
it follows from our triangulation conditions that vvi ∈ E(G1

xvy) for each i = 1, · · · , t, so G1
xvy is indeed a broken

wheel with principal path xvy. This completes the proof proves Lemma 3.1.1.
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3.2 3-Chords on One Side of the Precolored Path

In this section, we prove an analogue to Lemma 3.1.1 for 3-chords of C.

Lemma 3.2.1. Let T = (G, C, L, C∗) be a critical mosaic, let C ∈ C be an open ring, and let Q := x1x2x3x4 be a

3-chord of C with Q ∈ K(C, T ). Then the following hold.

1) If |V (G1
Q \Q)| > 1, then G0

Q is L-colorable; AND

2) If |V (G0
Q)| < |V (G), N(x2) ∩ V (C ∩ G1

Q) = {x1}, and N(x3) ∩ V (C ∩ G1
Q) = {x4} then there exists a

v ∈ V (G1
Q) \ V (C) with at least three neighbors on Q; AND

3) V (G1
Q) ⊆ B1(C); AND

4) If there exists a j ∈ {2, 3} such that xj is not a C-shortcut, then V (G1
Q) = V (Q) ∪ V (C ∩G1

Q).

Proof. We first prove 1). Consider the following cases:

Case 1: For each j ∈ {2, 3}, xj is not a C-shortcut.

In this case, we simply let D be the cycle (C ∩G0
Q)+Q. Then, since neither x2 nor x3 is a C-shortcut, the tessellation

(G0
Q, (C \ {C}) ∪ {D}, L) is also a mosaic. Since |V (G0

Q)| < |V (G)|, G0
Q is L-colorable by the minimality of T .

Case 2: There exists a j ∈ {2, 3} such that xj is a C-shortcut.

In this case, suppose without loss of generality that x3 is a C-shortcut. We break this into two subcases/

Case 2.1 x2 is not a C-shortcut.

In this case, let G† be a graph obtained from G0
Q by adding to G0

Q a lone vertex v∗ adjacent to each vertex of
{x2, x3, x4}. Set P † := x1x2v

∗x4, and let C† := (G1
Q ∩ C) + P †. Let L† be a list-assignment for V (G†) where

L†(w) = L(w) for all w ∈ V (G†) \ {v∗}, and L†(v∗) is an arbitrary 3-list. We claim that T ′ := (G†, (C \ {C}) ∪
{C†}, L†) is a mosaic.

M0) and M2) are immediate. Since x2 is not a C-shortcut, T ′ satisfies M1) and distance conditions M3) and M4) of
2.1.6. It thus suffices to check that G† is short-separation-free. If not, then G0

Q contains a k-chord Q∗ of Q, where
Q∗ has endpoints x2, x4 and 1 ≤ k ≤ 2. Since G is short-separation-free, the deletion of Q∗ leaves C ′ and x3 in
different connected components of G \Q∗ for each C ′ ∈ C, and also leaves V (P̊T (C)) and x3 in different connected
components of G \ Q∗. But then, since each vertex of Q∗ lies in B1(C,G), x3 is not a C-shortcut, contradicting our
assumption. Thus, T ′ is indeed a mosaic. By assumption, we have |V (G†)| < |V (G)|, and thus G† is L†-colorable
by the minimality of T , so G0

Q is indeed L-colorable, as desired.

Case 2.2 x2 is a C-shortcut.

In this case, let G† be a graph obtained from G0
Q by adding to G0

Q a lone vertex v∗ adjacent to each vertex of
{x1, x2, x3, x4}. Set P † := x1v

∗x4, and let C† := (G0
Q ∩ C) + P †. Let L† be a list-assignment for V (G†) where

L†(w) = L(w) for all w ∈ V (G† − v∗), and L†(v∗) is an arbitrary 3-list. We claim that T ′ := (G†, (C \ {C}) ∪
{C†}, L†) is a mosaic. The distance conditions M3) and M4) are clearly satisfied in this case, and, since there is
no chord of C† with one endpoint in V (P̊T (C)) where v∗ is the other endpoint, we have M1). M0) and M2) are
immediate. We just need to check that T ′ is a tessellation. It suffices to check that G† is short-separation-free.

If G† is not short-separation-free, then G0
Q contains a k-chord Q∗ of Q, where 1 ≤ k ≤ 2. Since G is short-

separation-free, the deletion of Q∗ leaves a vertex x′ ∈ {x2, x3} in a different connected component of G \Q∗ from
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any vertex of G0
Q \Q∗. Since each vertex of Q∗ lies in B1(C), this contradicts our assumption that each of x2, x3 is a

C-shortcut. Thus, T ′ is indeed a mosaic. By assumption, we have |V (G†)| < |V (G)|, and thus G† is L†-colorable by
the minimality of T . Thus, G0

Q is indeed L-colorable, as desired. This proves 1).

Now we prove 2). Let N(x2) ∩ V (C ∩ G1
Q) = {x1} and N(x3) ∩ V (C ∩ G1

Q) = {x4}. By 1), G0
Q is L-colorable,

since |V (G1
Q)| < |V (G) by assumption. Since |V (G0

Q)| < |V (G)|, the path C ∩G1
Q has length at least two, or else G

contains a separating cycle of length at most four. Thus, Q does not have a chord in G1
Q, so the subgraph of G induced

by G0
Q is L-colorable. Let ϕ be an L-coloring of V (G0

Q). Since T is critical, ϕ does not extend to L-color G. Since
N(x2) ∩ V (C ∩G1

Q) = {x1} and N(x3) ∩ V (C ∩G1
Q) = {x4}, it follows from 1) of Proposition 1.5.1 that there is

a vertex of V (G1
Q) \ V (Q ∪ C) with at least three neighbors in Q.

Now we prove 3). We proceed analogously to the proof of Lemma 3.1.1. Given a 3-chord Q of C with Q ∈ K(C, T ),
we call Q defective if V (G1

Q) \ V (Q ∪ C) ̸⊆ B1(C). Suppose toward a contradiction that a defective 3-chord Q of
C exists, and, among all defective 3-chords of C, choose Q so that |V (G1

Q)| is minimized. By Proposition 2.1.22, the
graph G[V (C ∩G1

Q)] is a chordless path with endpoints x1, x4. Furthermore, this path has length at least two, or else,
since V (G1

Q) \V (Q∪C) ̸= ∅, the cycle x1x2x3x4 separates a vertex of V (G1
Q) \V (Q) from G0

Q \Q, contradicting
short-separation-freeness. Thus, let G[V (C ∩G1

Q)] = q0q1 · · · qt+1, where t ≥ 1, q0 = x1 and qt+1 = x4.

Since V (G1
Q) \B1(C,G) ̸= ∅, let v† ∈ V (G1

Q) \B1(C). Note now that N(x2) ∩ V (C ∩G1
Q) = {x1}. To see this,

suppose toward a contradiction that there exists an s ∈ {1, · · · , t+1} such that x2qs ∈ E(G). Suppose that s = t+1,
and let Q∗ := x1x2x4. By Lemma 3.1.1, we have V (G1

Q∗) \V (Q∗ ∪C) = ∅, and thus, the 3-cycle x2x3x4 separates
v† from G0

Q \ Q, contradicting short-separation-freeness. Thus, we have s ∈ {1, · · · , t}. Let Q∗ := x1x2qs and let
Q∗∗ = qsx2x3x4. By Lemma 3.1.1, we have V (G1

Q∗) = {x1, x2} ∪ {q1, · · · , qs}, and thus v† ∈ V (G1
Q∗). By the

minimality ofQ, we have V (G1
Q∗∗) = {v†, x2, x3}∪{qs, · · · , qt+1}, and thus V (G1

Q) = V (Q)∪{v†}∪{q1, · · · , qt},
contradicting the fact that Q is defective. The same argument as above shows that N(x3) ∩ V (C ∩G1

Q) = {x4}.

By 2), there exists v∗ ∈ V (G1
Q) \ V (Q ∪ C) such that v∗ has three neighbors among the vertices of Q. Since v∗

has at least one neighbor in {x1, x4}, we have v∗ ∈ B1(C,G). In particular, v∗ ̸= v†. Suppose without loss of
generality that x1, x3 ∈ N(v∗) and let Q∗ := x1v

∗x3x4. If v† ∈ V (G1
Q∗), then Q∗ is a defective path of K3(C, T ).

Since x2 ̸∈ V (G1
Q∗), we have |V (G1

Q∗)| < |V (G1
Q)|. Thus, we have v† ̸∈ V (G1

Q∗), and thus the 4-cycle x1v∗x3v4
separates v∗ from v†, contradicting short-separation-freeness.

Now we prove 4). We proceed analogously to the proof of 2). Given a 3-chord Q of C, we call Q a bad 3-chord if the
following hold.

1) Q ∈ K(C, T ); AND

2) There exists an x ∈ V (Q̊) such that x is not a C-shortcut; AND

3) V (G1
Q) ̸= V (Q) ∪ V (C ∩G1

Q).

Suppose toward a contradiction that there exists a Q ∈ K3(C, T ) which is bad, and, among all such elements of
K3(C, T ), choose Q so that |V (G1

Q)| is minimized. Let Q := x1x2x3x4 and suppose without loss of generality that
x2 is not a C-shortcut. By Proposition 2.1.22, the graph G[V (C ∩ G1

Q)] is a chordless path with endpoints x1, x4.
Furthermore, this path has length at least two, or else, since Q is bad, the cycle x1x2x3x4 separates a vertex of
V (G1

Q) \ V (Q) from C ′, contradicting short-separation-freeness. Thus, let G[V (C ∩ G1
Q)] = q0q1 · · · qt+1, where

t ≥ 1, q0 = x1 and qt+1 = x4. Now we note the following :

Claim 3.2.2. Q is an induced subpath of G1
Q.
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Proof: Suppose towards a contradiction that G1
Q contains a chord of Q. Since C is a chordless cycle, G1

Q either
contains the edge x2x4 or x1x3. Suppose that x1x3 ∈ E(G1

Q) and let Q∗ := x1x3x4. By Lemma 3.1.1, x3 is
adjacent to each vertex of {q0, q1, · · · , qt+1}. Thus, we have V (G1

Q) = V (Q) ∪ {q1, · · · , qt}, or else the triangle
x1x2x3 separates a vertex of G1

Q \ V (C ∪ Q) from G0
Q, contradicting the fact that G is short-separation-free. Since

V (G1
Q) = V (Q)∪ {q1, · · · , qt}, we contradict the fact that Q is bad. The same argument shows that x2x3 ̸∈ E(G1

Q).
Thus, Q is indeed an induced subpath of G1

Q, as desired. ■

Since Q is bad, we have |V (G0
Q)| < |V (G)|, and thus G0

Q is L-colorable by 1). Since Q is an induced subpth of
G1
Q, and C ∩ G1

Q is a chordless path of length at least two, it follows that the subgraph of G induced by V (G0
Q) is

L-colorable. We claim now that N(x2)∩V (C ∩G1
Q) = {x1}, and, likewise, N(x3)∩V (C ∩G1

Q) = {x4}. Suppose
toward a contradiction that there exists a j ∈ {1, · · · , t + 1} such that x2qj ∈ E(G). Since Q is an induced subpath
of G1

Q by Claim 3.2.2, we have j ̸= t + 1. Let Q∗ := x1x2qj and let Q∗∗ := qjx2x3x4. By Lemma 3.1.1, we have
V (G1

Q∗) = {q1, · · · , qj} ∪ {x1, x2}. Since V (G1
Q) ̸= V (Q) ∪ V (C ∩G1

Q), there exists a w ∈ V (G1
Q) \ V (C ∪Q)

with w ∈ V (G1
Q∗).

Since x2is not a C-shortcut, Q∗∗ is also a bad path of K3(C, T ), yet |V (G1
Q∗∗)| < |V (G1

Q)|, so this contradicts the
minimality of Q. We conclude that N(x2) ∩ V (C ∩ G1

Q) = {x1}, as desired. Now suppose toward a contradiction
that there exists a j ∈ {0, 1, · · · , t} such that x3qj ∈ E(G). Since Q is an induced subpath of G1

Q by Claim 3.2.2, we
have j ̸= 0. Let Q∗ := x4x3qj and let Q∗∗ := x1x2x3qj . Since x2 ∈ V (Q∗∗), an identical argument to the above
shows that Q∗∗ is also a bad element of K3(C, T ) with |V (G1

Q∗∗)| < |V (G1
Q)|, contradicting the minimality of Q.

By 2), there exists a v∗ ∈ V (G1
Q) \ V (Q ∪ C) such that v∗ has at least three neighbors among the vertices of Q. We

claim now that V (G1
Q) = V (Q) ∪ {v∗} ∪ {q1, · · · , qt}. To see this, suppose toward a contradiction that there is a

v† ∈ V (G1
Q) \ V (Q ∪ C) with v† ̸= v∗. Note that, since N(v∗) ∩ V (Q)| ≥ 3, G contains a 4-chord Q∗ of C with

endpoints x1, x4, such that Q∗ \ {x1, x4} = v∗xj for some j ∈ {2, 3}. Then |V (G1
Q∗)| < |V (G1

Q)|, since at least one
of {x2, x3} lies outside of V (G1

Q∗).

Now, v∗ is not a C-shortcut, since V (Q) ⊆ B1(C,G) and the deletion of Q leaves v∗ in a different connected
component of G \ Q from V (P̊T (C) and from every C ′ ∈ C \ {C}. Furthermore, we have v† ∈ V (G1

Q∗), or else
G0
Q∗ ∩ G1

Q contains a cycle of length at most four which separates v† from G0
Q \ Q, contradicting short-separation-

freeness. But since v∗ is not a C-shortcut and |V (G1
Q∗)| < |V (G1

Q)|, this contradicts the minimality of Q.

Thus, we conclude that V (G1
Q) = V (Q) ∪ {v∗} ∪ {q1, · · · , qt}. Since Q is an induced subpath of G1

Q, v∗ is adjacent
to all four vertices of Q by our triangulation condition. Applying Lemma 3.1.1, v∗ is adjacent to each vertex of
V (C ∩ G1

Q), and furthermore, V (G1
Q) = V (Q) ∪ V (C ∩ G1

Q) ∪ {v∗}. Since v∗ is adjacent to each of x1, x4, let
Q∗ := x1v

∗x4.

Claim 3.2.3. There exist three L-colorings ϕ1, ϕ2, ϕ3 of G0
Q∗ such that the following hold.

1) |{ϕ1(v∗), ϕ2(v∗), ϕ3(v∗)}| = 3; AND

2) {ϕ1(v∗), ϕ2(v∗), ϕ3(v∗)} ⊆ L(qj) for each j = 1, · · · , t.

Proof: Let C† := (C ∩ G0
Q) + Q∗ and let G† = G \ {q1, · · · , qt}. We claim that T † := (G†, (C \ {C}) ∪ {C†), L)

is a mosaic. To see this, just note that, since v∗ is not a C-shortcut, T † satisfies the distance conditions of Definition
2.1.6 and satisfies M1) as well. Since |V (G†)| < |V (G)|, G† admits an L-coloring ϕ1 by the minimality of T .

Let L∗ be a list-assignment for G† where L∗(w) = L(w) for all w ∈ V (G†) \ {v∗} and L∗(v∗) = L(v∗) \ {ϕ1(v∗)}.
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Then (G†, (C \ {C}) ∪ {C†), L∗) is again a mosaic by the minimality of T and thus admits an L∗-coloring ϕ2.
Removing ϕ2(v

∗) from L∗(v∗) and applying the argument a second time, we obtain our desired three colorings
ϕ1, ϕ2, ϕ3 of G1

Q∗ satisfying 1). We claim that ϕ1, ϕ2, ϕ3 also satisfy 2), 3), and 4).

Suppose toward a contradiction that there exists a j ∈ {1, · · · , t} and an i ∈ {1, 2, 3} such that ϕi(v∗) ̸∈ L(qj).
Then, since t ≥ 1, ϕi extends to an L-coloring of G, contradicting our assumption. Furthermore, if there exists an
i ∈ {1, 2, 3} such that ϕi(x1) ̸∈ {ϕ1(v∗), ϕ2(v∗), ϕ3(v∗)}, then, by 2), we have |L(q1) \ {ϕi(x1)| ≥ 3, and thus
ϕi extends to an L-coloring of G, contradicting the fact that T is critical. The same argument shows that ϕi(x4) ∈
{ϕ1(v∗), ϕ2(v∗), ϕ3(v∗)} for each i = 1, 2, 3. ■

Let G† be the graph obtained from G by deleting the vertices {q1, · · · , qt} and the edge x1v∗. Let P † := x2v
∗x4 and

let C† := (C ∩G0
Q) + P †. Let C†

∗ be the outer face of G† and let ϕ1, ϕ2, ϕ3 be as in Claim 3.2.3.Since |L(v∗)| ≥ 5,
let r, s ∈ L(v∗) \ {ϕ1(v∗), ϕ2(v∗), ϕ3(v∗)}. Let L† be a list-assignment for G† where L†(x2) = L(x2) \ {r, s}, and
L†(w) = L(w) for all w ∈ V (G†) \ {x2}. Consider the tuple T † := (G†, (C \ {C}) ∪ {C†, L†, C†

∗).

By assumption, x2 is not a C-shortcut, and since v∗ is not a C-shortcut, T † is a mosaic. Since t ≥ 1, we have |V (G†)| <
|V (G)|, and thus G† admits an L-coloring ϕ∗ by the minimality of T . Note that ϕ∗(x1) ∈ {ϕ1(v∗), ϕ2(v∗), ϕ∗(v3)},
or else, by Claim 3.2.3, we have |L(q1) \ {ϕ∗(x1)}| ≥ 3, and thus ϕ∗ extends to an L-coloring of G, contradicting the
minimality of T . The same argument shows that ϕ∗(x4) ∈ {ϕ1(v∗), ϕ2(v∗), ϕ∗(v3)}. Thus, the coloring ϕ∗ uses at
most one of {r, s} among the vertices of V (Q). Suppose without loss of gnerality that the color r is not used by ϕ∗ on
the vertices of V (Q). Let ϕ∗∗ be the restriction of ϕ∗ to V (G0

Q). We extend ϕ∗∗ to an L-coloring of G0
Q∗ by coloring

v∗ with r. By Claim 3.2.3, we have |L(qj) \ {r}| ≥ 3 for each j = 1, · · · , t, and thus ϕ∗∗ extends to an L-coloring of
G, contradicting the fact that T is critical. This completes the proof of Lemma 3.2.1.

Applying the above, we have the following.

Proposition 3.2.4. Let T = (G, C, L, C∗) be a critical mosaic, let C ∈ C, and let Q := x1x2x3x4 be a 3-chord of C

with Q ∈ K(C, T ). Then the following hold.

1) There exists a path P ⊆ G1
Q with endpoints x2, x3 such that V (P ) = V (G1

Q) \V (C) and V (P ) ⊆ B1(C), and

|V (P )| ≤ 3; AND

2) If V (G1
Q \Q) ̸⊆ V (C), then x1, x4 ̸∈ V (PT (C)).

Proof. Suppose towards a contradiction that there exists a 3-chord Q of C satisfying the conditions of Proposition
3.2.4 such thatG1

Q does not admit a path with endpoints x2, x3 visiting all the vertices ofG1
Q \C. ChooseQ such that,

with respect to this property, V (G1
Q) is minimized. Note that |V (G1

Q ∩ C)| ≥ 3, or else, since G is short-separation-
free, we have V (G1

Q) = V (Q), and the path x2x3 contains all the vertices G1
Q \ C, contradicting our assumption.

Thus, let G1
Q ∩ C = x1v1 · · · vℓx4 for some ℓ ≥ 2.

Suppose towards a contradiction that N(x2) ∩ V (G1
Q ∩ C) ̸= {x1}. Since C is an induced cycle of G, and x1x4 ̸∈

E(G), there exists a j ∈ {1, · · · , ℓ} such that x2vj ∈ E(G1
Q). Let Q∗ := vjx2x3x4. By the minimality of Q,

there exists a path P ∗ ⊆ G1
Q∗ with endpoints x2, x3, such that V (P ∗) = V (G1

Q∗ \ C). By Lemma 3.1.1, we have
(V G1

x1x2vj ) \ V (C) = {v2}, and thus V (P ∗) = V (G1
Q \ C), contradicting our assumption.

Thus, we haveN(x2)∩V (G1
Q∩C) = {x1}, and an identical argument shows thatN(x3)∩V (G1

Q∩C) = {x4}. Since
V (G1

Q) ̸= V (Q), we get by 2) of Lemma 3.2.1 that there exists a v∗ ∈ V (G1
Q)\V (Q∪C) such that v∗ has at least three

neighors on Q. If V (Q) ⊆ N(v∗), then, since G is short-separation-free, we have V (G1
Q) = {x2, x3} ∪ V (G1

x1v∗x4
).
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By Lemma 3.1.1, we have V (G1
x1v∗x4

) \ V (C) = {v∗}, and thus V (G1
Q) \ V (C) = {v∗, x2, x3}. Since G1

Q contains
the path x2x3v∗, this contradicts our assumption.

Thus, we have N(v∗) ∩ V (Q)| = 3. If G[N(v∗) ∩ V (Q)] is not a subpath of Q of length two, then, since G is short-
separation-free, it follows from our triangulation conditions that G1

Q contains one of the edges x1x3, x2x4, which is
false. Thus, suppose without loss of generality that V (Q) ∩N(v∗) = {x1, x2, x3} and let Q∗ := x1v

∗x3x4.

By the minimality of Q, there is a path P ∗ ⊆ G1
Q∗ with endpoints v∗, x3 such that V (P ∗) = V (G1

Q∗) \ V (C). Since
x2 ∈ V (G1

Q∗ \Q∗), we have x2 ̸∈ V (P ∗). Since G is short-separation-free, we have V (G1
Q) \ V (G1

Q∗) = {x2}, and
thus the path x2v∗P ∗x3 contains alal the vertices of G1

Q \ C, contradicting our assumption. Thus, for any 3-chord Q
of C satisfying the conditions of Proposition 3.2.4, Q admits a path P with endpoints x2, x3 visiting all the vertices of
G1
Q \ C. By Lemma 3.2.1, we have V (P ) ⊆ B1(C,G). We claim now that |V (P )| ≤ 3. If P = x2x3, we are done,

so now suppose that P := x2v1 · · · vsx3 for some s ≥ 1 and suppose toward a contradiction that s > 1.

Note that no vertex of {v1, · · · , vs} is a C-shortcut, since the deletion of Q separates each element of {v1, · · · , vs}
from each C ′ ∈ C \ {C} and from V (P̊T (C)). We now note that there does to exist a chord of P of the form
vivj for some 1 ≤ i < j − 1 ≤ s − 1, or else there exists a 3-chord Q∗ of C with Q∗ ⊆ G1

Q, vivj ⊆ Q∗, and
vi+1 ∈ V (G1

Q∗) \ V (Q∗). Since no vertex of {v1, · · · , vs} is a C-shortcut, this contradicts Lemma 3.2.1

Thus, P − x2x3 is a chordless path in G. By Lemma 3.2.1, there is a vertex vi of {v1, · · · , vs} with at least three
neighbors on Q. If vi is adjacent to each vertex of Q, then, by Lemma 3.1.1, we have V (G1

x1vix4
) \ V (C) = {vi}

and thus, by short-separation-freeness, we have V (G1
Q) \ V (C) = {vi, x2, x3}, contradicting our assumption that

s > 1. Thus, again applying our triangulation conditions, there is an i ∈ {1, · · · , s} such that G[N(vi) ∩ V (Q)] is a
subpath of Q of length precisely two, so suppose without loss of generality that G[N(vi) ∩ V (Q)] = x1x2x3 and let
Q∗ := x1vix3x4. Then G1

Q∗ contains each vertex of {v1, · · · , vs} \ {vi}. Since vi is not a C-shortcut, this contradicts
Lemma 3.2.1. Thus, we have s = 1, as desired. This proves 1).

Now we prove 2). Suppose there exists a 3-chord Q := x1x2x3x4 of C with Q ∈ K(C, T ), where x1 is an endpoint
of PT (C) and V (G1

Q \ Q) ̸⊆ V (C). Among all such 3-chords of C, we choose Q so that |V (G1
Q)| is minimized.

Since x4 is not an internal vertex of PT (C), we have x4 ∈ V (C \ P ), or else we we contradict 1) of Theorem 2.3.2.
By 1), there is a lone vertex v∗ such that G1

Q \ C is the triangle x2x3v∗. If x3x1 ∈ E(G1
Q), then the cycle x1x3x2

separates v∗ from G0
Q, which is false. The same argument shows that x2x4 ̸∈ E(G1

Q).

If x3 has a neighbor u ∈ V (C ∩ G1
Q) \ {x1}, then we have v∗ ∈ V (G1

x1x2x3u), contradicting the minimality of Q.
Thus, we have N(x3) ∩ V (C ∩ G1

Q) = {x4}. Since x2x4 ̸∈ E(G) and C is induced, we have v∗x4 ∈ E(G) by our
triangulation conditions. Since x1 is precolored, let L(x1) = {c}. Furthermore, let C ∩ G1

Q = x1u1 · · ·ut for some
t ≥ 1, where ut = x4. We have t > 1, or else the cycle x1x2x3x4 separates v∗ from G0

Q, which is false. In particular,
since x1x3, x2x4 ̸∈ E(G1

Q) and C is an induced subgraph of G, Q is an induced subgraph of G1
Q. Let a, b be two

colors in L(u1) \ {c}. Now consider the following cases:

Case 1: v∗x1 ∈ E(G)

In this case, letQ∗ := x1v
∗x4 and let L′ be a list-assignment forG1

Q∗ where L′(v) = L(v) for all v ∈ V (G0
Q∗)\{v∗}

and L′(v∗) = L(v∗) \ {a, b}. Let C ′ := (C ∩ G0
Q∗) + Q∗ and let C∗∗ be the outer face of G0

Q∗ . Since v∗ is not a
C-shortcut, the tuple T ′ := (G0

Q∗ , (C\{C})∪{C ′}, L′, C∗∗) is a mosaic, and since |V (G0
Q∗)| < |V (G)|,G0

Q∗ admits
an L′-coloring ϕ′. Furthermore, G1

Q∗ consists of a broken wheel with principal path x4v∗x1, and since c ̸= ϕ′(v∗),
either c ̸∈ L(u1) or ϕ′(v∗) ̸∈ L(u1). In either case, ϕ′ extends to an L-coloring of G, contradicting the fact that T is
critical.
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Case 2: v∗x1 ̸∈ E(G)

In this case, by our triangulation conditions, together with Lemma 3.1.1, there is an i ∈ {1, · · · , t − 1} such that
N(x2) ∩ (C ∩ G1

Q) = {x1, u1, · · · , ui} and N(v∗) ∩ V (C ∩ G1
Q) = {ui, · · · , ut}. Since deg(v∗) > 4 we have

i < t− 1. Let Q† := x4v
∗ui.

Claim 3.2.5. Let S ⊆ L(v∗) with |S| = 3 and let L† be a list-assignment for G0
Q† , where L†(v∗) = S and otherwise

L† = L. Then G0
Q† is L†-colorable.

Proof: Let C† := (C ∩ G0
Q†) + Q† and let C†

∗ be the outer face of G0
Q† . Since v∗ is not a C-shortcut, T ′′ :=

(G0
Q† , (C \ {C}) ∪ {C†}, L†, C†

∗) is a mosaic. Since ui+1 ∈ V (G) \ V (G0
Q†), we have |V (G0

Q†)| < |V (G)|, so G0
Q†

admits an L†-coloring by the minimality of T . ■

Applying the above, since |L(v∗)| = 5, let ψ1, ψ2, ψ3 be L-colorings of G0
Q† using different colors on v∗. Let H1 be

the broken wheel with principal path x1x2ui, where H1 \ {x2} = x1u1 · · ·ui, and let H2 be the broken wheel with
principal path uiv∗ut, where H2 \ {v∗} = ui · · ·ut.

For each j = 1, 2, 3, let dj := ψj(v
∗). Note that L(um) = {d1, d2, d3} for each m = i + 1, · · · , t − 1, or

else there exists a j ∈ {1, 2, 3} such that ψj extends to an L-coloring of G, which is false. Likewise, we have
{ψ1(ui), ψ2(ui), ψ3(ui)} ⊆ L(ui+1) and {ψ1(ut), ψ2(ut), ψ3(ut)} ⊆ L(ut−1), or else there exists a j ∈ {1, 2, 3}
such thatψj extends toH2 and thus toG, which is false. Let r, s be two colors inL(v∗)\{d1, d2, d3}. Note now that the
colorings {ψ1, ψ2, ψ3} use at least two colors of {d1, d2, d3} on ui, since {ψi(v∗), ψ2(v

∗), ψ3(v
∗)} = {d1, d2, d3}.

Likewise, the colorings {ψ1, ψ2, ψ3} use at least two colors of {d1, d2, d3} on ut.

Claim 3.2.6. For each j = 1, 2, 3, {ψj(x2), ψj(x3)} = {r, s}. Furthermore, each of r, s appears at least once among

{ψ1(x2), ψ2(x2), ψ3(x2)}.

Proof: If there exists a j ∈ {1, 2, 3} such that this does not hold, then, starting with ψj and uncoloring v∗, there is
a color among {r, s} left over for v∗, since ψ(x4) ∈ {d1, d2, d3} and ψ(u1) ∈ {d1, d2, d3}. But then the resulting
L-coloring extends to H2 and thus to G, which is false.

Now suppose that {ψ1(x2), ψ2(x2), ψ3(x2)} = {r}. Thus, for each j ∈ {1, 2, 3}, the coloring (cr, ψj(ui), ) of
x1x2ui extends to an L-coloring of H1, since ψj is an L-coloring of G0

Q† . Thus, since ZH1(c, r, •) ̸= ∅, there exists a
q ∈ ZH1(c, r, •) with q ̸∈ {d1, d2, d3}. Now we simply choose a j ∈ {1, 2, 3} and restrict ψj to G0

Q. Then we 2-color
the path ut · · ·ui+1 with colors from {d1, d2, d3}, starting with ψj(ut). Since q ̸∈ {d1, d2, d3}, there is a color left
over for v∗ after coloring ui with q, and the resulting coloring extends to G, since q ∈ ZH1(c, r, •). This contradicts
the fact that T is critical. ■

Now we are ready to finish the proof of 2) of Proposition 3.2.4. Since {ψ1, ψ2, ψ3} use at least two colors of d1, d2, d3
on ui, at least one of r, s does not lie in ui, so let r ̸∈ L(ui). By Claim 3.2.6, there is a j ∈ {1, 2, 3} with ψj(x2) = r,
so, without loss of generality, let ψ1(x2) = r. Since r ̸∈ L(ui), we have |ZH1

(c, r, •)| ≥ 2. Furthermore, for each
d ∈ {d1, d2, d3} \ {ψ1(ut)}, we have ZH1

(c, r, •) ∩ ZH2
(•, d, ψ1(ut)) = ∅, or else, uncoloring v∗ and then coloring

it with d, we produce an L-coloring of V (G0
Q) ∪ {v∗} which extends to G, which is false. Without loss of generality,

let d2 = ψ1(ut). Thus, ZH2
(•, d1, d2) ∪ ZH2

(•, d3, d2) consists of a lone color, so we have d1, d3 ∈ L(ui), and,
letting {r′} = ZH2

(•, d1, d2) ∪ ZH2
(•, d3, d2), we have L(ui) = {r′, d1, d3} and ZH1

(c, r, •) = {d1, d3}.

Since {ψ1, ψ2, ψ3} use at least two colors of d1, d2, d3 on ut, there is a coloring among ψ1, ψ2, ψ3 using one of d1, d3
on ut, so, without loss of generality, suppose that ψ2(ut) = d3. If ψ2(x2) = r, then, since d1, d3 lie in L(ui), we
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2-color the path ui · · ·ut with d1, d3, starting with the precoloring ψ2(ut) of ut. Since ZH1
(c, r, •) = {d1, d3}, this

coloring extends to G \ {v∗}, and the color d2 is left over for v∗, so we have an L-coloring of G, contradicting the
fact that T is critical. Thus, we have ψ2(x2) = s and {d1, d3} ̸⊆ ZH1

(c, s, •). If H1 is a triangle, then we have
c ∈ {d1, d3}, contradicting the fact that ZH1

(c, r, •) = {d1, d3}. Thus, H1 is not a triangle, and s ∈ L(um) for each
m = 1, · · · , i − 1. Furthermore, r ∈ L(um) for each m = 1, · · · , i − 1, or else |ZH1

(c, r, •)| = 3, contradicting the
fact that ZH1

(c, r, •) = {d1, d3}.

As above, ZH2(•, d1, d3)∪ZH2(•, d2, d3) is disjoint to ZH1(c, s, •), or else ψ2|G0
Q

extends to an L-coloring ofG. But
since d2 ̸∈ L(ui), we have {r′, d3} = ZH2(•, d2, d3), and ZH1(c, s, •) = {d1}. Thus, s ∈ L(ui) so s′ = r. d

Now, if u1 · · ·ui is a path of even length then, for each odd m ∈ {1, · · · , i− 1}, we color ui with r and each of d1, d3
is left over for ui, so we have d3 ∈ ZH1

(ui, s, c), contradicting the fact that ZH1
(c, s, •) = {d1}. Thus, u1 · · ·ui

is a path of odd length. But now, since s ̸= c, we color um with s for each odd m ∈ {1, · · · , i} and color x2 with
r, leaving a color left over for each of {u1, u3, · · · , ui−1}, so we get s ∈ ZH1

(c, r, •), contradicting the fact that
ZH1

(c, r, •) = {d1, d3}. This completes the proof of Proposition 3.2.4.

3.3 2-Chords Incident to an Internal Vertex of the Precolored Path

In this section, we analyze 2-chords Q of the open rings of a critical mosaic, where Q has precisely one endpoint
which is an internal vertex of the precolored path of the ring. Recalling the notation of Definition 2.3.9, we have the
following result, which is the main result of Section 3.3. We prove this result and them combine the work of Section
3.3 with the work of the previous two sections to prove Theorem 3.0.2.

Lemma 3.3.1. Let T = (G, C, L, C∗) be a critical mosaic. Let C be an open ring, and let P = p1 · · · pm. Let

Q := v1xv2 be a 2-chord of C, where v1 ∈ V (P̊) and v2 ∈ V (C \ P̊). Then the following hold.

1) v1 ∈ {p2, pm−1} and P ∩Gsmall
v1xv2 is a path of length one; AND

2) V (Gsmall
Q ) = {p2, x, pm−1} ∪ V (C ∩Gsmall

Q ); AND

3) Gsmall
Q is a broken wheel with principal path v1xv2.

Proof. We first note the following:

Claim 3.3.2. For any 2-chord v1xv2 of C with v1 ∈ V (P̊) and v2 ∈ V (C \ P̊), we have v1 ∈ {p2, pm−1}, and

P ∩Gsmall
v1xv2 is a path of length one.

Proof: If v1 ̸∈ {p2, pm−1}, then, since |E(P)| ≤ 2Nmo
3 , each of the two paths P ∩Gsmall and P ∩Glarge has length at

most 2Nmo
3 , contradicting 4) of Theorem 2.2.4. Thus, we have v1 ∈ {p2, pm−1}. Suppose without loss of generality

that v1 = p2. If m > 3 and Gsmall
Q ∩P = p2 · · · pm, then we again contradict 4) of Theorem 2.2.4, so we are done. ■

This proves 1) of Lemma 3.3.1. Now we prove 2). Given a 2-chord v1xv2 of C, where v1 ∈ V (P̊) and v2 ∈ V (C \P̊),
we say that v1xv2 is bad if V (Gsmall

v1xv2 \C) ̸= {x}. We prove that there is no bad 2-chord of C with p2 as an endpoint.
An identical argument then shows that there is no bad 2-chord of C with pm−1 as an endpoint. By Claim 3.3.2, this
implies that there are no bad 2-chords of C.
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Suppose toward a contradiction that there is a bad 2-chord Q of C with p2 as an endpoint, and, among all such bad
2-chords of C, we chooseQ so that |V (Gsmall

Q ) is minimized. LetQ := p2xv for some v ∈ V (C \P̊). Applying Claim
3.3.2, suppose without loss of generality that P ∩Gsmall

Q = p1p2. Let Gsmall
Q ∩ C = p2p1v1 · · · vt, where vt = v.

Claim 3.3.3. |V (Gsmall
Q ∩ C)| > 3 and v ̸∈ V (P)

Proof: If |V (Gsmall
Q ∩C)| ≤ 3, then the cycle (Gsmall

Q ∩C) + p2xv has length at most four and separates an element of
S from Glarge

Q \ Q, contradicting short-separation-freeness. That is, we have t > 1. Furthermore, if v ∈ V (P), then,
since v ̸∈ V (P̊), we have v = pm, and p2xpm is a short C-band, contradicting 1) of Theorem 2.3.2. ■

Now we have the following:

Claim 3.3.4. For each z ∈ V (C ∩Gsmall
Q ) \ {p2, v}, xz ̸∈ E(G).

Proof: Suppose toward a contradiction that xp1 ∈ E(G). Then G contains the 2-chord p1xv2 of G, and, by Lemma
3.1.1, we have V (G1

p1xv2 \C) = {x}. SinceG is short-separation-free, we have V (\G1) = {p2}, so V (Gsmall
Q )\C) =

{x}, contradicting our assumption that p2xv2 is a bad 2-chord of C. Thus, xp1 ̸∈ E(G).

Now suppose toward a contradiction that there is an i ∈ {1, · · · , t − 1} such that xvi ∈ E(G). Then |V (Gsmall
p2xvi)| <

|V (Gsmall
Q )|. Thus, by assumption, we have V (Gsmall

p2xvi) \ V (C) = {x}. Furthermore, we have vixvt ∈ K(C, T ),
and Gsmall

vixvt = G1
vixvt . By Lemma 3.1.1, we have V (Gsmall

vixvt) \ V (C) = {x}, and thus V (Gsmall
p2xv) \ V (C) = {x},

contradicting our assumption. ■

Now we have the following:

Claim 3.3.5. V (Glarge
Q ) is L-colorable.

Proof: Let C1 be the cycle (C ∩Gsmall
Q ) +Q, and consider the following cases:

Case 1: p2, v have a common neighbor in V (Glarge
Q ) \ (V (C) ∪ {x})

In this case, letC large
∗ be the outer face ofGlarge

Q . We claim that the tessellation T ′ := (Gsmall
Q , {C1}∪(C\{C}), L, C large

∗ )

is a mosaic. Let P′ := PT (C) ∩ Glarge
Q . There is no chord of C1 with an endpoint in V (P̊′), or else, since C is an

induced cycle of G, there is a neighbor of x in {p3, · · · , pm−1}, and thus, letting p ∈ N(x) ∩ {p3, · · · , pm−1}, the
2-chord pxv of C contradicts Claim 3.3.2. Thus, T ′ satisfies M1) of Definition 2.1.6, and M0) and M2) are immediate.
Let y be a common neighbor of p2, v in V (Glarge

Q )\ (V (C)∪{x}). Note thatGlarge
p2yv ⊆ G

large
Q , or else the 4-cycle p2xvy

separates an element of C \ {C} from pm, which is false. Suppose toward a contradiction that there is a C ′ ∈ C \ {C}
and a subgraph H ⊆ C ′ such that d(H,C1 \ P̊′) < d(H,C \ P̊) and let R be a shortest (H,C1 \ P̊′)-path with
|E(R)| < d(H,C \ P̊). Since P̊′ ⊆ P̊, R has x as an endpoint. But since {p2, y, v} separates x from H , and
p2, v ∈ V (C1 \ P̊′), R \ {x} has y as an endpoint, and since yv ∈ E(G), G contains an (H,C \ P̊)-path of length R,
contradicting our assumption. Thus, no such H exists, so T ′ satisfies the distance conditions of Definition 2.1.6, and
thus T ′ is indeed a mosaic. Since |V (Glarge

Q )| < |V (G)|, Glarge
Q is L-colorable by the minimality of T .

Case 2: p2, v2 do not have a common neighbor in V (Glarge
Q ) \ (V (C) ∪ {x}).

In this case, let G† be a graph obtained from G by first deleting the vertices of Gsmall
Q \ {p1, p2, x, v} and replacing

them with a lone vertex v∗ adjacent to each of {p1, p2, x, v}. Let C† := (C ∩ Glarge
Q ) + p1v

∗v. Then C† is a facial
subgraph of G† + p1x.

78



We claim now that T † := (G† + p1x, {C†} ∪ (C \ {C}), L, C†
∗) is a mosaic. Firstly, we note that G† + p1x is

short-separation-free, or else Glarge
Q contains a 2-chord of C1 with endpoints p2, v2. Since C is an induced cycle, p2v2

is not a chord of C1, so p2, v2 have a common neighbor in V (Glarge
Q ) \ (V (C) ∪ {x}), contradicting our assumption.

Thus, T † is a tessellation. We claim now that T † is a mosaic. Since x is not adjacent to any vertex of {p3, · · · , pm},
T † also satisfies M1). M0) and M2) are immediate.

Now suppose toward a contradiction that there is a C ′ ∈ C \{C} and a subgraph H of C ′ such that dG†(H,C† \ P̊) <

dG(H,C \ P̊). Then there is a shortest (H,C† \ P̊)-path R with |E(R)| < dG(H,C \ P̊), so R has v∗ as an endpoint.
But then R \ {v∗} has one of p2, x as its endpoint, and, in G, each of these vertices had a neighbor in C \ P̊, so
we have a contradiction. Thus, T † also satisfies the distance conditions of Definition 2.1.6, so T † is a mosaic. Note
that |V (G† + p1x)| < |V (G)|, or else, since |V (Gsmall ∩ C)| > 3, we contradict the fact that S ̸= ∅. Thus, by the
minimality of T , G† + p1x is L-colorable, so Glarge

Q is L-colorable. ■

Now we return to the proof of Lemma 3.3.1. Let S := V (Gsmall
Q ) \ (V (C) ∪ {x}). By assumption, S = ∅. Applying

Claim 3.3.5, let ϕ be an L-coloring of Glarge
Q . Since C is an induced subgraph of G and |V (C ∩Gsmall

Q )| > 3, ϕ is also
a proper L-coloring of the subgraph of G induced by V (Glarge

Q ). By Claim 3.3.4, we have p1x ̸∈ E(G). Thus, since P
is L-colorable and |L(p2)| = 1, ϕ extends to an L-coloring ϕ′ of V (Glarge

Q ) ∪ {p1}.

Claim 3.3.6. There is a lone vertex v∗ ∈ V (Gsmall
Q \ C) \ {x} such that S = {v∗}, and v∗ is adjacent to each vertex

of Gsmall
Q \ {v∗}.

Proof: We first note that there is a vertex v∗ ∈ S with at least three neighbors among {p1, p2, x, v}. To see this, suppose
toward a contradiction that no such vertex exists. By Claim 3.3.4, x has no neighbors in V (C∩Gsmall

Q )\{p2, v}. Thus,
since C is an induced subgraph of G, it follows from 1) of Proposition 1.5.1 that ϕ′ extends to an L-coloring of G,
contradicting the fact that T is critical. Thus, S contains a vertex v∗ with at least three neighbors among {p1, p2, x, v}.
We claim now that v∗ is adjacent to each of {p1, p2, x, v}. Suppose not. Then v∗ has precisely three neighbors among
{p1, p2, x, v}. Consider the following cases:

Case 1: {p1, v} ⊆ N(v∗)

In this case, if v∗ is also adjacent to x, then, since xp1 ̸∈ E(G) and G is short-separation-free, we have p2 ∈ N(v∗)

by our triangulation conditions, contradicting our assumption. On the other hand, if p2 ∈ N(v∗), then, again since
G is short-separation-free, E(G) either contains p2v or v∗x by our triangulation conditions. Since C is an induced
subgraph of G, we have x ∈ N(v∗), contradicting our assumption

Case 2: {p1, v} ̸⊆ N(v∗)

In this case, we have either N(v∗)∩ {p1, p2, x, v} = {p1, p2, x} or N(v∗)∩ {p1, p2, x, v} = {p2, x, v}. Suppose that
N(v∗)∩{p1, p2, x, v} = {p2, x, v}. In that case, by the minimality ofQ, we have V (Gsmall

p2v∗v\V (C) = {v∗}, and thus,
since C is an induced subgraph of G, it follows from our triangulation conditions that v∗p1 ∈ E(G), contradicting our
assumption.

The only possibility left to rule out is that N(v∗) ∩ {p1, p2, x, v} = {p1, p2, x}. In this case, G contains the 3-chord
Q∗ := p1v

∗xv of C. Note that Q∗ ∈ K(C, T ). By Proposition 3.2.4, since v∗v ̸∈ E(G), there is a lone vertex
z ∈ V (G1

Q∗) such that G1
Q∗ \ C consists of the triangle v∗zx. Since degG(v

∗) ≥ 5 and C is an induced subgraph of
G, it follows from our triangulation conditions that there exists an r ∈ {1, · · · , t− 1} such that G[V (C) ∩N(v∗)] =

p2p1v1 · · · vr and G[C ∩N(z)] = vrvr+1 · · · vt.
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Let H1 be the broken wheel with principal path p1v∗vr, where H1 \ {v∗} = p1v1 · · · pr. Let H2 be the broken wheel
with principal path vrzv, where H2 \ {z} = vrvr+1 · · · vt. Let a, b be two colors in L(v1) \ {ψ′(p1)} and let q be a
color in L(v∗) \ {a, b, ψ′(p1), ψ

′(p2)}. Let Q† be the 3-chord p2v∗zv of C and let L† be a list-assignment for Gsmall
Q†

where L†(v∗) = q and L†(z) = L(z) otherwise. Let C† be the cycle (C ∩Glarge
Q† + p2v

∗zv and let D be the outer face
of Glarge

Q† . Let T † := (Glarge
Q† , {C†}∪ (C \ {C}), L†, D) and let P† := pm · · · p2v∗. Then P† is a proper subpath of C†,

since z ̸∈ V (P†), and P† is a chordless subpath of C†. Thus P† is L†-colorable, and T † is a tessellation in which C†

is an open ring.

We claim now that T † is a mosaic. Since N(x) ∩ {p3, · · · , pm} = ∅, each of v∗, z is adjacent to a subpath of P† of
length at most one, and there is no chord of C† with an endpoint in P̊† (indeed, C† is an induced subgraph of Glarge

Q† ,
so M1) is satisfied. Since |E(P†)| = |E(P)|, we immediately have M0), and M2) is trivial. Now suppose toward a
contradiction that there is a C ′ ∈ C \ {C} and a subgraph H of C ′ such that d(H,C† \ P̊†) < d(H,C \ P̊). Since
P̊† = P̊, there is a shortest (H,C† \P̊)-pathR with |E(R)| < d(H,C \P̊). Thus,R has one of {v, z} as an endpoint.
But since each of {p2, x, v} is of distance at most one from C \ P̊, we have a contradiction. Thus, T † also satisfies
the distance conditions of Definition 2.1.6, so T † is a mosaic.

Since |V (Glarge
Q† )| < |V (G)|, Glarge

Q† is L†-colorable by the minimality of T . Thus, let ψ be an L†-coloring of Glarge
Q† .

By definition of L†, we have {ψ(v∗)} ≠ L(p1), so ψ extends to an L-coloring ψ′ of G \ {v1, · · · , vt−1}.

Subclaim 3.3.7. H1 is a triangle.

Proof: Suppose that H1 is not a triangle, so H1 − v∗ = p1v1 · · · vr for some r > 1. Since the coloring
(ψ′(z), ψ′(v)) of the edge zv extends to the broken wheel H2, there is an extension of ψ′ to an L-coloring ψ′′ of
G \ {v1, · · · , vr−1}. Since |L(v1)| = 3 and |L(p1)| = 1, we have by definition of L† that either ψ′′(p1) ̸∈ L(v1)
or ψ′′(v∗) ̸∈ L(v1). In either case, ψ′′ extends to the path v1 · · · vr−1, contradicting the fact that T is critical. ■

Since H1 is a triangle, we have H2 \ {z} = v1 · · · vt. By definition of L†, we have |Lψ′(v1)| ≥ 2. Since each internal
vertex of v1 · · · vt has an Lψ′ -list of size at least two, ψ′ extends to an L-coloring of G, contradicting the fact that T
is critical. This completes Case 2. Thus, our assumption that |N(v∗) ∩ {p1, p2, v, x}| = 3 is false, so v∗ is adjacent
to each vertex of {p1, p2, x, v}, as desired. By Lemma 3.1.1, G1

p1v∗v is a broken wheel with principal path p1v∗v,
and thus v∗ is adjacent to each vertex of the cycle p2p1v1 · · · vtx. Thus, since G is short-separation-free, we have
V (Gsmall

Q ) = {v∗} ∪ {p2, p1, v1, · · · , vt, x}, so we are done. This completes the proof of Claim 3.3.6. ■

Applying Claim 3.3.6, let S = {v∗}. Since |L(p1)| = 1, let L(p1) = {c} for some color c. Since v∗ has four
neighbors in dom(ϕ′), |Lϕ′(v∗)| ≥ 1, so ϕ′ extends to an L-coloring ϕ′′ of G \ {v1, · · · , vt−1}. Note that c ∈ L(v1),
or else, since G1

p1v∗v is a broken wheel with principal path p1v∗v, ϕ′′ extends to an L-coloring of G, contradicting the
fact that T is critical. Let L(v1) = {a, b, c} and let L(p2) = {d} (possibly d ∈ {a, b}). Since |L(v∗)| ≥ 5, let q be a
color in L(v∗) \ {a, b, c, d}, and let L′′ be a list-assignment for Gsmall

p2v∗v , where L′′(v∗) = {q} and L′′(z) = L(z). Let
C ′′ be the cycle (C ∩Gsmall

p2v∗v)+p2v
∗v, and let C ′′

∗ be the outer face of Gsmall
p2v∗v (that is, either C ′′

∗ = C∗, or, if C∗ = C,
then C ′′

∗ = C ′′).

Let T ′′ := (Gsmall
p2v∗v, {C

′′} ∪ (C \ {C}), L′′, C ′′
∗ ) and let P′′ := pmpm−1 · · · p2v∗. By Claim 3.3.4, v ̸∈ V (P ), so P′′

is a proper subpath of C ′′. Thus the subgraph of Gsmall
p2v∗v induced by P ′′ is L′′-colorable, and T ′′ is a tessellation in

which C ′′ is an open ring. We claim now that T ′′ is a mosaic.

Firstly, since P is a chordless subpath of C, P′′ is a chordless subpath of C ′′. Likewise, since N(v∗) ∩ V (C ′′) =

{v, p2}, there is no chord of C ′′ with an endpoint in P̊′′ (indeed, C ′′ is an induced subgraph of Gsmall
p2v∗v . Finally, by

Claim 3.3.2, x does not have a neighbor among {p3, · · · , pm} so G[N(x) ∩ V (P′′)] consists of the edge v∗p2. Thus,
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T ′′ satisfies M1), and since |E(P′′)| = |E(P)|, M0) and M2) are immediate as well.

Now suppose toward a contradiction that there is a C ′ ∈ C \ {C} and a subgraph H ⊆ C ′ such that d(H,C ′′ \ P̊′′) <

d(H,C \ P̊). Since P̊′′ = P̊, there is an (H,C ′′ \ P̊)-path R with |E(R)| < d(H,C \ P̊). Thus, R has endpoint v∗,
and R \ {v∗} has one of p2, x as its endpoint. Since each of p2, x has a neighbor in C \ P̊, this contradicts the fact that
|E(R)| < d(H,C \ P̊), so no such H exists . Thus,T ′′ also satisfies the distance conditions of Definition 2.1.6

Thus, T ′′ is a mosaic. Since G \ Gsmall
p2v∗v = p1v1 · · · vt−1, |V (Gsmall

p2v∗v)| < |V (G)|, so Gsmall
p2v∗v is L′′-colorable by the

minimality of T . Let ψ be an L′′-coloring of Gsmall
p2v∗v . Note that ψ extends to an L-coloring ψ′ of G \ {v1, · · · , vt−1},

since {ψ′′(v∗)} ̸= L(p1) and p1v ̸∈ E(G). Since ψ′′(v∗) ̸∈ L(v1), ψ′ extends to an L-coloring of G, contradicting
the fact that T is critical. This completes the proof of Lemma 3.3.1.

We now combine the result above with the results of sections 4.1 and 4.2 to prove Theorem 3.0.2. Firstly, combining
condition M1) with our triangulation conditions, there is a path P ′ ⊆ G such that V (P ′) = D1(P, G) \V (C), where,
for each w ∈ V (P ′), G[N(w) ∩ V (P)] is a path of length at most one, as G is short-separation-free. Combining this
with Lemma 3.1.1 and Lemma 3.3.1, there is a unique cycle C1 such that V (C1) = D1(C), and such that, letting
G = G0∪G1 be the nautral C1-partition of G, where C ⊆ G0, the graph G0[({v}∪N(v)] is either an edge or broken
wheel with principal vertex v. Thus, C1 satisfies 1) of Theorem 3.0.2.

To finish the proof of Theorem 3.0.2, we check that C1 also satisfies 2). Suppose toward a contradiction that C1 does
not satisfy 2) of Theorem 3.0.2. In that case, there exists a chord xx′ of C1, where each of x, x′ has a neighbor in
C \ P̊, and the chord xx′ violates at least one of i)-iii) of 2) of Theorem 3.0.2. Since each of x, x′ has a neighbor in
C \ P̊, there exists a 3-chord Q of C whose middle edge is xx′, where Q ∈ K(C, T ).

By 3) of Lemma 3.2.1, we have V (G1
Q) = V (G1

Q ∩ C) ∪ V (G1
Q ∩ C1). Since xx′ is a chord of C1, we have

V (G1
Q) ̸= V (C ∩G1

Q) ∪ {x, x′}. In particular, G1
Q ∩ C1 is a path of length at least two. By 1) of Proposition 3.2.4,

this path has length precisely two, so xx′ satisfies i) of 2) of Theorem 3.0.2 and thus violates either ii) or iii) of 2) of
Theorem 3.0.2.

Suppose that iii) is violated. In that case, at least one of x, x′ is not a C-shortcut, contradicting 4) of Lemma 3.2.1. Thus,
ii) of 2) is violated, and thus one of x, x′ has a neighbor in P. Since xx′ is a chord ofC1, we have V (G1

Q\Q) ̸⊆ V (C),
contradicting 2) of Proposition 3.2.4. This completes the proof of Theorem 3.0.2, and motivates the following natural
terminology:

Definition 3.3.8. Let T = (G, C, L, C∗) be a critical mosaic, let C ∈ C be an open ring, and let C1 be the unique
cycle in G with V (C1) = B1(C). We call C1 the 1-necklace of C.

It is also very natural to introduce some notation for two special subpath of the 1-necklace of an open ring, the first
of which consists of all the vertices of the 1-necklace with a neighbor in the precolored path and the second of which
consists of all the vertices of the 1-necklace without any neighbors outside of the precolored path. By 2) of Corollary
2.3.14, the precolored path of an open ring in a critical mosaic has length ⌊ 2Nmo

3 ⌋, so, by M2), these two paths are
distinct.

Definition 3.3.9. Let T = (G, C, L, C∗) be a critical mosaic, let C ∈ C be an open ring, and let C1 be the 1-necklace
of C. We then define two paths P1

T (C) and P1+
T (C) to be the unique subpaths of C1 such that the following hold.

1) V (P1
T (C)) = {v ∈ V (C1) : N(v) ∩ V (C) ⊆ V (P)}; AND

2) V (P1+
T (C)) = {v ∈ V (C1) : N(v) ∩ V (P) ̸= ∅}; AND
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3) P1
T (C) ⊊ P1+

T (C).

As with the precolored subgraph of C, we usually just drop the T and the C from the notation above and just write
P1, if the underlying tessellation or ring, or both, are clear from the context. In Chapter 4, we perform a similar
analysis to that of Chapter 3 on the vertices of distance two from an open ring in a critical mosaic, and we also analyze
3-chords of open rings with one endpoint outside the precolored path and one endpoint which is an internal vertex of
the precolored path.

82



Chapter 4

Vertices of Distance Two From Open
Rings

We begin by stating the main result which we prove in this chapter. The proof of this result consists of the entirety of
Chapter 4. This result, together with Theorem 3.0.2, contains all the analysis of the structure of a critical mosaic near
each open ring that we need in order to begin coloring and deleting a path between two rings in a critical mosaic.

Theorem 4.0.1. Let T = (G, C, L, C∗) be a critical mosaic, let C be an open T -ring. Then G contains a cycle C2

such that, letting G = G′ ∪G′′ be the natural C2-partition of G, where C ⊆ G′, the following hold.

1) C2 ∩ C1 = P1 and V (G′) = V (C ∪ C1 ∪ C2); AND

2) V (C2 \P1) = D2(C \P) \ V (C1).

Furthermore, for any chord uv of C1, where u ∈ V (P1) and v ∈ V (C1 \ P1), and any w ∈ N(u) ∩ V (P̊) and

w′ ∈ N(v) ∩ V (C), letting R := uww′v and P := p1 · · · pm, the following hold.

1) |V (Gsmall
R ) \ V (C ∪R)| = 1, and w is of distance precisely one from an endpoint of P; AND

2) Gsmall
R \ {p3, pm−2} is a wheel whose central vertex is the lone vertex of V (Gsmall

R ) \ V (C ∪R).

To prove this, we first need to analyze graphs consisting of sequences of broken wheels.

4.1 Sequences of Broken Wheels

In this section, we prove a fact about about graphs consisting of broken wheels in sequence. We begin with the
following definition.

Definition 4.1.1. A graph G is called a wheel sequence if G is a connected graph, and, for some integer k ≥ 1, G
contains subgraphs H1, · · · , Hk, and 2-paths P1, · · · , Pk, where Pi := xiyizi for each i = 1, · · · , k, such that the
following hold.

1) For each i = 1, · · · , k, Hi is a broken wheel with principal path Pi; AND

2) For each i = 2, · · · , k, Hi−1 ∩Hi = {xi}; AND

3) E(G) = E(H1) ∪ · · ·E(Hk) ∪ {y1y2, · · · , yk−1yk} as a disjoint union.

Given a wheel sequence G as above, we associate to G the following terminology and notation:

1) The path y1 · · · yk is called the apex path of G and k is called the length of G.
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2) The vertices x1, zk are called the wheel terminals of G.

3) H(G) denotes the k-tuple (H1, · · · , Hk), and P(G) denotes the k-tuple (P1, · · · , Pk).

In Section 4.2, when we analyze the structure of a critical mosaic in the ball of distance two from an open ring, we are
particularly interested in graphs which consit of a wheel sequence together with a lone vertex adjacent to each vertex
on the apex path of the wheel sequence. We introduce one more definition and then state our main result for Section
4.1.

Definition 4.1.2. A crown is a 4-tuple (G,w, P, L) such that the following hold.

1) G is a graph and w is a vertex of G such N(w) = V (P ) and G−w is a wheel sequence with apex path P ; AND

2) L is a list-assignment for V (G) such that the following hold.

i) |L(w)| ≥ 2, each endpoint of P has an L-list of size at least four, and each internal vertex of P ha an L-list
of size at least five; AND

ii) Each wheel terminal of G− w is precolored; AND

iii) All remaining vertices of G have L-lists of size three.

Our lone main result for Section 4.1 is the following.

Theorem 4.1.3. Let (G,w, P, L) be a crown and letH(G\{w}) = (H1, · · · , Hk) andP(G\{w}) = (P1, P2, · · · , Pk),
where Pi = xiyizi for each i = 1, · · · , k.Furthermore, let L(x1) = {c} and L(zk) = {c′}. Then the following hold.

1) If |V (P )| ≥ 3, then G is L-colorable; AND

2) If |V (P )| = 2, then, letting X :=
⋂
u∈V (H1\P1)

L(u) and X ′ :=
⋂
u∈V (H2\P2)

L(u), one of the following three

statements holds.

a) G is L-colorable; OR

b) There is a set of two colors such common to the lists of each vertex of V (G) \ {w, x1, z2, y1, y2}; OR

c) There is a set S = {a, b, r} of three colors, where L(w) = {a, b}, such that L(y1) \ {c} = L(y2) \ {c′} =
S, and furthermore, {b, r} ⊆ X , {a, r} ⊆ X ′, and |L(z1) ∩ S| ≥ 2.

We begin by proving the first half of Theorem 4.1.3.

Proposition 4.1.4. Let (G,w, P, L) be a crown with V (P )| ≥ 3. Then G is L-colorable.

Proof. LetH(G\{w}) = (H1, · · · , Hk) and P(G\{w}) = (P1, · · · , Pk), where Pi = xiyizi for each i = 1, · · · , k.
We prove the proposition by induction on the length of P . The base case is |V (P )| = 3. Let L(x1) = {c} and
L(z3) = {c′}. Let a, b ∈ L(w). Possibly, one or both of c, c′ lies in {a, b}. Suppose towards a contradiction that G is
not L-colorable. Now we have the following:

Claim 4.1.5. If there is a pair (r, r′) ∈ L(y1) × L(y2) such that |ZH1
(c, r, •)| ≥ 2 and |ZH3

(•, r′, c′)| ≥ 2, then

{a, b} ∩ {r, r′} ≠ ∅.

Proof: Suppose there a pair (r, r′) with |ZH1
(c, r, •)| ≥ 2 and |ZH3

(•, r′, c′)| ≥ 2. Suppose that {a, b} ∩ {r, r′} = ∅.
Now letL∗ be a list-assignment forH2, where we setL∗(y2) := L(y2)\{r, r′}, L∗(z1) := ZH1

(c, r, •), and, likewise,
L∗(z2) := ZH3

(•, r′, c′). Finally, we set L∗(u) := L(u) for all u ∈ V (H2) \ {x2, y2, z2}.
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Note that H2 is L∗-colorable by Theorem 1.3.4, since every vertex in H2 has an L∗-list of size at least 3, except
possibly the vertices {x2, z2}, which have L∗-lists of size at least 2. Thus, let ψ be an L∗-coloring of H2. Now, ψ
extends to an L-coloring ψ′ of G \ {w} in which ψ′(y1) = r and ψ′(y3) = r′, since ψ(z1) ∈ ZH1

(c, r, •)) and
ψ(x3) ∈ ZH3

(•, r′, c′). Now, ψ′ leaves an color over for w, since |L(w)\{r, r′}| ≥ 2. Thus, G is indeed L-colorable,
contradicting our assumption. ■

By Proposition 1.4.5, the sets {r ∈ L(y1) : |ZH1(c, r, •)| ≥ 2} and {r′ ∈ L(y2) : |ZH3(•, r′, c′)| ≥ 2} are both
nonempty. Thus, for the remainder of the proof, we may suppose that one of these two sets is a subset of {a, b}. So
now suppose without loss of generality that {r ∈ L(y1) : |ZH1(c, r, •)| ≥ 2} is a nonempty subset of {a, b}, and that
a ∈ L(y1) \ {c} with |ZH1(c, a, •)| ≥ 2. Consider the following cases.

Case 1: H2 is a triangle.

We break this case into subcases:

Case 1.1 a ∈ L(y3) \ {c′}

In this case, let ψ be an L-coloring of H3 with ψ(y1) = a. Such an L-coloring of H3 exists by Thomassen.
Since |L(y2) \ {a, b, ψ(x3)}| ≥ 2, and |ZH1

(c, a, •)| ≥ 2, there is a color d ∈ L(y2) \ {a, b, ψ(x3)} such that
ZH1

(c, a, •) ̸= {d, ψ(x3)}. Now we extend ψ to an L-coloring ψ′ of V (H3) ∪ {y1, y2} by setting ψ′(y1) = a and
ψ′(y2) = d. Since there is a color left over in ZH1

(c, a, •), ψ′ extends to an L-coloring ψ′′ of G \ {w}. Since
b ̸∈ {ψ′′(y1), ψ′′(y2), ψ′′(y3)}, there is a color left over in L(w), so G is L-colorable, contradicting our assumption.

Case 1.2 a ̸∈ L(y3) \ {c′}.

In this case, there are at least two colors d0, d1 ∈ L(y3) \ {a, b, c′}. We claim that, for some i ∈ {0, 1}, there is an
L-coloring ψ of G \ {w} with ψ(y1) = a and ψ(y3) = di. For each i ∈ {0, 1}, let ψi be an L-coloring of H3 with
ψi(y

1) = di. Such an L-coloring of H3 exists for each i ∈ {0, 1} by Theorem 0.2.3. Consider the following subcases.

Case 1.2.1 For each i ∈ {0, 1}, |L(y2) \ {a, b, di, ψ(z2)}| = 1

In this case, since |L(y2)| ≥ 5, we have |L(y2)| = 5 and {a, b, d0, d1} ⊆ L(y2). Let e be the lone color of
L(y2) \ {a, b, d0, d1}.

Claim 4.1.6. If there is an i ∈ {0, 1} such that ψi(z2) ̸= e then ZH1
(c, a, •) = {ψi(z2), e}. On the other hand, if

there is an i ∈ {0, 1} such that ψi(z2) = e, then ZH1
(c, a, •) = {d1−i, e}.

Proof: Let i ∈ {0, 1} and suppose that ψi(z2) ̸= e. Suppose further that ZH1
(c, a, •) ̸= {ψi(z2), e}. We claim that

there is an extension of ψi to an L-coloring of G. We first extend ψi to an L-coloring ψ′
i of V (H3) ∪ {y1, y2} by

setting ψ′
i(y

2) = e and ψ′
i(y

1) = a. Since ZH1
(c, a, •) ̸= {ψ′

i(z
2), ψ′

i(y
2)} and |ZH1

(c, a, •)| ≥ 2, there is a color
left in ZH1

(c, a, •) for z1, so ψ′ extends to an L-coloring of G \ {w}. Since b ̸∈ {ψ′(y1), ψ′(y2), ψ′(y3)}, there is a
color left over for w, so G is L-colorable, contradicting our assumption.

Now let i ∈ {0, 1} and suppose that ψi(z2) = e. Suppose further that ZH1(c, a, •) ̸= {d1−i, e}. We claim that there
is an extension of ψ1−i to an L-coloring of G. We first extend ψ1−i to an L-coloring ψ′

1−i of V (H3) ∪ {y1, y2} by
setting ψ′

1−i(y
2) = d1−i and ψ′

1−i(y
1) = a. This is permissible as di ̸= a and d1−i ∈ L(y2). Since ZH1(c, a, •) ̸=

{ψ′
1−i(y

2), ψ′
1−i(z

2)} and |ZH1(c, a, •)| ≥ 2, there is a color of ZH1(c, a, •) in L(z1)\{a, ψ′
1−i(y

2), ψ′
1−i(z

2). Thus,
ψ′
1−i extends to an L-coloring of G\{w}. Since b ̸∈ {ψ′

1−i(y
1), ψ′

1−i(y
2), ψ′

1−i(y
3)}, ψ′

1−i extends to an L-coloring
of G, contradicting our assumption. ■
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Now, suppose towards a contradiction that ψ0(z
2) ̸= e and ψ1(z

2) ̸= e. In that case, by Claim 4.1.6, there is a
color f ∈ L(z1) such that f = ψ0(z

2) = ψ1(z
1) and ZH1,L(c, a, •) = {e, f}. Note that f ̸∈ {d0, d1}, since

ψ0(z
2) ̸= d0 and ψ1(z

2) ̸= d1. Now extend ψ0 to an L-coloring ψ′
0 of V (H3) ∪ {y1, y2} by setting ψ′

0(y
1) = e and

ψ′
0(y

2) = d1. Then ψ′
0 extends to an L-coloring of G \ {w}, since there is a color left over for z1 in ZH1

(c, a, •). The
resulting coloring of G− w extends to an L-coloring of G, since b ̸∈ {ψ′

0(y
1), ψ′

0(y
2), ψ′

0(y
3)}. This contradicts our

assumption.

We conclude that e ∈ {ψ0(z
2), ψ1(z

2)}. If e = ψ0(z
2) = ψ1(z

2), then there exists i ∈ {0, 1} such that ZH1(c, a, •) ̸=
{e, d1−i}, contradicting Claim 4.1.6. Thus, if either e ̸∈ {ψ0(z

2), ψ1(z
2)} or e = ψ0(z

0) = ψ1(z
2), then G is L-

colorable, contradicting our assumption. So now suppose without loss of generality that ψ0(z
2) = e and ψ1(z

2) ̸= e.
In that case, by Claim 4.1.6, we have ZH1(c, a, •) = {d1, e} = {ψ1(z

2), e}. Yet d1 ̸= ψ1(z
2), since ψ1 is a proper

L-coloring of H3 in which y3 is colored with d1, so G is indeed L-colorable, contradicting our assumption. This
completes Subcase 1.2.1.

Case 1.2.2 For some i ∈ {1, 2}, L(y2) \ {a, b, di, ψi(z2)}| ≥ 2.

In this case, let e1, e2 be two colors inL(y2)\{a, b, di, ψi(z2)}. Then there exists a j ∈ {1, 2} such that ZH1(c, a, •) ̸=
{ψi(z2), ej}. Now extend ψi to an L-coloring ψ′

i of H3 ∪ {y1, y2} by setting ψ′
i(y

1) = a and ψ′
i(y

2) = ej .
Then ψ′

i extends to an L-coloring ψ of G \ {w}, since there is a color left over for z1 in ZH1(c, a, •). Since
b ̸∈ {ψ(y1), ψ(y2), ψ(y3)}, this coloring ψ extends to an L-coloring of G, contradicting our assumption. This com-
pletes the case where H2 is a triangle.

Case 2: H2 is not a triangle.

In this case, let H2 \ {y2} := x2w1 · · ·wtz2 for some t ≥ 1. We break this into the following subcases:

Case 2.1: L(y2) \ {a, b} = L(w1)

In this case, since |L(w1)| = 3, we have L(y2) = L(w1) ∪ {a, b} as a disjoint union.

Claim 4.1.7. Let r ∈ L(y1) \ {a, b, c} and r′ ∈ L(y3) \ {a, b, c′}. Then |ZH1
(r, c, •))| = |ZH3

(•, r′, c′)| = 1 and

{a, b} = ZH1
(c, r, •) ∪ ZH3

(•, r′, c′).

Proof: Let x ∈ ZH1
(c, r, •) and x′ ∈ ZH3

(•, r′, c′). Suppose towards a contradiction that {x, x′} ̸= {a, b}. Let
s ∈ {a, b} \ {x, x′}. Since {a, b} ⊆ L(y2), we have s ∈ L(y2). Consider the L-coloring (r, s, r′) of y1y2y3. We
claim that this extends to an L-coloring of G \ {w}. It suffices to show that the coloring (x, s, x′) of x2y2z2 extends
to an L-coloring of H . Since s ̸∈ L(w1), this coloring of the principal path of H2 does indeed extend to an L-coloring
of H2. Thus, the coloring (r, s, r′) of y1y2y3 extends to an L-coloring ψ of G−w, and since there is a color of {a, b}
left over for w, ψ extends to an L-coloring of G, contradicting our assumption. ■

Now, as above, let r ∈ L(y1) \ {c} and r′ ∈ L(y3) \ {c′}. Applying Claim 4.1.7, we have |ZH1(c, r, •) =

|ZH3(•, r′, c′)| = 1 and ZH1(c, r, •) ∪ ZH3(•, r′, c′) = {a, b}. We now choose a color t ∈ L(y2) \ {a, b, r, r′},
and we claim that the coloring (r, t, r′) of y1y2y3 extends to an L-coloring of G \ {w}. If we show this, then we are
done, since a, b ̸∈ {r, t, r′}. Let ZH1

(c, r, •) = {x} and ZH3
(•, r′, c′) = {x′}, where {x, x′} = {a, b}. It just suffices

to show that the coloring (x, t, x′) of x2y2z2 extends to an L-coloring of H2. This holds since x ̸∈ L(w1), so we are
done. This completes Case 2.1.

Case 2.2 L(y2) \ {a, b} ≠ L(w1)

In this case, since |L(y2)| ≥ 5, there is a color e ∈ L(y2) \ {a, b} with e ̸∈ L(w1).
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Claim 4.1.8. For each color r′ ∈ L(y3) \ {b, c′}, we have ZH3
(•, r′, c′) = {e}.

Proof: Suppose there is an r′ ∈ L(y3) \ {b, c′} with ZH3(•, r′, c′) ̸= {e}. Since ZH3(•, r′, c′) ̸= ∅ by Theorem 0.2.3,
let x′ ∈ ZH3(•, r′, c′) with x′ ̸= e. Now we claim that the coloring (a, e, r′) of y1y2y3 extends to an L-coloring of
G. Since |ZH1(c, a, •)| ≥ 2, there is a color x ∈ ZH1(c, r, •) \ {e}. The coloring (x, e, x′) of x2y2z2 extends to an
L-coloring of H2 since e ̸∈ L(w1). Thus, since x ∈ ZH1(c, a, •) and x′ ∈ ZH3(•, r′, c′), the coloring (a, e, r′) of
y1y2y3 extends to an L-coloring ψ of G \ {w}. Finally, since e, r′ ̸= b, there is a color left over in L(w), so ψ extends
to an L-coloring of G, contradicting our assumption. ■

Now, since |L(y3)| ≥ 4, we let d0, d1 ∈ L(y3)\{b, c′}. Applying Claim 4.1.8, we have ZH3
(•, d0, c) = ZH3

(•, d1, c) =
{e}. Now let r ∈ L(y1) \ {a, b, c} and let ψ be an L-coloring of H1 with ψ(y1) = r. Such a ψ exists by Theorem
0.2.3. Now we have the following:

Claim 4.1.9. L(wt) = L(y2) \ {r, ψ(z1)} and e ∈ L(wt).

Proof: Suppose that e ̸∈ L(wt). Since d0, d1 ̸∈ {b, c′}, choose an i ∈ {0, 1} with di ̸∈ {a, b, c′}. Then choose a color
s ∈ L(y2) \ {a, b, di, e}, and consider the coloring (a, s, di) of y1y2y3. We claim that this extends to an L-coloring of
G. Firstly, since |ZH1

(c, a, •)| ≥ 2, let s′ ∈ ZH1
(c, a, •) \ {s}. Now consider the coloring (s′, s, e) of x2y2z2. This

extends to an L-coloring of H2, since e ̸∈ L(wt). Thus, since s′ ∈ ZH1
(c, a, •) and e ∈ ZH3

(•, di, c′), the coloring
(a, s, di) of y1y2y3 extends to an L-coloring ϕ of G \ {w}. Finally, since s, di ̸∈ {a, b}, the color b is left over for w,
so ϕ extends to an L-coloring of G, contradicting our assumption.

Thus, we conclude that e ∈ L(wt). Now suppose towards a contradiction that L(y2) \ {r, ψ(z1)} ̸= L(wt). In that
case, since |L(wt)| = 3 and |L(y2)| ≥ 5, there is a color s ∈ L(y2) \ {r, ψ(z1)} with s ̸∈ L(wt). Consider the
following cases:

Case 1: s ∈ {a, b}.

In this case, we simply choose an i ∈ {0, 1} such that di ̸= a. At least one such di exists. Since di ̸∈ {b, c′}, we
then have di ̸∈ {a, b, c′}. Now we extend ψ to an L-coloring ψ′ of V (H1) ∪ {y2, y3} by setting ψ′(y2) = s and
ψ′(y3) = di. This is a proper coloring of V (H1) ∪ {y2, y3}, since s ∈ {a, b} and r, di ̸∈ {a, b}, and s ̸= ψ(z1).
To see that ψ′ extends to an L-coloring of G \ {w}, we just note that the coloring (ψ(z1), s, e) of x2y2z2 extends to
an L-coloring of H2, since s ̸∈ L(wt). Thus, since e ∈ ZH3(di), ψ extends to an L-coloring of G \ {w}. Finally,
since ψ′(y1), ψ

′(y3) ̸∈ {a, b}, there is a color left over for w, so ψ extends to an L-coloring of G, contradicting our
assumption.

Case 2: s ̸∈ {a, b}.

As above, we choose i ∈ {0, 1} with di ̸= s. At least one such i exists. Then we take the coloring (a, s, di) of y1y2y3.
This is a proper coloring of y1y2y3. Since ZH1(c, a, •)| ≥ 2, let s′ ∈ ZH1(c, a, •) \ {s}. The coloring (s′, s, e) of
x2y2z2 extends to an L-coloring of H2, since s ̸∈ L(wt), and thus, since s′ ∈ ZH1(c, a, •) and e ∈ ZH3(•, di, c′), the
coloring (a, s, di) of y1y2y3 extends to an L-coloring ϕ of G \ {w}. Since s ̸∈ {a, b} and a, di ̸= b, the color b is left
over for w, so ϕ extends to an L-coloring of G, contradicting our assumption. Thus, we conclude that e ∈ L(wt) and
L(y2) \ {r, ψ(z1)} = L(wt). This completes the proof of Claim 4.1.9. ■

Applying Claim 4.1.9, we have L(wt) = L(y2) \ {r, ψ(z1)} and e ∈ L(wt). Since |L(y2)| ≥ 5, we have r ∈ L(y2)
and r ̸= e. Now, there is at least one i ∈ {0, 1} such that di ̸= r. Given this di, consider the coloring (a, r, di) of
y1y2y3. We claim that this coloring of y1y2y3 extends to an L-coloring of G. Let x ∈ Z(H1, a). Then the coloring
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(x, r, e) of x2y2z2 extends to an L-coloring of H2, since r ̸∈ L(wt). Since e ∈ ZH3,L(•, di, c′) and x ∈ ZH1
(c, r, •),

the coloring (a, r, di) of y1y2y3 extends to an L-coloring ψ of G \ {w}. Since b ̸= r, di, there is a color in L(w) left
over, so ψ extends to an L-coloring of G, contradicting our assumption. This completes Case 2.2, and thus completes
the base case of Proposition 4.1.4.

Now let k ≥ 3, and suppose that, for any crown (G′, w′, P ′, L′) with |V (P )| = k, G′ is L′-colorable. Suppose now
that the crown (G,w, P, L) satisfies |V (P )| = k + 1. Let a, b ∈ L(w), and let L(x1) = {c} and L(zk+1) = {c′} for
some colors c, c′ (possibly one or both of c, c′ lies in {a, b}).

Since |L(yk+1)| ≥ 4, let d ∈ L(yk+1) \ {a, b, c′}. By Thomassen, there is an L-coloring ψ of Hk+1 such that
ψ(yk+1) = d. Now let L∗ be a list-assignment forG\(Hk+1\{xk+1}) defined as follows: Set L∗(xk+1) := ψ(xk+1)

and L∗(yk) = L(yk) \ {d}. Then set L∗(w) := {a, b}, and, finally, L∗(u) := L(u) for all u ∈ V (G) \ (V (Hk+1) ∪
{yk, w}).

Let G∗ := G \ (Hk+1 \ {xk+1}). Then G∗ − w is a wheel sequence with H(G∗ − w) = (H1, · · · , Hk) and
P(G∗ − w) = (P1, · · · , Pk). In particular, (G∗, w, p1Ppk, L

∗) is a crown, and thus, since |V (p1Ppk)| = k, G∗ is
L∗-colorable.

Let ϕ be an L∗-coloring of G∗. Note that ϕ∪ψ is well-defined, since ϕ, ψ agree on their common domain of {xk+1},
so we just need to check that ϕ ∪ ψ is a proper L-coloring of G. We have ϕ(w) ̸= ψ(yk+1), since ψ(yk+1) ̸∈ {a, b},
and we have ϕ(yk) ̸= ψ(yk+1), since ϕ(yk) ∈ L(yk) \ {d}. Thus, for any edge e of G with one endpoint in dom(ψ)

and the other in dom(ϕ), the endpoints of e are assigned different colors by ϕ ∪ ψ, so ϕ ∪ ψ is indeed a proper
L-coloring of G, as desired. This completes the proof of Proposition 4.1.4 and thus proves 1) of Theorem 4.1.3.

Now we prove the second half of Theorem 4.1.3, i.e we deal with the special case where the apex path has length one.
We restate this with the proposition below.

Proposition 4.1.10. Let (G,w, P, L) be a crown with |V (P )| = 2. Let H(G − w) = (H1, H2) and P(G − w) =

(P1, P2), where Pi = xiyizi for each i = 1, 2. Let L(x1) = {c} and L(z2) = {c′}. Set X :=
⋂
u∈V (H1\P1)

L(u)

and X ′ :=
⋂
u∈V (H2\P2)

L(u) Then one of the following three statements holds.

a) G is L-colorable; OR

b) There is a set T of two colors such that T ⊆ L(u) for each u ∈ V (G) \ ({w, x1, z2, y1, y2}); OR

c) There is a set S = {a, b, r} of three colors such that L(w) = {a, b}, L(y1) \ {c} = L(y2) \ {c′} = S, and

furthermore, {b, r} ⊆ X \ {z1}, {a, r} ⊆ X ′ \ {z1}, and |L(z1) ∩ S| ≥ 2.

Proof. Let a, b ∈ L(w) (possibly, one or both of c, c′ lies in {a, b}). Now we partition L(y1) \ {c} into two sets T1
and T2, where T1 := {r ∈ L(y1) \ {c} : |ZH1(c, r, z

1)| = 1} and T2 := {r ∈ L(y1) \ {c} : |ZH1(c, r, •)| ≥ 2}. Note
that L(y1) \ {c} = T1 ∪ T2 as a disjoint union.

Likewise, we partition L(y2) \ {c′} into two sets T ′
1 and T ′

2 where T ′
1 := {r ∈ L(y2) \ {c′} : |ZH2

(•, r′, c′)| = 1}
and T ′

2 := {r ∈ L(y2) \ {c′} : |ZH2
(z1, r′, c′)| ≥ 2}. As above, L(y2) \ {c′} = T ′

1 ∪ T ′
2 is a disjoint union. Note that

T1 ⊆ X and T ′
1 ⊆ X ′ by Proposition 1.4.4. Suppose now for the remainder of the proof of Proposition 4.1.10 that G

is not L-colorable. We now have the following fact:

Claim 4.1.11. If there are colors r ̸= r′, where r ∈ and r′ ∈ L(y1) such that {r, r′} ≠ {a, b} and ZH1
(c, r, •) ∩

ZH2
(•, r′, c′) ̸= ∅, then the L-coloring (r, r′) of the edge y1y2 extends to an L-coloring of G.
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Proof: Suppose there such a pair r, r′. Since ZH1
(c, r, •) ∩ ZH2

(•, r′, c′) ̸= ∅, there is an L-coloring ϕ of G \ {w}
such that ϕ(y1) = r and ϕ(y2) = r′. Since {r, r′} ̸= {a, b}, there is a color left over in L(w), so ϕ extends to an
L-coloring of G. ■

LetUG,L(y1y2) ⊆ ΦG,L(y
1y2) be the set ofL-colorings (s1, s2) of the edge y1y2 such that ZH1

(c, s1, •)∩ZH2
(•, s2, c′) ̸=

∅ and {s1, s2} ≠ {a, b}. Thus, by Claim 4.1.11, if UG,L(y1y2) ̸= ∅, thenG is L-colorable. For any s1 ∈ L(y1)\{c}
and s2 ∈ L(y2) \ {c′}, we set I(s1, s2) := ZH1

(c, s1, •) ∩ ZH2
(•, s2, c′).

Claim 4.1.12. aaaaaaaaaaaaaaaaaaaaaaa

1) If {a, b} ⊆ L(y1) \ {c} and ZH1(c, a, •) ∪ ZH1(c, b, •) = L(z1), then UG,L(y1y2) ̸= ∅. Likewise, if {a, b} ⊆
L(y2) and ZH2(•, a, c′) ∪ ZH2(•, b, c′) = L(z1), then UG,L(y1y2) ̸= ∅; AND

2) If there is a color r ∈ L(y1) \ {c} such that ZH1
(c, r, •)| = 3, then G is L-colorable. Likewise, if there is a

color r′ ∈ L(y2) \ {c} such that |ZH2
(•, r′, c′)| = 3, then G is L-colorable.

Proof: Let {a, b} ⊆ L(y1) and r′ ∈ L(y2)\{a, b, c′}. If ZH1
(c, a, •)∪ZH1

(c, b, •) = L(z1) then I(a, r′)∪I(b, r′) ̸=
∅ and thus either (a, r′) ∈ UG,L(y1y2) or (b, r′) ∈ UG,L(y1y2). An identical argument shows the analogous statement
for the case where {a, b} ⊆ L(y2). This proves Fact 1.

Now let r ∈ L(y1) \ {c} and suppose that ZH1(c, r, •)| = 3, so ZH1(c, r, •) = L(z1). Now, if r ∈ {a, b}, then we
just choose an r′ ∈ L(y2) \ {a, b, c′}. We have I(r, r′) ̸= ∅ since ZH1(c, r, •) = L(z1), and (r, r′) ∈ UG,L(y1y2),
since r ̸= r′ and r ̸∈ {a, b}. On the other hand, if r ̸∈ {a, b}, then we simply let r′ ∈ L(y2) \ {c′, r}. Then
(r, r′) ∈ UG,L(y1y2), so G is L-colorable. An identical argument shows that, if there is a r′ ∈ L(y2) \ {c} such that
|ZH2(•, r′, c′)| = 3, then G is L-colorable. This completes the proof of Fact 2. ■

Now we have the following:

Claim 4.1.13. If either |L(y1) \ {a, b, c}| ≥ 2 or |L(y2) \ {a, b, c′}| ≥ 2 then Proposition 4.1.10 is satisfied.

Proof: Suppose without loss of generality that |L(y1) \ {a, b, c}| ≥ 2. In that case, there are two colors d1, d2 ∈
L(y1) \ {a, b, c}. Since G is not L-colorable, we have UG,L(y1y2) = ∅. Now consider the following cases:

Case 1: |ZH1(c, d1, •) ∪ ZH1(c, d2, •)| = 1

In this case, there is a color e ∈ L(z1) \ {d1, d2} such that {e} = ZH1
(c, d1, •) = ZH1

(c, d2, •). Furthermore, since
d1, d2 ∈ T1, we have d1, d2 ∈ X , and thus L(z1) = {e, d1, d2}. We also have {d1, d2} ⊆ X by Proposition 1.4.4.
We also note that H1 is not a triangle, or else d1 ∈ ZH1

(c, d2, •) and d2 ∈ ZH1
(c, d2, •), contradicting the fact that

{e} = ZH1
(c, d1, •) = ZH1

(c, d2, •). Since H1 is not a triangle let H1 \ {y1} be the path x1w1 · · ·wtz1 for some
t ≥ 1.

Now, if there is a color r′ ∈ L(y2) \ {c} such that e ∈ ZH2(•, r′, c′), then G is L-colorable. To see thus, let r′ be such
a color in L(y2) \ {c′} and let i ∈ {1, 2} be such that di ̸= r′. Then e ∈ I(di, r′) and thus (di, r′) ∈ UG,L(y1y2),
contradicting our assumption. Thus, we have ZH2(z

1, r′, c′) ⊆ {d1, d2} for each r′ ∈ L(y2) \ {c′}. Let r be a color
of L(y1) \ {d1, d2, c} (possibly r ∈ {a, b}). Since |ZH1(c, d1, •)| = |ZH1(c, d2, •)| = 1, we have |ZH1(c, r, •)| ≥ 2

by Proposition 1.4.5. Now consider the following subcases.

Case 1.1 |{d1, d2} ∩ L(y2) \ {c′}| ≥ 1.
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In this case, suppose without loss of generality that d1 ∈ L(y2). Thus, since ZH2
(•, d1, c′) ⊆ {d1, d2} we have

ZH2
(•, d1, c′) = {d2}. If ZH1

(c, r, •)∩ZH2
(•, d1, c′) ̸= ∅, then (r, d1) ∈ UG,L(y1y2), contradicting our assumption.

Thus, we have ZH1
(c, r, z1) = {d1, e}. In that case, we have r ̸= e and thus r ̸∈ L(z1), since L(z1) = {d1, d2, e}.

Note that r ∈
⋂t
j=1 L(wj), or else, if there is a j ∈ {1, · · · , t} such that r ̸∈ L(wj), then d2 ∈ ZH1

(c, r, •),
contradicting our assumption. Since {d1, d2} ⊆ X , we have L(wj) = {d1, d2, r} for each j = 1, · · · , t. But then
c ̸∈ L(w1), and thus ZH1

(c, r, •) = {d1, d2, e}, contradicting our assumption. This completes Case 1.1.

Case 1.2 {d1, d2} ∩ (L(y2) \ {c′}) = ∅

In this case, L(y2)\{c′} contains three colors ℓ1, ℓ2, ℓ3 such that {d1, d2}∩{ℓ1, ℓ2, ℓ3} = ∅. Suppose without loss of
generality that ℓ1 ̸= e. Now, if H2 is a triangle, then e ∈ ZH1

(z1, ℓ1, c
′), contradicting the fact that ZH1

(•, ℓ1, c′) ⊆
{d1, d2}. Thus, H2 is not a triangle, so let H2 \ {y2} = z1v1 · · · vt′z2 for some t′ ≥ 1. Now, since L(z1) =

{d1, d2, e}, we suppose without loss of generality that ℓ1, ℓ2 ̸∈ L(z1). In that case, we have {ℓ1, ℓ2} ⊆ L(vj) for each
j = 1, · · · , t′, or else, for some k ∈ {1, 2}, we have ZH2

(z1, ℓk, c
′)| = 3, and thus G is L-colorable by Claim 4.1.12,

contradicting our assumption.

Now, if e ̸∈ L(v1), then we have e ∈ ZH2(•, ℓk, c′) for each k = 1, 2, since e ̸∈ {ell1, ℓ2}, contradicting the
fact that ZH2(z1, r

′, c′) ⊆ {d1, d2} for each r′ ∈ L(y2) \ {c′}. Thus, we have L(z1) = {ℓ1, ℓ2, e}. In particular,
d1, d2 ̸∈ L(v1). Now, since ZH1(r) ≥ 2, there is a k ∈ {1, 2} such that dk ∈ ZH1(r). Suppose that r ̸∈ {a, b}.
In that case, we simply choose a color ℓj ∈ {ℓ1, ℓ2, ℓ3} \ {r}. Then dk ∈ ZH2(•, ℓj , c′) since dk ̸∈ L(v1). But
then (r, ℓj) ∈ UG,L(y1y2) since r ̸∈ {a, b}. This contradicts our assumption. Now suppose that r ∈ {a, b}, and let
j ∈ {1, 2, 3} such that ℓj ̸∈ {a, b}. Thus, r ̸= ℓj . But since r ∈ T2, there is a k ∈ {1, 2} such that dk ∈ ZH1(c, r, •).
Furthermore, we have ℓj ̸= dk, and dk ̸∈ L(v1), so dk ∈ ZH2(•, ℓj , c′). But then, since ℓj ̸∈ {a, b}, we have
(r, ℓj) ∈ UG,L(y1y2), contradicting our assumption. This completes Case 1.

Case 2: |ZH1
(c, d1, •) ∪ ZH1

(c, d2, •)| ≥ 2

In this case, we note that T ′
2 ⊆ {d1, d2}. To see this, suppose there is a color r′ ∈ T ′

2 with r′ ̸∈ {d1, d2}. Since
|ZH2(•, r′, c′)| ≥ 2, we have I(d1, r′) ∪ I(d2, r′) ̸= ∅, so either (d1, r′) or (d2, r′) lies in UG,L(y1y2), contradicting
our assumption. So we have T ′

2 ⊆ {d1, d2}. Suppose without loss of generality that d1 ∈ T ′
2, and let r ∈ L(y1) \

{d1, d2, c}. We also note that |ZH1(c, d1, z
1)∪ZH1(c, d2, •)| = 2, or else, if ZH1(c, d1, z

1)∪ZH1(c, d2, •) = L(z1),
then, for any r′ ∈ L(y2) \ {d1, d2, c′}, either (d1, r′) or (d2, r′) lies in UG,L(y1y2), contradicting our assumption.

Case 2.1 d1 ∈ L(z1)

If d1 ∈ L(z1), then we have ZH2(•, d1, c′) = L(z1) \ {d1}. If I(r, d1) ∪ I(d2, d1) ̸= ∅, then UG,L(y1y2) ̸= ∅ since
d1 ̸∈ {a, b}. This contradicts our assumption. Thus, we have ZH1(c, r, •) = ZH1(c, d2, •) = {d1}. We thus have
d1 ∈ T ′

1 by Proposition 1.4.5, so ZH1 = L(z1) \ {d1}.

Since r, d2 ∈ T1, we have {r, d2} ⊆ L(z1), so L(z1) = {d1, d2, r}. Now, we note that L(y2) \ {d1, d2, c′} = {r}.
To see this, suppose there is an r′ ∈ L(y2) \ {d1, d2, c′} with r′ ̸= r. Then r′ ∈ T ′

2, since r′ ̸∈ L(z1), contradicting
the fact that T ′

2 ⊆ {d1, d2}. Thus, we have L(y2) \ {d1, d2, c′} = {r}, so L(y2) = {d1, d2, c′, r}.

Now, since ZH1(•, d1, c′) = L(z1) \ {d1}, we have ZH2(z
1, d2, c

′) = ZH2(•, r, c′) = {d1}, or else either (d1, r)
or (d1, d2) lies in UG,L(y1y2), contradicting our assumption. But then d1 ∈ I(d2, r), so (d2, r) ∈ UG,L(y

1y2),
contradicting our assumption. This completes Case 2.1.

Case 2.2 d1 ̸∈ L(z1)

In this case, we have d1 ∈ T2∩T ′
2. Let L(z1) = {ℓ1, ℓ2, ℓ3} and let ℓ1, ℓ2 ∈ ZH2(•, d1, c′). Thus, we have ZH1(d2) =
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ZH1
(r) = {ℓ3}, or else (d2, d1) ∪ I(r, d1) ̸= ∅, and thus either (d2, d1) or (r, d1) lies in UG,L(y1y2), contradicting

our assumption. So we have r, d2 ∈ T1 and thus r, d2 ∈ L(z1). Thus, we have {r, d2} = {ℓ1, ℓ2}, since r, d2 ̸= ℓ3,
and so L(z1) = {r, d2, ℓ3}. Since d1 ∈ T ′

2, we have ZH2
(•, d1, c′) = {r, d2}, or else ℓ3 ∈ I(d2, d1) ∪ I(r, d1), and

thus either (d2, d1) or (r, d1) lies in UG,L(y1y2), contradicting our assumption.

Now, ifL(y2)\{r, d2ℓ3, c′} ≠ ∅, then let r′ ∈ L(y2)\{r, d2, ℓ3, c′}. Since r′ ̸∈ L(z1), we have r′ ∈ T ′
2, contradicting

the fact that T ′
2 ⊆ {d1, d2}. Thus, we have L(y2) = {r, d2, ℓ3, c′}. But we also have ℓ3 ̸= d1, since d1 ̸∈ L(z1),

so we get d1 ̸∈ L(y2), contradicting the fact that d1 ∈ T ′
2. This completes Case 2.2 and thus completes the proof of

Claim 4.1.13. ■

Thus, we may assume for the remainder of the proof of Proposition 4.1.10 that |L(y1) \ {a, b, c}| = 1 and |L(y2) \
{a, b, c′}| = 1. If {a, b} ⊆ X ∩X ′, then we are done. So now suppose that {a, b} ̸⊆ X ∩X ′, and suppose without
loss of generality that a ̸∈ X . Thus, a ̸∈ T1, since T1 ⊆ X . Since a ∈ L(y1) \ {c}, we have a ∈ T2. Suppose that G
is not L-colorable. Thus, we have UG,L(y1y2) = ∅. We show that either Statement b) or Statement c) of Proposition
4.1.10 is satisfied.

Claim 4.1.14. |L(w)| = 2.

Proof: Let f be be the L-coloring of {x1, z2} obtained by coloring x1 with c and z2 with c′. Let u be the lone vertex
of N(x1) \ {y1} and let u′ be the lone vertex of N(z2) \ {y2}. If |L(w)| ≥ 3, then {u, u′} either consists of a lone
vertex with an Lf -list of size at least one, or two vertices with Lf -lists of size at least two. In the first caseG\{x1, z2}
is Lf -colorable by Theorem 0.2.3, and in the second case, G \ {x1, z2} is Lf -colorable by Theorem 1.3.4. Thus, G is
L-colorable, contradicting our assumption. So we have |L(w)| = 2. ■

By Claim 4.1.11, if T ′
2 ̸⊆ {a, b}, then G is L-colorable, contradicting our assumption. So we have T ′

2 ⊆ {a, b}. Thus,
we have T2 ⊆ {a, b} as well, or else UG,L(y1y2) ̸= ∅, contradicting our assumption. Let r ∈ L(y1) \ {a, b, c} and
r′ ∈ L(y2) \ {a, b, c′}.

Case 1: {a, b} ⊆ L(z1)

In this case, since a ̸∈ X , we have ZH1(c, a, •) = L(z1) \ {a}. Now, let r ∈ L(y1) \ {a, b, c′} and r′ ∈
L(y2) \ {a, b, c′}. Thus, we have ZH2(•, r′, c′) = {a}, or else the coloring (a, r′) ∈ UG,L(y

1y2), contradicting
our assumption. Since r′ ∈ T ′, we have r′ ∈ X ′ and thus L(z1) = {a, b, r′}. Furthermore, since r ∈ X we have
r ∈ L(z1) and thus r = r′.

Subcase 1.1 ZH2
(z1, b, c′) = {a}

In this case, by Proposition 1.4.5, we have ZH2(•, a, c′) = L(z1) \ {a} = {b, r′}. Thus, we have ZH1(c, r, •) = {a},
or else the coloring (r, a) ∈ UG,L(y1y2), contradicting our assumption. But then, the coloring (r, b) ∈ UG,L(y1y2),
which, again, contradicts our assumption. This completes Subcase 1.1.

Case 1.2: ZH2
(•, b, c′) ̸= {a}

We break this into two subcases:

Case 1.2.1 a ∈ ZH2
(•, b, c′)

In this case, we have ZH2
(•, b, c′) = {a, r}. Thus, we have ZH1

(c, r, •) = {b}, or else (r, b) ∈ UG,L(y
1y2),

contradicting our assumption. Furthermore, we have ZH2
(•, a, c′) = {r}, or else (r, a) ∈ UG,L(y1y2), contradicting

our assumption. Putting these facts together, we have b ∈ X and a, r ∈ X ′. Recall that r ∈ X as well. Applying
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Claim 4.1.14, we have L(y1) \ {c} = L(y2) \ {c′} = {a, b, r} and L(w) = {a, b}. Furthermore, {a, r} ⊆ X ′, and
{b, r} ⊆ X . Thus, in Case 1.2.1, Statement c) of Proposition 4.1.10 is satisfied, so we are done. This completes Case
1.2.1.

Case 1.2.2 a ̸∈ ZH2
(•, b, c′)

In that case, we have ZH2
(•, b, c′) = {r′}. Since ZH2

(•, r′, c′) = {a}, we then have ZH2
(•, a, c′) = {b, r′} by

Proposition 1.4.5. Thus, we have ZH1
(c, r, •) = {a}, or else I(r, a) ∩ {b, r′} ̸= ∅ and thus (r, a) ∈ UG,L(y1y2),

contradicting our assumption. Since ZH1
(c, r, •) = {a}, we have r = r′. To see this, note that if r ̸= r′, then

(r, r′) ∈ UG,L(y1y2), since a ∈ I(r, r′). This contradicts our assumption. So we have r ∈ T1 ∩ T ′
1, and b ∈ T ′

1 as
well. Now, if b ∈ T1, then we have {b, r} ⊆ X ∩X ′, and then Statement 2 is satisfied, so we are done. So suppose
now that b ̸∈ T1. Then a ∈ I(b, r′) and (b, r′) ∈ UG,L(y1y2), contradicting our assumption. This completes Case 1.

Case 2: {a, b} ̸⊆ L(z1).

In this case, suppose without loss of generality that a ̸∈ L(z1). Thus, we have a ∈ T2 ∩ T ′
2. Now, if both H1 and H2

are triangles, then Statement b) of Proposition 4.1.10 is trivially satisfied, so suppose without loss of generality that
H1 is not a triangle, and let H1 \ {y1} = x1w1 · · ·wtz1 for some t ≥ 1.

Now, if either a ̸∈ L(w1) or c ̸∈ L(w1), then ZH1(c, a, •1) = L(z1), and thus (a, r) ∈ UG,L(y1y2), contradicting
our assumption. If r ̸∈ L(w1) then r ∈ T2, contradicting our assumption. Thus, we have L(w1) = {a, r, c}. Note
then that ZH1(c, b, •) = L(z1) \ {b}, since b ̸∈ L(w1). This implies that b ∈ L(z1), or else, if b ̸∈ L(z1), then
ZH1(c, b, z

1) = L(z1), since b ̸∈ L(w1). But then (b, r′) ∈ UG,L(y
1y2), contradicting our assumption. Thus, we

have b ∈ L(z1) and ZH1(c, b, •) = L(z1) \ {b}. Furthermore, since a ∈ T2, we have ZH1(c, a, •) = L(z1) \ {b} as
well, or else UG,L(y1y2) ̸= ∅ by Claim 4.1.12, contradicting our assumption.

Case 2.1 r ̸= r′

In this case, since r, r′ ∈ T1 ∩ T ′
1, we have L(z1) = {r, r′, b}. It follows that H2 is also not a triangle, or else, if H2

is a triangle, then we have ZH2(•, a, c′) = L(z1), since c′ ̸∈ L(z1). But then (r, a) ∈ UG,L(y1y2), contradicting our
assumption. Thus, letH2−y2 = z1v1 · · · vt′z2, for some t′ ≥ 1. Since r′ ∈ T ′

1, we have r′, c′ ∈ L(vt′). If a ̸∈ L(vt′),
then ZH2(•, a, c′) = L(z1), since a ̸∈ L(z1). But then (r, a) ∈ UG,L(y1y2), contradicting our assumption. Thus, we
have L(vt′) = {a, r′, c′}, so b ̸∈ L(vt′). Since b ̸∈ L(vt′), we have ZH2(•, b, c′) = {r, r′}. Furthermore, we have
ZH2(•, r′, c′) = {b}, or else r ∈ I(b, r′) and thus (b, r′) ∈ UG,L(y1y2), contradicting our assumption.

Now, since ZH2
(•, r′, c′) = {b}, we have ZH1

(c, r, •) = {r′}, or else b ∈ I(r, r′) and thus (r, r′) ∈ UG,L(y1y2),
contradicting our assumption. But then r′ ∈ I(r, b) and thus (r, b) ∈ UG,L(y1y2), contradicting our assumption. This
Completes Case 2.1.

Case 2.2 r = r′

In this case, we have r ∈ X ∩ X ′, since r ∈ T1 ∩ T ′
1. Furthermore, L(z1) = {r, b, s} for some s ̸= a. Recall

that ZH1
(c, a, •) = ZH1

(c, b, •) = L(z1) \ {b} = {r, s}. Thus, we have a ∈ L(wj) for each j = 1, · · · , t, or else
ZH1

(a) = L(z1). Thus, since r ∈ X , we have {a, r} ⊆ L(wj) for each j = 1, · · · , t.

Now, if {b, r} ⊆ L(u) for each u ∈ V (H2) \ {y2}, then Statement c) of Proposition 4.1.10 is satisfied, with S =

{a, b, r}, so we are done in that case. So now suppose that {b, r} ̸⊆ L(u) for each u ∈ V (H2) \ {y2}. In that
case, since {b, r} ⊆ L(z1), H2 is not a triangle, and, letting H2 \ {y2} = z1v1 · · · vt′z2 for some t′ ≥ 1, we have
{b, r} ̸⊆ L(vj) for some j = 1, · · · , t′. Since r′ ∈ X ′, we have b ̸∈ L(vj) for some j ∈ {1, · · · , t′}. In that case, we
have ZH2(•, b, c′) = {r, s}.
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We have {a, r} ⊆ L(wt), as indicated above. Furthermore, we have b ∈ L(wt) as well, or else b ∈ ZH1
(c, a, •),

contradicting the fact that ZH1
(c, a, •) = L(z1) \ {b}. So we get L(wt) = {a, b, r}, and thus s ∈ ZH1

(c, r, •), since
s ̸∈ L(wt). But then we have s ∈ I(r, b), so (r, b) ∈ UG,L(y1y2), contradicting our assumption.This completes Case
2 and thus completes the proof of Proposition 4.1.10 and Theorem 4.1.3.

We now use the results above to analyze the vertices of distance two from an open ring in a critical mosaic.

4.2 4-Chords on One Side of the Precolored Path

The purpose of this section is to prove the following result.

Lemma 4.2.1. Let T = (G, C, L, C∗) be a critical mosaic, let C ∈ C be an open ring, and let Q := x1y1wy2x2 be a

4-chord of C, with Q ∈ K(C, T ). Then V (G1
Q − w) ⊆ B1(C).

Proof. We proceed analogously to the proof of Lemma 3.1.1. Given a Q ∈ K4(C, T ), with Q = x1y1wy2x2, we call
Q a bad path if V (G1

Q − w) ̸⊆ B1(C). Analogous to Section 3.1, our goal is to show that there does not exist a bad
path in K4(C, T ). Let C1 be the 1-necklace of C. We first gather the following facts.

Claim 4.2.2. For any bad path Q, the following hold.

1) There is no chord of Q in G, except possibly x1x2; AND

2) The middle vertex of Q has no neighbors in V (C ∩G1
Q); AND

3) For any v ∈ V (G0
Q \Q), if v has a neighbor in V (Q), then G[N(v)∩V (Q)] is a subpath of Q of length at most

two.

Proof: Let Q := x1y1wy2x2 and let S := V (G1
Q − w) \ B1(C). Since Q is bad, S ̸= ∅. Suppose toward a

contradiction that G contains an edge e ∈ {x1w, x2w, y1y2, x1y2, x2y1}. Thus, for some 2 ≤ k ≤ 3, there is a
k-chord Q′ of C such that Q′ has endpoints x1, x2 and E(Q′) \ E(Q) = {e}. Note that Q′ ∈ K(C, T ). Since Q′ is
a 2-chord or a 3-chord of C, we have S ∩ V (G1

Q′) = ∅, or else we contradict Theorem 3.0.2. If e ∈ E(G0
Q), then

G1
Q ⊆ G1

Q′ , then S ⊆ V (G1
Q′), which is false. Thus, we have e ∈ E(G1

Q) \E(Q). Since S ∩ V (G1
Q′) = ∅, there is a

cycle of length at most four which separates S from G0
Q \Q, contradicting short-separation-freeness. This proves 1).

Now we prove 2). Suppose toward a contradiction that w has a neighbor u in V (C ∩ G1
Q). By 1), x1, x2 ̸∈ N(w),

so G contains the two 3-chords Q′ := x1y1wu and Q′′ := x2y2wu of C, and u is an internal vertex of C ∩ G1
Q.

Furthermore, each of Q′, Q′′ lies in K(C, T ), and we have either S ⊆ V (G1
Q′) or S ⊆ V (G1

Q′′). In either case, we
contradict Theorem 3.0.2.

Now we prove 3). Let v ∈ V (G0
Q \ Q), where v has a neighbor in Q. The claim is trivial if |N(v) ∩ V (Q)| = 1, so

suppose that |N(v) ∩ V (Q)| ≥ 2. If v has two neighbors which are of distance more than two apart on Q, then, for
some 2 ≤ k ≤ 3, there is a k-chord Q′ of C with v ∈ V (Q′), where Q′ has endpoints x1, x2 and G1

Q ⊆ G1
Q′ . In that

case, we have S ⊆ V (G1
Q′). Since Q′ ∈ K(C, T ), this again contradicts Theorem 3.0.2. Thus, any two neighbors of

v on Q are either adjacent on Q or are of distance precisely two apart on Q. By 1), there is no chord of Q in G, except
possibly x1x2. Thus, if v has two neighbors u, u′ which are of distance precisely two apart on Q, then, since G is
short-separation-free, it follows from our triangulation conditions that v is also adjacent to the midpoint of the 2-path
uQu′, so we are done. ■
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We now have the following.

Claim 4.2.3. For any bad path Q, V (G0
Q) is L-colorable and C ∩G1

Q is a path of length at least two. In particular,

Q is an induced subgraph of G.

Proof: We have to be somewhat careful because we need to deal with the possibility that we have a bad path Q such
that C ∩G1

Q is just an edge. In that case, a proper L-coloring of G0
Q is not necessarily a proper L-coloring of V (G0

Q).
Suppose toward a contradiction that there exists a bad path Qm such that V (G0

Qm) is not L-colorable. Among all bad
paths Q such that V (G0

Q) is not L-colorable, we choose Qm so that |V (G0
Qm)| is minimized.

Subclaim 4.2.4. For any v ∈ V (G0
Qm \Qm) with a neighbor in Qm, the graph G[N(v)∩ V (Qm)] is a subpath

of Qm of length at most one.

Proof: Suppose there is a v for which this does not hold. By 3) of Claim 4.2.3, G[N(v)∩V (Qm)] is a subpath of
Qm of length precisely two. Let u be the midpoint of G[N(v)∩ V (Qm)] and let Q be the 4-chord of C obtained
fromQm by replacing uwith v. SinceG is short-separation-free, we have V (G0

Qm) = V (G0
Q)∪{u} as a disjoint

union. By the minimality of Qm, we get that V (G0
Q) admits an L-coloring ψ. Since |Lψ(u)| ≥ 2, ψ extends to

an L-coloring of V (G0
Q) ∪ {u}, contradicting our assumption that V (G0

Qm) is not L-colorable. ■

Let S := V (G1
Qm \Qm) \ B1(C). Since Qm is bad, S is nonempty. If |S| = 1, then, since the lone vertex of S has

degree at least five, we contradict the fact that S ⊆ V (G) \B1(C). Thus, we have |S| > 1.

Now we construct a smaller mosaic in the following way. Let G† be a graph obtained from G by deleting all the
vertices of V (G1

Qm) \ V (C ∪ Qm) and replacing them with a lone vertex w† adjacent to all the vertices in the cycle
(C ∩G1

Qm) +Qm. Let T † := (G†, C, L, C∗). We claim now that T is a mosaic.

We first show that T is short-separation-free. Possibly x1x2 ∈ E(G), but in that case, x1x2 is the lone edge of
C ∩ G1

Qm . By 1), G has no other chords of Qm, so, since G is short-separation-free, it follows from Subclaim 4.2.4
that G† is also short-separation-free. Thus, T † is a tessellation.

Since Qm ∈ K(C, T ) and every vertex of Q has distance at most two from C \ P̊, it immediately follows that T †

satisfies the distance conditions of Definition 2.1.6, and M0)-M2) are trivially satisfied. Thus, T † is a mosaic. Since
|S| > 1, we have |V (G†)| < |V (G)|. By the minimality of T , it follows that G† admits an L-coloring, which
restricts to an L-coloring of the subgraph of G induced by V (G0

Qm), contradicting our assumption that V (G0
Qm) is

not L-colorable.

Now we prove the second part of Claim 4.2.3. Let Q := x1y1wy2x2 be a bad path and suppose toward a contradiction
that C ∩G1

Q has length less than two. Thus, C1 ∩G1
Q = x1x2 and G1

Q is bounded by the 5-cycle x1y1wy2x2. By 4),
there is a proper L-coloring ψ of V (G0

Q). Since G is not L-colorable, ψ does not extend to an L-coloring of V (G1
Q),

so it follows from Theorem 1.3.5 that V (G1
Q) \ V (Q) consists of a lone vertex adjacent to all five vertices of Q, so

V (G1
Q − w) \ B1(C) = ∅, contradicting the fact that Q is bad. Thus, we have C ∩ G1

Q ̸= x1x2. We also have
C ∩ G0

Q ̸= x1x2, or else we contradict 2) of Corollary 2.3.14. Since C is an induced subgraph of G, it follows that
x1x2 ̸∈ E(G), so Q is indeed an induced subgraph of G. ■

Now we return to the main proof of Lemma 4.2.1. Suppose toward a contradiction that there exists a bad path Q ∈
K4(C, T ), and let Q be chosen so as to minimize |V (G1

Q)| over all bad paths. Let Q := x1y1wy2x2, and let S :=

V (G1
Q − w) \ B1(C). By 3) of Theorem 2.2.4, each vertex of G1

Q \ C has an L-list of size five. Now, C ∩ G1
Q is a

chordless path with endpoints x1, x2, and we denote this path by R0. By 2) of Claim 4.2.3, N(w) ∩ V (R0) = ∅, so
there is a subpath R1 of C1 with endpoints y1, y2 such that V (R1) = V (G1

Q) ∩D1(C).
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Claim 4.2.5. R1 is an induced subgraph of G.

Proof: We first note the following:

Subclaim 4.2.6. For each z ∈ V (R1) \ {y1, y2}, z is not a C-shortcut.

Proof: Suppose toward a contradiction that there is a z ∈ V (R1) \ {y1, y2} which is a C-shortcut. Since Q
separates each vertex of V (R1) \ {y1, y2} from each internal vertex of P, there is a C ′ ∈ C \ {C} and a
subgraph H ⊆ C ′ such that d(w,H) < d(C \ P̊, H). Since d(yj , C ′) ≤ d(C \ P̊, C ′) for each j = 1, 2, we have
wz ∈ E(G), as the deletion ofQ leavesC ′ and z in different connected components. Since z ∈ V (R1)\{y1, y2},
there is a q ∈ V (R0) ∩N(z).

If q is an internal vertex of R0, then at least one of the paths x1y1wzq, x2y2wzq separates S from P and is
thus a bad path of K4(C, T ). This contradicts the minimality of Q. Thus, we have q ∈ {y1, y2}, so suppose
without loss of generality that q = y1. Let Q∗ := x1zwy2x2. Since G is short-separation-free, we have
V (G1

Q∗) ∪ {y1} = V (G1
Q) as a disjoint union, and Q∗ separates S from P, contradicting the minimality of

Q, so our assumption that z is a C-shortcut is false. ■

Now, if R1 has a chord in G, then this chord has endpoints y1, y2, or else, since no vertex of R1 \ {y1, y2} is a C-
shortcut, we contradict Theorem 3.0.2. By Claim 4.2.3, y1y2 ̸∈ E(G), so R1 is indeed an induced subgraph of G.
This completes the proof of Claim 4.2.5. ■

Analogous to Section 3.1, we have the following facts.

Claim 4.2.7. aaaaaaaaaaaa

1) y1 has no neighbors in R0 − x1. Likewise, y2 has no neighbors in R0 − x2; AND

2) No internal vertex of R1 is adjacent to w.

Proof: The two parts of 1) are symmetric so we just prove that y1 has no neighbors in R0 − x1. Suppose toward a
contradiction that y1 has a neighbor q ∈ V (R0 − x1). By Claim 4.2.3, q ̸= y2, so q is an internal vertex of R0.
By Theorem 3.0.2, we have S ∩ V (G1

x1y1q) = ∅, so the 4-chord Q′ := qy1wy2x2 of C separates S from P. Since
Q′ ∈ K(C, T ) and |V (G1

Q′)| < |V (G1
Q)|, we contradict the minimality of Q. This proves 1).

Now we prove 2), Let y be an internal vertex of R1. Thus, y has a neighbor q ∈ V (R0). If q is an internal vertex
of R0, then, letting Q′ := qywy2x2 and Q′′ := qywy1x1, each of Q′, Q′′ is an element of K(C, T ), ando ne of
Q′, Q′′ separates S from P, contradicting the minimality of Q. Thus, we have q ∈ {x1, x2}. Suppose without loss of
generality that q = x1. Since G is short-separation-free, it follows that 4-chord x1ywy2x2 separates S from both y1
and P, contradicting the minimality of Q. ■

We let R0 = q0q1 · · · qt+1 for some t ≥ 0, where q0 = x1 and qt+1 = x2. Likewise, we let R1 = p0 · · · ps+1 for some
integer s ≥ 0, where p0 = y1 and ps+1 = y2. Finally, we set R∗ := x1y1R

1y2x2. Since N(p0) ∩ V (R0) = {q0}
by Fact 1 of Claim 4.2.7, and the two vertices p0, p1 have a unique common neighbor on R0, we have p1q0 ∈ E(G).
Likewise, we have psqt+1 ∈ E(G). Thus, we make the following definitions, which we retain for the remainder of the
proof of Lemma 4.2.1. We set R† := q0p1R

1psqt+1 and C† := (C ∩G1
Q) ∪ R†. Note that R† ∈ K(C, T ). Now we

have the following:

Claim 4.2.8. Let {a, b} be a set of two colors, and let L∗ be a list-assignment for G0
R† where L∗(pi) = L(pi) \ {a, b}

for all 1 ≤ i ≤ s, and otherwise L∗ = L. Then G0
R† is L∗-colorable.
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Proof: Let C†
∗ be the outer face of G0

R† . We first show that the tuple (G0
R† , (C \ {C}) ∪ {C†}), L∗, C†

∗) is a mosaic.
Since no internal vertex ofR† is adjacent to an an internal vertex of P, it just suffices to check that conditions M3) and
M4) of Definition 2.1.6 hold. If these conditions do not hold, then there exists an index i ∈ {1, · · · , s}, a C ′ ∈ C\{C}
and a subgraph H ⊆ C ′ be such that d(H, pi) < d(H,C \ P̊). Since Q separates p1 · · · , ps from C ′, and each vertex
of Q is of distance at least d(H,C \ P̊)− 2 from H , there is a vertex of Q of distance d(H,C \ P̊)− 2 from H which
is adjacent to a vertex of pi. But then pi is adjacent to w, contradicting Fact 2. Thus, (G0

R† , (C \ {C}) ∪ {C†}), L∗)

is indeed a mosaic Furthermore, |V (G0
R†)| < |V (G)|, since |V (R0)| ≥ 3 and each internal vertex of R0 lies outside

of G0
R† . Thus, by the minimality of T , G0

R† is L∗-colorable. ■

Also analogous to Section 3.1 is the fact that S consists of a lone vertex.

Claim 4.2.9. There exists a v∗ ∈ S adjacent to each of p0, ps+1, w.

Proof: Applying Claim 4.2.3, let ϕ be an L-coloring of V (G0
Q). By 1) of Proposition 1.5.1, there is a vertex v∗ ∈

V (G1
Q\C) adjacent to at least three vertices ofQ. By Claim 4.2.7, the neighborhood if this vertex onQ is p0, ps+1, w.

Since v∗ is adjacent to each of p0, ps+1, w, we have v∗ ∈ B2(C) \ V (C). If v∗ ∈ V (R1), then R1 has a chord in G,
since |V (R1)| ≥ 4 and v∗ is an internal vertex of R1 adjacent to both of p0, ps+1, contradicting the fact that R1 is a
chordless path. Thus, v∗ ∈ (D2(C) ∩ V (G1

Q − w)), so v∗ ∈ S, as desired. ■

We can now apply the work of Section 4.1. Let G∗ := G1
Q \ {w, p0, ps+1}. We retain this notation for the remainder

of the proof of Lemma 4.2.1.

Claim 4.2.10. aaaaaaaaaaaaaaa

1) V (G1
Q) = V (Q) ∪ V (R0) ∪ V (R1) ∪ {v∗}, and N(v∗) = {w} ∪ {p0, · · · , ps+1}; AND

2) G∗ − v∗ is a wheel sequence with apex path p1 · · · ps.

Proof: Let Q∗ := q0p0v
∗ps+1qt+1. Since Q∗ ⊆ G1

Q, we have Q∗ ∈ K4(C, T ) and G1
Q∗ ⊆ G2

Q. Since w ̸∈ V (G1
Q∗),

we have |V (G1
Q∗)| < |V (G2

Q)|. Since v∗ ∈ S, we have v∗ ∈ D2(C), and thus, by the minimality of Q, we have
V (G1

Q∗) \ B1(C) = {v∗}. Since G is short-separation-free, we have V (G0
Q∗) = V (G0

Q) ∪ {v∗}, and V (G1
Q) =

V (G1
Q∗) ∪ {w}. Thus, we get V (G1

Q) \B1(C) = {w, v∗}, so V (G1
Q) = V (Q) ∪ V (R0) ∪ V (R1) ∪ {v∗}.

Furthermore, since R1 is a chordless path, and every facial subgraph of G containing v∗ is a triangle, every vertex of
R1 is adjacent to v∗. Since v∗ ∈ V (G1

Q\Q), every neighbor of v∗ inG lies inG1
Q, soN(v∗) = {p0, · · · , ps+1}∪{w}.

This proves Fact 1.

Now we show Fact 2. Since R1 is a chordless path and G2
R1 = V (R1) ∪ V (R0), it suffices to show that every

vertex in R1 \ {p0, ps+1} has at least two neighbors on q0 · · · qt+1. Suppose there exists an i ∈ {1, · · · , s} such that
|N(pi) ∩ V (C ∩ G1

Q)| = 1. Thus, for some j ∈ {0, · · · , t + 1}, qj is the lone vertex of N(pi) ∩ V (C). But then,
since C is chordless, and every facial subgraph of qj , except possibly C, is a triangle, qj is adjacent to both pi−1 and
pi+1, so, by Fact 1 above, G has a K2,3 with bipartition {v∗, qj}, {pi−1, pi, pi+1}, contradicting the fact that T is a
tessellation. Thus, for each i ∈ {1, · · · , s}, we have |N(pi) ∩ V (C)| ≥ 2. Thus, G∗ is a wheel sequence with apex
path R1, as desired. This proves Fact 2. ■

Now let T := {q0, qt+1}. Then the following holds:
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Claim 4.2.11. For any L-coloring ϕ of G0
Q, (G∗, v∗, R1 \ {p0, ps+1}, LTϕ ) is a crown. Furthermore, we have s = 2,

and (G∗, v∗, R1 \ {p0, ps+1}, LTϕ ) satisfies either Statement 2b) or Statement 2c) of Theorem 4.1.3.

Proof: By Claim 4.2.3, there is anL-coloring ϕ of V (G0
Q). We have |LTϕ (v∗)| ≥ 2, since |V (Q)\T | = 3. Furthermore,

applying Facts 1 and 2 of Claim 4.2.7, together with the fact thatR1 is a chordless path, we haveN(pi)∩(V (Q)\T ) =
∅ for each 1 < i < s. Furthermore, we haveN(p1)∩V (Q)\T ) = {p0}, and likewise,N(ps)∩(V (Q)\T ) = {ps+1}.
Combining these, we obtain |LTϕ (p1)| ≥ 4 and |LTϕ (ps)| ≥ 4, and |LTϕ (pi)| ≥ 5 for each 1 < i < s. Thus, since
G∗ − v∗ is a wheel sequence with apex path p1 · · · ps, the tuple (G∗, v∗, R1 \ {p0, ps+1}, LTϕ ) is indeed a crown, as
s ≥ 2.

Now, note that s ≤ 2, or else it follows from Theorem 4.1.3 that G∗ is LTϕ -colorable. But then ϕ extends to an
L-coloring of G, contradicting the fact that T is critical. Thus, we indeed have s ≤ 2, so s = 2. If the crown
(G∗, v∗, R1 \ {p0, ps+1}, LTϕ ) satisfies neither Statement 2b) nor Statement 2c) of Theorem 4.1.3, then G∗ is LTϕ -
colorable so, again, we contradict the fact that T is critical. This proves Claim 4.2.11. ■

Since G∗ − v∗ is a wheel sequence of length 2, we let H(G∗) = (H1, H2). Thus, there is an index n ∈ {1, · · · , t}
such that H1 has principal path q0p1qn and H2 has principal path qnpsqt+1. The following definition is useful for the
remainder of the proof of Lemma 4.2.1.

Definition 4.2.12. A triple [A1, A2, ψ] is called a pointer of G1
Q if the following hold.

1) ψ is an L-coloring of G1
Q, and, for each i ∈ {1, 2}, Ai is a nonempty set of colors with Ai ⊆ Lψ(pi) for each

i ∈ {1, 2}; AND

2) A1 ∩A2 = ∅; AND

3) For some i ∈ {1, 2}, |Lψ(v∗) \ {r}| ≥ 2 for each r ∈ Ai; AND

4) There exists a pair (r1, r2) ∈ A1 ×A2 such that ZH1
(ψ(q0), r1, •) ∩ ZH2

(•, r2, ψ(qt+1)) ̸= ∅.

If [A1, A2, ψ] is a pointer of G1
Q and A1 = {a} for some a ∈ Lψ(p1), then we write this as [a,A2, ψ]. Likewise if A2

is a singleton. We use the following fact repeatedly.

Claim 4.2.13. There does not exist a pointer of G1
Q.

Proof: Suppose toward a contradiction that there exists a pointer [A1, A2, ψ] of G1
Q, and let (r1, r2) ∈ A1 × A2 such

that ZH1
(ψ(q0), r1, qn) ∩ ZH2

(qn, r2, ψ(qt+1)) ̸= ∅. Suppose without loss of generality that |Lψ(v∗) \ {r}| ≥ 2 for
each r ∈ A1. Since Lψ(v∗) \ {r1}| ≥ 2, there is an extension ψ′ of ψ to an L-coloring of G1

R† , in which ψ′(p1) = r1

and ψ′(p2) = r2. Since ZH1,L(ψ(q0), r1, qn) ∩ ZH2,L(qn, r2, ψ(qt+1)) ̸= ∅, ψ′ extends to an L-coloring of G,
contradicting the fact that T is critical. ■

We now rule out the possibility that n = 1 = t.

Claim 4.2.14. At least one of H1, H2 is not a triangle.

Proof: Suppose toward a contradiction that n = 1 = t. In that case, we have H1 = q0p1q1 and H2 = q1p2q2. Let
L(q1) = {a, b, c}.

Subclaim 4.2.15. For any L-coloring ϕ of G0
Q, the following hold:
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1) |{ϕ(q0), ϕ(q2)} ∩ {a, b, c}| = 2; AND

2) ϕ(p3) = ϕ(q0) and ϕ(p0) = ϕ(q2); AND

3) There is a pair of colors x, y such thatL(p1) = L(p2) = {a, b, c, x, y} andL(v∗) = {ϕ(p0), ϕ(w), ϕ(p3), x, y};
AND

4) {ϕ(q0), ϕ(q2), ϕ(w)} = {a, b, c}.

Proof: Let ϕ be an L-coloring of G0
Q. Firstly, we have |{ϕ(q0), ϕ(q2)} ∩ {a, b, c}| = 2, or else ϕ extends to

an L-coloring of G, contradicting the fact that T is critical. To see this, suppose toward a contradiction that
|{ϕ(q0), ϕ(q2)} ∩ {a, b, c}| ≤ 1. Now, G0

R† \G0
Q is the triangle p1p2v∗, where Lϕ(pi)| ≥ 3 for each i ∈ {1, 2}

and |Lϕ(v∗)| ≥ 2. Thus, ϕ extends to an L-coloring of G0
R† .

If {ϕ(q0), ϕ(q2)}∩{a, b, c} = ∅, then any extension of ϕ to an L-coloring of G0
R1 then extends to G, since there

is a color left over for q1. This contradicts the fact that T is critical. Thus, suppose without loss of generality that
ϕ(q0) = a and ϕ(q2) ̸∈ {b, c}. Since |Lϕ(p1)| ≥ 3 and ϕ(p0) = a, there is a color x ∈ Lϕ(p1) \ {a, b, c}, and
there exists an extension ϕ′ of ϕ in which ϕ′(p1) = x. But then there is at least one color left over for q1, so ϕ′

extends to an L-coloring of G, contradicting the fact that T is critical.

This proves Fact 1. Thus, suppose without loss of generality that ϕ(q0) = a and ϕ(q2) = b, and let ϕ′ be an
extension of ϕ to G0

Q ∪ (q0q1q2) in which ϕ′(q1) = c. Now, the triangle v∗p1p2 is not Lϕ′ -colorable, or else ϕ′

extends to an L-coloring of G, contradicting the fact that T is critical.

Thus, we have |Lϕ′(p1)| = |Lϕ′(p2)| = |Lϕ′(v∗)| = 2, and Lϕ′(p1) = Lϕ′(p2) = Lϕ′(v∗). It follows then that
ϕ(p0) = b, ϕ(p3) = a, and there is a pair of colors x, y such that both of the following hold.

1. L(p1) = L(p2) = {a, b, c, x, y}; AND

2. L(v∗) = {a, b, ϕ(w), x, y}.

The above argument shows that, for any L-coloring ϕ of G0
Q, Facts 1), 2), and 3) of Subclaim 4.2.15 hold. To

finish, it suffices to show, for our given coloring ϕ, that ϕ(w) = c. Suppose towards a contradiction that ϕ(w) ̸= c.
In that case, we have c ̸∈ L(v∗). Now let L∗ be a list-assignment for G0

R† where L∗(pi) = L(pi) \ {a, c}, and
L∗(u) = L(u) for all u ∈ V (G0

R†) \ {p1, p2}. By Claim 4.2.8, G0
R† admits an L∗-coloring ψ.

Now, V (G1
R†) \ V (R†) = {q1}, and thus ψ uses the color b on one of p1, p2, or else ψ uses a color of {a, b, c}

on at most two vertices of N(q1), in which case, ψ extends to an L-coloring of G, contradicting the fact that
T is critical. Let ψ′ be the restriction of ψ to G0

Q. Applying Facts 1 and 2 to ψ′, we have {ψ′(q0), ψ
′(p0)} =

{ψ′(p3), ψ
′(q2)} = {a, c}, and ψ′(q0) ̸= ψ′(q2).

Thus, we may suppose without loss of generality that ψ′(q0) = a and ψ′(q2) = c. Thus, we have ψ′(p3) = a

and ψ′(p0) = c. Now let ψ′′ be an extension of ψ′ to V (G0
Q)∪ {p1, p2} obtained by coloring the edge p1p2 with

(x, y). Then there is a color left over for q1, since at most two neighbors of q1 are colored with colors among
{a, b, c}. Furthermore, since ψ′′(p0) = c, and c ̸∈ L(v∗), there is also a color left over for v∗, as v∗ has degree
5. Thus, ψ′′ extends to an L-coloring of G, contradicting the fact that T is critical. So we have ϕ(w) = c, as
desired. ■

Now we have enough to finish. Combining the facts above, there exists a pair of colors x, y such that L(p1) =

L(p2) = L(v∗) = {a, b, c, x, y}, and, furthermore, for any L-coloring ϕ of G0
Q, we have {ϕ(q0), ϕ(p0), ϕ(w)} =

{ϕ(w), ϕ(p3), ϕ(q2)} = {a, b, c}.
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Now, letL∗ be a list-assignment forG0
R† whereL∗(pi) = L(pi)\{x, y} for each i ∈ {1, 2} andL∗(u) = L(u) for each

u ∈ V (G0
R†) \ {p1, p2}. By Claim 4.2.8, there is an L∗-coloring ψ of G0

R† . Since L(p1) \ {x, y} = L(p2) \ {x, y} =
{a, b, c}, suppose without loss of generality that ψ(p1) = a and ψ(p2) = b. Thus, we have c ∈ {ψ(q0), ψ(q2)}, or
else c is left over for q1, and then ϕ extends to an L-coloring of G, contradicting the fact that T is critical. Thus,
suppose without loss of generality that ψ(q0) = c. Since the restriction of ψ to G0

Q is an L-coloring of G0
Q, we have

ψ(p3) = ψ(q0) = c and ψ(q2) ∈ {a, b} by Subclaim 4.2.15. Since ψ(p2) = b, we have ψ(q2) = a. By Fact 2, we
have ψ(p0) = a. Yet ψ(p1) = a, so we contradict the fact that ψ is a proper L∗-coloring of G0

R† . This completes the
proof of Claim 4.2.14. ■

By Claim 4.2.14, we suppose without loss of generality that H1 is not a triangle. Thus, H1 \ {p1} = q0 · · · qn, where
n > 1. Now fix an L-coloring ϕ of G0

Q. By Claim 4.2.11, (G∗, v∗, p1p2, L
T [ϕ]) is a crown which satisfies either

Statement 2b) or Statement 2c) of Theorem 4.1.3. Thus we have the following two subcases.

Subcase 2.1: There is a set {a, b} of two colors such that {a, b} ⊆ LT [ϕ](qj) for each j = 1, · · · , t

In this case, let L∗ be a list-assignment for G0
R† , where L∗(pi) = L(pi) \ {a, b} for each i = 1, 2, and L∗(u) = L(u)

for all u ∈ V (G0
R†) \ {p1, p2}. By Claim 4.2.8, there is an L∗-coloring ψ of G1

R† .

Note that {ψ(q0), ψ(qt+1)} ⊆ {a, b}, or else we extend ψ to an L-coloring of G by coloring the path q1 · · · qt with
the colors of {a, b}, contradicting the fact that T is critical. Now, let ψ′ = ψ|G0

Q
. We show that ψ′ extends to an

L-coloring of G. Since ψ′(q0) ∈ {a, b}, we have |Lψ′(p1) \ {a, b}| ≥ 2. Thus, there is a d ∈ Lψ′(p1) \ {a, b} and a
j ∈ {1, · · · , n− 1} such that d ̸∈ L(qj).

Note now that d ∈ L(qn). To see this, suppose toward a contradiction that d ̸∈ L(qn). In that case, since d ̸∈ L(qj), we
have ZH1(ψ

′(q0), d, •) = L(qn). Since |Lψ′(p2) ≥ 3 and |Lψ′(v∗)| ≥ 2, let d∗ ∈ Lψ′(p2) with |Lψ′(v∗) \ {d∗}. But
then [d, d∗, ψ′] is a pointer forG1

Q, contradicting Claim 4.2.13. Thus, we indeed have d ∈ L(qn), soL(qn) = {a, b, d}.

Now, since ψ(qt+1) ∈ {a, b}, we have |Lϕ(p2) \ {a, b, d}| ≥ 1. Thus, for each x ∈ Lψ′(p2) \ {a, b, d}, we get
Lϕ(v

∗) = {d, x}, or else [d, x, ϕ] is a pointer for G1
Q, contradicting Claim 4.2.13. Suppose without loss of generality

that ψ(qt+1) = a. In particular, we then have Lϕ(p2) = {b, d, x}, since Lψ′(p2) \ {a, b, d} = {x}. We then have
ZH2

(qn, b, ψ(qt+1)) = {d}, or else [d, b, ψ′(qt+1)] is a pointer for G1
Q, contradicting Claim 4.2.13.

As above, we have |Lψ′(p1)\{a, b, d}| ≥ 1, sinceψ′(q0) ∈ {a, b}. Let x′ ∈ Lψ′(p1)\{a, b, d}. Then ZH1(ψ(q0), x
′, •)| ≥

2 since x′ ̸∈ L(qn). Thus ZH1(ψ(q0), x
′, •) = {a, b}, or else [x′, b, ψ′] is a pointer for G1

Q, contradicting Claim
4.2.13. Since H1 is not a triangle, we have x′ ∈

⋂n−1
i=1 L(qi), or else ZH1(ψ(q0), x

′, •) = L(qn). Thus, we get
L(qn−1) = {a, b, x′}. But then d ∈ ZH1(ψ(q0), x

′, •), contradicting the fact that ZH1(ψ(q0), x
′, •) = {a, b}.

This completes Subcase 2.1, so we have ruled out the possibility that Statement 2b) of Theorem 4.1.3 holds when
applied to the crown (G∗.v∗, p1p2, L

T
ϕ ). The only case left to consider is the possibility that Statement 2c) of Theorem

4.1.3 holds:

Subcase 2.2: There is a set S = {a, b, r} of three colors such that LTϕ (v
∗) = {a, b}, L(p1) \ {ϕ(q0)} = L(p2) \

{ϕ(qt+1)} = S, and |L(qn) ∩ S| ≥ 2. Furthermore, we have {b, r} ⊆
⋂n−1
i=1 L(qi) and {a, r} ⊆

⋂t
i=n+1 L(qi).

In this case, let S′ be a set of two colors in L(qn) ∩ S, and let L∗ be a list-assignment for G0
R1 where L∗(p1) =

L(p1)\S′, L∗(p2) = L(p2)\S′, and L∗(u) = L(u) for all u ∈ V (G1
R1)\{p1, p2}. Applying Claim 4.2.8, let ψ be an

L∗-coloring ofG0
R1

and let ψ′ = ψ|G1
Q

. Furthermore, since |L(qn)| = 3, let d′ be a color such that L(qn) = S′∪{d′}.

By Claim 4.2.11, (G∗, v∗, p1p2, L
T
ψ′) is a crown which satisfies either Statement 2b) or Statement 2c) of Theorem

4.1.3. If (G∗, v∗, p1p2, L
T
ψ′) satisfies Statement 2b) of Theorem 4.1.3, then we are back to Subcase 2.1 with the roles
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of ψ and ϕ interchanged, so we are done in that case. So suppose toward a contradiction that (G∗, v∗, p1p2, L
T
ψ′)

satisfies Statement 2c) of Theorem 4.1.3. In that case, we have Lψ′(p1) = Lψ′(p2), and |Lψ′(p1)| = |Lψ′(p1)| = 3.
Since ψ(p1) ∈ Lψ′(p1) and ψ(p2) ∈ Lψ′(p2), there is a color d such that Lψ′(p1) = Lψ′(p2) = {ψ(p1), ψ(p2), d}.

Now, there is an i ∈ {1, 2} such that ψ(pi) ̸∈ L(qn). If no such i exists, then we have {ψ(p1), ψ(p2)} ⊆ L(qn) and
S′ ⊆ L(qn). Yet {ψ(p1), ψ(p2)} and S′ are disjoint and |L(qn)| = 3. So suppose without loss of generality that
ψ(p2) ̸∈ L(qn). Now we gather the following facts:

Claim 4.2.16. aaaaaaaaaaaaa

1) d′ = ψ(p1); AND

2) d ∈ S′; AND

3) ψ(p1) ∈ L(qj) for each j = 1, · · · , n; AND

4) For some j ∈ {1, · · · , t} \ {n}, we have d ̸∈ L(qj).

Proof: Firstly, we have d′ ∈ {ψ(p1), ψ(p2)}, or else |L(qn) ∩ Lψ′(pi)| ≤ 1 for each i ∈ {1, 2}, contradicting the
fact that (G∗, v∗, p1p2, L

T
ψ′) satisfies Statement 2c) of Theorem 4.1.3. Likewise, we have d ∈ S′, or else, again,

|L(qn) ∩ Lψ′(pi)| ≤ 1. Since ψ(p2) ̸∈ L(qn) and d′ ∈ L(qn), we have d′ = ψ(p1). This proves Facts 1 and 2.

Now, suppose toward a contradiction that there exists a j ∈ {1, · · · , n} \ {t} such that ψ(p1) ̸∈ L(qj). Now, if
j ∈ {1, · · · , n−1}, then ZH1(ψ(q0), ψ(p1), •)| ≥ 2, since ψ(p1) ̸∈ L(qj), and we have ZH2(•, ψ(p2), ψ(qt+1))| ≥ 2

as well, since ψ(q2) ̸∈ L(qn). But then [ψ(p1), ψ(p2), ψ
′] is a pointer for G1

Q, contradicting Claim 4.2.13. So now
suppose instead that j ∈ {n + 1, · · · , t}. But then, since Lψ′(p1) = Lψ′(p2), we simply interchange the colors on
p1 and p2, and we obtain the pointer [ψ(p2), ψ(p1), ψ′], again contradicting Claim 4.2.13. Thus, our assumption that
there exists a j ∈ {1, · · · , t} \ {n} such that ψ(p1) ̸∈ L(qj) is false. This proves Fact 3.

Now, since d ̸= d′ and {d, ψ(p1)} ⊆ L(qn), there exists a j ∈ {1, · · · , t} \ {n} such that {d, ψ(p1)} ̸⊆ L(qj).
If no such j exists, then {d, ψ(p1)} ⊆ L(qj) for each j = 1, · · · , t, and then we are back to Case 2.1 with the
roles of ϕ and ψ interchanged, and this case has already been ruled out. Thus, there is a j ∈ {1, · · · , t} \ {n} with
{d, ψ(p1)} ̸⊆ L(qj). Since ψ(p1) ∈ L(qj) by Fact 3, we have d ̸∈ L(qj). This proves Fact 4, and completes the proof
of Claim 4.2.16. ■

Applying Facts 1 and 2, there is a color ℓ ̸= ψ(p2) such that L(qn) = {ψ(p1), d, ℓ}. By Fact 4, there is a j ∈
{1, · · · , t} \ {n} with d ̸∈ L(qj). We may suppose without loss of generality that j ∈ {1, · · · , n − 1}, since, for
any extension of ψ′ to an L-coloring of G0

R† , we may interchange the colors in p1, p2 to produce a new extension of
ψ′ to a proper L-coloring of G0

R1 , as Lψ′(p1) = Lψ′(p2). Now let ℓ ∈ S′ be the lone color of L(qn) \ {ψ(p1), d},
where ℓ ̸∈ Lψ′(pi) for each i ∈ {1, 2}. Since (G∗, v∗, p1p2, L

T
ψ′) satisfies Statement 2c) of Theorem 4.1.3, there is a

pair of colors in {ψ(p1), ψ(p2), d} lying in
⋂n−1
i=1 L(qi). Since d ̸∈ L(qj), we have {ψ(p1), ψ(p2)} ⊆ L(qi) for each

i = 1, · · · , n− 1.

Claim 4.2.17. aaaaaaaaaaaaaa

1) Lψ′(v∗) = {ψ(p2), d}; AND

2) ZH1
(ψ(q0), ψ(p2), •) = ZH1

(ψ(q0), d, •) = S′; AND

3) {ψ(p1), ψ(p2), d} = L(qn−1); AND
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4) H2 is not a triangle; AND

5) ZH1(ψ(q0), ψ(p1), •) = {d}.

Proof: Since d ̸∈ L(qj), we have |ZH1(ψ(q0), d, •)| ≥ 2. Likewise, sinceψ(p2) ̸∈ L(qn), we have |ZH1(ψ(q0), ψ(p2), •)| ≥
2 and |ZH2(•, ψ(p2), ψ(qt+1))| ≥ 2.

Since the crown (G∗, v∗, p1p2, L
T
ψ′) satisfies Statement 2c) of Theorem 4.1.3, we have |Lψ′(v∗)| = 2 and Lψ′(v∗) ⊆

{ψ(p1), ψ(p2), d}. Note that Lψ′(v∗) ̸= {ψ(p1), ψ(p2)}, since ψ is a proper L-coloring of G1
R1 . Thus, we have

d ∈ Lψ′(v∗). Now, suppose toward a contradiction that ψ(p2) ̸∈ Lψ′(v∗). Now, since |ZH1
(ψ(p0), d, •)| ≥ 2 and

|ZH2
(•, ψ(p2), ψ(qt+1))| ≥ 2, we get that [d, ψ(p2), ψ′] is a pointer for G1

Q, contradicting Claim 4.2.13. This proves
Fact 1.

Now, we have ZH1(ψ(q0), d, •) = L(qn) \ {d} = S′. Suppose toward a contradiction that d ∈ ZH1(ψ(q0), ψ(p2), •).
Then ZH1(ψ(q0), d, •)∪ZH1(ψ(q0), ψ(p2), •) = L(qn). But then [{d, ψ(p2)}, ψ(p1), ψ′] is a pointer for G1

Q, contra-
dicting Claim 4.2.13. Thus, d ̸∈ ZH1(ψ(q0), ψ(p2), •) so we have ZH1(ψ(q0), ψ(p2), •) = L(qn) \ {d} = S′. This
proves Fact 2.

Now we prove Fact 3. Since {ψ(p1), ψ(p2)} ⊆ L(qn−1), it just remains to show that d ∈ L(qn−1). Suppose toward a
contradiction that d ̸∈ L(qn−1). In that case, the L-coloring (ψ(q0), ψ(p2), d) of q0p1qn extends to an L-coloring of
H1, and so d ∈ ZH1

(ψ(q0), ψ(p2), •) contradicting Fact 2. Thus, we have L(qn−1) = {ψ(p1), ψ(p2), d}, as desired.
This completes the proof of Fact 3.

Now we prove Fact 4. Suppose toward a contradiction that H2 is a triangle. Then we have n = t. Now we again
consider the coloring ϕ of G1

Q with Lϕ(p1) = Lϕ(p2) = {a, b, r} and Lϕ(v∗) = {a, b}. Recall that S′ is a set of two
colors in {a, b, r}. Furthermore, note that {b, r} ̸⊆ L(qn), or else, since {b, r} ⊆

⋂n−1
i=1 L(qi) by assumption, we are

back to Case 2.1, which we have already ruled out. Thus, S′ ̸= {b, r}, so we have either S′ = {a, b} or S′ = {a, r}.
Thus, consider the following cases:

Case 1: S′ = {a, b}

In this case, since {ψ(p1), ψ(p2)} ⊆ L(qn−1), at least one of a, b does not lie inL(qn−1). Thus, we have |ZH1(ϕ(q0), a, •)∪
ZH1(ϕ(q0), b, •)| ≥ 2. Furthermore, since {b, r} ̸⊆ L(qn), we have r ̸∈ L(qn) and so |ZH2(•, r, ϕ(qn+1))| ≥ 2. Thus,
since Lϕ(v∗) = {a, b}, we get that [{a, b}, r, ϕ] is a pointer for G1

Q, contradicting Observation ??, so we have ruled
out the possibility that S′ = {a, b}.

Case 2: S′ = {a, r}.

In this case, since {b, r} ̸⊆ L(qn), we have b ̸∈ L(qn) and thus |ZH1(ϕ(q0), b, •)| ≥ 2 and |ZH2(•, b, ϕ(qn+1))| ≥
2. Furthermore, since H2 is a triangle and ϕ(qn+1) ̸∈ {a, b, r}, we have {a, r} ⊆ ZH2(•, b, ϕ(qn+1)). Thus, we
get ZH1(r) = {ψ(p1)}, or else [r, b, ϕ] is a pointer for G1

Q, contradicting Claim 4.2.13. Since ZH1(ϕ(q0), r, •) =

{ψ(p1)}, we have r ∈ L(qn−1) and thus L(qn−1) = {ψ(p1), ψ(p2), r} by Fact 3. Thus, we have d = r, since
{ψ(p1), ψ(p2)} ∩ S′ = ∅. But then, by Fact 4 of Claim 4.2.16, we have r ̸∈ L(qj), and thus ZH1(ϕ(q0), r, •)| ≥ 2,
contradicting the fact that ZH1(ϕ(q0), r, •) = {ψ(p1)}. So we have ruled out the possibility that S′ = {a, r},
completing the proof of Fact 4.

Now we prove Fact 5. Firstly, we have |ZH1
(ψ(q0), ψ(p1), •)| = 1, or else ZH1

(ψ(q0), ψ(p1), •)∩ZH2
(•, ψ(p2), q0) ̸=

∅, and then [ψ(p1), ψ(p2), ψ
′] is a pointer for G1

Q, contradiction Claim 4.2.13. Now suppose toward a contradic-
tion that ZH1

(ψ(q0), ψ(p1), •) ̸= {d}. Thus, since |ZH1
(ψ(q0), ψ(p1), •)| = 1, we have ZH1

(ψ(q0), ψ(p1), •) =

101



{ℓ}. Furthermore, we have ZH2
(•, ψ(p2), ψ(qt+1) = {ψ(p1), d}, or else, again, we have ZH1

(ψ(q0), ψ(p1), •) ∩
ZH2

(•, ψ(p2), ψ(qt+1)) ̸= ∅, and thus [ψ(p1), ψ(p2), ψ′] is a pointer for G1
Q, contradicting Claim 4.2.13.

Since ψ(p1) ̸∈ Lψ(v∗), we have ℓ ̸∈ ZH2
(•, ψ(p2), ψ(qt+1))∪ZH2

(•, d, ψ(qt+1)), or else [ψ(p1), {ψ(p2), d}, ψ′] is a
pointer forG1

Q,contradicting Claim 4.2.13. Thus, we have ZH2
(•, ψ(p2), ψ(qt+1)) = {d, ψ1(p1)} and ZH2

(•, d, ψ(qt+1)) =

{ψ(p1)}. Now, since H2 is not a triangle, qn+1 is an internal vertex of H2 \ {p2}, and since |ZH2
(•, d, ψ(qt+1))| = 1,

we have d ∈ L(qn+1). Furthermore, we have ℓ ∈ L(qn+1), or else ℓ ∈ ZH2
(•, ψ(p2), ψ(qt+1)), contradicting the fact

that ZH2
(•, ψ(p2), ψ(qt+1)) = {ψ(p1), d}. Thus, L(qn+1) = {ℓ, d, ψ(p1)} and ZH2

(•, ψ(p2), ψ(qt+1)) = L(qn),
again contradicting the fact that ℓ ̸∈ ZH2

(•, ψ(p2), ψ(qt+1)). This proves Fact 5. ■

By Fact 5 of Claim 4.2.17, we have ℓ ̸∈ ZH1
(ψ(q0), ψ(p1), •). Since L(qn−1) = {ψ(p1), ψ(p2), d} by Fact 3 of

Claim 4.2.17, we have ℓ ̸∈ L(qn−1). But then, the L-coloring (ψ(q0), ψ(p1), ℓ) of q0p1qn extends to an L-coloring
of H1, contradicting the fact that ℓ ̸∈ ZH1

(ψ(q0), ψ(p1), •). This rules out Subcase 2.2. Thus, having ruled out each
subcase of Case 2, we conclude that our assumption that (G∗, v∗, p1p2, L

T
ψ′) satisfies Statement 2c) of Theorem 4.1.3

is false. Thus, our original assumption that there exists a bad path in K4(C, T ) is false. This completes the proof of
Lemma 4.2.1.

4.3 3-Chords Incident to an Internal Vertex of the Precolored Path

In this section and the next one we complete the proof of Theorem 4 by analyzing 3-chords of an open ring of a critical
mosaic in which precisely one endpoint is an internal vertex of the precolored path. In Chapter 3 we showed that,
given an open ring C in a critical mosaic, with precolored path P, there is no 3-chord of C with both endpoints in
C \ P̊. We now deal with the case where one endpoint of the 3-chord lies in P̊. We begin with the following simple
observation:

Observation 4.3.1. Let T = (G, C, L, C∗) be a critical mosaic, let C ∈ C be an open T -ring. Let P := p1 · · · pm,

and let Q := x1x2x3x4 be a 3-chord of C with precisely one endpoint in V (P̊). Then the following hold.

1) x1 ∈ {p2, p3, pm−1, pm}; AND

2) If x1, x4 have no common neighbor in Gsmall
Q , and Q is an induced subgraph of Gsmall

Q , then, for any v ∈
V (Gsmall

Q ) \ Q), G[N(v) ∩ V (Q)] is a subpath of Q of length at most one. An analogous statement holds for

Gsmall
Q .

Proof. 1) is just an immediate consequence of 4) of Theorem 2.2.4. Now let v∗ be a vertex of V (Gsmall
Q \Q) with three

neighbors in Q. If G[N(v∗)∩V (Q)] is not a subpath of Q, then, without loss of generality, we have N(v∗)∩V (Q) =

{x1, x2, x4}. But since G is short-separation-free and Q is an induced subgraph of Gsmall
Q , we have x3 ∈ N(v∗) by

our triangulation conditions, contradicting our assumption. Thus, G[N(v∗) ∩ V (Q)] is a subpath of Q. On the other
hand, if v∗ has less than three neighbors on Q and G[N(v∗) ∩ V (Q)] is not a subpath of Q, then, without loss of
generaity, we let N(v∗)∩V (Q) = {x1, x3}, since N(x1)∩N(x4)∩V (Gsmall

Q ) = ∅. Since Q is an induced subgraph
of Gsmall

Q and G is short-separation-free, we have x2 ∈ N(v∗) as well by our triangulation conditions, contradicting
our assumption. An identical argument holds for Glarge

Q .

The remaindmer of Section 4.3 consists of two facts, which are Proposition 4.3.2 and Proposition 4.3.4.
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Proposition 4.3.2. Let T = (G, C, L, C∗) be a critical mosaic, let C ∈ C be an open T -ring, and let P := PT (C).

Let P := p1 · · · pm, and let Q := x1x2x3x4 be a 3-chord of C with x1 ∈ V (P̊) and x4 ∈ V (C \ P̊) (possibly x4 is

an endpoint of P ). If the following conditions hold, then V (Glarge
Q ∪ P ) is L-colorable.

1) |V (Gsmall
Q ) \ V (C ∪Q)| > 4; AND

2) x1, x2, x3 do not have a common neighbor in Glarge
Q \Q; AND

3) Q is an induced subpath of G; AND

4) N(x3) ∩ V (P− x4) = ∅ and neither endpoint of P lies in N(x2).

Proof. Applying Observation 4.3.1, without loss of generality, let x1 ∈ {p2, p3}. We construct a tessellation with
fewer vertices than G which contains Glarge

Q as a subgraph. We have to be somewhat careful to avoid violating our
distance conditions and to avoid creating a vertex with three or more neighbors on the precolored path. The main
technical obstacle to creating a smaller tessellation is the possibility that the edge p1x4 is present in G. Consider the
following cases:

Case 1: p2 ∈ N(x2)

In this case, we have x1 ∈ {p2, p3}. Let Q∗ := p2x2x3x4. Since x1 ∈ {p2, p3} we have Gsmall
Q∗ ⊆ Gsmall

Q (possibly
Q∗ = Q). Furthermore, since Gsmall

Q \ Gsmall
Q∗ ⊆ {p2}, we have |V (Gsmall

Q∗ ) \ V (C ∪ Q∗)| > 4, so let s ∈ V (Gsmall
Q∗ ) \

V (C ∪Q∗). Note that x4 ̸= p1, or else the 4-cycle p1p2x2x3 separates s from Glarge
Q . Since Q is an induced subgraph

of G and C is an induced cycle of G, Q∗ is also an induced subgraph of G. W now break Case 1 into two subcases.

Subcase 1.1 x2, x3, x4 do not have a common neighbor in Glarge
Q∗ \Q∗

In this case, by Observation 4.3.1, for each v ∈ V (Glarge
Q∗ \Q∗), G[N(v)∩V (Q∗)] is a subpath of Q∗ of length at most

one. Let G† be a graph obtained from Glarge
Q∗ + p2p1 by first adding to Glarge

Q∗ + p2p1 the edge p1x4, and then adding a
lone vertex v∗ adjacent to each vertex in the 5-cycle p2x2x3x4p1. Let C† := (C ∩Glarge

Q ) + p2p1x4 and let C†
∗ be the

outer face of G†. Let L† be a list-assignment for G† where L†(v∗) is an arbitrary 5-list and otherwise L† = L.

Since Q∗ is an induced subgraph of G, and G[N(v) ∩ V (Q∗)] is a subpath of Q∗ of length at most one for each
v ∈ V (Glarge

Q∗ ), it follows that G† is short-separation-free. Thus, Thus, T † := (G†, (C \ {C}) ∪ {C†}, L†, C†
∗) is a

tessellation, whereC† is an open ring which also has precolored path P, so T † clearly satisfies M0) of Definition 2.1.6.
Since C† is an induced cycle of G†, and N(v∗) ∩ V (P) = {p1, p2}, T † also satisfies M1), and M2) is immediate.

If T † does not satisfy the distance conditions of Definition 2.1.6 then there exists a C ′ ∈ C \{C} and an H ⊆ C ′ such
that dG†(H, v∗) < dG(H,C \ P̊). Let R be a shortest (H, v∗)-path in G†. Then there is an (H, {p2, x4})-path in G of
length |E(R)| − 1, so there is a is an (H,C \ P̊)-path of length at most |E(R)|, contradicting the distance conditions
on T . Thus, (G†(C \ {C}) ∪ {C†}, L†, C†

∗) satisfies the distance conditions of Definition 2.1.6 and is thus a mosaic.
As indicated above, we have |V (Gsmall

Q∗ ) \ V (C ∪ Q∗)| > 1, so we get |V (G†)| < |V (G)|. Thus, G† is L-colorable
by the minimality of T , so let ϕ be an L†-coloring of G† and let ϕ′ be the restriction of ϕ to Glarge

Q∗ . If p1x4 ̸∈ E(G),
then, since C is an induced subgraph of G, it follows that ϕ′ extends to a proper L-coloring of V (Glarge

Q∗ ) ∪ {p1},
since N(x3) ∩ V (P \ {x4}) = ∅. Likewise, if p1x4 ∈ E(G), then, by construction of G†, we have ϕ(p1) ̸= ϕ(x4),
and thus, again, ϕ′ extends to a proper L-coloring of V (Glarge

Q∗ ) ∪ {p1}. Thus, ϕ′ extends to a proper L-coloring of
V (Glarge

Q ) ∪ {p1, p2}, so we are done in this case.

Subcase 1.2 x2, x3, x4 have a common neighbor in Glarge
Q∗ \Q∗

In this case, we let w be the common neighbor of x2, x3, x4 in Glarge
Q∗ \Q∗.
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Claim 4.3.3. N(w) ∩ V (P) = ∅

Proof: Suppose there is a p ∈ N(w) ∩ V (P). By our conditions on Q, we have x1 ̸∈ N(w), and Q separates w from
V (p1Px1) \ {x1}, so p ∈ (x1Ppm) \ {x1}. By Corollary 2.3.14, we have |E(P)| = ⌊ 2Nmo

3 ⌋ and pm, pm−1 ̸∈ N(w).
Thus, by 4) of Theorem 2.2.4, we get N(w)∩V (P) ⊆ {p1, p2}, contradicting the fact that p ∈ V (x1Ppm) \ {x1}. ■

Now we break Subcase 1.2 into two subcases.

Subcase 1.2.1 p3 ∈ N(x2)

In this case, let Q† := p3x2wx4. Since p3 ̸∈ N(w), Q† is induced in G. Furthermore, |V (Gsmall
Q† ) \ V (C ∪ Q†)| >

|V (Gsmall
Q ) \ V (C ∪Q)| > 4, and N(w) ∩ V (P) = ∅.

Thus, if the three vertices p3, x2, w do not have a common neighbor in Glarge
Q† , then, Q† satisfies all the conditions

of Proposition 4.3.2. In that case, we apply Subcase 1.1 with the role of Q replaced by Q†, since x2, w, x4 do not
have a common neighbor in Glarge

Q† \ Q†, or else G contains a copy of K2,3. Thus, V (Glarge
Q† ) ∪ {p1, p2} admits an

L-coloring ϕ, and ϕ extends to L-color x3 as well, since x3 only has three neighbors in dom(ϕ). Thus, in that case,
V (Glarge

Q ) ∪ {p1, p2} is L-colorable, as desired.

Now suppose that the three vertices p2, x2, w have a common neighbor w′ in V (Glarge
Q† \ Q†). Then G contains the

3-chord Q†† := p3w
′wx4 of C. Now we let G† := Glarge

p3x2x3x4 and we let L† be a list-assignment for G† where
L†(x2) = L(p2) and L†(x3) = L(p1). That is, since p4 ̸= x1, our new precolored path is P′′ := pm · · · p3x2x3. Let
C† := (G† ∩ C) + p3x2x3x4 and let C†

∗ be the outer face of G†. Note that P′′ is an induced subgraph of C†, so P′′

is L†-colorable, since P is L-colorable. Thus, T † := (G†, (C \ {C}) ∪ {C†}, L†, C†
∗) is a tessellation.

We claim now that T † is a mosaic. Firstly, if T † does not satisfy the distance conditions of Definition 2.1.6, then there
is a C ′ ∈ C \ {C} and a subgraph H of C ′ such that d(H,x3) < d(H,C \ P̊). Since the 3-chord p3w′wx4 of C
separates H from x3, the vertex x2 is an endpoint of R \ {x3}, since the only other possible endpoint is w, which is
adjacent to x4 ∈ V (C \ P̊). Thus, the endpoint ofR\{x2, x3} adjacent to x2 is among p3, w′, w, x4, but each of these
vertices of distance at most two from C \P̊, contradicting the fact that d(H,x3) < d(H,C \P̊). Thus, T † does indeed
satisfy the distance conditions of Definition 2.1.6. Furthermore, since x4 ̸= p1, we have N(w) ∩ V (P′′) = {x2, x3},
and thus T † also satisfies M1). M2) is immediate, and M0) is satisfied since |E(P′′)| = |E(P)|. Thus, T † admits
an L-coloring ϕ. By construction of L†, we have ϕ(x4) ̸= L(p1), since L(p1) = {ϕ(x3)}. Thus, since Q∗ is an
induced subgraph of G and neither of x2, x3 is adjacent to p1, ϕ extends to a proper L-coloring of V (Glarge

Q∗ ∪ P ), so
V (Glarge

Q )) ∪ {p1} is L-colorable, as desired.

Subcase 1.2.2 p3 ̸∈ N(x2)

In this case, we have Q = Q∗. If x1, x2, w do not have a common neighbor in Glarge
x1x2wx4 \ {x1, x2, w, x4}, then, as

above, the 3-chord x1xwx4 satisfies all the conditions of Proposition 4.3.2, and since x2, w, x4 do not have a common
neighbor in Glarge

p2x2wx4 , we apply Subcase 1.1 with Q replaced by x1x2wx4. Thus, the subgraph of G induced by
V (Glarge

x1x2wx4 ∪ {p1} admits an L-coloring ϕ, and ϕ extends to L-color x3 as well, since x3 only has three neighbors
in dom(ϕ). Thus, V (Glarge

Q ) ∪ {p1} is L-colorable, as desired.

So now suppose that x1, x2, w have a common neighbor in Glarge
x1x2wx4 \ {x1, x2, w, x4}. Let w′ be the unique common

neighbor of x1, x2, w in Glarge
x1x2wx4 \ {x1, x2, w, x4}. Then G contains the 3-chord R := x1w

′wx4 of C, and, since
G is short-separation-free, we have V (Gsmall

R \ {w,w′}) = V (Gsmall
Q ). Let G′ be the graph obtained from Glarge

R by
adding to Glarge

R the edges x1p1 and p1x4. Then G′ contains the 5-cycle cycle D := x1p1x4ww
′, and D is a cyclic

facial subgraph of G′. Let U be the unique connected open region of R2 such that ∂(U) = D and U ∩ V (G′) = ∅.
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Let G† be a graph obtained from G′ by adding to U a 5-cycle u1u2u3u4u5, where each vertex of {u1, u2, u3, u4, u5}
is adjacent to an edge of D, and then adding a lone vertex u∗ in U adjacent to all five vertices of {u1, u2, u3, u4, u5}.
Then G† is still short-separation-free. Let C†; = (C ∩ Glarge

Q + x1p1x4 and let C†
∗ be the outer face of G†. Finally,

let L† be a list-assignment for V (G†) where each vertex of {u1, u2, u3, u4, u5, u∗} is assigned an arbitrary 5-list, and
otherwise L† = L. Then T † := (G†, (C \ {C}) ∪ {C†}, L†, C†

∗) is a tessellation.

We claim that T † is a mosaic. Firstly, since x1 = p2, we get that dG†(w′, p1) = 2 by our construction of G†.
Furthermore, R separates each element of C \ {C} from p1. Thus, since G contains a 2-path from w′ to x4, and w
is adjacent to x4, it follows that T † satisfies the distance conditions of Definition 2.1.6. M0) and M2) are immediate,
and, by constriction of G†, C† is an induced cycle of G†, and, for each 1 ≤ i ≤ 5, G†[N(ui) ∩ V (P)] is a path
of length at most one. Thus, T † is indeed a mosaic. By assumption, we have |V (Gsmall

Q \ V (C ∪ Q)| > 4. Thus,
since x2, x3 ∈ V (Glarge

R ) \ V (C ∪ R) and x2, x3 ∈ V (Q), we have |V (G†)| < |V (G)|, since G contains at least
seven vertices outside of V (Glarge

R ) ∪ V (C). Thus, by the minimality of T , G† admits an L-coloring ϕ. Let ϕ′ be the
restriction of ϕ to V (Glarge

R )∪{p1}. Then ϕ extends to color x2, x3 as well, since each of x2, x3 has only at most three
neighbors in dom(ϕ′) by our conditions on Q. Thus, we obtain a proper L-coloring of V (Glarge

Q ∪P), as desired. This
completes Case 1 of Proposition 4.3.2.

Case 2: p2 ̸∈ N(x2)

In this case, we have x1 = p3 and N(x2) ∩ V (P) = {p3}. We break this into two subcases.

Subcase 2.1 p1 ̸= x4

In this case, Let G† be a graph obtained from Glarge
Q by adding to Glarge

Q a vertex v∗ adjacent to each of x1, x2, x3
and a vertex v∗∗ adjacent to each of v∗, x3, x4. Let C† := (C ∩ Glarge

Q ) + x1v
∗v∗∗x4 and let P′ := pm · · · p3v∗v∗∗.

Let L† be a list-assignment for V (G†), where L†(v∗) = L(p2) and L†(v∗∗) = L(p1). Since x1 = p3, we have
|E(P′)| = |E(P)|. Let C†

∗ be the outer face of G† and let T † := (G†, (C \ {C}) ∪ {C†), L†, C†
∗).

Since Q is an induced subpath of G and x1, x2, x3 do not have a common neighbor in G, G† is short-separation-free,
so T † is a tessellation. Furthermore, C† is an open T †-ring with precolored path P′, and P′ is L†-colorable, since P

is L-colorable.

By assumption, p3 ̸∈ N(x3), and thus, by Observation 4.3.1, G†[N(x2) ∩ V (P′)] consists of p3v∗ and G†[N(x3) ∩
V (P ′)] = v∗v∗∗, so M0)-M2) are satisfied. Finally, we have dG†(x2, v

∗∗) = 2 and dG†(x3, v
∗∗) = 1. On the other

hand, in G, x3 has a neighbor in C \ P̊ and x2x3x4 is a 2-path from x2 to C \ P̊, so, since T satisfies the distance
conditions of Definition 2.1.6, T † does as well. Thus, T † is a mosaic, and, since |V (Gsmall

Q ) \ V (C ∪ Q)| > 1 by
assumption, we have |V (G†)| < |V (G)|, so G† is L†-colorable by the minimality of T . Thus, G† is L†-colorable, so
let ϕ be an L†-coloring of G† and let ϕ′ be the restriction of ϕ to Glarge

Q .

Since Q is an induced subgraph of G, ϕ′ is a proper L-coloring of V (Glarge
Q ). If p1x4 ̸∈ E(G), then, since C is an

induced subgraph of G, it follows from condition 3) that ϕ′ extends to a proper L-coloring of V (Glarge
Q ) ∪ {p1, p2}.

On the other hand, if p1x4 ∈ E(G), then, by construction of L†, we have L(p1) ̸= {ϕ(x4)}, since ϕ(x4) ̸= ϕ(v∗∗).
Thus, again, ϕ′ extends to a proper L-coloring of V (Glarge

Q ) ∪ {p1, p2}.

Subcase 2.2 x4 = p1

In this case, the 5-cycle D := p3p2p1x3x2 is a cyclic facial subgraph of Gsmall
Q . We break this into two subcases.

Subcase 2.2.1 x2, x3, x4 do not have a common neighbor in Glarge
Q \Q
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In this subcase, we let G† be a graph obtained from G by deleting all the vertices of Gsmall
Q \ D and replacing them

with the edges x2p2, x3p2. Note that in this subcase, G[N(v)∩V (Q)] is a subpath of Q of length at most one for each
v ∈ V (Glarge

Q \ Q), so G† is short-separation-free, since Q is an induced subpath of G. Thus, T † = (G†, C, L†, C∗)

is a tessellation. In G†, we have N(x2) ∩ V (P) = {p3, p2} and N(x3) ∩ V (P ) = {p1, p2}, so T † satisfies M1) of
Definition 2.1.6. Since G contains the edge x3p1 and the 2-path x2x3p1, T † also satisfies the distance conditions of
Definition 2.1.6, and M0), M2) are immediate, so T † is a mosaic. Since |V (G†)| < |V (G)|, G† admits an L-coloring,
so V (Glarge

Q ∪P) admits an L-coloring.

Subcase 2.2.2 x2, x3, x4 have a common neighbor in Glarge
Q \Q

In this case, let w be the unique common neighbor of x2, x3, x4 in Glarge
Q \Q. Note that, since Q separates w from p2,

we have N(w) ∩ V (P \ {p1}) = ∅. We now break Subcase 2.2.2 into two subcases.

Subcase 2.2.2.1 x1, x2, w do not have a common neighbor in Glarge
Q \Q

In this case, we simply let G† = Glarge
Q + p3x3 and we let C† := (C ∩ Glarge

Q ) + p3x3p1. We claim that G† is short-
separation-free. To see this, note that, since Q is an induced subgraph of G, if G† is not-short-separation-free, then
there is a 2-path in Glarge

Q \ {x2} with endpoints w, p3. By assumption on Q, we have p3 ̸∈ N(w), and thus, since
G is short-separation-free, it follows from our triangulation conditions that the midpoint if this path is adjacent to x2,
contradicting the assumption of this subcase. Thus, G† is indeed short-separation-free.

Let C†
∗ be the outer face of G† and let L† be a list-assignment for V (G†) where L†(x3) = L(p2), and otherwise L† =

L. Let P′ := pmPp3x3p1. Since P is L-colorable, P′ is L†-colorable. Thus, T † := (G†, (C \ {C}) ∪ {C†}, L†, C†
∗)

is a tessellation. We claim now that T † is a mosaic. In G†, we have N(x2) ∩ V (P′) = {x3, p1}. Thus, since C† is an
induced subgraph of G†, T † satisfies M1), and M2) is immediate. Since |E(P′)| = |E(P)|, we have M1) as well, so
T † is indeed a mosaic. Since |V (G†)| < |V (G)|, G† admits an L†-coloring ϕ by the minimality of T . Let ϕ′ be the
restriction of ϕ to Glarge

p3x2wp1 . Then ϕ′ extends to an L-coloring ϕ′′ of V (Glarge
Q ), since x3 has precisely four neighbors

among dom(ϕ′). Since ϕ(p1) ̸= ϕ(x3) by constriction of L†, ϕ′′ is a proper L-coloring of its domain, and since, in G,
p2 has no neighbors in {x2, x3}, ϕ′′ extends to a proper L-coloring of V (Glarge

Q ∪P).

Subcase 2.2.2.2 x1, x2, w have a common neighbor in Glarge
Q \Q

In this case, let w′ be the unique common neighbor of x1, x2, w inGlarge
Q \ Q. Then G contains the 3-chord R :=

x1w
′wx4 of C, and, since G is short-separation-free, we have V (Gsmall

R \ {w,w′}) = V (Gsmall
Q ). Let G′ be the

graph obtained from Glarge
R by adding to Glarge

R the edges x1p2 and p2x4. Then G′ contains the 5-cycle cycle D :=

x1p2x4ww
′, and D is a cyclic facial subgraph of G′. Let U be the unique connected open region of R2 such that

∂(U) = D and U ∩ V (G′) = ∅.

Let G† be a graph obtained from G′ by adding to U a 5-cycle u1u2u3u4u5, where each vertex of {u1, u2, u3, u4, u5}
is adjacent to an edge of D, and then adding a lone vertex u∗ in U adjacent to all five vertices of {u1, u2, u3, u4, u5}.
Then G† is still short-separation-free. Let C†; = (C ∩ Glarge

Q + x1p1x4 and let C†
∗ be the outer face of G†. Finally,

let L† be a list-assignment for V (G†) where each vertex of {u1, u2, u3, u4, u5, u∗} is assigned an arbitrary 5-list, and
otherwise L† = L. Then T † := (G†, (C \ {C}) ∪ {C†}, L†, C†

∗) is a tessellation.

We claim that T † is a mosaic. Firstly, we have dG†(w′, p1) = 2 by our construction of G†. Thus, since G contains
a 2-path from w′ to x4, and w is adjacent to x4, it follows that T † satisfies the distance conditions of Definition
2.1.6. M0) and M2) are immediate, and, by constriction of G†, C† is an induced cycle of G†, and, for each 1 ≤
i ≤ 5, G†[N(ui) ∩ V (P )] is a path of length at most one. Thus, T † is indeed a mosaic. By assumption, we have
|V (Gsmall

Q \V (C∪Q)| > 4. Thus, since x2, x3 ∈ V (Glarge
R )\V (C∪R) and x2, x3 ∈ V (Q), we have |V (G†)| < |V (G)|,
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since G contains at least seven vertices outside of V (Glarge
R ) ∪ V (C). Thus, by the minimality of T , G† admits an

L-coloring ϕ. Let ϕ′ be the restriction of ϕ to V (Glarge
R )∪ {p1, p2}. Then ϕ extends to color x2, x3 as well, since each

of x2, x3 has only at most three neighbors in dom(ϕ′) by our conditions on Q. Thus, we obtain a proper L-coloring of
V (Glarge

Q ∪P), as desired. This completes the proof of Proposition 4.3.2.

We now prove the following, which is the second of two facts which make up Section 4.3.

Proposition 4.3.4. Let T = (G, C, L, C∗) be a critical mosaic, let C ∈ C be an open T -ring, and let P := PT (C).

Let P := p1 · · · pm, and let Q := x1x2x3x4 be a 3-chord of C with x1 ∈ V (P̊) and x4 ∈ V (C \ P̊). Suppose that

V (Gsmall
Q \ C) ̸= {x2, x3} and V (Gsmall

Q ) ⊆ B1(C). Letting x1 ∈ {p2, p3}, we have x2 ∈ N(w) and V (Gsmall
Q ) \

V (C ∪ Q) consists of a lone vertex adjacent to all vertices in the cycle C ∩ Glarge
p2x2x3x4) + p2x2x3x4. An analogous

statement holds in the case where x1 ∈ {pm−1, pm−2}.

Proof. Let C1 be the 1-necklace of G. Given a 3-chord Q := x1x2x3x4 of C, we say that Q is defective if the
following hold.

1) Precisely one endpoint of Q lies in P̊; AND

2) V (Gsmall
Q ) ⊆ B1(C); AND

3) |V (Gsmall
Q \ C)| > 3.

We claim now that there is no defective 3-chord of C. Suppose toward a contradiction that there is a defective 3-chord
Q of C, and, among all defective 3-chords of C, we choose Q so that |V (Gsmall

Q )| is minimized. Let Q := x1x2x3x4.

By Observation 4.3.1, suppose without loss of generality that x1 ∈ {p2, p3} and Gsmall
Q ∩P = p1Px1. Then we have

V (Gsmall
Q ) = V (Gsmall

Q ∩ C) ∪ V (Gsmall
Q ∩ C1). Since Q is defective, the graph Gsmall

Q ∩ C1 is a path of length at least
three with endpoints x2, x3, so let Gsmall

Q ∩ C1 = w0w1 · · ·wsws+1 for some s ≥ 2, where w0 = x2 and ws+1 = x3.
Then Gsmall

Q contains the cycle D := w0w1 · · ·ws+1.

Claim 4.3.5. x2p1 ̸∈ E(G) and x3p1 ̸∈ E(G)

Proof: Suppose that x2p1 ∈ E(G). By M2), we have x1 = p3, and the 3-chord Q∗ := p1x2x3x4 of C separates
a vertex of {w1, · · · , ws} from Glarge

Q∗ \ V (Q∗). Since Q∗ ∈ K(C, T ) and Q∗ has an endpoint in {p1, pm}, this
contradicts Theorem 3.0.2. Thus, x2p1 ̸∈ E(G). Now suppose toward a contradiction that x3p1 ∈ E(G) and let
Q∗∗ := x1x2x3p1. Then each vertex of {w1, · · ·ws} lies in Gsmall

Q∗∗ . Again, since Q∗∗ ∈ K(C, T ) and one endpoint of
Q∗∗ lies in {p1, pm}, this contradicts Theorem 3.0.2. ■

Thus, we have x2p1 ̸∈ E(G). Since x1 ∈ {p2, p3}. Since C1 contains the unique common neighbor of p1, p2, there
is a j ∈ {1, · · · , s} such that wj is the unique common neighbor of p1, p2 in G. Since p3 ̸∈ N(wj) by M2), p2 is an
endpoint of the path G[V (C) ∩N(wj)], so we have wj−1 ∈ N(p2) by our triangulation conditions.

We note now that N(wj) ∩ V (D) = {wj−1, wj}. If this does not hold, then there is a chord of C1 with wj as an
endpoint, so let k ∈ {0, · · · , s+1} \ {j− 1, j, j+1} be such that wk is the other endpoint of this chord. Suppose that
wk does not have a neighbor among C \ P̊. In that case, we have 0 ≤ k < j, since each vertex of wjwj+1 · · ·ws+1

has a neighbor on C \ P̊.

If p2 ∈ N(wk), then the 3-cycle wjp2wk separates wj−1 from Glarge
Q , contradicting short-separation-freeness. Like-

wise, if p3 ∈ N(wk), then the 4-cycle wjp2p3wk separates wj−1 from Glarge
Q , contradicting short-separation-freeness.

Thus, wk has a neighbor in C \ P̊, and since w1 is adjacent to p1, we contradict Theorem 3.0.2. Thus, we get
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N(wj) ∩ V (D) = {wj−1, wj}, as desired. Let C ∩ Glarge
Q = x1Pp1u1 · · ·ut for some t ≥ 0 (possibly t = 0 and

p1 = x4). We now have the following:

Claim 4.3.6. x4 ̸= p1, and, for each m ∈ {j + 1, · · · , s+ 1}, we have N(wm) ∩ V (P) = ∅

Proof: We first show that N(xj+1) ∩ V (P) = ∅. We first note that p2 ̸∈ N(wj+1), or else G contains a copy of K4

on the vertices {p2, wj−1, wj , wj+1}. We claim now that we also have p3 ̸∈ N(wj+1). Furthermore, p1 ̸∈ N(wj+1),
or else G contains a K2,3 with bipartition {p1, wj−1}, {p2, wj , wj+1}. Now suppose toward a contradiction that
p3 ̸∈ N(wj+1). Then G contains the 4-cycle p3p2wj−1wj+1, and since p2 ̸∈ N(wj+1), we have p3 ∈ N(wj−1) by
our triangulation conditions, so G contains a K2,3 with bipartition {p2, wj+1}, {wj−1, wj , p3}, contradicting short-
separation-freeness. Thus, we have N(vj+1) ∩ V (P) = ∅. Since N(wj+1) ∩ V (P) = ∅, there exists an r ∈
{1, · · · , t} such that the graph G[V (C)∩N(wj)] is a path p2p1u1 · · ·ur by Theorem 3.0.2. In particular, since t ≥ 1,
we have x1 ̸= p4.

Since x3 ∈ N(ut), the cycle w0 · · ·wj+1ur · · ·utws+1 separates each vertex of {wj+2, · · · , ws} from P, so we have
N(wm)∩V (P ) = ∅ for eachm ∈ {j+1, · · · , s}. Since ws+1 = x3, we just need to check thatN(x3)∩V (P ) = ∅.

Suppose that x3x1 ∈ E(G). By Theorem 3.0.2, we have V (Gsmall
x1x3x4

) ⊆ V (C) ∪ {x3}, so x1x3 ̸∈ E(Glarge
Q ). Thus,

x1x3 ∈ E(Gsmall
Q ), and the triangle x1x2x3 separates a vertex of {w1, · · · , ws} fromGlarge

Q ), which is false. Thus, x1 ̸∈
N(x3). Now suppose that p2 ∈ N(x3). Then x1 = p3, and, by Theorem 3.0.2, we have V (Gsmall

p2x3x4
) ⊆ V (C)∪{x3},

so the 4-cycle x1p2x3x2 separates a vertex of {w1, · · · , ws} from Glarge
Q , which is false. We just need to make sure

that p1 ̸∈ N(x3). Then the cycle D lies in Gsmall
x1x2x3p1 , so x1x2x3p1 is also a defective 3-chord of C. Since x4 ̸= p1,

this contradicts the minimality of Q. ■

By Claim 4.3.6, since each vertex of {w0, · · · , ws+1} is inB1(C,G), each vertex of {wj+1, · · · , ws+1} has a neighbor
among {u1, · · · , ut}.

Claim 4.3.7. N(w0)∩{wj+2, · · · , ws} = ∅ and, for each a ∈ {1, · · · , j−1}, we haveN(wa)∩{wj+2, · · · , ws+1} =
∅.

Proof: Suppose toward a contradiction that there is an m ∈ {j + 2, · · · , s} with x2 ∈ N(wm). Since wm has a
neighbor among {u1, · · · , ut}, let u ∈ {u1, · · · , ut}∩N(wm) and let Q† := x1x2wmu. Since x2wm is a chord of D,
we have |V (Gsmall

Q† )| < |V (Gsmall
Q )|, and since wj , wj+1 ∈ V (Gsmall

Q† ) \ V (Q†), Q† is also defective, so this contradicts
the minimality of Q.

Now suppose toward a contradiction that there is an a ∈ {1, · · · , j − 1} and an m ∈ {j + 2, · · · , s + 1} with
wm ∈ N(wj−1). Since wm has a neighbor among {u1, · · · , ut} and wa has a neighbor among {p2, p3}, let u ∈
{u1, · · · , ut} ∩N(wm) and let p ∈ {p2, p3} ∩N(wa). Let Q† := pwawmu. Since wawm ̸= x2x3, wawm is a chord
of D, and we have |V (Gsmall

Q† )| < |V (Gsmall
Q )|. Since wj , wj+1 ∈ V (Gsmall

Q† ) \ V (Q†), Q† is also defective, so this
contradicts the minimality of Q. ■

Now we have the following:

Claim 4.3.8. There is no chord of D with both endpoints in wj+1 · · ·ws+1.

Proof: Suppose toward a contradiction that there is a pair of indices k, ℓ ∈ {j + 1, · · · , s + 1}, where ℓ > k + 1

and wkwℓ ∈ E(G). Since each of wk, wℓ has a neighbor on {u1, · · · , ut}, we let u ∈ N(wk) ∩ {u1, · · · , ut} and
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u′ ∈ N(wℓ) ∩ {u1, · · · , ut}. Note that u ̸= u′, or else G contains a triangle which separates wk+1 from Glarge
Q . Now

let Q† := uwKwℓu
′. Then Q† ∈ K(C, T ) and wk+1 ∈ V (Gsmall

Q† \Q†). By Theorem 3.0.2, wk is not a C-shortcut, and
since wk ̸= ws+1, w0, Q separates wk from each element of C \ {C}. By Claim 4.3.6, wk has no neighbors in V (P),
and thus, since wk is not a C-shortcut, wk is adjacent to x2, contradicting Claim 4.3.7. ■

Combining Claim 4.3.8 with Claim 4.3.7, we have wj+1 = ws+1 = x3, or else, since D is triangulated by chords
in Gsmall

Q , there is either a chord of D with both endpoint in wj+1 · · ·ws+1, or a chord of D with one endpoint in
{wj+1, · · · , ws+1} and one endpoint in {w0, · · · , wj−1}.

We claim now that j = 2. Firstly, we have j > 1, or else x2 = wj−1 and V (Gsmall
Q \C) = {x2, x3, w1}, contradicting

the fact that Q is defective. Now suppose toward a contradiction that j > 2. Then w0 · · ·wj−1 is a path of length at
least two, and since D is triangulated by chords in Gsmall

Q , it follows from Claim 4.3.7 that Gsmall
Q has a chord of D with

both endpoints in {w0, · · · , wj−1}. Let 0 ≤ k < ℓ ≤ j − 1, where wkwℓ ∈ E(G) \ E(D) and ℓ > k + 1. Since
each of wk, wℓ have a neighbor among p2, p3, there is a cycle of length at most four which separates wk+1 from Glarge

Q ,
contradicting short-separation-freeness.

We conclude that j = 2 and V (Gsmall
Q \ C) = {x2, x3, w1, w2}. Furthermore, we have x1 = p3 and w1 ∈ N(x1), or

else G contains a K2,3 with bipartition {x2, w1, w2}, {p2, x3}. Note that Q is induced in G and N(x1)∩N(x4) = ∅,
or else there is a 2-chord of C with endpoints p3, x4, contradicting Theorem 3.0.2. Now we have the following:

Claim 4.3.9. N(x3) ∩ V (C ∩Gsmall
Q ) = {x4}.

Proof: By Claim 4.3.6, x3 has no neighbors in P, so if this does hold, then there is an r ∈ {1, · · · , t − 1} with
ur ∈ N(x3). Then V (Gsmall

x1x2x3ur
)| < |V (Gsmall

Q )|, and since w1, w2 ∈ V (Gsmall
x1x2x3ur

)), x1x2x3ur is defective,
contradicting the minimality of Q. ■

SinceN(x3)∩V (C∩Gsmall
Q ) = {x4}, it follows from our triangulation conditions that w2 is adjacent to each vertex of

{p1, u1, · · · , ut}. Furthermore, G contains the 3-chordQ† := x1w1w2x4 of C. For each i = 1, 2, 3, let {qi} = L(pi).

Claim 4.3.10. Let L† be a list-assignment for Gsmall
Q† such that the following hold.

1) |L†(w1)| = |L†(w2)| = 1; AND

2) L†(w1) ̸= L†(w2) and L†(w1) ̸= q3; AND

3) L†(v) = L(v) for all v ∈ V (Gsmall
Q† ) \ {w1, w2}.

Then Glarge
Q† is L†-colorable. In particular, there exists an L-coloring ϕ of Glarge

Q such that ϕ(x1) ̸= q4.

Proof: Let C† := (C ∩ Glarge
Q† ) + x1w1w2x4 and let C†

∗ be the outer face of Glarge
Q† . Let P′ := pm · · · p3w1w2 and let

T † := (Glarge
Q† , (C \ {C})∪{C†}, L†, C†

∗). By conditions 1) and 2), P′ is L†-colorable, and T † is a tessellation, where
C† is an open T †-ring with precolored path P′. We claim that T † is a tessellation. Since N(x4) ∩ V (P) = ∅ and
w1x4 ̸∈ E(G), there is no chord of C† with an endpoint in P′. Furthermore, we have N(x2) ∩ V (P′) = {p3, w1}
and N(x3) ∩ V (P′) = {x1, w2}, so T † satisfies M1), and M0) holds since |E(P′)| = |E(P)|. M2) is immediate, so
we just need to check that our distance conditions hold. If not, then there is a C ′ ∈ C \ {C} and a H ⊆ C ′ such that
d(H,w2) < d(H,C \ P̊). Let R be a shortest (H,w2)-path. Then V (R ∩Q) does not contain either of x3, x4, since
each of these are of distance at most one from C \ P̊, so V (R ∩Q) contains a vertex of x1, x2, since Q separates H
from w2. But each of x1, x2 have distance two from w2, and distance two from C \ P̊, so we have a contradiction.
Thus, T † is a mosaic, and since p1, p2 ̸∈ V (Glarge

Q† ), Glarge
Q† admits an L†-coloring by the minimality of T . ■
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As a consequence of the above, we have the following:

Claim 4.3.11. Gsmall
Q ∩ C = p3p2p1x4.

Proof: Suppose not. Then u1 is an internal vertex of the path p1u1 · · ·ut. Let a, b ∈ L(u1) \ {q1} and let d be a color
of L(w2) \ {q1, q2, a, b} and let f ∈ L(w1) \ {q2, q3, d}. By Claim 4.3.10, there is an L-coloring ϕ of Glarge

Q† with
ϕ(w1) = f and since p1x4 ̸∈ E(G), ϕ is a proper L-coloring of the subgraph of G induced by V (Glarge

Q† ). By our
choice of d, f , ϕ extends to an L-coloring ϕ′ of V (Glarge

Q† ) ∪ {p1, p2}. Since at least one of q1, d lies outside of L(u1),
ϕ′ extends to the broken wheel Gsmall

p1w2x4
, and thus G is L-colorable, which is false. ■

Now we have the following:

Claim 4.3.12. For any L-coloring ϕ of Glarge
Q , if ϕ(x4) ̸= q1, then ϕ(x4) = ϕ(x2).

Proof: Let a, b ∈ L(w1) \ {q1, q2, q3}. Let L† be a list-assignment for Glarge
Q† with L†(w1) = a, L†(w2) = q1, and

otherwise L† = L. By Claim 4.3.10, Glarge
Q† admits an L†-coloring ϕ. Let ϕ′ be the restriction of ϕ to Glarge

Q . Note that
ϕ(x4) ̸= q1 so ϕ′ extends to a proper L-coloring ϕ′′ of the subgraph of G induced by V (Glarge

Q )) ∪ {p1, p2}. Since G
is not L-colorable, ϕ′′ does not extend to L-color the edge w1w2. Since each of w1, w2 has precisely four neighbors
in dom(ϕ′′) and a ∈ Lϕ′′(w1), we have Lϕ′′(w1) = Lϕ′′(w2) = {a}. The same argument shows that there is an
L-coloring ψ′′ of V (Glarge

Q ) ∪ {p1, p2} such that Lψ′′(w1) = Lψ′′(w2) = {b}, so a, b ∈ L(w2) \ {q1, q2, q3}.

Now let ζ be an arbitrary L-coloring of Glarge
Q , where ζ(x4) ̸= q1. Since ζ(x4) ̸= q1, ζ extends to a proper L-coloring

ζ ′ of V (Glarge
Q ) ∪ {p1, p2}. Suppose toward a contradiction that ζ(x2) ̸= ζ(x4).

Since ζ ′ does not extend to an L-coloring of G, we have |Lζ′(w1)| = |Lζ′(w2)| = 1 and Lζ′(w1) = Lζ′(w2). Let
Lζ′(w1) = Lζ′(w2) = {c}. If c ̸∈ {a, b}, then we have {a, b} = {ζ(x2), ζ(x3)} and {a, b} = {ζ(x3), ζ(x4)}, so
ζ(x2) = ζ(x4), contradicting our assumption. Thus, we have c ∈ {a, b} so suppose without loss of generality that
c = a. Then b appears among {ζ(x2), ζ(x3)} and among {ζ(x3), ζ(x4)}, so, since ζ(x2) ̸= ζ(x4), we have ζ(x3) = b,
and there exist colors d1, d2 with d1 ̸= d2, where d1 ∈ L(w1) \ {a, b, q2, q3} and d2 ∈ L(w1) \ {a, b, q1, q2}. Since
d1 ̸= q1, let L† be a list-assignment for Glarge

Q† where L†(w1) = {d1} and L†(w2) = {q1} and otherwise L† = L. By
Claim 4.3.10, Glarge

Q† admits an L†-coloring Φ, so let Φ′ be the restriction of Φ to Glarge
Q . Since Φ(x4) ̸= q1, Φ′ extends

to a proper L-coloring Φ′′ of V (Glarge
Q ) ∪ {p1, p2}, and this coloring leaves over d1 for w1, but since d1 ̸∈ {a, b, d2}

and at least one of the colors a, b, d2 is not used among Φ(x3),Φ(x4), there is a color left over in L(w2), so Φ′′ extends
to an L-coloring of G, which is false. ■

Now we have the following:

Claim 4.3.13. Let G′ := Glarge
Q + x2x4 and G′′ := Glarge

Q + x1x3. Then neither G′ nor G′′ is short-separation-free.

Proof: Suppose toward a contradiction that G′ is short-separation-free. Let d1 ∈ L(x4) \ {q1} and let d2 ∈ L(x2) \
{q3, d1}. Let L′ be a list-assignment for V (G′) where L′(x2) = {d2}, L′(x4) = {d1}, and otherwise L′ = L. Let
C ′ := (C ∩ Glarge

Q ) + x1x2x4 and let C ′
∗ be the outer face of G′. Let T ′ := (G′, (C \ {C}) ∪ {C ′}, L′, C ′

∗) and let
P′ := pm · · · p3x2x4. Note that, by Theorem 2.3.2, we have V (C \P) ̸= {x4}, and thus, since G′ is short-separation-
free, T ′ is a tessellation where C ′ is an open T ′-ring with precolored path P′ (in particular, since C is induced in G
and V (C \P) ̸= {x4}, G′[V (P′)] is L′-colorable).
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Since Q is induced in G and N(x1) ∩ N(x4) = ∅, we have N(x3) ∩ V (P′) = {x1, x4}, and C ′ is induced in G′,
so T ′ satisfies condition M1) of Definition 2.1.6. Since V (C ′ \ P̊′) ⊆ V (C \ P̊),we get that T ′ satisfies the distance
conditions Definition 2.1.6. To see this, just note that if either of M3)-M4) is violated, then there is a path in G′ from
x1 to C ′ \ P̊′ of length less than two using the edge x2x4, which is false. Furthermore, we have |E(P′)| = |E(P)|,
so M0) is satisfied as well. M2) is immediate, so T ′ is a mosaic.

Thus, since |V (G′)| < |V (G)|, G′ admits an L′-coloring, so Glarge admits an L-coloring ϕ in which ϕ(x4) ̸= q1 and
ϕ(x2) ̸= ϕ(x4), contradicting Claim 4.3.12. Now we show that G′′ is not short-separation-free. Suppose toward a
contradiction that G′′ is short-separation-free. Since |L(x2) \ {q3}| ≥ 4 and |L(w1) \ {q2, q3}| ≥ 3, we fix a color
d ∈ L(x2) \ {q3} such that |L(w1) \ {q2, q3, d}| ≥ 3, and we fix a color d2 ∈ L(x4) \ {q1, d}. Let L′′ be a list-
assignment for V (G′′) where L′′(x3) = {d}, L′′(x4) = {d2}, and otherwise L′′ = L. Let P′′ := pm · · ·x1x3x4. Let
C ′′ := (C ∩ Glarge

Q ) + x1x2x4 and let C ′′
∗ be the outer face of G′′. Let T ′′ := (G′′, (C \ {C}) ∪ {C ′′}, L′′, C ′′

∗ ). As
above, we have V (C ′′) ̸= V (P′′) by Theorem 2.3.2, and since G′′ is short-separation-free, T ′′ is a tessellation, where
C ′′ is an open T ′′-ring with precolored path P′′.

Crucially, since N(x2) ∩ V (P) = {x1}, we have N(x2) ∩ V (P ′′) = {x1, x4}. Thus, since Q is induced in G,
N(x1) ∩ N(x4) = ∅, and C ′′ is induced in G′′, T ′′ satisfies M1), and the other conditions are immediate as in the
case of T ′. In particular, the distance conditions hold since V (C ′′ \ P̊′′) ⊆ V (C \ P̊) and there is no path of length
less than two in G′′ from x1 to x4 using the edge x1x3. Thus, since |V (G′′)| < |V (G)|, G′′ admits an L′′-coloring ϕ,
and ϕ extends to an L-coloring ϕ′ of V (Glarge

Q ) ∪ {p1, p2}. We have |Lϕ′(w2)| ≥ 1, and, by our choice of d, we have
|Lϕ′(w1)| ≥ 2, so ϕ′ extends to L-color the edge w1w2, contradicting the fact that G is not L-colorable. ■

Since Q is an induced subgraph of G, N(x1)∩N(x4) = ∅, it follows from Claim 4.3.13 that Glarge
Q \Q contains path

R of of length either two or three, where R has endpoints x2, x4 andR is otherwise disjoint from Q.

Claim 4.3.14. x2, x3, x4 do not have a common neighbor in Glarge
Q \Q.

Proof: Suppose there is a common neighbor z of x2, x3, x4 in Glarge
Q \Q. Let d be a color in L(w1) \ {q1, q2, q3}, and

let L† be a list-assignment for Glarge
Q† , where L†(w1) = d, L†(w2) = {q1}, and otherwise L† = L. By Claim 4.3.10,

Glarge
Q† admits an L†-coloring ϕ. Let ϕ′ be the restriction of ϕ to Glarge

Q \ {x3}. Then ϕ′ is an L-coloring of its domain,
and, since ϕ′(x4) ̸= q1, ϕ′ extends to a proper L-coloring ϕ∗ of dom(ϕ′) ∪ {p1, p2}.

Now, ϕ∗ does not extend to the triangle w1w2x3, and sinceN(x3)∩dom(ϕ∗) = {x2, z, x4}, each of x3, w1, w2 has an
Lϕ∗ -list of size precisely two. Thus ϕ uses two different colors on x2, x4. Since |Lϕ∗(x3)| = 2, there is an L-coloring
of Glarge

Q using two different colors on x4, p1 and two different colors on x2, x4, contradicting Claim 4.3.12. ■

Since x2, x3, x4 do not have a common neighbor in Glarge
Q \ {x3}, and Glarge

Q + x2x4 is not short-separation-free, there
is a path in Glarge

Q \ {x3} with endpoints x2, x4 and length precisely three. Note that any such path is disjoint to Q
except for its endpoints, since N(x1) ∩N(x4) = ∅.

Claim 4.3.15. For any path R := x2zz
′x4 in Glarge

Q \ {x3} of length precisely three, each of z, z′ is adjacent to x3.

Proof: Let G′ be a graph obtained from Glarge
Q by adding to Glarge

Q a lone vertex w∗ adjacent to each of x1, x2, x3, x4.
Let d ∈ L(x4) \ {q1} and let L′ be a list-assignment for V (G′), where L′(x4) = {d}, L′(w∗) is a lone color distinct
from q3, d, and otherwise L′ = L. Let P′ := pm · · · p3w∗x4 and let C ′ := (C ∩ Glarge

Q ) + x1w
∗x4. Let C ′

∗ be the
outer face of G′ and let T ′ := (G′, (C \ {C}) ∪ {C ′}L′, C ′

∗). Note that G′ is short-separation-free, or else, since Q is
induced in G and x1, x4 have no common neighbor in Glarge

Q , the vertices x2, x4 have a common neighbor z in Glarge
Q .
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But then, since G is short-separation-free and Q is induced in G, it follows from our triangulation conditions that
x3 ∈ N(z), contradicting our assumption. Thus, G′ is indeed short-separation-free, and T ′ is a tessellation, where C ′

is an open T ′-ring with precolored path P′, since V (C \P) ̸= {x4} by Theorem 2.3.2. Since V (C ′\P̊′) ⊆ V (C \P̊),
it is immediate that T ′ satisfies the distance conditions of Definition 2.1.6, and |E(P′)| = |E(P)|, so T ′ satisfies M0)
as well. Since N(x2)∩V (P′) = {p3, w∗} and N(x3)∩V (P′) = {w∗, p4},a nd C ′ is induced in G′, T ′ satisfies M1)
as well, and M2) is immediate, so T ′ is a tessellation. Since |V (G′)| < |V (G)|, G′ admits an L′-coloring ϕ, and, by
Claim 4.3.12, we have ϕ(x2) = ϕ(x4).

Now, G contains the 4-chord R∗ := x1x2zz
′x4 of C, so let ϕ′ be the restriction of ϕ to Glarge

R∗ . Note that ϕ′ extends to
an L-coloring ϕ′′ of Glarge

R∗ ∪ {p1, p2}

Suppose toward a contradiction that at least one of z, z′ is not adjacent to x3. Then x3 has an Lϕ′′ -list of size three,
since dom(ϕ′′) ∩N(x3) has at most three vertices and ϕ′′ uses the same color on x2, x4. Thus, ϕ′′ extends to L-color
the triangle x3w1w2, since each of w1, w2 has an Lϕ′′ -list of size at least two, so let ϕ∗ be the resulting extension of
ϕ′′ to dom(ϕ′′) ∪ {w1, w2, x3}. The cycle F := x2x3x4z

′z′ is a cyclic facial subgraph of H := Gsmall
R∗ \ (Gsmall

Q \Q),
where each vertex of F is precolored by ϕ∗. Since x2, x3, x4 do not have a common neighbor in Glarge

Q \ Q, there is
no vertex of H \ F adjacent to all five vertices of F , so ϕ∗ extends to an L-coloring of H , and thus L-colors all of G,
contradicting the fact that T is critical. ■

Now we have enough to finish showing that there is no defective 3-chord of C. Since there is a path in Glarge
Q \ V (Q)

with endpoints x2, x4 and length precisely three, let R := x2zz
′x4 be such a path. By Claim 4.3.15, R is the unique

3-chord of Q in Glarge
Q with endpoints x2, x4, and each of z, z′ is adjacent to x3. Furthermore, by Claim 4.3.13, since

Glarge
Q + x1x3 is not short-separation-free, and Q is induced in G, there is a path in Glarge

Q \ {x2} with endpoints x1, x3
and length either two or three. This path does not have length two, or else G has a copy of K2,3, since w1 is adjacent
to each of x1, x2, x3. Thus, this path has length three, so let x1uu′x3 be such a path. Then u′ ∈ {z, z′}. By Claim
4.3.10, we fix an L-coloring ϕ of Glarge

Q with ϕ(x4) ̸= q1. Now consider the following cases:

Case 1: u′ = z

In this case let R† := x1uzz
′x4. Since G is short-separation-free and Gsmall

R† contains the 4-cycle x1uzx2, we have
Gsmall
R† \ Gsmall

Q = uzz′. Let ϕ′ be the restriction of ϕ to V (Gsmall
R† ). Since N(x2) ∩ dom(ϕ′) ⊆ {x1, u, z}, there is a

color in c ∈ Lϕ′(x2) distinct from ϕ(x4), and since dom(ϕ′) ∩ N(x3) = {z, z′, x4}, there is a color left over for x3
in Lϕ′(x3) \ {c}, so ϕ′ extends to an L-coloring of Glarge

Q which uses two different colors on p1, x4 and two different
colors on x2, x4, contradicting Claim 4.3.12.

Case 2: u′ = z′

In this case let R† := x1uz
′x4. Let ϕ′ be the restriction of ϕ to V (Gsmall

R† . If z′ ∈ n(x2) then G contains a K4 with
vertices {x2, x3, z′, z}, which is false, and if u ∈ N(x2), then G contains a K2,3 with bipartition {u, z, x3}, {x2, z′},
which is false. Thus, since Q is induced in G, we have N(x2) ∩ dom(ϕ′) = {x1}, so we simply choose a color
d ∈ L(x2) \ {q3} with d ̸= ϕ(x4). Since N(x3)∩ dom(ϕ′) = {x4}, there is an extension of ϕ′ to dom(ϕ′)∪{x2, x3}
in which x2 is colored with d. Finally, the resulting L-coloring ϕ∗ of dom(ϕ′) ∪ {x2, x3} extends to Gsmall

R† \ Gsmall
Q ,

since the 5-cycle F := x1uz
′zx2 is properly colored by ϕ∗, and there is no vertex of Gsmall

R† \ Gsmall
Q adjacent all five

vertices of F , or else, since x3 is adjacent to x2, z, z′, G contains a copy of K2,3. Thus ϕ∗ extends to L-coloring
the rest of Glarge

Q , so we have constructed an L-coloring of Glarge
Q which uses two different colors on p1, x4 and two

different colors on x2, x4, contradicting Claim 4.3.12.

We conclude that there is no defective 3-chord of C. Now let Q := x1x2x3x4 be any 3-chord of C, where x1 ∈ V (P̊)
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and x4 ∈ V (C \ P̊). Without loss of generality, let x1 ∈ {p2, p3} and suppose that V (Gsmall
Q \ C) ̸= {x2, x3}

and V (Gsmall
C ) ⊆ B1(C). Since Q is not defective and V (Gsmall

Q \ C) is contained in V (C1) , there is a lone vertex
w ∈ D1(C) such that Gsmall

Q \ C consists of the triangle x2x3w. Now, we have p1 ̸∈ N(x2), or else, since G is
short-separation-free, the 3-chord p1x2x3x4 separates w from Glarge

Q . Since one end of this 3-chord is an endpont of
P , and the other does not lie in P̊ this contradicts Theorem 3.0.2.

Claim 4.3.16. Q is an induced subgraph of G

Proof: If not, then since |V (C)| > 3 and C is induced in G, G contains one of the edges x1x3 or x2x4. If either of
these edges lies in E(Gsmall

Q )\E(Q), thenG contains a triangle separating w fromGlarge
Q \Q, which is false. Thus, one

of these edges lies in E(Glarge
Q \E(Q), so there is a 2-chord of C separating w from Glarge

Q \Q, contradicting Theorem
3.0.2. ■

We claim now that p1 ̸∈ N(x3). Suppose that p1 ∈ N(x3) (possibly x4 = p1). Then we have x1 = p3, or else
the cycle x1p1x3x2 separates w from Glarge

Q \Q, contradicting short-separation-freeness. Furthermore, since w is the
lone vertex of Gsmall

Q \ (Q ∪ C), we get that w is the lone vertex of Gsmall
x1x2x3p1 \ V (Q ∪ C). Since Q and C are both

induced in G and p1 ̸∈ N(x2), it follows from our triangulation conditions that w is adjacent to all five vertices of
the cycle x1p2p1x3x2, so w is adjacent to p1, p2, p3, contradicting M1). Thus, x2, x3 ̸∈ N(p1). Furthermore, by our
triangulation conditions, since C and Q are induced in G, we have w ∈ N(x4) and w ∈ N(x1). If x1 = p2, then
Gsmall
Q + Q is a cycle where w is adjacent to each vertex of Gsmall

Q + Q, so we are done in that case. If x1 = p3,
then, since C is induced in G and N(x2) ⊆ {p2, p3}, we have p2 ∈ N(w) by our triangulation conditions and
N(x2)∩V (P) = {p2, p3}. Thus Gsmall

p2x2x3x4
is a wheel with central vertex w. This completes the proof of Proposition

4.3.4.

4.4 Completing the Proof of Theorem 4.0.1

With Proposition 4.3.4 in hand, we prove the following, which is enough to complete the proof of Theorem 4.0.1 and
thus complete Chapter 4. The result below is the lone result of Section 4.4.

Theorem 4.4.1. Let T = (G, C, L, C∗) be a critical mosaic, let C ∈ C be an open T -ring, and let P := PT (C). Let

P := p1 · · · pm, and let Q := x1x2x3x4 be a 3-chord of C with precisely one endpoint in V (P̊). Then V (Gsmall
Q ) ⊆

B1(C).

Proof. Given a 3-chord Q := x1x2x3x4 of C, where x1 ∈ V (P̊) and x4 ∈ V (C \ P̊), we say that Q is bad if
V (Gsmall

Q ) ̸⊆ B1(C).

Claim 4.4.2. For any bad 3-chord Q′ of C, the following hold.

1) Q′ is an induced subgraph of G; AND

2) x1, x4 do not have a common neighbor in Glarge
Q′ ; AND

3) x2 is not adjacent to either endpoint of P, and x3 is not adjacent to any vertex of P, except possibly the lone

vertex of {p1, pm} ∩ V (Gsmall
Q ); AND

4) V (Gsmall
Q′ ) \ V (C ∪Q′)| > 4
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Proof: Let S′ := V (Gsmall
Q′ )\B1(C,G). Since Q′ is bad, we have S′ ̸= ∅. By Observation 4.3.1, suppose without loss

of generality that x1 ∈ {p2, p3}. Now suppose that Q′ is not an induced subgraph of G. Then, since C is an induced
subgraph of G, and neither of p2, p3 is an endpoint of P by Corollary 2.3.14, G contains one of the edges x2x4, x1x3.
Thus, G contains a 2-chord of C with endpoints x1, x4. Thus, since x1 is an internal vertex of C, we have x1 = p2 by
4) of Theorem 2.2.4. Consider the following cases:

Case 1: x2x4 ∈ E(G)

In this case, G contains the 2-chord x1x2x4 of C. By Theorem 3.0.2, we have V (Gsmall
x1x2x4

) \ V (C) = {x2}. If
x2x4 ∈ E(Glarge

Q′ ), then Gsmall
Q′ ⊆ Gsmall

x1x2x4
, and thus, x3 ∈ V (Gsmall

x1x2x4
) \ V (C), which is false. On the other

hand, if x2x4 ∈ E(Gsmall
Q′ ), then, since G is short-separation-free, we have V (Gsmall

Q \ Gsmall
x1x2x4

) = {x3}, and thus
V (G) \ V (C) = {x2, x3}, contradicting the fact that S′ ̸= ∅.

Case 2: x1x3 ∈ E(G)

In this case, G contains the 2-chord x1x3x4 of C. By Theorem 3.0.2, we have V (Gsmall
x1x3x4

) \ V (C) = {x3}. If
x1x3 ∈ E(Glarge

Q′ ), then Gsmall
Q ⊆ Gsmall

x1x3x4
, and thus, x2 ∈ V (Gsmall

x1x3x4
) \ V (C), which is false. On the other

hand, if x1x3 ∈ E(Gsmall
Q ), then, since G is short-separation-free, we have V (Gsmall

Q′ \ Gsmall
x1x3x4

) = {x3}, and thus
V (G) \ V (C) = {x2, x3}, contradicting the fact that S′ ̸= ∅. We conclude that Q′ is an induced subgraph of G, as
desired.

Now suppose that x1, x4 have a common neighbor v∗ in Glarge
Q′ . Since Q′ is induced in G, we have v∗ ̸∈ V (Q′). Since

v∗ ∈ V (Glarge
Q′ ), we have S′ ⊆ V (Gsmall

x1v∗x4
), contradicting Theorem 3.0.2. This proves 2). Now suppose toward a

contradiction that x2 has a neighbor among {p1, pm}. By M1), we have p1 ∈ N(x2), since |E(P)| > 3 by Corollary
2.3.14. Likewise by M1), we have x1 = p2.

By Theorem 3.0.2, we have S′ ∩ V (G1
p1x2x3x4

) = ∅, and thus the triangle p1x2x1Pp1 separates S from Glarge
Q′

contradicting short-separation-freeness. Now suppose there is a vertex p of P adjacent to x3. By Corollary 2.3.14, we
have E(P)| = ⌊ 2Nmo

3 ⌋ and x3 ̸∈ N(pm). Thus, if p ∈ V (Glarge
Q ) \ V (Q), then p is an internal vertex of P and we have

S ⊆ Gsmall
px3x4

, contradicting Theorem 3.0.2. Thus, we have p ∈ V (Csmall
Q′ ∩ P). Suppose toward a contradiction that

p ̸= p1. Then, since Q′ is an induced subgraph of G, we have x1 = p3 and p′ = p2. Since S ∩ V (Gsmall
px3x4

, the cycle
x1x2x3p separates S from Glarge

Q , contradicting short-separation-freeness.

Now we prove 4). Let T := V (Gsmall
Q′ \V (C ∪Q) and suppose toward a contradiction that |T | ≤ 4. Note that S′ ⊆ T .

Since S′ ̸= ∅, let s ∈ S′ Since each vertex of T has degree at least five, and s has no neighbors among V (C), it
follows that |T | = 4 and s is adjacent to x2, x3 and each vertex of T \ {s}, so let T = {s, s1, s2, s3}. Note that Gsmall

Q

contains a 5-cycle with vertices {x2, x3, s1, s2, s3}, or else, by our triangulation conditions, s ha a neighbor among
V (Gsmall

Q ) \ (T ∪ {x2, x3}, contradicting the fact that s ̸∈ B1(C,G). Thus, suppose without loss of generality that
Gsmall
Q contains the 5-cycle x2s1s2s3x3x2. This is an induced cycle of C, or else, since s is adjacent to each vertex of

x2s1s2s3x3x2, G contains a copy of K4. Thus, since s2, s3 are not adjacent to x2, and T = {s1, s2, s3, s}, we then
get from our triangulation conditions that s1 is the unique common neighbor of x1, x2 in Gsmall

Q , and likewise, s3 is the
unique common neighbor of x3, x4 in Gsmall

Q . Thus, G contains the 4-chord Q∗ := x1s1s2s3x4 of C.

If s2x1 ∈ E(G) then G contains a K2,3 with bipartition {x2, s1, s2}, {s, x1}. Thus, we have s2x1 ̸∈ E(G), and
the same argument shows that s2x4 ̸∈ E(G). Furthermore, we have s1x4 ̸∈ E(G), or else. G contains a K2,3 with
bipartition {s1, s3, x3}, {s, x4}, The same argument shows that s3x1 ̸∈ E(G).

Thus, Q∗ is an induced path in G, and, by assumption Gsmall
Q∗ \ {s1, s2, s3} consists of the path C ∩Gsmall

Q . Thus, since
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C is an induced subgraph of G, it follows from our triangulation conditions that the three vertices s1, s2, s3 have a
common neighbor on C ∩ Gsmall

Q , and thus G contains a copy of K2,3, which is false. This completes the proof of
Claim 4.4.2. ■

Suppose toward a contradiction that a bad 3-chord Q of C exists, and, among all such 3-chords of C, we choose Q so
that |V (Gsmall

Q )| is minimized. By Observation 4.4.1, we have x1 ∈ {p2, p3, pm−2, pm−3}, so suppose without loss of
generality that x1 ∈ {p2, p3} and Gsmall

Q ∩ P = p1Px1. Let Gsmall
Q ∩ C = x1Pp1u1 · · ·ut, where ut = x4 (possibly,

t = 0 and x4 = p1). Let S := V (Gsmall
Q ) \B1(C,G). We now have the following:

Claim 4.4.3. N(x3)∩{u1, · · · , ut} = ∅, and furthermore, if x4 ̸= p1 then N(x3)∩V (P) = ∅, and if x4 = p1 then

N(x3) ∩ V (P) = {x4}.

Proof: Suppose toward a contradiction that N(x3) ∩ V (P) ̸= ∅. Then x3 has a neighbor p ∈ V (p1Px1). By
Claim 4.4.2, we have p = p1. Since S ∩ V (G1

x4x3p1) by Theorem 3.0.2, we have S ⊆ Gsmall
x1x2x3p1 . But then, since

|V (Gsmall
x1x2x3p1)| < |V (Gsmall

Q )|, the 3-chord x1x3x3p1 of C contradicts the minimality of Q.

Now suppose there is an i ∈ {1, · · · , t} with ui ∈ N(x3). Then G contains the 2-chord Q′ := x4x3ui of C and the 3-
chordQ′′ := uix3x2x1 of C. By Lemma 3.1.1, we have S∩V (Gsmall

Q′ ) = ∅, so S ⊆ V (Gsmall
Q′′ ). Since x4 ̸∈ V (Gsmall

Q′′ )

and ui ̸∈ V (P̊), this contradicts the minimality of Q. ■

We have a similar claim for x2:

Claim 4.4.4. N(x2) ∩ V (p1Px1) = {x1} and N(x2) ∩ {u1, · · · , ut} = ∅

Proof: Suppose toward a contradiction that there is a p ∈ V (p1Px1) \ {x1} with p ∈ N(x2). By Claim 4.4.2, we
have p ̸= p1. Thus, we have x1 = p3 and p = p2. We have S ⊆ Gsmall

p2x2x3x4
), or else the triangle p2x2p3 separates S

from Glarge
Q , contradicting short-separation-freeness. Since S ⊆ Gsmall

p2x2x3x3
) and V (Gsmall

p2x2x3x3
) = V (Gsmall

Q ) \ {p3},
we contradict the minimality of Q. Thus, we have N(x2) ∩ V (p1Px1) = {x1}, as desired. Now suppose there is
an i ∈ {1, · · · , t} with ui ∈ N(x2). Then G contains the 2-chord uix2x1 of C, and since x1 ∈ {p2, p3}, we have
x1 = p2, or else we contradict Theorem 3.0.2. Thus, G contains the 2-chord p2x2ui of C, and, by Theorem 3.0.2, we
have S ∩ V (Gsmall

p2x2ui
) = ∅ and x2p1 ∈ E(G), contradicting the fact that N(x2) ∩ V (p1Px1) = {x1}. ■

Now let D := u1 · · ·utx3x2x1Pp1. By Claim 4.4.2, Q is induced in G. Combining this with Claim 4.4.3 and Claim
4.4.4, together with the fact that C is induced in G, we get that D is an induced cycle of Gsmall

Q . We also have the
following:

Claim 4.4.5. V (Glarge
Q ∪P) is L-colorable.

Proof: By Claim 4.4.2, we have |V (Gsmall
Q ) \ V (Q ∪ C)| > 4, so Q satisfies the first condition of Proposition 4.3.2.

Since Q is induced in G, Q also satisfies condition 3) of Proposition 4.3.2. Finally, by Claim 4.4.3 and Claim 4.4.4, Q
also satisfies condition 4) of Proposition 4.3.2. If there does not exist a common neighbor of x1, x2, x3 in Glarge

Q \Q,
then Q satisfies all the conditions of Proposition 4.3.2, so V (Glarge

Q ∪P) is L-colorable, as desired. So we are done in
that case.

Now suppose there is a w ∈ V (Glarge
Q \Q) adjacent to x1, x2, x3. Note that w ̸∈ V (C), or else since C is an induced

subgraph of G, w is the unique neighbor of x1 on the path C ∩Glarge
Q , and thus we have x1 = p1 and w = p2, which

is false as x1 ∈ {p2, p3}.
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Thus, w ̸∈ V (C), so Q∗ := x1wx3x4 is a 3-chord of C with the same endpoints as Q. Since G is short-separation-
free, we have Gsmall

Q = Gsmall
Q∗ \ {x2}. We claim that V (Glarge

Q∗ ∪ P) is L-colorable. We just need to check that Q∗

satisfies all four conditions of Proposition 4.3.2. Firstly, x1, w, x3 do not have a common neighbor in Glarge
Q∗ \ Q∗, or

elseG contains a copy ofK2,3, so condition 2) of Proposition 4.3.2 is satisfied. Since S ⊆ Gsmall
Q ⊆ Gsmall

Q∗ ,Q∗ is also a
bad 3-chord of C, and thus, by Claim 4.4.2, Q∗ is an induced subgraph ofG. By Claim 4.4.2 we have |V (Gsmall

Q∗ )| > 4.
As shown above, we have N(x3) ∩ V (P \ {x4}) = ∅, and since Q separates w from p1, we have p1 ̸∈ N(w). By
Claim 4.4.2, pm ̸∈ N(w), so Q∗ satisfies all four conditions of of Proposition 4.3.2. Thus, V (Glarge

Q∗ ∪ P) admits an
L-coloring ϕ, and since x2 has precisely three neighbors in V (Glarge

Q∗ ∪P), ϕ extends to an L-coloring of V (Glarge
Q ∪P),

as desired. ■

Applying Claim 4.4.5, we fix an L-coloring ϕ of V (Glarge
Q ∪P) for the remainder of the proof of Theorem 4.4.1.

Claim 4.4.6. V (Gsmall
Q ∩ C) \ V (P)| > 1

Proof: We first rule out the possibility that x4 = p1. Suppose toward a contradiction that x4 = p1. Then D =

x1Pp1x3x2, and |V (D)| ≤ 5. Thus, |V (D)| = 5, or else there is a 4-cycle separating S from Glarge
Q \Q.

Since T is critical, ϕ does not extend toGsmall
Q \D, soGsmall

Q \D. Thus, sinceG is short-separation-free,Gsmall
Q consists

of a lone vertex adjacent to all five vertices of D, contradicting 4) of Claim 4.4.2. Now suppose toward a contradiction
that x4 = u1. Then D = x1Pp1x4x3x2 and |V (D)| ≤ 6. Thus, 5 ≤ |V (D)| ≤ 6, or else there is a 4-cycle separating
S from Glarge

Q \ Q. But then, since ϕ does not extend to an L-coloring of Gsmall
Q \ D, we get that Gsmall

Q \ D either
consists of a lone vertex adjacent to all the vertices of D, or two vertices, each with at least four neighbors on D. In
either case, we contradict 4) of Claim 4.4.2. ■

Now we have the following:

Claim 4.4.7. N(p2) ∩ N(x4) = ∅, and in particular, N(x1) ∩ N(x4) = ∅. Furthermore, there is no vertex of

Gsmall
Q \D adjacent to both x4 and p1Px1.

Proof: Suppose toward a contradiction that there is a v∗ ∈ N(p2) ∩N(x4). Since C is an induced subgraph of G and
|V (C)| > 3, we have v∗ ∈ V (G \ C). By Claim 4.4.2, we have v∗ ̸∈ V (Q) and if v∗ ∈ V (Glarge

Q \ Q), then we
have p2 = x1 and we contradict 2) of Claim 4.4.2. Thus, we have v∗ ∈ V (Gsmall

Q \ Q). By Theorem 3.0.2, Gsmall
p2v∗x4

consists of a broken wheel with principal path p2v∗x4. By Claim 4.4.6, we have t > 1. Now let a, b be two colors in
L(u1) \ L(p1) and, since |L(v∗)| = 5, let d be a color of L(v∗) \ ({a, b} ∪ L(p1) ∪ L(p2)). Let G′ := Glarge

p2v∗x4
.

Let P′ := pm · · · p2v∗ and let L′ be a list-assignment for V (G′) where L′(v∗) = {d} and otherwise L′ = L. Let
C ′ := (C ∩G′) and let C ′

∗ be the outer face of Glarge
p2v∗x4

. Since N(v∗)∩ V (P) ⊆ {p1, p2}, P′ is an induced subgraph
of G′. Thus, P′ is L′-colorable, and T ′ := (G′, (C \ {C}) ∪ {C ′}, L′, C ′

∗) is a tessellation, where C ′ is an open
T ′-ring with precolored path P′.

If T ′ is a mosaic, thenG′ admits an L-coloring ψ by the minimality of T . Since d ̸= L(p1), ϕ extends to an L-coloring
ψ′ of V (G′) ∪ {p1}. By construction of L′, at least one of ψ′(p1), d lies outside of L(u1), so, since t > 1, ψ′ extends
to color the broken wheel Gsmall

p2v∗x4
, and thus G is L-colorable, contradicting the fact that T is critical.

Thus, T ′ is not a tessellation. Note that, since p3 ̸∈ N(v∗) and Q separates v∗ from each element of C \ {C}, T ′

satisfies the distance conditions of Definition 2.1.6. Since |E(P′)| = |E(P)|, the only condition that T ′ violates is
M1), and, in particular, Since C ′ is induced in G′, there is a lone vertex w ∈ V (G′ \C ′) adjacent to each of p2, p3, v∗,
and so x1 = p3. Note that v∗ ̸∈ {x2, x3} by Claim 4.4.4 and Claim 4.4.3. Thus, w ∈ V (Gsmall

Q \D), andG contains the
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3-chordQ′′ := x1wv
∗x4 of C. Let f ∈ L(w)\({d}∪L(p2)∪L(p3)) and let L′′ be a list-assignment forGlarge

Q′′ , where
L′′(v∗) = {d}, L′′(w) = {f}, and otherwise L′′ = L. Let P′′ := pm · · · p3wv∗. Let C ′′ := (C ∩Glarge

Q + x1wv
∗x4

and let C ′′
∗ be the outer face of Glarge

Q′′ . Finally, let T ′′ := (Glarge
Q′′ , (C \ {C}) ∪ {C ′′}, L′′, C ′′

∗ ). Then C ′′ is an open
T ′′-ring with precolored path P′′, and since P ′′ is induced inGlarge

Q′′ , we get that P′′ is L′′-colorable by our construction
of L′′. Thus, T ′′ is a tessellation. We claim now that T ′′ is a mosaic. As above with T ′, if T ′′ is not a mosaic, then
condition M1) is violated, and, in particular, there is a vertex z of Glarge

Q′′ \ C ′′ adjacent to both x1 and v∗. But then G
contains a K2,3 with bipartition {z, p2, w}, {x1, v∗}, contradicting short-separation-freeness.

Thus, T ′′ is indeed a tessellation, and |V Glarge
Q′′ )| < |V (G)|, so Glarge

Q′′ admits an L′′-coloring ψ′′. By Claim 4.4.6, we
have x4p1 ̸∈ E(G), so ψ′′ is a proper L-coloring of the subgraph of G induced by Glarge

Q′′ , and, by our choice of lists
for v∗, w, ψ′′ extends to an L-coloring ψ† of V (Glarge

Q′′ ) ∪ {p1, p2}. Since ψ′′(v∗) = d and t > 1, ψ† also extends
to the broken wheel Gsmall

p2v∗x4
. Thus, since ψ† does not extend to an L-coloring of G, the precoloring of the 6-cycle

D∗ := x1x2x3x4v
∗w with ψ† does not extend to Gsmall

Q \ (V (D) ∪ {v∗, w}).

LetW ⊆ R2 be the unique open set such that ∂(W ) = D∗ andW ∩V (C) = ∅. SinceD∗ is a 6-cycle and ψ† does not
extend to L-coloring W ∩ V (G), the graph G ∩W is either a lone vertex, an edge, or a triangle by Theorem 1.3.5. In
each case, each vertex of V (G)∩W is adjacent to a subpath of D∗ of length at least two, so each vertex in V (G)∩W
has a neighbor in {x1, p2, x4}, contradicting the fact that S ⊆ V (G)∩W . We conclude that N(x4)∩N(p2) = ∅, as
desired.

Note that since N(p2) ∩ N(x4) = ∅, we have N(x1) ∩ N(x4) = ∅, or else we have x1 = p3. Yet since C is
induced and |V (C)| ≥ 3, we get that p3, x4 have a common neighbor in G \ C, contradicting 4) of Theorem 2.2.4.
Finally, suppose toward a contradiction that there is a v∗ ∈ V (Gsmall

Q \ D) adjacent to both x4 and p1Px1. Since
N(p2) ∩ N(x4) = ∅, and N(x1) ∩ N(x4) = ∅, we have p1 ∈ N(v∗) and Gsmall

Q contains the 3-chord p1v∗x4
of C, where p1v∗x4 ∈ K(C, T ). By Theorem 3.0.2, Gsmall

p1v∗x4
\ {v∗} is the path p1u1 · · ·ut, and t > 1 by Claim

4.4.6. Let a, b be two colors in L(u1) \ L(p1), and let G† := Glarge
p1v∗x4

and let L† be a list-assignment for G†, where
L†(v∗) = L(v) \ {a, b}, and otherwise L† = L. Let C† := (G ∩ Glarge

Q ) + x1Pp1v
∗x4, and let C†

∗ be the outer face
of G†. Let T † := (G†, (C \ {C})∪{C†}, L†, C†

∗). Then T † is a tessellation, where C† is an open T †-ring which also
has precolored path P. We claim now that T † is a mosaic.

Firstly, since N(p2) ∩N(x4) = ∅ and N(x1) ∩N(x4) = ∅, we have p2, p3 ̸∈ N(v∗), so C† is an induced cycle of
G†. Thus, sinceC† has the same precolored path asC, T † satisfies M0) and M1), and M2) is immediate. Furthermore,
since v∗ has a neighbor in C \ P̊ andQ separates v∗ from each element of C \{C}, T † satisfies the distance conditions
of Definition 2.1.6

Thus, T † is a mosaic, and since |V (G†)| < |V (G)|, G† admits an L†-coloring ψ by the minimality of T . By our
choice of L†, either ψ(p1) ̸∈ L(u1) or ψ(v∗) ̸∈ L(u1). In either case, the coloring ψ of the principal path p1v∗x4 of
Gsmall
p1v∗x4

extends an L-coloring of the entire broken wheel, so ψ extends to an L-coloring of G, contradicting the fact
that T is critical. ■

As a consequence of the above, we have the following:

Claim 4.4.8. x3, p1 have no common neighbor in G.

Proof: Suppose toward a contradiction that x3, p1 have a common neighbor z. Since x4 ̸= p1 and Q is induced in G,
it follows from Claim 4.4.3 that N(x3) ∩ V (D) = {x4}, so z ̸∈ V (C). Now, G contains the 3-chord p1zx3x4 of C,
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and, by Theorem 3.0.2, we have Gsmall
p1zx3x4

\ {z, x3} = p1u1 · · ·ut. Since N(x3)∩ V (D) = {x4}, it follows from our
triangulation conditions that z ∈ N(x4), contradicting Claim 4.4.7. ■

We also have the following:

Claim 4.4.9. For any v∗ ∈ V (Gsmall
Q \Q), G[N(v∗) ∩ V (Q)] is a subpath of Q of length at most one. Furthermore,

for any v∗ ∈ V (Gsmall
Q \D), if x2 ∈ N(v∗), then v∗ has no neighbors on the path p1u1 · · ·ut.

Proof: By Claim 4.4.7, we haveN(x1)∩N(x4) = ∅. Thus, if there is a v∗ ∈ V (Gsmall
Q \Q) such thatG[N(v∗)∩V (Q)]

is a subpath of Q of length at most one, then, since Q is an induced subgraph of G and it follows from Observation
4.3.1 that G[N(v∗) ∩ V (Q)] is a subpath of Q of length precisely two. Consider the following cases.

Case 1: N(v∗) ∩ V (Q) = {x1, x2, x3}

In this case, let Q′ := x1v
∗x3x4. Since G is short-separation-free, we have V (Gsmall

Q′ \ Gsmall
Q ) = {x2}. Since v∗

has a neighbor in C, we have v∗ ̸∈ S, and since G is short-separation-free, we have S ⊆ Gsmall
Q′ , contradicting the

minimality of Q.

Case 2: N(v∗) ∩ V (Q) = {x2, x3, x4}

In this case, let Q′′ := x1x2v
∗x4. Since G is short-separation-free, we have V (Gsmall

Q′′ \Gsmall
Q ) = {x3}. Again, since

v∗ has a neighbor in C, we have v∗ ̸∈ S, and since G is short-separation-free, we have S ⊆ Gsmall
Q′ , contradicting the

minimality of Q.

Now suppose toward a contradiction there is a v∗ ∈ V (Gsmall
Q \D) and a u ∈ {p1, u1, · · · , ut} such that v∗ is adjacent

to both x2 and u. Then G contains the 3-chord Q′ := x1x2v
∗u of C and the 4-chord Q′′ := uv∗x2x3x4 of C. Note

that Q′′ lies in K(C, T ), and that u ̸= ut, or else we contradicting the fact that G[N(v∗) ∩ V (Q)] is a subpath of Q
of length at most one. Furthermore, since u ∈ V (C \ P̊), we have S ∩ V (Gsmall

Q′ ) = ∅, or else we contradict the
minimality of Q. But then, since Gsmall

Q′′ = G1
Q′′ , we have S ⊆ V (G1

Q′′). Since v∗u ∈ E(G), we have v∗ ̸∈ S, so
S ⊆ V (G1

Q′′) \ V (Q′′), contradicting Lemma 4.2.1. ■

The above claims have the following simple consequence, which we use repeatedly:

Claim 4.4.10. Let Q† be a proper generalized chord of C with endpoints p1, x4, where Q† ⊆ Gsmall
Q , and suppose that

x2, x3 ̸∈ V (Q†). Then ϕ extends to an L-coloring of Gsmall
Q† .

Proof: Let Gsmall
Q† \ {p1, x4} and let F be the unique facial subgraph of G∗ containing the path u1 · · ·ut−1 Since t > 1

by Claim 4.4.6, this is well defined. Suppose there is a vertex u ∈ V (F )\{u1, · · · , ut−1} with at least three neighbors
in dom(ϕ). Then u ∈ V (Q† \{p1x4}). If u is adjacent to p1, then p3 ̸∈ N(u) by M1), and x2 ̸∈ N(u) by Claim 4.4.9.
Furthermore, x4 ̸∈ N(u) by Claim 4.4.7. Since u has at least three neighbors on dom(ϕ), we have N(u)∩ dom(ϕ) =

{x3, p1, p2}. But then G contains the 3-chord p1zx3x4 of C, and since N(x3) ∩ {p1, u1, · · · , ut} = {ut}, it follows
from Theorem 3.0.2 and our triangulation conditions that x4 ∈ N(z), which is false.

Thus, every vertex of F \ {u1, · · · , ut−1} has an Lϕ-list of size at least three. Furthermore, for each u ∈ V (G∗ \ F ),
we have |Lϕ(u)| ≥ 5. If t = 2, then |Lϕ(u1)| ≥ 1, and |Lϕ(u)| ≥ 3 for all u ∈ V (F ) \ {u1}, so G∗ is Lϕ-colorable
by Theorem 0.2.3. If t > 2, then |Lϕ(u1)| ≥ 2, |Lϕ(ut−1)| ≥ 2, and |Lϕ(u)| ≥ 3 for all u ∈ V (F ) \ {u1, ut−1}.
Thus, by Theorem 1.3.4, G∗ is Lϕ-colorable. In either case, we are done. ■
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Let U be the set of vertices in V (Gsmall
Q \D) with at least three neighbors among V (Q∪x1Pp1), and let p′ ∈ {p1, p2}

be the lone neighbor of x1 in x1Pp1. Now we have the following:

Claim 4.4.11. There exist a v ∈ V (Gsmall
Q \D) such that {v} = U and N(v) ∩ V (D) = {x1, x2, p′}.

Proof: Suppose toward a contradiction thatU = ∅, and letF be the lone facial subgraph ofGsmall
Q \(V (Q)∪V (x1Pp1))

containing all vertices ofGsmall
Q \ (V (Q)∪V (x1Pp1)) with Lϕ′ -lists of size less than 3. Since C is an induced cycle of

G and (N(x2)∪N(x3))∩{u1, · · · , ut−1} = ∅, we have the following: If t = 1, then |Lϕ′(u1)| ≥ 1 and |Lϕ′(z)| ≥ 3

for all z ∈ V (F ) \ {u1}. On the other hand, if t > 1, then |Lϕ′(u1)| ≥ 2 and |Lϕ′(ut−1)| ≥ 2, and |Lϕ′(z)| ≥ 3 for
all z ∈ V (F ) \ {u1, ut−1}. In either case, ϕ′ extends to an L-coloring of G, contradicting the fact that T is critical.
Thus, U ̸= ∅ so let v ∈ U . By M2), we have G[N(v) ∩ V (x1Pp1)] is a subpath of P of length at most one, and
by Claim 4.4.9, we get that G[N(v) ∩ V (Q)] is a subpath of Q of length at most one, so it just suffices to check that
x1 ∈ N(v). Then v is the unique vertex of Gsmall

Q adjacent to each of x1, x2, p′. Suppose toward a contradiction that
x1 ̸∈ N(v). By Claim 4.4.7, we have x4 ̸∈ N(v). Consider the following cases:

Case 1: x2 ∈ N(v)

In this case, since x1 ̸∈ N(v) by assumption and N(v) has nonempty intersection with v(p1Px1), it follows from
Claim 4.4.9 that x1 = p3 and N(v) ∩ V (p1Px1) = {p2}, so G contains the 4-cycle x1p2v∗x2. But then, since
x2p2 ̸∈ E(G) by Claim 4.4.4 and G is short-separation-free, we have v∗x1 ∈ E(G) by our triangulation conditions.
contradicting our assumption.

Case 2: x2 ̸∈ N(v)

In this case, N(v) ∩ V (Q) = {x3}, and thus, since v has three neighbors on V (Q ∪ x1Pp1), we have x1 = p3 and
N(v) ∩ V (Q ∪ x1Pp1) = {x3, p2, p1}, contradicting Claim 4.4.8. This completes the proof of Claim 4.4.11. ■

This also implies the following:

Claim 4.4.12. x1 = p3.

Proof: Suppose not. Then we have x1 = p2, and, applying Claim 4.4.11, there is a v∗ ∈ V (Gsmall
Q \ D) adjacent to

p1, p2, x2, so G contains the 4-chord Q† := p1v
∗x3x3x4 of C, and Q† ∈ K(C, T ). Since G is short-separation-free,

we have V (Gsmall
Q ) \ V (Gsmall

Q† ) = {p2}, so S ⊆ V (Gsmall
Q† ). Since v∗ ̸∈ S, this contradicts Lemma 4.2.1. ■

Let U = {v∗} and let Q† := p2v
∗x2x3x4. For any extension of ϕ to an L-coloring ϕ′ of dom(ϕ)∪A, we let T (A, ϕ′)

be the set {z ∈ V (Gsmall
Q ) \ dom(ϕ′) : |Lϕ′(z)| < 3}.

Claim 4.4.13. Let A ⊆ V (Gsmall
Q ) \ (V (Q) ∪ {p1, p2}) and suppose that each vertex of A either lies in D or has a

neighbor in V (Q) ∪ {p1, p2}. Let B ⊆ A and let ϕ′ be an extension of ϕ to dom(ϕ) ∪ B. Suppose that B and ϕ′

satisfy the following additional conditions.

1) each vertex of A \B is Lϕ′-inert; AND

2) For each j ∈ {u1, · · · , ut−1}, if uj ∈ A, then A either contains the path p1u1 · · ·uj , or the path uj · · ·ut
(possibly both); AND

3) For each u ∈ {u1, · · · , ut−1} \A, N(u) ∩B ⊆ V (D).

Then T (B,ϕ′) \A ̸= ∅.
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Proof: Let A,B, ϕ′ be as above and suppose toward a contradiction that T (B,ϕ′) ⊆ A. Since each vertex of A either
lies in D or has a neighbor in V (Q) ∪ {p1, p2}, the graph G∗ := Gsmall

Q \ (A ∪ V (Q) ∪ {p1, p2}) has a unique facial
subgraph F containing all the neighbors of dom(ϕ′). Thus, every vertex of G∗ \ F has an Lϕ′ -list of size five. Since
T (B,ϕ′) ⊆ A, each vertex of F \{u1, · · · , ut−1} has an Lϕ′ -list of size at least three. Furthermore, by our conditions
on A, there exist indices 1 ≤ i ≤ j ≤ t− 1 such that u1 · · ·ut−1 \A consists of the path ui · · ·uj . By our conditions
on A, each internal vertex of ui · · ·uj has no neighbors in B and thus an Lϕ′ -list of size at least three. Again by our
conditions on A, if j > i, then each of ui, uj has an Lϕ′ -list of size at least two, and if j = i, then ui has an Lϕ′ -list
of size at least one. In either case, G∗ is Lϕ′-colorable, and since A \B is Lϕ′ -inert, ϕ′ extends to an L-coloring of all
of Gsmall

Q , so G is L-colorable, which is false. ■

Now we have the following:

Claim 4.4.14. Let ϕ′ be any extension of ϕ to dom(ϕ)∪{v∗}. Then 1 ≤ |T (v∗, ϕ′)| ≤ 2, and, for each w ∈ T (v∗, ϕ′),
either N(w) ∩ (V (Q) ∪ {p1, p2, v∗}) = {p1, p2, v∗} or N(w) ∩ (V (Q) ∪ {p1, p2, v∗}) = {x2, x3v∗}. Furthermore,

if N(w) ∩ (V (Q) ∪ {p1, p2, v∗}) = {x2, x3v∗}, then N(w) ∩ V (D) = {x2, x3}.

Proof: Let ϕ′ be as above. By Claim 4.4.11, v∗ has no neighbors in V (D) \ dom(ϕ). Thus, letting A = B = {v∗},
this choice of A,B, ϕ′ satisfies the conditions of Claim 4.4.13. so we have T (v∗, ϕ′) ̸= ∅. Thus, let w ∈ T (ϕ′, A).
By Claim 4.4.11, w ̸∈ T (ϕ,∅). Thus, since N(p3) ∩ V (Gsmall

Q ) = {p2, v∗, x2}, w is adjacent to v∗ and has precisely
two neighbors among {p1, p2, x2, x3, x4}. Consider the following cases:

Case 1: p1 ∈ N(w)

In this case, G contains the 4-cycle p1wv∗p2, and thus, since p1 ̸∈ N(v∗), we have p2 ∈ N(w). Since w has precisely
two neighbors in {p1, p2, x2, x3, x4}, we have N(w) ∩ (V (Q) ∪ {p1, p2, v∗}) = {p1, p2, v∗}.

Case 2:p1 ̸∈ N(w)

In this case, we first claim that p2 ̸∈ N(w). Suppose that p2 ∈ N(w). By Claim 4.4.7, we have x4 ̸∈ N(w), so w
has a neighbor among x2, x3. If x2 ∈ N(w), then G contains a K2,3 with bipartition {p3, v∗, w}, {p2, x2}, which is
false. Thus, we have N(w) ∩ {x2, x3} = {x3}, and G contains the 4-cycle v∗wx3x2. Since x3 ̸∈ N(v∗), we have
x2 ∈ N(w) by our triangulation conditions, contradicting the fact that N(w) ∩ {x2, x3} = {x3}.

Thus, p2 ̸∈ N(w) as well, so w has precisely two neighbors among {x2, x3, x4}. Thus, if N(w) ∩ {x2, x3, x4} ≠

{x2, x3}, then, by Claim 4.4.9, we have N(w) ∩ {x2, x3, x4} = {x3, x4}, so G contains the 4-cycle x2v∗wx3. Since
x3 ̸∈ N(v) we have x2 ∈ N(w) by our triangulation conditions, contradicting the fact that N(w) ∩ {x2, x3, x4} =
{x3, x4}. Thus, we get N(w) ∩ V (P ∪ Q) = {x2, x3}, as desired. Furthermore, since w is adjacent to x2, we have
N(w) ∩ V (D) = {x2, x3} by Claim 4.4.9. Finally, since G is short-separation-free, we have 1 ≤ |T (v∗, ϕ′)| ≤ 2.
This completes the proof of Claim 4.4.14. ■

Now we have the following critical claim:

Claim 4.4.15. Suppose there is a vertex z ∈ V (Gsmall
Q \ D) adjacent to p1, p2, v∗. Let u be the non-p2 endpoint of

G[N(z) ∩ V (C)]. Then the following hold.

1) u = p1. In particular, u, v∗ have no common neighbor in G except for z; AND

2) z, x4 have no common neighbor in G.
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Proof: Let H := G[{z} ∪ (N(z) ∩ V (C)]. Then H is a broken wheel with principal path p2zu. Suppose toward a
contradiction that u ̸= p1. Let L(pi) = {qi} for each i = 1, 2. Let H ′ := H \ {p2}. Since u ̸= p1, H ′ is a broken
wheel with principal path p1zu.

Applying Corollary 1.4.6, there exist two colors c1, c2 ∈ L(u) such that ZH′(q1, •, c1) ∩ ZH′(ϕ(p1), •, c2) ̸= ∅, so
let d ∈ ZH′(q1, •, c1) ∩ ZH′(q1, •, c2). Let d1 ∈ L(v∗) \ (L(p3) ∪ L(p2) ∪ {d}). Let G† := G \ (H \ {u, z}) and
let L† be a list-assignment for V (G†), where L†(u) := {c1, c2, d}, L†(z) := {d} and L†(v∗) := {d1}, and finally,
L†(a) := L(a) for all a ∈ V (G†) \ {v∗, z, u}.

Let P† := pmPp3v
∗z and let C† := (C ∩ Glarge

Q ) + x1v
∗zu · · ·ut. Let C†

∗ be the outer face of G† and let T † :=

(G†, (C \ {C}) ∪ {C†, C†
∗, L

†). Then T † is a tessellation, where C† is an open T †-ring with precolored path P†. We
claim now that T is a mosaic. Since |E(P†)| = |E(P)|, M0) is satisfied. By Claim 4.4.4, v∗ has no neighbors in
C† except for x1, z, and furthermore, x2z ̸∈ E(G), or else G. Thus, C† is induced in G†, and furthermore, since
N(x2)∩V (P) = {p3}, we have N(x2)∩V (P†) = {p3, v∗}, and any other vertex of Gsmall

Q \D is adjacent to at most
{v∗, z} among the vertices of P†, so T † satisfies M1), and M2) is immediate.

To see that the distance conditions of Definition 2.1.6 hold, just note that, in G, each vertex of Q is of distance at most
two from C \ P̊, and z is of distance at least two from each vertex of Q. Thus, since G† ⊆ G and C† \ (V (P̊) ∪
{v∗, z}) ⊆ C \ P̊, T † satisfies the distance conditions of Definition 2.1.6 as well. Thus, T † is a mosaic, and since
|V (G†)| < |V (G)|,G† admits an L†-coloring ψ by the minimality of T . Since ψ(z) = d, we have ψ(u) ∈ {c1, c2}, so
ψ is an L-coloring of V (G†). Furthermore, by our choice of c1, c2, d, ψ extends to an L-coloring of G, contradicting
the fact that T is critical.

Thus, we have N(z) ∩ V (C) = {p1, p2}, as desired. In particular, since u = p1, we get that u, v∗ have no common
neighbor in G except for v∗, or else G contains a copy of K2,3. This proves 1) of Claim 4.4.15.

Now we prove 2). Suppose toward a contradiction that z, x4 have a common neighbor z′. We have z′ ̸∈ V (P) by
Claim 4.4.7, and since z has no neighbors in u1, · · · , ut by 1), we have z′ ∈ V (Gsmall

Q \ C). But then G contains the
3-chord p1zz′x4 of C, and, by Theorem 3.0.2, we have V (Gsmall

p1zz′x4
) \ {z, z′} = {p1, u1, · · · , ut}. Since z has no

neighbors in u1, · · · , ut, it follows from our triangulation conditions that p1 ∈ N(z′), which is false. This proves 2)
of Claim 4.4.15. ■

With the above in hand, we prove the following:

Claim 4.4.16. There exists a vertex w ∈ N(v∗) ∩ V (Gsmall
Q \D) such that N(w) ∩ V (D) = {x2, x3}.

Proof: Suppose toward a contradiction that there is no vertex w ∈ N(v∗) ∩ V (Gsmall
Q \ D) satisfying the claim. By

Claim 4.4.14, there is a vertex z ∈ N(v∗) ∩ V (Gsmall
Q \D) such that N(z) ∩ (V (Q) ∪ {p1, p2}) = {p1, p2}.

Now set A∗ = B∗ = {z, v∗} and let ψ ∈ Φ(ϕ,A∗). Applying 1) of Claim 4.4.15, since z has no neighbors in
{u1, · · · , ut}, this choice of A∗, B∗, ψ satisfies the conditions of Claim 4.4.13, so there is a vertex y ∈ V (Gsmall

Q ) \
(V (D)∪A) with at least three neighbors in dom(ψ). Since the path x2v∗zp1 separates y from {x1, p2}, y has at least
three neighbors among {x2, x3, x4, v∗, z, p1}.

Subclaim 4.4.17. p1, z ̸∈ N(y)

Proof: Suppose that p1 ∈ N(y). In that case, by Claim 4.4.9, we have x2 ̸∈ N(y) by Claim 4.4.9. Further-
more, we have x3 ̸∈ N(y) by Claim 4.4.8, and x4 ̸∈ N(y) by Claim 4.4.7, so dom(ψ) ∩ N(y) = {v∗, z, p1},
contradicting 1) of Claim 4.4.15.
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Thus, we have p1 ̸∈ N(y). Now suppose toward a contradiction that z ∈ N(y). In that case, by 2) of Claim
4.4.15, we have x4 ̸∈ N(y), so N(y) ∩ dom(ψ) consists of at least three vertices of {z, v∗, x2, x3}. By our
triangulation conditions, since zv∗x2x3 is an induced subpath of G, G[N(y)∩ dom(ψ)] is a subpath of zv∗x2x3
of length either two or three. If this subpath of zv∗x2x3 has x3 as an endpoint, then {v∗, x2, x3} ⊆ N(y), and,
by Claim 4.4.9, we haveN(y)∩V (D) = {x2, x3}, contradicting our assumption. The only remaining possibility
is that N(y) ∩ dom(ψ) = {z, v∗, x2}. Since |Lϕ(v∗)| = 2 and |Lϕ(z)| ≥ 3, let c ∈ Lϕ(z) \ Lϕ(v∗) and let ψ be
an extension of ϕ to dom(ϕ) ∪ {z} obtained by coloring z with c. Let A := {v∗, z} and B := {z}. Note that v∗

is Lψ-inert by our choice of c.

Since z has no neighbors in u1, · · · , ut, this choice of A,B,ψ satisfies the conditions of Claim 4.4.13, so there
is a z′ ∈ V (Gsmall

Q \D) \ {v∗, z} with at least three neighbors in V (Q) ∪ {p1, p2, z}. Since x3 ̸∈ N(y), we have
|Lψ(y)| ≥ 3, so z′ ̸= y.

Now, the path p1zyx2x3x4 separates z′ from each vertex of dom(ψ) \ {p1, z, x2, x3, x4}, so z′ has at least three
neighbors among {z, x2, x3, x4}. Suppose that x4 ∈ N(z′). Then, by 2) of Claim 4.4.15, we have z ̸∈ N(z′),
and, by Claim 4.4.7, we have p1 ̸∈ N(z′), so z′ is adjacent to all of x2, x3, x4, contradicting Claim 4.4.9.

Thus, x4 ̸∈ N(z′), so z′ is adjacent to each vertex of {z, x2, x3}.But then G contains a K2,3 with bipartition
{v∗, y, z′}, {x2, z}, which is false. ■

Since p1, z ̸∈ N(y), we get that N(y) ∩ dom(ψ) consists of at least three vertices of {x2, x3, x4, v∗}. By our
triangulation conditions, the graph G[N(y) ∩ {x2, x3, x4, v∗} is a subpath of v∗x2x3x4, and since, by Claim 4.4.9,
x2, x4 are not both adjacent to v∗, we get that N(y) ∩ dom(ψ) = {v∗, x2, x3}. But then, by Claim 4.4.9, we have
N(y) ∩ V (D) = {x2, x3}, contradicting our assumption. This completes the proof of Claim 4.4.16. ■

We fix a vertex w ∈ V (Gsmall
Q \D) satisfying Claim 4.4.16. Now we have the following:

Claim 4.4.18. There is a w∗ ∈ N(w) such that N(w) ∩ (V (Q) ∪ {p1, p2}) = {x3, x4}.

Proof: Suppose toward a contradiction that no vertex satisfying the Claim 4.4.18 exists. Consider the following cases:

Case 1 of Claim 4.4.18: There exists a vertex of Gsmall
Q \D adjacent to each of p1, p2, v∗

In this case, let z be the unique vertex of Gsmall
Q \D adjacent to each of p1, p2, v∗. We fix a color c ∈ Lϕ(z) \ Lϕ(v∗)

and we let ψ be an extension of ϕ to {z, v∗, w}. Let A = B = {z, v∗, w}. Then this choice of A,B, ψ satisfies
the conditions of Claim 4.4.13, since z has no neighbor in u1, · · · , ut by 1) of Claim 4.4.15. Thus, there exists a
vertex z′ ∈ V (Gsmall

Q \ D) \ A with at least three neighbors in dom(ψ), so z′ has at least three neighbors among
{p1, z, v∗, w, x3, x4}.

Subclaim 4.4.19. x3 ̸∈ N(z′).

Proof: Suppose that x3 ∈ N(z′). Then v∗ ̸∈ N(z′), or elseG contains a copy ofK2,3 with bipartition {x2, w, z′},
{x3, v∗}. If w ∈ N(z′) as well, then x4 ̸∈ N(z′) by assumption, so {x3, w, z} ⊆ N(z′). But thenG contains the
4-cycle v∗zz′w, and since v∗ ̸∈ N(z′), we havewz ∈ E(G) by our triangulation conditions, which is false. Thus,
w ̸∈ N(z′), so z′ has adjacent to x3 and at least two of {x4, p1, z}. By Claim 4.4.7, we have {x4, p1} ̸⊆ N(z′).
By 2) of Claim 4.4.15, we have {x4, z′} ̸⊆ N(z). The only possibility left is that z′ is adjacent to each of x3, z, p1,
and thus G contains the 3-chord p1z′x3x4 of C. By Theorem 3.0.2, since N(x3) ∩ {p1, u1, · · · , ut} = {ut}, we
get that x4 ∈ N(z′), which is false. ■

Applying Subclaim 4.4.19, x3 ̸∈ N(z′), and z′ has at least three neighbors among {p1, z, w, v∗, x4}.
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Subclaim 4.4.20. x4 ̸∈ N(z′).

Proof: Suppose toward a contradiction that x4 ∈ N(z′). Then w ̸∈ N(z′), or else G contains the 4-cycle
x3x4z

′w, and thus x3z′ ∈ E(G) by our triangulation conditions, which is false. Furthermore, p1 ̸∈ N(x4) by
Claim 4.4.7, so z′ is adjacent to each of v∗, z, x4, contradicting 2) of Claim 4.4.15 . ■

Since x3, x4 ̸∈ N(z′) by the two subclaims above, z′ has at least three neighbors among {p1, z, v∗, w}. Suppose that
p1 ∈ N(z′). Then v∗ ̸∈ N(z′), or else we contradict 1) of Claim 4.4.15, so N(z′) ∩ dom(ψ) = {w, z, p1}. But then
G contains the 4-cycle wv∗zz′, and v∗ ∈ N(z′) by our triangulation conditions, which is false.

Thus, p1 ̸∈ N(z′), so N(z′) ∩ dom(ψ) = {z, v∗, w}. Thus, since G is K2,3-free, we conclude that, for any ψ ∈
Φ(ϕ,A), we have T (A,ψ) = {z′} and N(z′) ∩ dom(ψ) = {z, v∗, w}. Now, if Lϕ(w) ∩ Lψ(z) ̸= ∅, then we
choose a color d ∈ Lϕ(w) ∩ Lϕ(z), and since |Lϕ(v∗) \ {d}| ≥ 1, there is an extension of ϕ to an L-coloring ψ of
dom(ϕ) ∪ {w, v∗} in which ψ(w) = ψ(z) = d. But then |Lψ(z)| ≥ 3, so z′ ̸∈ T (A,ψ), a contradiction.

Thus, we haveLψ(w)∩Lψ(z) = ∅, so |Lϕ(w)∪Lϕ(z)| ≥ 6. Since |L(y)| = 5 and |Lψ(v∗)| ≥ 2, there is an extension
of ϕ to an L-coloring ψ of dom(ϕ)∪ {w, v∗} in which |Lψ′(z)| ≥ 3, contradicting the fact that T (A,ψ) = {z′}. This
completes Case 1 of Claim 4.4.18.

Case 2 of Claim 4.4.18: There does not exist a vertex of Gsmall
Q \D adjacent to each of p1, p2, v∗

In this case, we first note the following:

Subclaim 4.4.21. w and p2 have no common neighbor in Gsmall
Q \D other than v∗.

Proof: Suppose toward a contradiction that there is a z ∈ V (Gsmall
Q \ D) other than v∗ which is adjacent to

each of p2, w. Then Gsmall
Q contains the 5-cycle K := x1p2zwx2, and v∗ is adjacent to each of p2, x1, x2, w.

Since G is short-separation-free, we get from our triangulation conditions that v∗ is also adjacent to w∗, i.e
G[V (K) ∪ {v∗}] is a wheel with central vertex v∗. Now set A := {v∗, w} and B := {w}. Since |Lϕ(w)| ≥ 3

and Lϕ(v∗)| = {a, b}, let c ∈ Lϕ(w) \ {a, b} and let ϕ′ be an extension of ϕ to dom(ϕ) ∪ {w} with ϕ′(w) = c.
Then z is Lϕ′ -inert, and since w has no neighbors on the path p1u1 · · ·ut, this choice of A,B, ϕ′ satisfies the
conditions of Claim 4.4.13, so there is a vertex w∗ ∈ V (Gsmall

Q \ (V (D) ∪ {v∗, w}) with at least three neighbors
in dom(ϕ′). Since the path p2zwx3 separates w∗ from each of x1, x2, w∗ has at least three neighbors among
{p1, p2, w, x3, x4}. Since w∗ ̸= v∗, we have by Claim 4.4.11 that w∗w ∈ E(G) and w∗ has precisely two
neighbors among {p1, p2, x3, x4}.

If x4 ∈ N(w∗), then, by Claim 4.4.7, we have p1, p2 ̸∈ N(w∗) so N(w∗) ∩ (V (Q) ∪ {p1, p2}) = {x3, x4},
contradicting our assumption. Thus, x4 ̸∈ N(w∗). If p2 ∈ N(x3), then G contains a K2,3 with bipartition
{v∗, z, w∗}, {w, p2}, so we get that N(w∗) ∩ {p1, p2, x3, x4} = {p1, x3}, and G contains the 3-chord Q† :=

p1w
∗x3x4 ofC. By Theorem 3.0.2, we have V (Gsmall

Q† ) = {p1, u1, · · · , ut}∪{x3, w∗}. Since x3 has no neighbors
on p1, · · · , ut−1 by Claim 4.4.3, we have x4 ∈ N(w∗) by our triangulation conditions, which is false. ■

Now we return to Case 2 of Claim 4.4.18. Let ϕ′′ ∈ Φ(ϕ, {v∗, w}). Setting A = B = {v∗, w}, the choice of A,Bϕ′′

satisfies the conditions of Clam 4.4.13, so there is a vertex w∗ ∈ V (Gsmall
Q ) \ (V (D)∪A) with at least three neighbors

in dom(ϕ′′). We claim now that N(w∗) ∩ (V (Q) ∪ {p1, p2, v∗}) = {x3, x4}.

Note that w∗ has at most two neighbors among dom(ϕ) ∪ {v∗}, or else we contradict Claim 4.4.14. Thus, w∗ is
adjacent to w and has precisely two neighbors among V (Q)∪{p1, p2, v∗}. Furthermore, by Subclaim 4.4.21, we have
p2 ̸∈ N(w∗). Since p2v∗wx3 separates p2, p3 from w∗, w∗ has precisely two neighbors among {p1, v∗, x3, x4}.
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Suppose toward a contradiction that v∗ ∈ N(w∗). In that case, we have p1 ̸∈ N(w∗), or else G contains the 4-cycle
p1w

∗v∗p2, and since p1 ̸∈ N(v∗), we have p2 ∈ N(w∗) by our triangulation conditions, which is false. Furthermore,
if x3 ∈ N(w∗), thenG contains aK2,3 with bipartition {x2, w, w∗}, {v∗, x3}, contradicting short-separation-freeness.
Thus, we have N(W ∗) ∩ {p1, v∗, x3, x4} = {v∗, x4}, so G contains the 4-cycle wx3x4w∗. Since x4 ̸∈ N(w), we
have x3 ∈ N(w∗) by our triangulation conditions, so we have a contradiction.

Thus, our assumption that v∗ ∈ N(w∗) is false, so N(w∗) ∩ ({p1, p2} ∪ V (Q)) consists of precisely two vertices of
{p1, x3, x4}. By Claim 4.4.7, this set of two vertices is either {p1, x3} or {x3, x4} .Suppose that N(w∗)∩ ({p1, p2}∪
V (Q)) = {p1, x3}. Then G contains the 3-chord Q′ := p1w

∗x3x4 of C. By Theorem 3.0.2, we have Gsmall
Q′ =

{p1, u1, · · · , ut} ∪ {x3, w∗}. Since ut−1 ̸∈ N(x3) by Claim 4.4.3, and x4 ̸∈ N(w), we have x4 ∈ N(w∗) by our
triangulation conditions, contradicting our assumption thatN(w∗)∩ ({p1, p2}∪V (Q)) = {p1, x3}. We conclude that
N(w∗) ∩ ({p1, p2, v∗} ∪ V (Q)) = {x3, x4}, as desired. This completes the proof of Claim 4.4.18. ■

Now let w∗ be as in Claim 4.4.18 above. Then G contains the 4-chord p2v∗ww∗x4 of C, which separates each vertex
of p3, x2, x3 from Gsmall

Q \ (V (Q)∪{v∗, w, w∗}). Let H† be the subgraph of G induced by {w∗}∪ (N(w∗)∩V (C)).
Since N(w∗)∩ V (P ) = ∅, there exists a u† ∈ {u1, · · · , ut−1, ut} such that either u† = ut and H† is the edge w∗u†,
or u† ∈ {u1, · · · , ut−1} and H† is a broken wheel with principal path utw∗u†.

Claim 4.4.22. aaaaaaaaaaaaa

1) w∗ has no common neighbor with either of p1, p2 in Gsmall
Q \D; AND

2) u† ̸= u1; AND

3) u†, p2 have no common neighbor in Gsmall
Q \D; AND

4) w and u† have no common neighbor in Gsmall
Q \D.

Proof: Suppose toward a contradiction that there is a z ∈ V (Gsmall
Q \ D) adjacent to each of p2, w∗. Since v∗ ̸∈

N(w∗), we have z ̸= v∗, and G contains the 3-chord R := p2zw
∗x4 of C. Note that ϕ extends to an L-coloring of

dom(ϕ) ∪ V (Gsmall
R ) by Claim 4.4.10.

Thus, let ψ be an extension of ϕ to an L-coloring of dom(ϕ) ∪ V (Gsmall
R ). Let K := p2v

∗ww∗zp2. Since p2v∗ww∗ is
a chordless path, ψ extends to color w, v∗, so let ψ′ ∈ Φ(ψ, {w, v∗}). Let W ⊆ R2 be the unique open region such
that ∂(W ) = K andW ∩V (C) = ∅. Since ψ L-colorsG\W and ψ does not extend to an L-coloring ofG, it follows
from Theorem 1.3.5 that W ∩ V (G) consists of a lone vertex z′ adjacent to all five vertices of K, and G contains the
3-chord R† := x4w

∗z′p2 with R ⊆ Gsmall
R† .

By the minimality of Q, we have V (Gsmall
R† ) ⊆ B1(C), and since z ∈ V (Gsmall

R† ) \ V (C ∪ R†), it follows from
Proposition 4.3.4 that Gsmall

R† \ C consists of the triangle w∗zz′, and Gsmall
R \ {w∗, z} = p2u1 · · ·ut. Since C is an

induced cycle in G, it follows from Claim 4.4.7 that u† ̸= ut and N(z)∩ V (C) = {p2, p1, u1, · · · , u†}, contradicting
Claim 4.4.7.

Thus, our assumption that w∗ and p2 have a neighbor in Gsmall
Q \D, is false. Now suppose toward a contradiction that

w∗, p1 have a common neighbor z in V (Gsmall
Q \D). Since v∗ ̸∈ N(w∗), we have z ̸= v∗, and G contains the 3-chord

R := p1zw
∗x4 of C. Note that ϕ extends to an L-coloring of dom(ϕ) ∪ V (Gsmall

R ) by Claim 4.4.10.

Thus, let ψ be an extension of ϕ to an L-coloring of dom(ϕ) ∪ V (Gsmall
R ). Let K := p2v

∗ww∗zp1p2. Since p2v∗ww∗

is a chordless path, ψ extends to color w, v∗, so let ψ′ ∈ Φ(ψ, {w, v∗}). Let W ⊆ R2 be the unique open region such
that ∂(W ) = K andW ∩V (C) = ∅. Since ψ L-colorsG\W and ψ does not extend to an L-coloring ofG, it follows
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from Theorem 1.3.5 that |V (G) ∩W | ≤ 3, and each vertex of V (G) ∩W is adjacent to a subpath of K of length at
least two. Note that no vertex of W is adjacent to each of p1, w∗, or else, if such a y ∈ W ∩ V (G) exists, then the
3-chord p1yw∗x4 of C separates z from Glarge

Q \Q, contradicting Theorem 3.0.2. Thus, we have |V (G) ∩W | > 1, so
consider the following cases:

Case 1: |V (G) ∩W | = 2

In this case, G ∩W consists of an edge yy′ in which each endpoint is adjacent to a subpath of K of length precisely
three. Furthermore, as shown above, p2, w∗ have no common neighbor in Gsmall

Q \D. Thus, we have N(y)∩ V (K) =

{v∗, p2, p1, z} and N(y′) ∩ V (K) = {z, w∗, w, v∗}. In that case, G \ dom(ψ) consists of the graph in Figure 4.4.1,
with lower bounds on the sizes of the Lψ-lists labelled in red.

v∗

2

w

2

y

2

y′

3

Figure 4.4.1: Case 1 of Fact 1

Thus, ψ extends to an L-coloring of G, contradicting the fact that G is not L-colorable.

Case 2: |V (G) ∩W | = 3

In this case, again applyin the fact that p1, w∗ have no common neighbor in W , the graph G∩W consists of a triangle
y1y2y3 such that G[N(y1) ∩ V (K)] = {p2, p1, z}, G[N(y2) ∩ V (K)] = {z, v∗, w}, and G[N(y3) ∩ V (K)] =

{w, v∗, p2}. Then G \ dom(ψ) consists of the graph in Figure 4.4.2, with lower bounds on the Lψ-lists labelled in red.

v∗

2

w

2

y2

3
y3

4

y1

3

Figure 4.4.2: Case 2 of Fact 1

Thus, ψ extends to an L-coloring of G, contradicting the fact that G is not L-colorable. Thus, our assumption that w∗

and p1 have a neighbor in Gsmall
Q \D, is false. This proves 1) of Claim 4.4.22.

Now we prove 2). Suppose that u† = u1. Then G contains the 6-cycle K := p1u1w
∗wv∗p2. Let W ⊆ R2 be the

unique open set such that ∂(W ) = K and W ∩ V (C) = ∅. Let ψ be an extension of phi to dom(ϕ) ∪ V (H†) ∪
{w, v∗}. To see that such a ψ exists, just note that, by Proposition 1.4.5, there are at least two colors c1, c2 in
ZH†(ψ(x4), •, ci) ̸= ∅ for each i = 1, 2, so we choose ci ̸= ϕ(p1) and let d ∈ ZH†(ϕ(x4), •, ci). The resulting
extension of ϕ to V (H†) extends to the edge wv∗, so such a ψ does indeed exist, and ψ is an L-coloring of G \W .
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Since ψ does not extend to L-color G, it follows from Theorem 1.3.5 that |V (G) ∩W | ≤ 3. By 1), p2, w∗ have no
common neighbor in W , so |V (G) ∩W | > 1. Consider the following cases:

Case 1: |V (G) ∩W | = 2

In this case, since p2, w∗ have no common neighbor in W , and p1, w∗ have no common neighbor in W , we get that
G∩W consists of an edge yy′, where G[N(y)∩V (K)] = {v∗, w, w∗, u1} and G[N(y′)∩V (K)] = {u1, p1, p2, v∗}.
But then the vertex y′ contradicts 1) of Claim 4.4.15.

Case 2: |V (G) ∩W | = 3

In this case, again since p1, w∗ have no common neighbor inW ,G∩W consists of a triangle y1y2y3, whereG[N(y1)∩
V (K)] = {p2, p1, u1}, G[N(y2) ∩ V (K)] = {u1, w∗, w}, and G[N(y3) ∩ V (K)] = {w, v∗, p2}. Now let ψ∗ be the
restriction of ψ to dom(ψ)\{w, v∗}. Then G\dom(ψ∗) consists of the graph in Figure 4.4.3, where the lower bounds
on the sizes of the Lψ∗ -lists are labelled in red.

v∗

2

y3

4

w

3

y2

3

y1

2

Figure 4.4.3: Case 2 of Fact 2

Thus, ψ∗ extends to an L-coloring of G, contradicting the fact that T is critical. This completes the proof of 2) of
Claim 4.4.22.

Now we prove 3). Suppose toward a contradiction that u† and p2 have a common neighbor z in Gsmall
Q \ D. By

Claim 4.4.7, we have u† ̸= x4. Furthermore, G contains the 3-chord p2zu
† of G. By Theorem 3.0.2, we have

V (Gsmall
p2zu†) = {z} ∪ {p2, p1, u1, · · · , u†}, and z is adjacent to each of p2, p1, u1, · · · , u†. Since u† ̸= p1, this

contradicts 1) of Claim 4.4.15. This proves 3).

Now we prove 4) of Claim 4.4.22. Suppose toward a contradiction that w, u† have a common neighbor y in Gsmall
Q \D.

In that case, we have u† ̸= ut, or elseG contains aK2,3 with bipartition {x3, w∗, y}, {ut, w}, so u† ∈ {u1, · · · , ut−1}
and H† is a broken wheel. Furthermore, since G contains the 4-cycle wyu†w∗ and u† ̸∈ N(w), we have w∗ ∈ N(y)

as well. By 1), no vertex of {p1, p2} lies in N(y).

By Corollary 1.4.6, there is a color d ∈ Lϕ(u
†) such that, for some pair of colors c1, c2 ∈ Lϕ(w

∗), we have d ∈
ZH†(ϕ(x4), c1, •) ∩ ZH(ϕ(x4), c2, •). This is permissible since, by 2), we have u† ̸= u1, so |Lϕ(u†)| = 3. We
now extend ϕ to an L-coloring ϕ′ of dom(ϕ) ∪ {u†, w, v∗} by first coloring u† with d and coloring w with a color in
Lϕ(w) \ {c1, c2}, which is permissible as |Lϕ(w)| ≥ 3. Finally, there is a color left over for v∗ since |Lϕ(v∗)| ≥ 2

and u ̸∈ N(v∗).

We now set A = V (H†) ∪ {w, v∗} and B = {v∗, w, u†}. We note that the choice A,B, ϕ′ satisfies the conditions
of Claim 4.4.13. To see this, just note that V (H†) \ {x4, u†} is Lϕ′ -inert, since, after coloring y, there is at least one
color of c1, c2 left over for w∗. Since the choice A,B, ϕ′ satisfies the conditions of Claim 4.4.13, there exists a vertex
z′ with at least three neighbors in dom(ϕ′).
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Subclaim 4.4.23. N(y) ∩ dom(ϕ′) = {w, u†}. In particular, z′ ̸= y.

Proof: Firstly, by 1), we have p1, p2 ̸∈ N(y). Since the path p1p2v
∗ww∗u† separates y from dom(ϕ′) \

{p1, p2, v∗, w, w∗, u†}, we have N(y)∩dom(ϕ) ⊆ {w, u†, v∗}. Suppose toward a contradiction that v∗ ∈ N(y).
Then G contains the 3-chord Q† := p2v

∗yu† of C. By the minimality of Q, we have V (Gsmall
Q† ) ⊆ B1(C). If

V (Gsmall
Q† )\{v∗, y} = {p2, p1, u1, · · · , u†}, then, since p1 ̸∈ N(v∗), we have p1 ∈ N(y), which is false. Thus, by

Proposition 4.3.4, there is a lone vertex q adjacent to every vertex in the cycle p1p1u1 · · ·u†yv∗. Since u† ̸= p1,
the vertex q contradicts 1) of Claim 4.4.15. Thus, v∗ ̸∈ N(y), so we are done. ■

Since z′ ̸= y, z′ has at most one neighbor among w, u†, or else G contains a copy of K2,3. If u† ∈ N(z′), then, by
3), we have p2 ̸∈ N(z′), so N(z′) ∩ {p1, p2, v∗, w, u} = {p1, v∗, u†}. In that case, G contains the 4-cycle p1p2v∗z′.
Thus, by our triangulation conditions, since p1 ̸∈ N(v∗), we have p2 ∈ N(z′), which is false. Thus, u† ̸∈ N(z′), so
N(z′) ∩ dom(ϕ′) consists of at least three vertices of {p1, p2, v∗, w}. Since p1p2v∗w is a chordless subpath of G, it
follows from our triangulation conditions that G[N(z′) ∩ dom(ϕ′)] is a subpath of p1p2v∗w of length either two or
three, and, in particular, since G is K2,3-free, z′ is the unique vertex of T (B,ϕ′) \A. Consider the following cases:

Case 1: {p1, p2, v∗} ⊆ N(z′)

In this case, we let A∗ := V (H† \{x4})∪{w, v∗, z} and B∗ := {u†, w, v∗, z}. By 1) of 1) of Claim 4.4.15, z′ has no
neighbors in u1, u2, · · · , ut, so, for any ψ ∈ Φ(ϕ′, z′), the choice A∗, B∗, ψ satisfies the conditions of Claim 4.4.13.

Subclaim 4.4.24. There exists a vertex q ∈ V (Gsmall
Q \D) \A∗ such that the following hold:

1) For any extension of ϕ′ to an L-coloring ψ ∈ Φ(ϕ′, z′), we have T (B∗, ψ) \A∗ = {q}; AND

2) N(q) ∩B∗ = {z′, v∗, w}; AND

3) q has no neighbors among u1, · · · , ut.

Proof: Let ψ ∈ Φ(ϕ′, z′). By Claim 4.4.13, we have T (B∗, ψ) \ A∗ ̸= ∅, so let q ∈ T (B∗, ψ) \ A∗. Since the
path p1z′v∗wyu† separates q from dom(ψ) \ {p1, z′, v∗, w, u†}, we have N(q) ∩ dom(ψ) ⊆ {p1, z′, v∗, w, u†}.
Since z′ is the unique vertex of T (B,ϕ′) \ A, q′ is adjacent to z′ and q has precisely two neighbors among
{p1, v∗, w, u†}. We claim now that u† ̸∈ N(q).

Suppose toward a contradiction that u† ∈ N(q). In that case, G contains the 3-chord p1z′qu† of C, and, by
Theorem 3.0.2, we have Gsmall

p1z′qu† \ {z′, q} = p1u1 · · ·u†. Since z′ has no neighbors among u1, · · · , u†, we have
p1 ∈ N(q) by our triangulation conditions as well, and N(q) ∩ V (C) = {p1, u1, · · · , u†}. Thus, G contains
the broken wheel Hmid which has principal path p1qu†, where Hmid \ {q} = p1u1 · · ·u†. Now, G contains the
6-cycle K := ww∗u†qz′v∗. Let W ⊆ R2 be the unique open region such that ∂(W ) = K and W ∩ V (C) = ∅.
Note that y ∈W . Now let Ψ be an extension of ϕ to an L-coloring of G \W . Consider the following cases.

Case 1 of Subclaim 4.4.24: yq ∈ E(G)

In this case, G contains the 5-cycle K ′ := v∗z′qyw. Let W ′ ⊆ R2 be the unique open region such that ∂(W ′) =

K ′ and W ′ ⊆ W . Extending Ψ to y, we have an L-coloring of G \W ′. Since G is not L-colorable, it follows
from Theorem 1.3.5 that there is a lone vertex q′ adjacent to all five vertices of K ′. Now we uncolor w, v∗, z′

(that is, restrict Ψ to an L-coloring Ψ′ of dom(Ψ) \ {v∗, w, z′}). Then G \ dom(Ψ′) consists of the graph showin
in Figure 4.4.4, with lower bounds on the LΨ′ -lists shown in red.
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Figure 4.4.4: Case 1 of Subclaim 4.4.24

Thus, Ψ′ extends to L-color G, contradicting the fact that T is critical.

Case 2 of Subclaim 4.4.24: yq ̸∈ E(G)

In this case, we let K ′ := v∗z′qu†uw. Then K ′ ⊆ Cl(W ) and K ′ is a chordless cycle. Let W ′ ⊆ R2 be
the unique open region such that ∂(W ′) = K ′ and W ′ ⊆ W . Note that w, y, u† have no common neighbor
in W ′, since they are adjacent to w∗ and G is K2,3-free. Extending Ψ to y, we have an L-coloring of G \W ′.
Thus, since |V (G) ∩ W | ≤ 3, we have |V (G) ∩ W ′| ≤ 2, and each vertex of V (G) ∩ W ′ is adjacent to a
subpath of K of length at least three. But then, since w, y, u† have no common neighbor in W ′, there is a vertex
q′ ∈ V (G) ∩W ′ adjacent to each of u†, q, z′, and thus G contains K2,3 with bipartition {u†, q, z′}, {q′, p1},
contradicting short-separation-freeness.

Thus, u† ̸∈ N(q), as desired, so q′ has precisely two neighbors among {p1, v∗, w}. Since z′ ∈ N(q) and
p1z

′v∗w is a chordless subpath of G, it follows from our triangulation conditions that G[N(q)∩B∗] is a subpath
of p1z′v∗w of length precisely two and which contains z′. If p1 ∈ N(z′), then we contradict 1) of Claim 4.4.15,
so G[N(q) ∩B∗] = {z′, v∗, w}.

Thus, since G is K2,3-free, q is the unique vertex of G such that T (B∗, ψ) \ A∗) = {q} for each ψ ∈ Φ(ϕ′, z′).
Now suppose toward a contradiction that q has a neighbor in {u1, · · · , ut} and let i ∈ {1, · · · , t} be the minimal
index such that ui ∈ N(q). Then G contains the 3-chord p1z

′qui of C, and since qp1 ̸∈ E(G), q has no
neighbors in {p1, u1, · · · , ui−1}. By Theorem 3.0.2, we have Gsmall

p1z′qui
\ {q, z′} = p1u1 · · ·ui, so ui ∈ N(z′) by

our triangulation conditions, which is false. ■

Let q be as in Subclaim 4.4.24. Note that w /∈ N(z′), or else G contains a K4 on the vertices {v∗, w, z′, q}. We also
have the following:

Subclaim 4.4.25. Lϕ(v∗) ⊆ Lϕ(w)

Proof: Suppose there is a color d ∈ Lϕ(v∗) \ Lϕ(w). Let ϕ∗ ∈ Φ(ϕ, {v∗, z′}) be the extension of ϕ obtained
by coloring v∗ with d any choosing any remaining color for z′. Let A′′ = B′′ = {v∗, z′}. Since this choice
of A′′, B′′, ϕ∗ satisfies the conditions of Claim 4.4.13, we have T (B′′, ϕ∗) \ A′′ ̸= ∅, so there is a vertex
q∗ ∈ V (Gsmall

Q \D) \A′′ with at least three neighbors in dom(ϕ∗).

Thus, by our choice of d, since w ̸∈ N(z′), we have w ̸∈ T (B′′, ϕ∗). Likewise, since each of q, y, u† has at
most two neighbors in dom(ϕ∗), we have q∗ ̸∈ {q, w, y, u†}. Yet then the path p1z′qwyu† separates q∗ from
dom(ϕ∗) \ {p1, z′}, so |N(q∗) ∩ dom(ϕ∗)| ≤ 2, a contradiction. ■

Now we return to the main proof of Case 1 of 4) of Claim 4.4.22. Let Lϕ(v∗) = {a, b} and let c ∈ Lϕ(z′) \ {a, b}.
Since q has no neighbors in V (Q) ∪ {p1, p2}, we have |Lϕ(q)| = 5, so, applying Subclaim 4.4.25, there is a color
f ∈ Lϕ(q) \ {a, b, c} such that |Lϕ(w) \ {f}| ≥ 3. Let ψ ∈ Φ(ϕ, {z′, q}) be obtained by L-coloring the edge z′q
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with (c, f). Let A† := {v∗, z′, q} and B† := {z′, q}. By Subclaim 4.4.24, q has no neighbors among u1, · · · , ut, so
this choice of A†, B†, ψ satisfies the conditions of Claim 4.4.13, so there exists a q′ ∈ V (G)\A† with three neighbors
among dom(ψ). Since the path separates p′zqwyu

† separates q′ from dom(ψ) \ {p1, z′, q}, q′ is adjacent to all of
p1, z, q. Since G is K2,3-free, we have T (B†, ψ) \A† = {q′}.

Now we simply uncolor z′. That is, we let ψ′ be the restriction of ψ to dom(ϕ) ∪ {q}. Then |Lψ′(q′)| ≥ 3, so
T ({q}, ψ′) \ {v∗, z, q} = ∅. Yet, by our choice of ψ′(q), the set {v∗, z} is Lψ′ -inert, since G contains the 6-cycle
x1p2p1q

′qv∗, so we contradict Claim 4.4.13. This completes Case 1 of 4) of Claim 4.4.22.

Case 2: {p1p2, v∗} ̸⊆ N(z′)

In this case, G[N(z′) ∩ B] is the path p2v∗w, and G contains a 6-wheel with central vertex v∗, where N(v∗) =

{x1, x2, w, z′, p2}. As in the previous case, we have the following:

Subclaim 4.4.26. Lϕ(v∗) ⊆ Lϕ(w).

Proof: Suppose there is a color d ∈ Lϕ(v∗)\Lϕ(w). Let ϕ∗ ∈ Φ(ϕ, z′) be the extension of ϕ obtained by coloring
v∗ with d. Let A′′ = B′′ = {v∗}. Since this choice of A′′, B′′, ϕ∗ satisfies the conditions of Claim 4.4.13, we
have T (B′′, ϕ∗) \A′′ ̸= ∅, so there is a vertex q ∈ V (Gsmall

Q \D) \A′′ with at least three neighbors in dom(ϕ∗).
By our choice of d, we have q ̸= w, and since |Lϕ∗(z′)| ≥ 3, we have q ̸= z′. Yet then the path p2z′wyu†

separates q from every vertex of dom(ϕ∗) \ {p1, p2}, contradicting the fact that |Lϕ∗(q)| < 3. ■

Since p1 ̸∈ N(z′), we have |Lϕ(z′)| ≥ 4, so, applying Subclaim 4.4.26, there is a color f ∈ Lϕ(z
′) such that

|Lϕ(v∗) \ {f}| ≥ 2 and |Lϕ(w) \ {f}| ≥ 3. Now set A† := {v∗, z′} and B† := {z′}. Let ϕ† be the extension of
ϕ to z′ obtained by coloring z′ with f . We claim now that this choice of A†, B†, ϕ† satisfies the conditions of Claim
4.4.13. If z′ has a neighbor u ∈ {u1, · · · , ut}, then G contains the 2-chord p2z′u of C, and thus, by Theorem 3.0.2,
we have p1 ∈ N(z′), which is false. Furthermore, by our choice of f , v∗ is Lϕ† -inert, so our choice of A†, B†, ϕ†

does indeed satisfy the conditions of Claim 4.4.13. Thus, there is a vertex q ∈ T (B†, ϕ†) \ A†. Since the path
p2z

′wyu† separates q from every vertex of dom(ψ†) \ {p1, p2, z′}, and G is K2,3-free, this vertex q is unique, and
N(q) ∩ dom(ψ†) = {p1, p2, z′}.

Now we repeat the process by adding q′ to A† and extending ϕ† to a L-coloring ϕ†† of dom(ϕ) ∪ B† ∪ {q}. By 1)
of Claim 4.4.15, q has no neighbors in u1, · · · , ut, so this choice of A† ∪ {q}, B†, ϕ† again satisfies the conditions
ofClaim 4.4.15. Thus, there is a vertex q′ ∈ V (Gsmall

Q \D) \ (A† ∪ {q}) with at least three neighbors in dom(ψ††).

Subclaim 4.4.27. q′ ̸∈ {w, u†}.

Proof: Suppose that q′ = w. In that case, by our choice of ϕ†(z′), we have q ∈ N(w), or else |Lϕ††(w)| ≥ 3.
But then G contains a K2,3 with bipartition {p2, z′, w}, {v∗, q}, contradicting short-separation-freeness. Thus,
q′ ̸= w. If q′ = u†, then, by 3), we have z′, q ̸∈ N(q′), and thus N(q′) ∩ dom(ψ††) ⊆ {p1}. In that case, since
|Lψ††(q′)| < 3, we have p1 ∈ N(u†), and since C is induced in G, this contradicts 2). ■

Since q′ ̸∈ {w, u†}, the path p1qz′ww∗u† separates q′ from dom(ψ††) \ {p1, q, z′}. But then q′ is adjacent to all three
of p1, q, z′, so G contains a K2,3 with bipartition {p2, q, q′}, {z′, p1}. This completes the proof of Claim 4.4.22. ■

Claim 4.4.28. There is a z ∈ V (Gsmall
Q \D) adjacent to each of v∗, p2, p1

Proof: Suppose that no such vertex exists. Let A = B = V (H† \ {x4}) ∪ {v∗, w} and let ψ be an extension
of ϕ to dom(ϕ) ∪ A. Then this choice of A,B, ϕ′ satisfies the conditions of Claim 4.4.13, so there is a vertex
z ∈ V (Gsmall

Q \ D) \ A with at least three neighbors in dom(ψ). Since the path p2v∗ww∗u† separates z from each
vertex in A \ {u†, w∗, w, v∗, p2, p1}, z has at least three neighbors among {u†, w∗, w, v∗, p2, p1}.
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Subclaim 4.4.29. u† ̸∈ N(z).

Proof: Suppose that u† ∈ N(z). By 3) of Claim 4.4.22, we have p2 /∈ N(z). Furthermore, by 4) of Claim 4.4.22,
we have w ̸∈ N(z), so z has at least two neighbors among {w∗, v∗, p1}. If z is adjacent to each of v∗, p1, then
p2 ∈ N(z) by our triangulation conditions, which is false. If z is adjacent to each of v∗, w∗, thenw ∈ N(z) by our
triangulation conditions, which is false. The only remaining possibility is that N(z) ∩ {w∗, v∗, p1} = {w∗, p1},
contradicting 1) of Claim 4.4.22. ■

Thus, we have u† ̸∈ N(z). Thus, z has at least three neighbors among {w∗, w, v∗, p2, p1}. If p1 ∈ N(z), then
w∗ ̸∈ N(z) by 1) of Claim 4.4.22, and v∗ ̸∈ N(z) or else p2 ∈ N(z) by our triangulation conditions, contradicting
our assumption. Thus, in that case, z is adjacent to each of p1, p2, w, so G contains the 4-cycle p2zwv∗. Again by
our triangulation conditions, z ∈ N(v∗), contradicting our assumption. We conclude that p1 ̸∈ N(z), so z has at
least three neighbors among {w∗, w, v∗, p2}. By 1) of Claim 4.4.22, N(z) ∩ {w∗, w, v∗, p2} is either {p2, v∗, w} or
{v∗, w, w∗}. In either case, sinceG isK2,3-free, z is the unique vertex such that T (A,ψ) = {z} for any ψ ∈ Φ(ϕ,A).

Case 1: w∗ ∈ N(z)

In this case, N(z) ∩ {w∗, w, v∗, p2} = {v∗, w, w∗}, and G contains a 6-wheel with central vertex w, where w is
adjacent to each vertex of v∗zw∗x3x2. Now we set B′ := A \ {w}. Since |Lϕ(w∗)| ≥ 3, Lϕ(w)| ≥ 3, and
|Lϕ(v∗)| ≥ 2, we let c1 ∈ Lϕ(∗v∗) and c2 ∈ Lϕ(w∗), where Lϕ(w) \ {c1, c2}| ≥ 2. Since u† ̸= u1 and v∗ ̸∈ N(u†),
there is a ψ ∈ dom(ϕ,B′), where ψ(v∗) = c1 and ψ(w∗) = c2. Since B′ ⊆ A and |Lψ(z)| ≥ 3, we have
T (B′, ψ) \A = ∅. Since w is Lψ-inert, this contradicts Claim 4.4.13.

Case 2: w∗ ̸∈ N(z)

In this case, N(z) ∩ {w∗, w, v∗, p2} = {v∗, w, w∗}, and G contains a 6-wheel with central vertex v∗, where w
is adjacent to each vertex of x1p2zwx2. Let B′ := A \ {v∗}. Since |Lϕ(w)| ≥ 3 and |Lϕ(v∗)| = 2, let c ∈
Lϕ(w) \ Lϕ(v∗). As above, since u† ̸= u1, there is a ψ ∈ dom(ϕ,B′), where ψ(w) = c. We have |Lψ(z)| ≥ 3, or
else p1 ∈ N(z), which is false. Thus, since B′ ⊆ A, we have T (B′, ψ) \ A = ∅. Since v∗ is Lψ-inert by our choice
of c, this contradicts Claim 4.4.13. ■

Now we are ready to finish the proof of Theorem 4.4.1. Let z be as in Claim 4.4.28. Let R := p1zv
∗ww∗u† and let

A := V (R \ {p1}) ∪ V (H† \ {x4}). For any ψ ∈ Φ(ϕ,A), we have T (A,ψ) ̸= ∅ by Claim 4.4.13, and, for each
y ∈ T (A,ψ), we have N(y) ∩ dom(ψ) ⊆ V (R), since the path R separates y from dom(ψ) \R. Let R′ := zv∗ww∗.
We break the remainder of Theorem 4.4.1 into two cases:

Case 1 of Theorem 4.4.1: There is no y ∈ V (Gsmall
Q \D) with |N(y) ∩ V (R)| ≥ 3 adjacent to each of p1, u†

In this case, we first note the following:

Claim 4.4.30. For any ψ ∈ Φ(ϕ, zv∗ww∗), ψ extends to L-color dom(ψ) ∪ V (H†).

Proof: This is trivial if H† is just an edge, since dom(ψ) ∪ V (H†). is already colored. If H† is a broken wheel, then
we simply choose a color d ∈ ZH†(ϕ(x4), ψ(w

∗), •). Possibly d = ϕ(p1). This is permissible as u† ̸= u1 by 2) of
Claim 4.4.22. In either case, ψ extends to L-color dom(ψ) ∪ V (H†). ■

Since ϕ extends to an L-coloring ψ of dom(ϕ)∪A, and T (A,ψ) ̸= ∅ by Claim 4.4.13, there is a y ∈ V (Gsmall
Q \D)\A

with three neighbors in R. We claim now that y is the unique vertex of y ∈ V (Gsmall
Q \D) \A with three neighbors in
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R, and that y is not adjacent to either of p1, u†.

Suppose that y is adjacent to p1. By 1) of Claim 4.4.15, y is not adjacent to v∗, and, by our assumption, y is not
adjacent to u†. If y is adjacent to w∗, then G contains the 3-chord u†w∗yp1 of C. But then, by Theorem 3.0.2,
Gsmall
p1yw∗u† \ {y, w∗} = p1u1 · · ·u†, and since w∗ has no neighbors among {p1, u1, · · · , u†} \ {u†}, it follows from

our triangulation conditions y is adjacent to u† as well, contradicting our assumption. Thus, y is not adjacent to w∗

either, so N(y) ∩ V (R) = {u, z, w}. But then G contains the 4-cycle wv∗zy, and v∗ ∈ N(y) by our triangulation
conditions, which is false. We conclude that y ̸∈ N(p1), as desired.

Now suppose that y is adjacent to u†. A similar argument to the one above rules out the possibility. By 4) of Claim
4.4.22, y is not adjacent to w, and, by our assumption, y is not adjacent to p1. If y is adjacent to z, then G contains
the 3-chord u†yzp1 of C. Since this 3-chord of C lies in K(C, T ) and has one endpoint in P , it follows from
Theorem 3.0.2 that Gsmall

u†yzp1
\ {y, z} = p1u1 · · ·u†, and y is adjacent to u†, which is false. Thus, y is not adjacent

to z either, so N(y) ∩ V (R) = {u†, w∗, v∗}. But then G contains the 4-cycle v∗ww∗y, and w ∈ N(y) by our
triangulation conditions, which is false. Thus, y ̸∈ N(u†). We conclude that y is not adjacent to either of p1, u†. By
our triangulation conditions, G[N(y) ∩ V (R)] is a subpath of ′R of length either two or three, and, in particular, y is
the unique vertex of G such that, for any ψ ∈ Φ(ϕ,A), we have T (A,ψ) = {y}.

Claim 4.4.31. There exists a partial Lϕ-coloring ψ ofR′ such that Lψ(y)| ≥ 3 and V (R′)\dom(ϕ∪ψ) is Lϕ∪ψ-inert.

Proof: It is easy to check that this holds in the case where G[N(y) ∩ V (R)] is a subpath of R′ of length two, since
|Lϕ(v∗)| ≥ 2 and each vertex ofR′\{v∗} has anLϕ-list of size at least three. Now suppose that y is adjacent to all four
vertices of R′, and suppose that no partial Lϕ-coloring of R′ satisfying the claim exists. We fix a c ∈ Lϕ(z) \Lϕ(v∗),
since |Lϕ(v∗)| = 2. Furthermore, G contains the 7-cycle K := x1x2x3v

∗yzp2, and, letting W ⊆ R2 be the unique
open set such that ∂(W ) = K and W ∩ V (C) = ∅, we get that G ∩W consists of the edge wv∗.

We claim now that Lϕ(w) = Lϕ(w
∗) and Lϕ(v∗) ⊆ Lϕ(w). Let d ∈ Lϕ(w∗) and let ψ be the Lϕ-coloring of {z, w∗}

where ψ(z) = c and ψ(w∗) = d. We have |Lψ(y)| ≥ 3, and since ψ does not satisfy Claim 4.4.31, there is an
extension of ϕ ∪ ψ to an L-coloring f of G \ (V (G) ∩W ), such that f does not extend to L-color the edge v∗w.
By our choice of c, we have |Lf (v∗)| = |Lf (w)| = 1 and Lf (v∗) = Lf (w). We conclude that d ∈ Lϕ(w) and
|Lϕ(w)| = 3, and Lϕ(w) \ {d} = Lϕ(v

∗). Since this holds for each d ∈ Lϕ(w∗), we have Lϕ(w) = Lϕ(w
∗) and

Lϕ(v
∗) ⊆ Lϕ(w).

Now, we simply let ψ be an Lϕ-coloring of {v∗, w∗, z} in which the same color is used on v∗, w∗. Then |Lψ(y)| ≥ 3,
and, w is Lϕ∪ψ-inert, since N(w) = {v∗, y, w∗, x3, x2} and v∗, w∗ use the same color. But then ψ satisfies the
conditions of Claim 4.4.31, contradicting our assumption. ■

Combining Claim 4.4.31 with Claim 4.4.30, there is an extension of ϕ to a partial L-coloring ϕ∗ of dom(ϕ) ∪ A
such that |Lϕ∗(y)| ≥ 3 and each vertex of A \ dom(ϕ∗) is Lϕ∗ -inert. Let B := dom(ϕ∗), and, as above, let ψ be
an extension of ϕ∗ to all of dom(ϕ) ∪ A. Since T (B,ϕ∗) \ A ⊆ T (A, ϕ∗∗) = {y}, we have T (B,ϕ∗) \ A = ∅,
contradicting Claim 4.4.13.

Case 2 of Theorem 4.4.1: There exists a y ∈ V (Gsmall
Q \D) \R with |N(y)∩V (R)| ≥ 3, where y is adjacent to each

of p1, u†

In this case, v∗ ̸∈ N(y) by 1) of Claim 4.4.15, and w∗ ̸∈ N(y) by 1) of Claim 4.4.22. Furthermore, y is not
adjacent to w, or else G contains the 4-cycle wv∗zy, and so v∗ ∈ N(y) by our triangulation conditions, which
is false. Thus, N(y) ∩ A = {p1, u†, z}, and G contains a broken wheel Hmid with principal path u†yp1, where

131



Hmid \ {y} = p1u1 · · ·u†. Now, G contains the 6-cycle K ′′ := wv∗zyu∗w∗. Let W ′′ ⊆ R2 be the unique open set
such that ∂(W ′′) = K ′′ and V (C) ∩W ′′ = ∅. Let c ∈ Lϕ(z) \ Lϕ(v∗).

By Proposition 1.4.5, there is a d′ ∈ L(y) \ {c, ϕ(p1)} such that |ZHmid(ϕ(p1), d
′, •)| ≥ 2. Likewise, there is a

d∗ ∈ ZH†(ϕ(x4), d
∗, •) ≥ 2. Since |L(u†)| = 3, there is an extension of ϕ to an L-coloring ψ of G \ W ′′ in

which ψ(z) = c, ψ(y) = d′, and ψ(w∗) = d∗. Possibly d′ = d∗. This is permissible as w∗y ̸∈ E(G). Note that
there is no vertex of V (G) ∩W ′′ adjacent to all three of w,w∗, u† by 4) of Claim 4.4.22. Furthermore there is no
vertex y′ ∈ V (G) ∩W ′ adjacent to all three of z, y, u†, or else G contains the 3-chord p1zy′u† of C which separates
y from Glarge

Q . Since this 3-chord of C lies in K(C, T ) and has p1 as an endpoint, this contradicts Theorem 3.0.2.
Thus, it follows from 1.3.5 that G ∩W ′′ consists of a triangle y1y2y3, where N(y1) ∩ V (K ′′) = {y, u†, w∗}, and
N(y2) ∩ V (K ′′) = {y, z, v∗}, and N(y3) ∩ V (K ′′) = {v∗, w, w∗}. Thus, G \ dom(ψ) consists of diagram in Figure
4.4.5, with the lower bounds on the sizes of the Lψ-lists labelled in red.

v∗

2

w

2

y3

4
y2

3

y1

2

Figure 4.4.5: Main Case 2

We have |Lψ(v∗)| ≥ 2 by our choice of c, and the above graph is Lψ-colorable. Note that this is not necessarily true if
|Lψ(v∗)| = 1, since in that case, the diagram above possibly reduces to a triangle in which all three vertices have the
same 2-list. Since the graph above is Lψ-colorable, ϕ extends to an L-coloring of G, which is false. This completes
the proof of Theorem 4.4.1.

With Theorem 4.4.1 in hand, we can finally finish the proof of the main theorem of Chapter 4, i.e Theorem 4.0.1. Let
T = (G, C, L, C∗) be a critical mosaic and let C ∈ C be an open ring. Let P = p1 · · · pm, and let uv be a chord of C1

where u has a neighbor in V (P̊) and v has a neighbor in V (C \P̊). Letw ∈ N(u)∩V (P̊) andw′ ∈ N(v)∩V (C \P̊).
By Observation 4.3.1, we suppose without loss of generality that w ∈ {p2, p3}. Let R := wuvw′.

Combining Theorem 4.4.1 and Proposition 4.3.4, we get that |V (Gsmall
R ) \ V (C ∪R)| = 1, and if w = p2, then Gsmall

R

is a wheel whose central vertex is the lone vertex of V (Gsmall
R ) \ V (C ∪Q). If w = p3, then Gsmall

R \ {p3} is a wheel
whose central vertex is the lone vertex of V (Gsmall

R ) \ V (C ∪ R). In either case, the lone central vertex of this wheel
is the lone vertex of D1(C) adjacent to p1, p2, and N(w) ∩ V (P) is either {p2} or {p2, p3}.

Combining this Theorem 3.0.2, we get that, for any 3-chord R′ of C with at least one endpoint in C \ P̊, R′ does not
separate two vertices of V (C ∪ C1). Thus, by Lemma 4.2.1, together with our triangulation conditions, G contains a
cycle C2 such that, letting G = G′ ∪ G′′ be the natural C2-partition of G, where C ⊆ G′, we have C2 ∩ C1 = P1

and V (G′) = V (C ∪ C1 ∪ C2), and furthermore, V (C2 \ P1) = D2(C \ P) \ V (C1). This completes the proof
of Theorem 4.0.1. In Chapter 5 and Chapter 6 we apply the results of Chapters 3 and 4 describing the structure of a
critical mosaic near each open ring to delete vertices on and near the open rings.
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Chapter 5

Deleting Vertices of Distance One from
Open Rings of Critical Mosaics

In this chapter we apply our boundary analysis results for open rings from Chapters 3 and 4 to color and delete a strip
of the 1-necklace of an open ring near the precolored path. The main result of this chapter is somewhat technical
because it requires very careful coloring and deleting of vertices of this open ring and the 1-neckalce of this open ring
to avoid creating any lists of size two on the remaining vertices of the open ring.

5.1 Preliminaries

Applying the structural results from Chapters 3 and 4, we first have the following.

Observation 5.1.1. Let T be a critical mosaic and let C be an open T -ring. Let p be an endpoint of PT (C), and let

P := p1 · · · pm, and p = p1. Let C := pm · · · p1u1 · · ·un for some n ≥ 1. Let C1 := x1 · · ·xr be the 1-necklace of

C, where x1 is the unique common neighbor of p1 in C1. Then there exist indices m2,m3 with 1 < m2 < m3 < r

and indices t1, t2, t3 with 1 ≤ t1 < t2 < t3 ≤ n such that the following hold.

1) N(x1) ∩ V (C \P) = {u1, · · · , ut1}; AND

2) N(xm2
) ∩ V (C) = {ut1 , ut1+1, · · · , ut2}; AND

3) For each internal vertex x of the path x1x2 · · ·xm2
, N(x) ∩ V (C) = {ut1}; AND

4) N(xm3
) ∩ V (C) = {ut2 , ut2+1, · · · , ut3}; AND

5) For each internal vertex x of the path xm2xm2+1 · · ·xm3 , N(x) ∩ V (C) = {ut2}.

Proof. Since x1 has at least two neighbors on C, G[N(x1) ∩ C] is a broken wheel with principal vertex x1. Since
G[N(x) ∩ V (P)] is either p1 or p2, and C is an induced subgraph of G, there is a t1 ∈ {1, · · · , n} such that
G[N(x) ∩ V (C \ P)] = u1 · · ·ut1 . Note that t1 < n, or else we contradict 1) of Theorem 2.3.2. Thus, let m2 ∈
{2, · · · , r}, where xm2 is the unique common neighbor of ut1 , ut1+1 in C1, and, for each index 1 < j < m2,
N(xj)∩V (C) = {ut1}. Note thatN(xm2)∩V (P) = ∅, or else, letting p ∈ V (P)∩N(xm2), the path p1x1ut1xm2p

is a C-band, contradicting 1) of Theorem 2.3.2.

Thus, G[N(xm2
) ∩ V (C)] = ut1ut1+1 · · ·ut2 for some t2 ∈ {t1 + 1, · · · , n}. Furthermore, t2 < n, or else the path

p1x1ut1xm2
unpm is a C-band, contradicting 1) of Theorem 2.3.2. Thus, there is an m3 ∈ {m2 + 1, · · · , r} such that

xm3
is the unique common neighbor of ut2 , ut2+1 in C1, and, for each m2 < j < m3, we have N(xj) ∩ V (C) =
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{ut2}. Finally, we have N(xm3
)∩ V (P) = ∅, or else, letting p ∈ N(xm3

)∩ V (P), the path p1x1ut1xm2
ut2xm3

p is
a short C-band. Since Nmo

4 > 7, this contradicts 1) of Theorem 2.3.2. Thus, there is a t3 ∈ {t2 + 1, · · · , n} such that
G[N(xm3

) ∩ V (C)] = ut2 · · ·ut3 , so we are done.

In this chapter, we show how partially color the path x1 · · ·xm3 in such a way that the path u1 · · ·ut3−1 can be
removed. Given Observation 5.1.1, it is natural to introduce the following definition:

Definition 5.1.2. Let T be a critical mosaic and let C be an open T -ring. Let p be an endpoint of P, where P :=

p1 · · · pm and p = p1. Let C := pm · · · p1u1 · · ·un for some n ≥ 1. Let C1 := x1 · · ·xr be the 1-necklace of C,
where x1 is the unique common neighbor of p1 in C1. Let m2,m3 ∈ {1, · · · , r} and t1, t2, t3 ∈ {1, · · · , n} be as in
Observation 5.1.1. Then we let Π0

p denote the path u1 · · ·ut3−1 and we let Π1
p denote the path x1 · · ·xm3

. The vertex
xm2

is called the overlap point of Π1
p.

Observation 5.1.3. Let T be a critical mosaic and let C be an open T -ring. Let p be an endpoint of PT (C), and let

C1 be the 1-necklace of C. Let Π1
p = x1 · · ·xm2 · · ·xm3 , where xm2 is the overlap point of Π1

p. Then either Π1
p is an

induced subgraph of G or Π1
p has precisely one chord, which is xm2−1xm2+1. Furthermore, G \ B1(C) contains a

path z1 · · · zℓ such that the following hold.

1) {z1, · · · , zℓ} ∩B1(C) = V (Π1
p); AND

2) For each i ∈ {1, · · · , ℓ} G[N(z) ∩ V (Π1
p)] is a subpath of Π1

p of length at most two, and furthermore, if

G[N(z)∩ V (Π1
p)] is a subpath of Π1

p of length precisely two, then G[N(z)∩ V (Π1
p)] = xm2−1xm2

xm2+1, and

Π1
p is an induced subgraph of G.

Proof. Firstly, since G is short-separation-free, there is no chord of Π1
p with both endpoints in x1 · · ·xm2

, since each
vertex of {x1, · · · , xm2

} is adjacent to ut1 . Likewise, there is no chord of Π1
p with both endpoints in xm2

· · ·xm3
,

since each vertex of {xm2, · · · , xm3
} is adjacent to u2. Thus, by Theorem 3.0.2, either Π1

p is an induced subpath of
G, or there is precisely one chord of Π1

p, which is xm2−1xm2+1. Now let z ∈ V (G) \ B1(C), where z has at least
two neighbors in Π1

p. Let xi, xj be the endpoints of Π1
p ∩ G[N(z)], where 1 ≤ i < j ≤ m3. We claim now that if

j ̸= i+ 1, then i = m2 − 1 and j = m2 + 1. Suppose that j ̸= i+ 1.

If each of xi, xj lie in {x1, · · · , xm2}, then, since j > i+1, ut1xizxj is a separating cycle in G, contradicting the fact
that G is short-separation-free. Likewise, at most one of xi, xj lies in {xm2 , · · · , xm3}, so xi ∈ {x1, · · · , xm2−1}
and xj ∈ {xm2−1, · · · , xm2+1}, so G contains the 4-chord ut1xizxjut2 of C, and ut1xizxjut2 ∈ K(C, T ). Thus,
by Theorem 4.0.1, since Π1

p is an induced subgraph of G, except possibly for the chord xm2−1xm2+1, z is adjacent to
each vertex of {xi, xi+1, · · · , xj} \ {xm2}, so we have i = m2 − 1 and j = m2 + 1, as desired.

Given Observation 5.1.3, it is natural to introduce the following definition:

Definition 5.1.4. Let T be a critical mosaic and let C be an open T -ring. Let p be an endpoint of PT (C). We denote
the path z1 · · · zℓ from Observation 5.1.3 as Π2

p.

We use the notation Π0
p, Π1

p, and Π2
p for our analysis of a critical mosaic near each open ring throughout Chapters

5 and 6. This notation is always used in a context in which we have fixed a critical mosaic and an open ring of the
critical mosaic, and the letter Π is not used in any other context. The diagram at the end of this section shows the three
paths Π0

p,Π
1
p,Π

2
p and is a useful reference point. To state the main result of Chapter 5, we first introduce the following

definitions, which makes precise the idea of puncturing an open ring near the precolored path.
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Definition 5.1.5. Let T = (G, C, L, C∗) be a critical mosaic, let C be an open T -ring. Let p, p∗ be the endpoints of
P and let ϕ be the unique L-coloring of V (P). A C-wedge is a pair (H,ψ), where H is a subgraph of V (Π0

p ∪Π0
p∗)∪

V (Π1
p ∪Π1

p∗) and ψ is a partial Lϕ-coloring of V (H), such that the following hold.

1) For each q ∈ {p, p∗}, the following hold.

a) H ∩Π0
q is a terminal subpath of Π0

q containing the lone endpoint of Π0
q adjacent to q; AND

b) H ∩ Π1
q is a terminal subpath of Π1

q containing the lone endpoint of Π1
q adjacent to q, and this path either

consists of a lone vertex, or ends in the overlap point of Π1
q , or consists of all of Π1

q .

2) V (H) is (L, ϕ ∪ ψ)-inert; AND

3) Each vertex of D1(H ∪P) \P1 has an Lϕ∪ψ-list of size at least three; AND

4) Each vertex of P1 \H has an Lϕ∪ψ-list of size at least two.

Our main result for Chapter 5 is the following.

Theorem 5.1.6. Let T = (G, C, L, C∗) be a critical mosaic and letC be an open T -ring. Then there exists aC-wedge.

To prove this, we first introduce the following notation and terminology and then prove a simple lemma about broken
wheels. The purpose of the lemma below is to allow us to to delete vertices in the ball of distance one from an open
ring without leaving nearby vertices on the ring with lists of size less than three.

Definition 5.1.7. Let H be a broken wheel with principal path P := p1p2p3 and let L be a list-assignment for H .

1) We denote by MP
L (H, p1p2) the set of L-colorings ϕ of the edge p1p2 satisfying the following conditions.

a) |Lϕ(p3)| ≥ 3; AND

b) For any c ∈ Lϕ(p3), the L-coloring (ϕ(p1), ϕ(p2), c) of p1p2p3 extends to an L-coloring of H .

2) We say that the edge p1p2 is an L-shield for H if there exist two distinct elements ψ1, ψ2 of MP
L (H, p1p2)

which satisfy one of the following.

a) ψ1, ψ2 use the same color on the principal vertex p2; OR

b) There exist a, b ∈ L(p1) ∩ L(p2) such that a = ψ1(p1) = ψ2(p2) and b = ψ1(p2) = ψ2(p1), i.e ψ1, ψ2

are obtained from each other by interchanging colors on p1p2.

If the principal path P is clear from the context then we drop the superscript P from the notation MP
L (H, p1p2).

Lemma 5.1.8. Let H be a broken wheel with principal path P := p1p2p3, and let L be a list-assignment for H such

that |L(p2)| ≥ 5 and |L(x)| = 3 for all x ∈ V (H) \ {p2}. Then the following hold.

1) If H is not a triangle, then each edge of P is an L-shield for H; AND

2) If H is a triangle and p1p2 is not an L-shield for H , then |L(p1) ∩ L(p3)| ≥ 2.

Proof. For the proof of this lemma, given a d ∈ L(p1) and d′ ∈ L(p2), the ordered pair (d, d′) denotes an L-coloring
of p1p2 using d, d′ on the respective vertices p1, p2.We first prove 1). The two sides are symmetric so it suffices to
show that p1p2 is an L-shield for H . Since H is not a triangle, let H − p2 = p1v1 · · · vℓp3 for some ℓ ≥ 1. Since
L(p2)| ≥ 5 and |L(p3)| = 3, we fix two colors a, b ∈ L(p2) \ L(p3). Suppose toward a contradiction that p1p2 is not
an L-shield for H .
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Claim 5.1.9. {a, b} ⊆ L(vj) for each j = 1, · · · , ℓ.

Proof: Suppose not, and suppose without loss of generality that there is a j ∈ {1, · · · , ℓ} with a ̸∈ L(vj). Since
|L(p1)| = 3, there exist c, c′ ∈ L(p1) \ {a}. By Proposition 1.4.4, each of (c, a) and (c′, a) lies in ML(H, p1p2),
contradicting our assumption. ■

Claim 5.1.10. ℓ is even.

Proof: Suppose ℓ is odd. Since |L(p1) \ {a}| ≥ 3 and p1p2 is not an L-shield for H , there is a c ∈ L(p1) \ {a} with
(c, a) ̸∈ML(H, p1p2). Thus, there is an L-coloring σca of p1p2p3, where σca uses c, a on p1, p2 respectively and does
not extend to an L-coloring of H . By Claim 5.1.9, we have b ∈ L(vi) for each i = 1, · · · , ℓ. Since σca(p3) ̸∈ {a, b}
and ℓ is odd, we extend σca to an L-coloring of H by coloring each of v1, v3, · · · , vℓ with b, which leaves a color for
each of v2, v4, · · · , vℓ−1, contradicting our assumption that σca does not extend to an L-coloring of H . ■

Claim 5.1.11. {a, b} ⊆ L(p1).

Proof: Suppose not, and suppose without loss of generality that a ̸∈ L(p1). Since |L(p1) \ {a}| ≥ 3, it follows from
our assumption on H that there are two distinct colors c, c′ ∈ L(p1) \ {a} such that neither (c, a) nor (c′, a) lies in
ML(H, p1p2). Thus, there exsit two L-colorings σ, σ′ of p1p2p3, neither of which extends to an L-coloring of H ,
such that σ uses c, a on the respective vertices p1, p2, and σ′ uses c′, a on the respective vertices p1, p2. By Proposition
1.4.4, σ(p3) ∈ L(vℓ) and σ′(p3) ∈ L(vℓ). By Claim 5.1.9, we have |L(vℓ) \ {a, b}| = 1. Since a, b ̸∈ L(p3), we have
σ(p3) = σ′(p3) = r for some color r ∈ L(p3) \ {a, b}. By Observation 1.4.2, the L-coloring (a, r) of p2p3 extends
to an L-coloring of H using of of c, c′ on p1, so we have a contradiction. ■

By assumption, at most one of (a, b), (b, a) lies in ML(H, p1p2),. Suppose without loss of generality that (a, b) ̸∈
ML(H, p1p2). Thus, there is an L-coloring σab of p1p2p3, using a, b on the respective vertices p1, p2, where σab does
not extend to an L-coloring of H . Since ℓ is even and a ̸∈ L(p3), we now color each of v2, v4, · · · , vℓ with a, which
leaves a color for each of v1, v3, · · · , vℓ−1, so σab extends to an L-coloring of H , which is false. This proves 1).

Now suppose that H is a triangle and that p1p2 is not an L-shield for H . Suppose toward a contradiction that |L(p1)∩
L(p3)| ≤ 1 and let a, b ∈ L(p1) \L(p3). If a, b ∈ L(p2), then (a, b), (b, a) ∈ML(H, p1p2), so p1p2 is al L-shield for
H , contradicting our assumption. Thus, there exists an f ∈ L(p2)\(L(p3)∪{a, b}), so (a, f), (b, f) ∈ML(H, p1p2),
contradicting our assumption.

For the remainder of Chapter 5, in order to avoid repetition, we fix a critical mosaic T = (G, C, L, C∗) and an open
T -ring C. As above, let P := PT (C) and P1 := P1

T (C), and let ϕ be the unique L-coloring of P. To prove Theorem
5.1.6, we first note that it is sufficient to restrict ourselves to one side of the precolored path. To do this, we first
introduce the following terminology.

Definition 5.1.12. Let p, p∗ be the endpoints of P. Given a q ∈ {p, p∗}, a subgraph Hq of G[V (Π0
q ∪ Π1

q)], and
an extension of ϕ to a partial L-coloring ψq of V (P ∪ V (Hq), we call the pair (Hq, ψa) a (C, q)-wedge if Hq is a
subgraph of G[V (Π0

q ∪Π1
q)], ψq is partial Lϕ-coloring of V (Hq), and the following hold.

1a) H ∩Π0
q is a terminal subpath of Π0

q containing the lone endpoint of Π0
q adjacent to q; AND

1b) H∩Π1
q is a terminal subpath of Π1

q containing the lone endpoint of Π1
q adjacent to q, and this path either consists

of a lone vertex, or ends in the overlap point of R1
q , or consists of all of Π1

q; AND
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2) V (Hq) is (L, ϕ ∪ ψq)-inert in G; AND

3) Each vertex of D1(Hq) \P1 has an Lϕ∪ψq -list of size at least three; AND

4) Each vertex of P1 \Hp′ has an Lϕ∪ψq
-list of size at least two.

With the terminology above in hand, we now have the following simple observation.

Claim 5.1.13. Let p, p∗ be the endpoints of P. If there exists a (C, p)-wedge (Hp, ψp) and a p∗-wedge ψp∗ , then

(Hp ∪Hp∗ , ψp ∪ ψp∗) is a wedge.

Proof: Firstly, each vertex of Π0
p ∪ Π1

p is of distance at most six from p. Likewise, each vertex of Π0
p′ ∪ Π1

p′ is of
distance at most from p′ six. Since Nmo

4 > 6 + 6 + 2, it follows from 1) of Theorem 2.3.2 that G contains no path of
length at most two with one endpoint in V (Π0

p ∪ Π1
p) and one endpoint in V (Π0

p′ ∪ Π1
p′). It immediately follows that

(Hp ∪Hp∗ , ψp ∪ ψp∗) is a C-wedge. ■

Thus, we now fix an endpoint p of P. The remainder Chapter 5 consists of the proof of the following result, which is
sufficient to prove Theorem 5.1.6.

Theorem 5.1.14. There exists a (C, p)-wedge.

In Figure 5.1.1, we have a diagram in which the indices m2,m3, t1, t2, t3 corresponding to Observation 5.1.1, where
this diagram shows the paths Π0

p + {pu1, ut3−1ut3},Π1
p,Π

2
p and the edges between the these three paths. The three

paths are on the respective levels 0, 1, 2 of the drawing, as indicated on the right. The graph below is not necessarily an
induced subgraph of G, since, possibly, there are edges of G \E(Π2

p) with both endpoints in Π2
p, but the diagram does

show all the edges of the subgraph of G induced by the paths pu1 · · ·ut3 and x1 · · ·xm2
· · ·xm3

. It is not necessarily
the case that xm2−1, xm2

, xm2+1 have a common neighbor, as shown in the diagram, but this vertex of Π2
p, if it exists,

is the only vertex of Π2
p whose neighborhood on Π1

p is not a subpath of Π1
p of length at most one. Note that Figure

5.1.1 also shows a neighbor of x1 in Π2
p, but there is also the possibility that this vertex does not have any neighbors

outside of V (C ∪ C1), since, by Theorem 4.0.1, there is possibly a 3-chord of C with one endpoint in x2, where the
other endpoint is the lone vertex of P adjacent to p.

p u1 . . . a . . . ut1

x1 . . . . . . xm2a a xm3

. . . a a . . . ut2 . . . a a . . . ut3

aa aa . . .. . .

z1 a a a zℓ. . . . . . . . . . . . . . . . . .

Lv. 0

Lv. 1

Lv. 2

Figure 5.1.1: Vertices and Edges Near the Precolored Path

Let H1 be the broken wheel with principal path px1ut1 , where H1−x1 = pu1 · · ·ut1 . Likewise, let H2 be the broken
wheel with principal path ut1xm2

ut2 , where H2 = xm2
= ut1 · · ·ut2 . Finally, let H3 be the broken wheel with

principal path ut3xm3
ut3 , where H3 − xm3

= ut2 · · ·ut3 . The three principal paths of the respective broken wheels
are indicated by the thick edges of the diagram. Note that p is not necessarily the only neighbor of x1 on P, since,
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possibly x1 is adjacent to a subpath of P of length one. In any case, we have |Lϕ(x1)| ≥ 3 by M1).

Let Qleft := x1 · · ·xm2
and let Qright := xm2

· · ·xm3
. Each of Qleft and Qright is an induced subpath of G, each vertex

of which, except for x1, has an Lϕ-list of size at least five. Furthermore, there is no chord of Π1
p except possibly

xm2−1xm2+1. Thus, we immediately have the following simple observation.

Proposition 5.1.15. For any T ⊆ L(ut1) of size at most two and T ′ ⊆ L(ut2) of size at most two, the following holds:

Any Lϕ-coloring of {x1, xm2} extends to an L-coloring of V (Qleft) in which each internal vertex of Qleft is colored

by a color not in T . Likewise, any Lϕ-coloring of {xm2 , xm3} extends to an L-coloring of V (Qright) in which each

internal vertex of Qright is colored by a color not in T ′.

Next, we have the following simple fact.

Proposition 5.1.16. If H1 is not a triangle and there does not exist a (C, p)-wedge, then there does not exist an

s ∈ Lϕ(x1) such that ZH1,L
p
ϕ
(ϕ(p), s, •) = L(ut1).

Proof. Suppose toward a contradiction that there is such an s. Let σ be the Lϕ-coloring of {x1} where σ(x1) = s.
Since H1 is not a triangle, we have H1 \{p, ut1} ≠ ∅, and the pair (H1 \{p, ut1}, σ) is a (C, p)-wedge, contradicting
our assumption.

We break the remainder of the proof of Theorem 5.1.14 into two parts, which are the remainder of Chapter 5.

5.2 Dealing with 3-Chords of C Near the Precolored Path

This section consists of the following lone result.

Lemma 5.2.1. If there is a 3-chord ofC which separates p from an element of C\{C}, then there exists a (C, p)-wedge.

Proof. Let pp2p3 be the unique terminal subpath of P of length two which has p as an endpoint, and let x∗ be the lone
neighbor of x1 on the path C1 − x2. Suppose there is a 3-chord of C separating p from each element of C \ {C}. By
Theorem 4.0.1, this 3-chord is unique, and its lone internal edge is x∗x2. Furthermore, x∗ ∈ N(p2), x1 is the central
vertex of a wheel, and N(x1) consists of all the vertices in the cycle x∗p2p1u1 · · ·ut1x2. Furthermore, since G is
short-separation-free, H1 is not a triangle. Suppose toward a contradiction that there does not exist a (C, p)-wedge.

Definition 5.2.2. Let Skip(H1) be the set of partialLϕ-colorings ψ of the triangle x1x2ut1 such that x2, ut1 ∈ dom(ψ)

and one of the following holds.

1) x1 ̸∈ dom(ψ) and |ZH1,L
p
ϕ
(ϕ(p), •, ψ(ut1)) \ {ψ(x2)}| ≥ 2; OR

2) x1 ∈ dom(ψ), ψ(x1) ∈ ZLp
ϕ
(ϕ(p), •, ψ(ut1)), and Lϕ∪ψ(x∗)| ≥ 2.

Claim 5.2.3. For each Lϕ-coloring ψ of x1ut1 with ψ(ut1) ∈ ZH1,L
p
ϕ
(ϕ(p), ψ(x1), •), there is an extension of ψ to

an Lϕ-coloring ψ∗ of x1ut1x2 with ψ∗ ∈ Skip(H1).

Proof: This is just an immediate consequence of the fact that |Lϕ∪ψ(x∗)| ≥ 2 and |Lϕ∪ψ(x2)| ≥ 3. ■

With the above in hand, it is natural to introduce the following definition.
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Definition 5.2.4. Given a k ≥ 1, a k-bouquet is a set of k elements of Skip(H1) which all use the same color on ut1
and k distinct colors on x2. The color used on ut1 is called the stem of the k-bouquet.

For any ψ ∈ Skip(H1), V (H1) is (L,ψ ∪ ϕ)-inert in G, because the only uncolored vertex of N(x1) \ V (H1) is x∗.

Claim 5.2.5. There is an r↓ ∈ L(ut1) with |ZH1,L
p
ϕ
(ϕ(p), •, r↓)| ≥ 2 and a 2-bouquet {ψ0, ψ1} using r↓ on ut1 such

that one of the following holds:

Bq1) There exists ψ2, ψ3 ∈ Skip(H1) such that {ψ0, ψ1, ψ2, ψ3} is a 4-bouquet; OR

Bq2) For some q↓ ∈ L(ut1) \ {r↓}, there exist ψ2, ψ3 ∈ Skip(H1) such that {ψ2, ψ3} is a 2-bouquet using q↓ on ut1 ,

and |{ψ0(x2), ψ1(x2)} ∩ {ψ2(x2), ψ3(x2)}| ≤ 1; OR

Bq3) There exist s0, s1 ̸∈ {r↓, ψ0(x2), ψ1(x2)} such that {s0, s1, r↓} ⊆ Lϕ(x1) ∩ Lϕ(x∗) ∩ Lut1) and furthermore,

{s0, s1} = ZH1,L
p
ϕ
(ϕ(p), r↓, •) and r↓ ∈ ZH1,L

p
ϕ
(ϕ(p), sj , •)) for each j = 0, 1.

Proof: By Corollary 1.4.6, there is an r↓ ∈ Lϕ(ut1) and a pair of colors s0, s1 ∈ Lϕ(x1) such that s0, s1 ∈
ZH1,L

p
ϕ
(ϕ(p), •, r↓). Since |Lϕ(x2)| ≥ 5, there is a pair of Lϕ-colorings ψ0, ψ1 of ut1x2, each of which uses r↓

on ut1 and a color of Lϕ(x2) \ {r↓, s0, s1} on x2. For each j = 0, 1, V (H1) is (L, ϕ ∪ ψj)-inert in G, and since x1 is
uncolored, we have ψ0, ψ1 ∈ Skip(H1). Thus, {ψ0, ψ1} is a 2-bouquet.

For the remainder of the proof of Claim 5.2.5, an ordered triple always denotes an Lϕ-coloring of the triangle x1ut1x2,
where the first, second, and third coordinates are the colors used on the respective vertices x1, ut1 , x2. Since H1 is not
a triangle, we have Lϕ(ut1) = L(ut1). Now consider the following cases.

Case 1: Either {s0, s1} ̸⊆ Lϕ(x∗) or |Lϕ(x∗)| > 3

In this case, there is a j ∈ {0, 1} such that |Lϕ(x∗) \ {sj}| ≥ 3, say j = 0 without loss of generality.

Subcase 1.1 s0 ∈ Lϕ(x2)

In this case, since |Lϕ(x2)| ≥ 5, let f ∈ Lϕ(x2) \ {s0, r↓, ψ0(x2), ψ1(x2)}. Letting ψ2 := (s0, r
↓, f) and ψ3 :=

(s1, r
↓, s0), each of ψ2, ψ3 lies in Skip(H1), and {ψ0, ψ1, ψ2, ψ3} is a 4-bouquet, so our choice of r↓ satisfies Bq1).

Subcase 1.2 s0 ̸∈ Lϕ(x2)

In this case, there exist distinct f, f ′ ∈ Lϕ(x2) \ {s0, r↓, ψ0(x2), ψ1(x2)}. Letting ψ2 := (s0, r
↓, f) and ψ3 :=

(s0, r
↓, f ′), each of ψ2, ψ3 lies in Skip(H1), and {ψ0, ψ1, ψ2, ψ3} is a 4-bouquet, so our choice of r↓ satisfies Bq1).

Case 2: {s0, s1} ⊆ Lϕ(x∗) and |Lϕ(x∗)| = 3

In this case, since |Lϕ(x1)| ≥ 3, let s2 ∈ Lϕ(x1) \ {s0, s1} and consider the following subcases.

Subcase 2.1. There is a q↓ ∈ L(ut1)\{r↓} and a j ∈ {0, 1} such that q↓ ∈ ZH1,L
p
ϕ
(ϕ(p), sj , •)∩ZH1,L

p
ϕ
(ϕ(p), s2, •)

In this case, since |L(x2) \ {ψ0, ψ1, q
↓, s2}| ≥ 1 and at most one of {ψ0(x2), ψ1(x2)} is equal to s2, there is a pair of

Lϕ-colorings ψ2, ψ3 of ut1x2, each of which uses q↓ on ut1 , such that |{ψ0(x2), ψ1(x2)} ∩ {ψ2(x2), ψ3(x2)}| ≤ 1

and s2, sj ̸∈ {ψ2(x2), ψ3(x2)}. Thus, we have ψ2, ψ3 ∈ Skip(H1), so {ψ2, ψ3} is a 2-bouquet, and Bq2) is satisfied.

Subcase 2.2 For all q↓ ∈ L(ut1) \ {r↓} and j ∈ {0, 1}, we have q↓ ̸∈ ZH1,L
p
ϕ
(ϕ(p), sj , •) ∩ ZH1,L

p
ϕ
(ϕ(p), s2, •)

In this case, consider the following subcases:

Subcase 2.2.1 For each j = 0, 1, ZH1,L
p
ϕ
(ϕ(p), sj , •) = {r↓}
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Since |ZH1,L
p
ϕ
(ϕ(p), sj , •)| = 1 for each j = 0, 1, we have s0, s1 ∈ L(ut1) by Proposition 1.4.4, so L(ut1) \ {r↓} =

{s0, s1}, and, by Proposition 1.4.5, {s0, s1} ⊆ ZH1,L
p
ϕ
(ϕ(p), s2, •). Since H1 is not a triangle, we have ϕ(p), s0, s1 ∈

L(u1), so s2 ̸∈ L(u1). If r↓ ̸= s2, then ZH1,L
p
ϕ
(ϕ(p), s2, •) = L(ut1), contradicting Proposition 5.1.16, so we have

r↓ = s2 and L(ut1) = {s0, s1, s2}. If s2 ∈ Lϕ(x∗), then Bq3) is satisfied, so we are done in that case.

Now suppose that s2 ̸∈ Lϕ(x
∗). In that case, let f, f ′ ∈ L(x2) \ {ψ0(x2), s0, s2} and set ψ2 := (s2, s0, f) and

ψ3 := (s2, s0, f
′). We then have ψ2, ψ3 ∈ Skip(H1) and |{ψ0(x2, ψ1(x2) ∩ {ψ2(x2), ψ3(x2)}| ≤ 1. Since {ψ2, ψ3}

is a 2-bouquet using s0 on ut1 , Bq2) is satisfied.

Case 2.2.2 For some j ∈ {0, 1}, ZH1,L
p
ϕ
(ϕ(p), sj , •) ̸= {r↓}

In this case, let L(ut1) = {r↓, q0, q1} and suppose without loss of generality that q1 ∈ ZH1,L
p
ϕ
(ϕ(p), s0, •). Since

r↓ ∈ ZH1,L
p
ϕ
(ϕ(p), s0, •) as well, it follows from the assumption of Subcase 2.2 that ZH1,L

p
ϕ
(ϕ(p), s2, •) = {q0}.

Suppose first that q1 ∈ ZH1,L
p
ϕ
(ϕ(p), s0, •) ∩ ZH1,L

p
ϕ
(ϕ(p), s1, •). In that case, since q1 ̸= r↓ and |Lϕ(x2)| ≥ 5,

there exists a pair of colors f, f ′ ∈ L(x2) \ {s0, s1, q1} such that {f, f ′} ̸= {ψ0(x2), ψ1(x2)}. Thus, each of the
Lϕ-colorings (q1, f) and (q1, f

′) of ut1xm2
lies in Skip(H1), and Bq2) is satisfied

Now suppose q1 ̸∈ ZH1,L
p
ϕ
(ϕ(p), s0, •) ∩ ZH1,L

p
ϕ
(ϕ(p), s1, •). Thus, we have ZH1,L

p
ϕ
(ϕ(p), s1, •) = {r↓}. Since H1

is not a triangle, we have L(u1) = {ϕ(p), s1, s2} by Proposition 1.4.4, and s0 ̸∈ L(u1). Thus, we have q0 = s0. But
now, by 1) of Proposition 1.4.7, we have q0 = s0 = s1, which is false. This completes the proof of Claim 5.2.5. ■

The claim above has the following useful consequence.

Claim 5.2.6. Either there is a 4-bouquet or there are two 2-bouquets using different colors on ut1 .

Proof: Let r↓, ψ0, ψ1 be as in the statement of Claim 5.2.5. If either of Bq1) orf Bq2) hold, then we are done. If not,
then Bq3) holds, so let L(ut1) = {r↓, s0, s1}. Then, for each i, j ∈ {0, 1}, the Lϕ-coloring (sj , ψi(x2)) of ut1x2 lies
in Skip(H), since Lϕ(x∗) \ {ψi(x2)}| ≥ 3 and sj ̸= ψi(x2), so we are done. ■

Definition 5.2.7. Let Skipaug(H1) be the set of partial Lϕ-colorings ψ′ of V (Qleft) ∪ {ut1} such that V (Qleft − x1) ∪
{ut1} ⊆ dom(ψ′) and ψ′ restricts to an element of Skip(H1). Given an integer k, an augmented k-bouquet is a set of
elements of Skipaug(H1) all using the same color on ut1 .

Note that if m2 = 2, then Skipaug(H1) = Skip(H1) and an augmented k-bouquet is just a k-bouqet. By Claim 5.2.5,
there exists at least one 2-bouquet, and, since Qleft is an induced subpath of G, we immediately have the following:

Claim 5.2.8. If m2 > 2, then there exists an augmented 4-bouquet. In particular, given a 2-bouquet {ψ0, ψ1}, there

exists an augmented 2-bouquet whose elements restrict to {ψ0, ψ1}, and, if m2 > 2, then there exists an augmented

4-bouquet whose elements restrict to {ψ0, ψ1}.

Now we have the following simple observation.

Claim 5.2.9. For any ψ ∈ Skip(H1) and any c ∈ Lϕ∪ψ(xm2
), we have ZH2,L(ψ(ut1), c, •) ̸= L(ut2).

Proof: Suppose there is a c ∈ Lϕ∪ψ(xm2
) such that ZH2,L(ψ(ut1), c, •) = L(ut2). By Proposition 5.1.15, there is

an extension of ψ to to an Lϕ-coloring σ of dom(ψ) ∪ {x3, · · · , xm2
} using c on xm2

. Let J be the subgraph of G
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induced by V (H1 ∪ H2 ∪ Qleft) \ {p, ut2}. Since ZH2,L(ψ(ut1), c, •) = L(ut2) and no vertex of Π2
p has more than

two neighbors in Qright, (J, σ) is a (C, p)-wedge, contradicting our assumption. ■

Now we have the following:

Claim 5.2.10. Either xm2−1xm2+1 ∈ E(G) or there is a z ∈ V (Π2
p) adjacent to each of xm2−1, xm2

, xm2+1.

Proof: Suppose that neither of these hold. Thus, Π1
p is an induced subgraphof G and each vertex of Π2

p has at most
two neighbors in Π1

p. Let r↓ ∈ Lϕ(x1) and let ψ0, ψ1 ∈ Skip(H1), where r↓, ψ0, ψ1 are as in the statement of Claim
5.2.5. Now we have the following.

Subclaim 5.2.11. ut2xm3
is an L-shield for H3.

Proof: Suppose that ut2xm3 is not an L-shield forH3. By Lemma 5.1.8, H3 is a triangle and |L(ut2)∩L(ut3)| ≥
2. We first show that, for each ψ ∈ Skipaug(H1), we have ZH2,L(ψ(ut1 , ψ(xm2), •) ⊆ L(ut3). Suppose towards a
contradiction that there is a ψ ∈ Skipaug(H1) for which this does not hold, and let d ∈ ZH2,L(ψ(ut1), ψ(xm2), •)
with d ̸∈ L(ut3). Let τ be the extension of ψ obtained by coloring ut2 with d. Since |Lϕ∪τ (ut3)| = 3 and
|Lϕ∪τ (x∗)| ≥ 2, the pair (G[V (Π0

p ∪ Π1
p)], τ) is a (C, p)-wedge, contradicting our assumption. Now consider

the following cases:

Case 1: There exists a ψ ∈ Skipaug(H1) such that ψ(x2) ̸∈ L(ut2)

Since |Lϕ∪ψ(xm3)| ≥ 4, we fix an r∗ ∈ Lϕ∪ψ(xm3) \ L(ut3). As shown above, since r∗ ̸∈ L(ut3), we
have r∗ ̸∈ ZH2,L(ψ(ut1), ψ(x2), •). Since Π1

p is an induced subgraph of G, there is an extension of ψ to an
Lϕ-coloring ψ′ of dom(ψ) ∪ V (Π1

p) such that ψ′(xm3) = r∗. Since r∗ ̸= ψ(x), this is true even if Qright is an
edge. By assumption (G[V (Π0

p∪Π1
p)], ψ

′) is not a (C, p)-wedge, so the inertness condition is violated. That is, ψ′

extends to an L-coloring τ of dom(ϕ∪ψ′)∪{ut3} such that τ does not extend to L-color the path ut1+1 · · ·ut3−1.
Since H3 is a triangle and r∗ ̸∈ ZH2,L(ψ(ut1), ψ(xm2), •), we have ZH2,L(ψ(ut1), ψ(xm2), •) = {τ(ut3)}. By
Proposition 1.4.4, since ψ(xm2) ̸∈ L(ut2), we have |ZH2,L(ψ(ut1), ψ(xm2), •)| > 1, a contradiction.

Case 2: For all ψ ∈ Skipaug(H1), we have ψ(x2) ∈ L(ut2)

In this case, since |L(ut2)| = 3, there does not exist an augment 4-bouquet. Since {ψ0, ψ1} is a 2-bouquet,
it follows from Claim 5.2.8 that m2 = 2 and Skipaug(H1) = Skip(H1). Now we apply Claim 5.2.6. There
exists a 2-bouquet {ψ2, ψ3} and a q↓ ∈ Lϕ(ut1) \ {r↓} such that ψ2, ψ3 use q↓ on ut1 . We now fix an r∗ ∈
L(xm3) \ (L(ut2) ∪ L(ut3). By the assumption of Case 2, we have r∗ ̸= ψ(x2) for each ψ ∈ Skip(H1). Thus,
for each j = 0, 1, 2, 3, there is an extension of ψj to an Lϕ-coloring ψ′

j of of dom(ψj) ∪ V (Π1
p) such that

ψ′
j(xm3) = r∗. Since r∗ ̸= ψj(x2), this is true even if Qright is an edge.

For each j = 0, 1, 2, 3, since (G[V (Π0
p ∪ Π1

p)], ψ
′
j) is not a (C, p)-wedge, the inertness condition is violated, so

there is an extension of ϕ∪ψ′
j to an L-coloring τj of dom(ϕ∪ψj)∪{ut3} such that τj does not extend to L-color

the path ut1+1 · · ·ut3−1. For each j = 0, 1, 2, since H3 is a triangle and r∗ ̸∈ ZH2,L(ψj(ut1), ψj(x2), •), we
have ZH2,L

ϕ
p
) = {τj(ut3)}.

Now, since {ψ0(x2), ψ1(x2)}∪{ψ2(x2), ψ3(x2)} ⊆ L(ut2), we suppose without loss of generality that ψ2(x2) =

ψ0(x2) = c for some color c ∈ L(x2). Let c′ ∈ L(ut3) \ {τ0(ut3), τ2(ut3)}. By Observation 1.4.2, the
L-coloring (c, c′) of x2ut2 extends to L-coloring H2 using one of r↓, q↓ on ut1 , contradicting the fact that
ZH)2,L(ψj(ut1), c, •) = {τj(ut3)} for each j = 0, 2. ■

Since ut2xm3
is anL-shield forH3, there exist two elements σ0, σ1 of ML(H3, ut2xm3

) such that either {σ0(ut2), σ0(xm3
)} =

{σ1(ut2), σ1(xm3
)} or σ0, σ1 use the same color on xm3

. Now we have the following simple observation.
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Subclaim 5.2.12. For each i ∈ {0, 1} and ψ ∈ Skipaug(H1), at least one of the following holds.

1) σi(ut2) ̸∈ ZH2,L(ψ(ut1), ψ(xm2), •); OR

2) Qright is an edge and ψ(xm2) = σi(xm3).

Proof: If there exist an i ∈ {0, 1} and a ψ ∈ Skipaug(H1) for which this does not hold, then the union ψ ∪ σi is
a proper Lϕ-coloring of its domain which extends to an Lϕ-coloring ψ∗ of dom(ψ ∪ σi) ∪ V (H2 ∪ Qright), and
(G[V (Π0

p ∪Π1
p)], ψ

∗) is a (C, p)-wedge, contradicting our assumption. ■

Let Sright := {σ0(ut2), σ1(ut2)}. We now have the following.

Subclaim 5.2.13. σ0, σ1 use the same color on xm3

Proof: Since σ0, σ1 do not use the same color on xm3
, there is a pair of colors a, b ∈ L(ut2) ∩ L(xm3

) such that
{σi(ut2), σi(xm3

)} = {a, b} for each i = 0, 1, so suppose that σ0(ut2) = a and σ1(ut2) = a.

If there is a ψ ∈ Skipaug(H1) such that either Qright is not an edge or ψ(xm2
) ̸∈ {a, b}, then, by Observation

1.4.2, we have {a, b} ∩ ZH2,L(ψ(ut1), ψ(xm2), •) ̸= ∅, contradicting Subclaim 5.2.12. Thus, Qright is an edge,
and ψ(xm2) ∈ {a, b} for each ψ ∈ Skipaug(H1). In particular, there does not exist an augmented 4-bouquet, and,
by Claim 5.2.8, m2 = 2 and Skipaug(H1) = Skip(H1).

Now we apply Claim 5.2.5. Since ψ(x2) ∈ {a, b} for each ψ ∈ Skip(H1), neither Bq1) nor Bq2) is satisfied, so
r↓, ψ0, ψ1 satisfy Bq3). Let s0, s1 ∈ L(x1) be as in Bq3) of Claim 5.2.5. Since L(x2)| ≥ 5, there are distinct
colors f0, f1 ∈ L(x2) such that, for each i = 0, 1, fi ̸∈ L(x2) \ {a, b, si, r↓}. Possibly fi = s1−i for each
i = 0, 1. We now note the following simple observation

There exists an i ∈ {0, 1} such that si, r↓ ∈ ZH2,L(•, fi, σi(ut2)). (⋆)

Suppose that (⋆) does not hold. Since {a, b} = {ψ0(x2), ψ1(x2)}, we have {a, b} ∩ {r↓, s0, s1} = ∅. Since
|{si, r↓} ∩ ZH2,L(•, fi, σi(ut2))| ≤ 1 for each i = 0, 1, H2 is not a triangle, and, by Proposition 1.4.4, we
have {a, b} ∪ {f0, f1} ⊆ L(ut2−1), contradicting the fact that |L(ut2−1)| = 3. Thus, (⋆) holds, so suppose
without loss of generality that s0, r↓ ∈ ZH2,L(•, f0, a) and let σ∗

0 by an extension of σ0 to an Lϕ-coloring of
{ut2 , xm3 , x2} obtained by coloring x2 with f0.

By assumption, the pair (G[V (Π0
p ∪Π1

p)], σ
∗
0) is not a (C, p)-wedge, so the inertness condition is violated. Thus,

there is an extension of ϕ ∪ σ∗
0 to an L-coloring τ of dom(ϕ ∪ σ∗

0) ∪ {x∗, ut3} which does not extend to L-color
V (H1 ∪ Π0

p). Only four neighbors of x1 are colored, so |Lτ (x1)| ≥ 1. Since σ∗
0 restricts to an element of

ML(H3, ut2xm3
), it follows that, for each q ∈ Lτ (x1), we have ZH1,L

p
ϕ
(ϕ(p), q, •) ∩ {s0, r↓} = ∅. Thus, for

each q ∈ Lτ (x1), we have ZH1,L
p
ϕ
(ϕ(p), q, •) = {s1}, and, by Observation 1.4.2, q ∈ {s0, r↓}, yet, since Bq3)

is satisfied, we have r↓ ∈ ZH1,L
p
ϕ
(ϕ(p), s0, •) and s0 ∈ ZH1,L

p
ϕ
(ϕ(p), r↓, •), a contradiction. ■

Applying Subclaim 5.2.13, there is a color q ∈ L(xm3) such that σi(xm3) = q for each i = 0, 1.

Subclaim 5.2.14. m2 = 2 and Skipaug(H1) = Skip(H1). Furthermore, for any ψ ∈ Skip(H1), we have

ψ(x2) ∈ Sright ∪ {q}.

Proof: Let ψ ∈ Skipaug(H). If either Qright is not an edge or ψ(xm2) ̸= q, then, by Subclaim 5.2.12, we
have ZH2,L(ψ(ut1), ψ(xm2), •) ∩ Sright = ∅ and thus, by Observation 1.4.2, ψ(xm2) ∈ Sright. Thus, we have
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ψ(xm2
) ∈ Sright ∪ {q} for each ψ ∈ Skip, and there is no augmented 4-bouquet. Thus, by Claim 5.2.8, we have

m2 = 2. ■

Applying Subclaim 5.2.14, there does not exist a 4-bouquet. By Claim 5.2.6, there is a 2-bouquet {ψ2, ψ3} using a
color other than r↓ on ut1 . At least one of ψ0(x2), ψ1(x2) is distinct from q. Likewise, at least one of ψ2(x2), ψ3(x2)

is distinct from q. Suppose without loss of generality that ψ0(x2), ψ2(x2) ̸= q. For each i = 0, 2, we then have
ZH2,L(ψj(ut1), ψj(x2), •) ∩ Sright = ∅ by Subclaim 5.2.12. Thus, there is a lone color c ∈ L(ut2) \ Sright such that
ZH2,L = (ψj(ut1), ψj(x2), •) = {c} for each j = 0, 2. Since ψ0(ut1) ̸= ψ2(ut1), it follows from 2) of Proposition
1.4.7 that ψ0(x2) = ψ2(ut1) and ψ2(x2) = ψ0(ut1). Thus, {ψ0(x2), ψ2(x2)} = Sright, and Sright ⊆ L(ut1).

Since ZH2,L(ψj(ut1), ψj(x2), •) = {c} for each j = 0, 2, H2 is not a triangle, and, by Proposition 1.4.4, Sright ⊆
L(ut1) ∩ L(ut2−1).

The trick now is to leave x1 uncolored. Since |L(x2)| ≥ 5, we let ζ0, ζ1 be twoL-coloring of {x2}with ζ0(x2), ζ1(x2) ̸∈
L(ut2). Let J be the subgraph of G induced by V (H1 ∪ H2 ∪ Qleft) \ {p, ut2}. For each k = 0, 1, (J, ζk) is not a
(C, p)-wedge, and since x1 is uncolored and ζk(x2) ̸∈ L(ut2), we have |Lϕ∪ζk(x∗)| ≥ 2 and |Lϕ∪ζk(ut2)| = 2, so the
inertness condition is violated. That is, there is an extension of ϕ∪ ζk to an L-coloring τk of dom(ϕ∪ ζk)∪ {x∗, ut2}
such that τk does not extend to L-color the pair of broken wheels H1 ∪ H2. For each k = 0, 1, since x1 has four
colored neighbors, we have |Lτk(x1)| ≥ 1, so we immediately get the following.

Subclaim 5.2.15. k ∈ {0, 1} and d ∈ Lτk(x1), we have ZH1,L
p
ϕ
(ϕ(p), d, •) ∩ ZH2,L(•, ζk(x2), τk(ut2)) = ∅.

Since Sright ⊆ L(ut1) ∩ L(ut2), there is a k ∈ {0, 1} such that ζk(x2) ̸∈ L(ut1), say k = 0 without loss of generality.
If ζ0(x2) ̸∈ L(ut1+1) ∩ L(ut2−1), then, by Proposition 1.4.4, ZH2,L(•, ζ0(x2), τ0(x2)) = L(ut1), contradicting
Subclaim 5.2.15. Thus, L(ut1+1) = L(ut2−1) = Sright∪{ζ0(x2)} and ζ1(x2) ∈ L(ut1), soL(ut1) = Sright∪{ζ1(x2)}.

Let f ∈ L(x2)\ (Sright∪{q, ζ1(x2)}). Since Π1
p is an induced subgraph of G, we let ψ∗ be an Lϕ-coloring of Π1

p−x1
in which ψ∗(x2) = f and ψ∗(xm3

) = q, and furthermore, each internal vertex of Π1
p − x1 use a color not lying in

Sright. Since f ̸= q, such a ψ∗ exists even if Qright is an edge.

Consider the pair (G[V (Π0
p ∪ Π1

p)], ψ
∗). Since q is used by an element of ML(H3, ut2xm3), on xm3 , we have

q ̸∈ L(ut3), and since x1 is uncolored, we have |Lϕ∪ψ∗(x∗)| ≥ 2 and |Lϕ∪ψ∗(ut3)| ≥ 3. By assumption, (G[V (Π0
p ∪

Π1
p)], ψ

∗) is not a (C, p)-wedge, so the inertness condition is violated. That is, ϕ ∪ ψ∗ extends to an L-coloring ψ† of
dom(ϕ∪ψ∗)∪{x∗, ut3} which does not extend to L-color V (H1∪Π0

p). Since |Lψ†(x1)| ≥ 1, let d ∈ Lψ†(x1). Since
L(ut1) = Sright ∪ {ζ1(x2)}, we have f ̸∈ L(ut1), so ψ† extends to an L-coloring ψ†† of dom(ψ†) ∪ V (H1) using d
on x1. Now, since f ̸∈ Sright, we have Z(ψ††(ut1), ψ

††(x2), •)∩Sright ̸= ∅ by Observation 1.4.2. Since each coloring
of ut2xm3 using q on xm3 and a color of Sright on ut2 lies in ML(H3, ut2xm3), it follows that ψ†† extends to L-color
V (H2 ∪H3), so ψ† extends to L-color V (H1 ∪Π0

p), a contradiction. This completes the proof of Claim 5.2.10. ■

Since N(x1) \ V (C) = {x2, x∗}, it follows from Claim 5.2.10 that m2 > 2. We now have the following useful fact.

Claim 5.2.16. If there exist two distinct colors of L(ut1) which are the ties of 2-bouquets, then ut1xm2
is not an

L-shield for H2.

Proof: Suppose that ut1xm2 is an L-shield for H2 and suppose toward a contradiction that there are two colors r↓, q↓

of L(ut1) which are the both the ties of 2-bouquet. Thus, there is a pair of elements ML(H2, ut1xm2) using different
colors on ut1 , and since |L(ut1)| = 3, there is an element of ML(H2, ut1xm2) using one of r↓, q↓ on ut1 . Since each
of r↓, q↓ is the stem of a 2-bouquet, it follows that there is a ψ ∈ Skip(H1) and a ζ ∈ML(H2, ut1xm2) such that ψ∪ζ
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is a proper Lϕ-coloring of its domain, and thus ψ∪ ζ extends to an Lϕ-coloring ζ∗ of dom(ψ∪ ζ)∪{x3, · · · , xm2−1}.
By definition, ZH2,L(ζ

∗(ut1), ζ
∗(xm2

), •) = L(ut2) contradicting Claim 5.2.9. ■

We now deal with the case where there is a chord of Π1
p.

Claim 5.2.17. Π1
p is an induced subgraph of G.

Proof: Suppose not. We then have xm2−1xm2+1 ∈ E(G). Then N(xm2
) = {xm2−1, xm2+1} ∪ V (H2 − xm2

). Since
G is short-separation-free, H2 is not a triangle. Let r↓, ψ0, ψ1 be as in Claim 5.2.5, where r↓ ∈ L(ut1) and {ψ0, ψ1}
is a 2-bouquet using r↓ on ut1 .

Subclaim 5.2.18. ut2xm3
is an L-shield for H3.

Proof: Suppose not. By Lemma 5.1.8, H3 is a triangle and L(ut2) ∩ L(ut3)| ≥ 2, so let q ∈ L(xm3) \ (L(ut1) ∪
L(ut2)). By Proposition 1.4.5, there is an s ∈ L(x2) \ {q, r↓} such that |ZH2,L(r

↓, s, •)| ≥ 2. Let Sright be a set
of two colors in ZH2,L(r

↓, s, •). Consider the following cases.

Case 1: Either {xm2
, xm3

} ≠ {x3, x4} or {ψ0(x2), ψ1(x2)} ≠ {s, q}

In this case, there is an i ∈ {0, 1} and an extension of ψi to an Lϕ-coloring σ of dom(ϕi) ∪ V (Π1
p − x1) such

that σ uses s, q on the respective vertices xm2 , xm3 and does not use a color of Sright on any internal vertex of
Qright. By assumption, (G[V (Π0

p ∪ Π1
p)], σ) is not a (C, p)-wedge, and since no vertex of Π2

p is adjacent to more
than two vertices of Π1

p, the inertness conditions is violated. Since H3 is a triangle and σ restricts to an element
of Skip(H1), it follows that ϕ ∪ σ extends to an L-coloring τ of dom(ϕ ∪ σ) ∪ V (H1) ∪ {ut3} such that τ does
not extend to L-color H2. Thus, we have Lτ (ut2) ∩ Sright = ∅. But since |L(ut2)| = 3 and q ̸∈ L(ut2), we have
Sright ∩ Lτ (ut2) ̸= ∅, a contradiction.

Case 2: {xm2
, xm3

} = {x3, x4} and {ψ0(x2), ψ1(x2) = {s, q}

In this case, Π0
p = x1x2x3x4, m2 = 3, m3 = 4, and the lone chord of Π1

p is x2x4. If q ̸∈ L(x2), then
|L(xm2)\{s, q, r↓}| ≥ 3 and, by Proposition 1.4.5, there is an s′ ∈ L(xm2)\{s, q, r↓} with |ZH2,L(r

↓, s′, •)| ≥
2, so we are back to Case 1 with s replaced by s′.

Now suppose that q ∈ L(xm2
). Since {s, q} = {ψ0(x2), ψ1(x2)}, we have q ̸= r↓ and there iss precisely

one i ∈ {0, 1} such that q ∈ Lϕ∪ψi
(xm2

). By Claim 5.2.9, we have ZH2,L(r
†, q, •) ̸= L(ut2). Since q ̸∈

L(ut2) and H1 is not a triangle, it follows from Proposition 1.4.4 that r†, q ∈ L(ut1+1). Thus, there is an
s′ ∈ L(x2) \ {r↓, q, s} with s′ ̸∈ L(ut1+1), so, again applying Proposition 1.4.4, we have |ZH2,L(r

↓, s′, •)| ≥ 2,
and since s′ ̸∈ {ψ0(x2), ψ1(x2)}, we are back to Case 1 with s replaced by s′. ■

Now we have the following:

Subclaim 5.2.19. Letψ ∈ Skip(H1) and σ ∈ML(H3, ut2xm3) and suppose there is an s ∈ ZH2,L(ψ(ut1), •, σ(ut2)∩
Lϕ∪ψ(xm2) ∩ Lϕ∪σ(xm2)). Then {xm2 , xm3} = {x3, x4} and ψ(xm2−1) = σ(xm2+1).

Proof: Suppose that at least one one of these does not hold. Then ψ ∪σ is a proper Lϕ-coloring its domain which
extends to an Lϕ-coloring σ∗ of dom(ψ∪σ)∪V (Π1

p−x1) such that σ∗(x2) = s. Since σ∗ restricts to an element
of Skip(H1) and to an element of ML(H3, ut2xm3), the inertness condition of Definition 5.1.12 are satisfied, and
(G[V (Π0

p ∪Π1
p)], σ

∗) is a (C, p)-wedge, contradicting our assumption. ■

Since ut2xm3
is an L-shield for H3, let σ0, σ1 be a pair of elements of ML(H3, ut2xm3

) such that either σ0, σ1 use
the same color on xm3

or {σ0(ut2), σ0(xm3
)} = {σ1(ut2), σ1(xm3

)}.
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Subclaim 5.2.20. σ0, σ1 use the same color on xm3

Proof: Suppose not. Then there is a pair of colors {a, b} such that {σi(xm2
), σi(ut2)} = {a, b} for each i = 0, 1.

Consider the following cases:

Case 1: {ψ0(x2), ψ1(x2)} ≠ {a, b}

In this case, suppose without loss of generality that ψ0(x2) ̸∈ {a, b}. Since |Lϕ(x2)| ≥ 5, there is an s ∈
Lϕ(x2) \ {r↓, ψ0(x2), a, b}. By Observation 1.4.2, ZH2,L(r

↓, s, •) ∩ {a, b} ̸= ∅ so there is an i ∈ {0, 1} such
that s ∈ ZH2,L(r

↓, •, σi(ut2) and such that s ∈ Lϕ∪σi
(xm2

). But since s ∈ Lϕ∪ψ0
(xm2

) as well, we contradict
Subclaim 5.2.19.

Case 2: {ψ0(x2), ψ1(x2)} = {a, b}

In this case, we just choose an s ∈ Lϕ(x2) \ {r↓, a, b}. As above, since ZH2,L(r
↓, s, •) ∩ {a, b} ̸= ∅ there is an

i ∈ {0, 1} such that s ∈ ZH2,L(r
↓, •, σi(ut2) and such that s ∈ Lϕ∪σi

(xm2
). There is precisely one j ∈ {0, 1}

such that ψj(x2) ̸= σi(xm3
). But since s ̸∈ {r↓, ψ0(x2), ψ1(x2)}, we have s ∈ Lϕ∪ψj

(xm2
), contradicting

Subclaim 5.2.19. ■

Applying Subclaim 5.2.20, let q ∈ L(xm3), where each of σ0, σ1 uses q on xm3 . Let {σ0(ut2), σ1(ut2)} = {a, b} and
let c be the lone color of L(ut2) \ {a, b}.

Subclaim 5.2.21. For any ψ ∈ Skip(H1) with ψ(x2) ̸= q, we have L(xm2) = {ψ(ut1), ψ(x2), q, a, b}, and

furthermore, ZH2,L(ψ(ut1), a, •) = ZH2,L(ψ(ut1), b, •) = {c}.

Proof: If there is an s ∈ L(x2) \ {ψ(ut1), ψ(x2), q, a, b}, then, by Observation 1.4.2, ZH2,L(ψ(ut1), s, •) ∩
{a, b} ≠ ∅, so there exists a j ∈ {0, 1} with s ∈ ZH2,L(ψ(ut1), •, σj(ut2)). Furthermore, s ∈ Lϕ∪ψ(xm2) and,
since s ̸∈ {q, a, b}, we have s ∈ Lϕ∪σj (xm2), so we contradict Subclaim 5.2.19. We conclude that L(x2) =

{ψ(ut1), ψ(xm2), q, a, b}, and, again applying Subclaim 5.2.19, ZH2,L(ψ(ut1), a, •) = ZH2,L(ψ(ut1), b, •) =

{c}. ■

Subclaim 5.2.21 immediately implies that L(xm2
) \ {q, a, b}| = 2 and that, for any ψ ∈ Skip(H1), either ψ(x2) = q

or ψ(x2) ∈ L(xm2
) \ {q, a, b}. Thus, there does not exist a 4-bouquet.

Now, applying Claim 5.2.6, there is a 2-bouquet {ψ′
0, ψ

′
1} using a color q↓ ∈ L(ut1) \ {r↓} on ut1 . At least

one of {ψ0(x2), ψ1(x2)} is distinct from q, and likewise for {ψ′
0, ψ

′
1}, so suppose without loss of generality that

q ̸= ψ0(xm2), ψ
′
0(xm2). By Subclaim 5.2.21, we have {a, b} ∩ {r↓, q↓} = ∅, and furthermore, ZH2,L(r

↓, a, •) =

ZH2,L(q
↓, a, •) = {c}. By Observation 1.4.2, the L-coloring (a, b) of xm2ut2 extends to an L-coloring of H2 using

one of r↓, q↓ on ut1 , so we have a contradiction. This completes the proof of Claim 5.2.17. ■

Applying Claim 5.2.10 and Claim 5.2.17, there is a vertex z ∈ V (Π2
p) adjacent to each of xm2−1, xm2

, xm2+1. We
now have the following simple observation.

Claim 5.2.22. Let r be the stem of a 2-bouquet. If H2 is not a triangle, then there is at most one color c ∈ L(x2)\{r}
such that ZH2,L(r, c, •)| = 1.

Proof: Suppose toward a contradiction that there exist two colors c0, c1 ∈ L(xm2
)\{r} such that |ZH2,L(r, ci, •)| = 1

for each i = 0, 1 Since H2 is not a triangle, it follows from Proposition 1.4.4 that c0, c1 ∈ L(ut1+1)∩L(ut2) and that
r ∈ L(ut1). Since L(ut1) ∩ L(ut2)| ≥ 2, there is an r∗ ∈ L(xm2

) \ (L(ut1+1) ∪ L(ut2)). Since r ∈ L(ut1+1), we
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have r∗ ̸= r. Since there is a 2-bouquet using r on ut1 , there is an element of Skipaug(H1) using r, r∗ on the respective
vertices ut1 , xm2

. Since r∗ ̸∈ L(ut1+1), we have Z(r, r∗, •) = L(ut2), contradicting Claim 5.2.9. ■

As above, we first deal with the case where ut2xm3
is not an L-shield for H3.

Claim 5.2.23. ut2xm3
is an L-shield for H3.

Proof: Suppose not. By Lemma 5.1.8, H3 is a triangle and |L(ut2) ∩ L(ut3)| ≥ 2. Thus, we fix a color r∗ ∈
L(xm3

) \ (L(ut2) ∪ L(ut3)). Since each vertex of Qright has an Lϕ-list of size at least five, there is an Lϕ-coloring σ
of Qright − xm2

such that σ(xm3
) = r∗ and σ does not use a color of L(ut2) on any vertex of Qright − xm2

. Possibly
Qright is an edge and this is just a coloring of a lone vertex.

Subclaim 5.2.24. Letψ ∈ Skip(H1) and letψ′ be an extension ofψ to anLϕ-coloring of dom(ψ)∪{x2, · · · , xm2−1}.
Then the following holds:

1. There is at most one c ∈ L(xm2) \ {σ(xm2+1), ψ
′(ut1), ψ

′(xm2−1)} such that |ZH2,L(ψ
′(ut1), c, •)| ≥ 2.

2. ψ′(ut1) ∈ L(ut1+1) and |Lψ′∪σ(xm2
) ∩ L(ut1+1)| ≥ 1

Proof: We first prove 1). Suppose toward a contradiction there are two colors c0, c1 ∈ L(xm2)\{σ(xm2+1), ψ
′(ut1), ψ

′(xm2−1)}
such that this holds. Since Π1

p is an induced subgraph of G, ψ′ ∪ σ is a proper Lϕ-coloring of its domain. By
assumption, (G[V (Π0

p ∪ Π1
p)], ψ

′ ∪ σ) is not a (C, p)-wedge. Since xm2 is uncolored and r∗ ̸∈ L(ut3), the
inertness condition is violated. Since H3 is a triangle and ψ′ restricts to an element of Skip(H1), there is an
extension of ϕ ∪ ψ′ ∪ σ to an L-coloring τ of dom(ϕ ∪ ψ′ ∪ σ) ∪ {z, ut3} such that τ does not extend to L-
color H2. At least one of c0, c1 is distinct from τ(z), so suppose without loss of generality that c0 ∈ Lτ (xm2).
Since |ZH2,L(ψ

′(ut1), c0, •)| ≥ 2, we have |ZH2,L(ψ
′(ut1), c0, • \ {τ(ut3)}| ≥ 1, so τ extends to L-color H2, a

contradiction.

Since |Lψ′∪σ(xm2
)| ≥ 2, it follows from 1) that there is a c ∈ Lψ∪σ(xm2

) with |ZH2,L(ψ
′(ut2), c, •)| < 2.

Thus, by 2) of Proposition 1.4.4, ψ′(ut1), c ∈ L(ut1+1). This proves 2). ■

Now let r↓, ψ0, ψ1 be as in Claim 5.2.5.

Subclaim 5.2.25. m2 = 3 and r↓ is not the stem of a 4-bouquet.

Proof: If at least one of these does not hold, then, since L(xm2
) \ {r↓, σ(xm2+1)}| ≥ 3, there is a ψ ∈ Skip(H1)

using r↓ on ut1 and a ψ′ ∈ ΦLϕ
(ψ, {x2, · · · , xm2−1}) such that |Lψ′∪σ(xm2

)| ≥ 3. Thus, by Claim 5.2.22,
there are two colors c0, c1 such that |ZH2,L(r

↓, ci, •)| > 1 for each i = 0, 1, contradicting 1) of Subclaim 5.2.24.
■

Since r↓ is not the stem of a 4-bouquet, It follows from Claim 5.2.6 that there is a q↓ ∈ L(ut1) \ {r↓} which is also
the stem of a 2-bouquet. By Claim 5.2.16, ut1xm2

is not an L-shield for H2. Recalling that m2 = 3, we now we have
the following.

Subclaim 5.2.26. For each ψ ∈ Skip(H1), we have |Lψ∪σ(x3)| = 2.

Proof: Suppose that this does not hold. Thus, here is a ψ ∈ Skip(H1) such that |Lψ∪σ(x3)| ≥ 3. By assumption,
the pair (G[V (Π0

p∪Π1
p)], ψ∪σ) is not a (C, p)-wedge, so the inertness condition is violated. Sinceψ∪σ restricts to

an element of Skip(H1), there is an extension of ϕ∪ψ∪σ to an L-coloring τ of dom(ϕ∪ψ∪σ)∪V (H1)∪{z, ut3}
such that τ does not extend to L-color the triangle H2. Since σ does not use any color in L(ut2), we have
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|Lτ (ut2)| ≥ 1, so τ extends to L-color ut2 as well, and, since |Lτ (xm2
)| ≥ 2 there is a color left over for xm2

,
contradicting our assumption. ■

Since |L(x2)| ≥ 5 and |Lσ(x3)| ≥ 4, we now fix a c ∈ L(x2) with |Lσ(x3) \ {c}| ≥ 4. Since ut1xm2
is not an

L-shield for H2, it follows from Lemma 5.1.8 that H2 is a triangle.

By Subclaim 5.2.26, we have {r↓, q↓} ⊆ Lσ(x3), so c ̸∈ {r↓, q↓}. Again by Subclaim 5.2.26, no element of Skip(H1)

uses c on x2. The trick now is to leave ut1 uncolored. Let σ∗ be an extension of σ to V (Qright − x3) ∪ {x2} obtained
by coloring x2 with c.

Since x3 is uncolored, we have |Lϕ∪σ∗(z)| ≥ 3, and since x1 is uncolored, we have |Lϕ∪σ∗(x∗)| ≥ 2. By assumption,
(G[V (Π0

p ∪Π1
p)], ϕ∪σ∗) is not a (C, p)-wedge, so the inertness condition is violated. That is, there is an extension of

ϕ ∪ σ∗ to an L-coloring τ of dom(ϕ ∪ σ∗) ∪ {x∗, z, ut3} such that τ does not extend to L-color H1 ∪H2.

If τ extends to an L-coloring τ∗ of dom(τ)∪V (H1), then, by our choice of c, we have |Lτ∗(xm2)| ≥ 2. Since H2 is a
triangle and σ uses no color of L(ut2), we have |Lτ∗(ut2)| ≥ 1 and thus τ∗ extends to the edge xm2ut2 , contradicting
our assumption. We conclude that τ does not extend to an L-coloring of dom(τ) ∪ V (H1). Since |Lτ (x1)| ≥ 1, it
follows from Theorem 0.2.3 that c ∈ L(ut1) and there is a d ∈ Lτ (x1) such that ZLp

ϕ
(ϕ(p), d, •) = {c}. By Claim

5.2.3, there is an element of Skip(H1) using c, d on the respective vertices ut1 , x1, and since |L(x3)\{c, σ(x4)}| ≥ 4,
this contradicts Subclaim 5.2.26. This completes the proof of Claim 5.2.23. ■

Now we have the following.

Claim 5.2.27. There does not exist a pair of elements of ML(H3, ut2xm3
) using the same color on xm3

.

Proof: Suppose toward a contradiction that there is a q ∈ L(xm3
) and a pair of elements σ0, σ1 ∈ ML(H3, ut2xm3

)

such that σ0(xm3
) = σ1(xm3

) = q. Let Sright := {σ0(ut2), σ1(ut2)}. Since each vertex of Qright has an Lϕ-list of
size at least five, we fix an Lϕ-coloring σ of Qright − xm2

such that σ(xm3
) = q and σ uses no color of Sright. Possibly

m3 = m2 + 1 and σ is just a coloring of a lone vertex.

We also fix a c ∈ L(xm2−1) such that L(xm2) \ {c, σ(xm2+1)}| ≥ 4. Since Π1
p is an induced subgraph of G,

there is an extension of σ to an Lϕ-coloring σ∗ of V (Π1
p) \ {x1, xm2} such that σ∗(xm2−1) = c and no vertex of

{x2, · · · , xm2−2} is colored by a color of L(ut1). Possibly c ∈ L(ut1). Let f be the lone color of L(ut2) \ Sright,

Subclaim 5.2.28. H2 is not a triangle and Sright ⊆ L(ut1+1).

Proof: Consider the following cases:

Case 1: There does not exist a exist a d ∈ Lϕ∪σ∗(x1) such that ZH1,L
p
ϕ
(ϕ(p), d, •) = {c}

By assumption, the pair (G[V (Π0
p∪Π1

p), σ
∗) is not a (C, p)-wedge. Since x1, xm2

are uncolored, |Lϕ∪σ∗(x∗)| ≥
2 and |Lϕ∪σ∗(z)| ≥ 3, so the inertness condition is violated. Thus, there is an extension of ϕ ∪ σ∗ to an L-
coloring τ of dom(ϕ ∪ σ∗) ∪ {x∗, z, ut3} such that τ does not extend to L-coloring (V H1 ∪ H2 ∪ H3). Since
|Lτ (x1)| ≥ 1, there is a d ∈ Lτ (x1), and, by assumption, ZH1,L

p
ϕ
(ϕ(p), d, •) ̸= {c}, so τ extends to an L-

coloring τ ′ of dom(τ) ∪ V (H1), since c is the only color used by τ on a vertex of Qleft which possibly lies in
ut1 .

By our choice of c, we have |Lτ ′(xm2
)| ≥ 2. Since τ ′ does not extend to L-color H2 ∪H3, it follows that, for

each d ∈ Lτ ′(xm2
), we have Z(τ ′, d, •) ∩ Sright = ∅. By Observation 1.4.2, we thus have Lτ ′(xm2

) = Sright.
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Recalling that f is the lone color of L(ut2) \ Sright, we have ZH2,L(τ
′(ut1), s, •) = {f} for each s ∈ Sright, so

H2 is not a triangle, and, by Proposition 1.4.4, Sright ⊆ L(ut1+1), as desired.

Case 2: There exists a d ∈ Lϕ∪σ∗(x1) such that ZH1,L
p
ϕ
(ϕ(p), d, •) = {c}

By Claim 5.2.3, there is ψ ∈ Skip(H1) which colors x1, ut1 with with the respective colors d, c, and, since Π1
p is

an induced subgraph of G, σ ∪ ψ is a proper Lϕ-coloring of its domain which extends to an Lϕ-coloring σ† of
dom(ϕ ∪ σ) ∪ V (Qleft \ {x1, xm2}).

By assumption, the pair (G[V (Π0
p ∪ Π1

p], σ
†) is not a (C, p)-wedge, and since |Lϕ∪σ†(x∗)| ≥ 2 and xm2

is
uncolored, the inertness condition is violated, so there is an extension of ϕ ∪ σ† to an L-coloring τ † of dom(ϕ ∪
σ†)∪{z, ut3} such that τ † does not extend toL-colorH2∪H3. Since ut1 is colored with c, we have |Lτ†(xm2

)| ≥
2. Since τ † does not extend to L-colorH2∪H3, we have ZH2,L(c, c

′, •)∩Sright = ∅ for each c′ ∈ Lτ†(xm2
) , and

thus, as above, it follows from Observation 1.4.4 thatLτ†(xm2
) = Sright, and, for each s ∈ Sright, ZH2,L(c, s, •) =

{f}. Thus, H2 is not a triangle, and, by Proposition 1.4.4, Sright ⊆ L(ut1+1), as desired. ■

By Claim 5.2.8, there is an augmented 4-bouquet, since m2 > 2. Thus, there is a ψ∗ ∈ Skipaug(H1) with ψ∗(xm2
) ̸∈

L(ut2). By Subclaim 5.2.28, H2 is not a triangle. Since Sright ⊆ L(ut1+1), at least one of ψ∗(xm2
), ψ∗(ut1)

does not lie in L(ut1+1). Since ψ∗(xm2
) ̸∈ L(ut2) and H2 is not a triangle, it follows from Proposition 1.4.4 that

ZH2,L(ψ
∗(ut1), ψ

∗(xm2
), •) = L(ut2), contradicting Claim 5.2.9. This completes the proof of Claim 5.2.27. ■

By Claim 5.2.23, ut2xm3
is an L-shield for H2, and, by Claim 5.2.27, there exists a pair of elements σ0, σ1 ∈

ML(H3, ut2xm3
) and a pair of colors a, b ∈ L(xm3

) such that {σ0(ut2), σ0(xm3
)} = {σ1(ut2), σ1(xm3

)} = {a, b}.
σ0(ut2) = a and σ1(ut2) = b.

Claim 5.2.29. Qright is an edge.

Proof: Suppose not. Thus, we have m3 > m2 + 1. By Claim 5.2.5, Skip(H1) ̸= ∅ so we fix a ψ ∈ Skip(H1) and an
extension of ψ to anLϕ-coloring ψ′ of dom(ψ)∪{x2, · · · , xm2−1}. Let d0, d1, d2 be three colors ofL(xm2−1)\{a, b}.
For each i = 0, 1 and j = 0, 1, 2, there is an extension of σi to an L-coloring σij of {ut2} ∪ V (Qright − xm2

) using dj
on xm2+1. Consider the following cases:

Case 1: Either ψ′(ut1) ̸∈ {a, b} or H2 is not a triangle

In this case, for each i = 0, 1 and j = 0, 1, 2, the union ψ′∪σij is a proper Lϕ-coloring of its domain. By assumption,
for each such i, j, the pair (G[V (Π0

p ∪Π1
p), ψ

′ ∪ σij) is not a (C, p)-wedge, so the inertness condition is violated and,
since ψ′ ∈ Skip(H1), there is an extension of ϕ∪ψ′∪σij to an L-coloring τij of dom(ϕ∪ψ′∪σij)∪V (H1)∪{z, ut3}
such that τij does not extend to L-color V (H2 ∪H3). Thus, for each i = 0, 1 and j = 0, 1, 2, we have Lτij (xm2

) ∩
Z(ψ′(ut1), •, σi(ut2)) = ∅.

Subclaim 5.2.30. For each j = 0, 1, 2, Lτ0j (xm2
) ∩ Lτ1j (xm2

) = ∅.

Proof: Let j ∈ {0, 1, 2} and suppose there is a d ∈ Lτ0j (xm2
)∩Lτ1j (xm2

). Then d ̸∈ {a, b}, and, by Observation
1.4.2, d either lies in ZH2,L(ψ

′(ut1 , •, a) or ZH2,L(ψ
′(ut1), •, b), which is false. ■

Now we not the following:

Subclaim 5.2.31. {d0, d1, d2} ̸⊆ L(xm2) \ {ψ′(ut1), ψ
′(xm2)}.

Proof: Suppose toward a contradiction that {d0, d1, d2} ̸⊆ L(xm2
) \ {ψ′(ut1), ψ

′(xm2
)}. Since d0, d1, d2 ̸∈

{a, b}, it follows that for each i ∈ {0, 1} and j ∈ {0, 1, 2}, we have Lτij (x) ∩ ({d0, d1, d2} \ {dj})| ≥ 1.
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Thus, suppose without loss of generality that d1 ∈ Lτ00(xm2
). By Subclaim 5.2.30, we have d1 ̸∈ Lτ10(xm2

),
so d2 ∈ Lτ10(xm2

). We then have a ̸∈ ZH2,L(ψ
′(ut1), d1, •) and b ̸∈ ZH2,L(ψ

′(ut1), d2, •). By assumption,
ψ′(ut1) ̸= a, b, so H2 is not a triangle, and, by Proposition 1.4.4, we have {a, b} ∪ {d1, d2} ⊆ L(ut2−1),
contradicting the fact that |L(ut2−1)| = 3. ■

Applying Subclaim 5.2.31, suppose without loss of generality that d0 ̸∈ L(xm2
) \ {ψ′(ut1), ψ

′(xm2−1)}. Since
d0 ̸∈ {a, b} it follows that, for each i = 0, 1, we have Lτi0(xm2

) ̸= ∅. By Subclaim 5.2.30, there exist distinct
colors c0, c1 such that, for each i = 0, 1, ci ∈ Lτi0(xm2

) and σi(ut2) ̸∈ Z(ψ′(ut1), ci, •). Since c0 ̸= a and c1 ̸= b,
H2 is not a triangle, and, by Proposition 1.4.4, {c0, c1} ∪ {a, b} ⊆ L(ut2−1). Since |L(ut2−1)| = 3, we have
either c0 = b or c1 = a, so suppose without loss of generality that c0 = b. Thus, we have Lτ00(xm2

) = {b} and
L(xm2

) = {τ00(z), ψ′(ut1), ψ
′(xm2

), b, d0}, contradicting the fact that d0 ̸∈ L(xm2
) \ {ψ′(ut1), ψ

′(xm2−1)}.

Case 2: H2 is a triangle and ψ′(ut1) ∈ {a, b}

In this case, suppose without loss of generality that ψ′(ut1) = a. Then, for each j = 0, 1, 2, ψ′ ∪ σ1j is a proper
Lϕ-coloring of its domain. Since |L(xm2

) \ {a, b, ψ′(xm2−1)}| ≥ 2, there is a j ∈ {0, 1, 2} with |L(xm2
) \

{a, b, ψ′(xm2−1), dj}| ≥ 2, say j = 0. Since H2 is a triangle, (G[V (Π0
p ∪ Π1

p)], ψ
′ ∪ σ10) satisfies the inertness

condition and is thus a (C, p)-wedge, contradicting our assumption. This completes the proof of Claim 5.2.29. ■

Claim 5.2.32. For any ψ ∈ Skip(H1) and any extension of ψ to an Lϕ-coloring ψ′ of dom(ψ) ∪ {x2, · · · , xm2−1},
we have ψ′(ut1), ψ

′(xm2−1) ∈ L(xm2
) \ {a, b}. For each i = 0, 1, we have |Lψ′∪σ′

i
(xm2+1)| ≥ 3,

Proof: Suppose there is a ψ ∈ Skip(H1) for which this does not hold and let ψ′ be an extension of ψ to an Lϕ-coloring
ψ′ of dom(ψ) ∪ {x2, · · · , xm2−1} with {ψ′(ut1), ψ

′(xm2−1)} ̸⊆ L(xm2
) \ {a, b}. Consider the following cases:

Case 1: Either ψ′(ut1) ̸∈ {a, b} or H2 is not a triangle

In this case, for each i = 0, 1, the union ψ′ ∪ σi is a proper Lϕ-coloring of its domain. For each i = 0, 1, since
(G[V (Π0

p ∪ Π1
p)], ψ

′ ∪ σi) is not a (C, p)-wedge, and xm2
is uncolored, the inertness condition is violated, and since

ψ′ ∪ σi restricts to an element of Skip(H1), there is an extension of ϕ ∪ ψ′ ∪ σ to an L-coloring τi of dom(ϕ ∪ ψ′ ∪
σi) ∪ V (H1) ∪ {z, ut3} such that τi does not extend to L-color V (H2 ∪H3).

For each i = 0, 1, since {ψ′(ut1), ψ
′(xm2)} ̸⊆ L(xm2)\{a, b}, we have |Lτi(xm2)| ≥ 1. Since σi ∈ML(H3, ut2xm3),

it follows that, for each d ∈ Lτi(xm2), we have σi(ut2) ̸∈ ZH2,L(ψ
′(ut1 , d, •). Since a, b ̸∈ Lτ0(xm2) ∪ Lτ1(xm2),

we have Lτ0(xm2) ∩ Lτ1(xm2) = ∅. To see this, suppose there is a d ∈ Lτ0(xm2) ∩ Lτ1(xm2). By Observation
1.4.2, one of a, b lies in ZH2,L(ψ

′(ut1), d, •), which is false. Thus, let c0, c1 be distinct colors of L(xm2) \ {a, b} with
ci ∈ Lτi(xm2) for each i = 0, 1. If H2 is a triangle, then, by assumption, we have ψ′(ut1) ̸∈ {a, b}, and, for each
i = 0, 1, we have {a, b} ⊆ ZH2,L(ψ

′(ut1), ci, •), which is false. Thus, H2 is not a triangle. But then, by Proposition
1.4.4, we have {a, b} ∪ {c0, c1} ⊆ L(ut2−1), contradicting the fact that |L(ut2−1)| = 3.

Case 2: ψ′(ut1) ∈ {a, b} and H2 is a triangle

In this case, suppose without loss of generality that ψ′(ut1) = a. Then ψ′ ∪ σ1 is a proper Lϕ-coloring of its domain.
Since (G[V (Π0

p ∪ Π1
p)], ψ

′ ∪ σ1) is not a (C, p)-wedge, there is an extension of ϕ ∪ ψ′ ∪ σ1 to an L-coloring τ of
dom(ϕ∪ψ′∪σ1)∪V (H1)∪{z, ut3}which does not extend to L-colorH2. AsH2 is a triangle, we have Lτ (xm2) = ∅.
Since Qright is an edge and xm3 , ut1 are colored with the same color, we have |Lτ (xm2)| ≥ 1, a contradiction. ■

Now we let r↓, ψ0, ψ1 be as in Claim 5.2.5. It immediately follows from Claim 5.2.32 that |L(xm2
) \ {a, b}| = 3 and

r↓ ∈ L(xm2
) \ {a, b}.
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Claim 5.2.33. m2 = 3 and r↓ is not the stem of a 4-bouquet.

Proof: If either r↓ is the stem of a 4-bouquet orm2 > 3, then, since |L(xm2)\{a, b, r↓}| = 2, there is a ψ ∈ Skip(H1)

and a ψ′ ∈ ΦLϕ
(ψ, {x2, · · · , xm2−1) such that ψ′(xm2−1) ̸∈ L(xm2) \ {a, b}, contradicting Claim 5.2.32. ■

Since r↓ is not the stem of a 4-bouquet, it follows from Claim 5.2.6 that there is q↓ ∈ L(ut1) \ {r↓} which is the
stem of a 2-bouquet. By Claim 5.2.16, ut1xm2

is not an L-shield and thus, By Lemma 5.1.8 H2 is a triangle and
|L(ut1) ∩ L(ut2)| ≥ 2. By Claim 5.2.32, we have r↓, q↓ ̸∈ {a, b}, so there is a d ∈ {r↓, q↓} with d ̸∈ L(ut2), and, by
Claim 5.2.8, since m2 > 2, there is an augmented 4-bouquet using d on ut1 . Thus, there is a ψ∗ ∈ Skipaug(H1) such
that ψ,ψ ̸∈ L(ut2), and since H2 is a triangle we have ZH2,L(ψ

∗(ut1), ψ
∗(xm2

), •) = L(ut2), contradicting Claim
5.2.9. This completes the proof of Lemma 5.2.1.

5.3 Completing the Proof of Theorem 5.1.6

With Lemma 5.2.1 in hand, in order to finish the proof of Theorem 5.1.6, we deal with the case where there is no
3-chord of C which separates p from each ring of C \ {C}. Note that, if no such 3-chord of C exists, then condition
4) of Definition 5.1.12 is automatically satisfied, so any pair which fails to satisfy the conditions of Definition 5.1.12
violates one of 1)-3). Section 5.3 consists of the following lone result.

Lemma 5.3.1. If there does not exist a 3-chord of C which separates p from an element of C \ {C}, then there exists

a (C, p)-wedge.

Proof. Suppose toward a contradiction that there does not exist a (C, p)-wedge. We now have the following.

Claim 5.3.2. If Qleft is an edge then at most one of H1, H2 is a triangle.

Proof: Suppose toward a contradiction that each of H1, H2 is a triangle. Thus, we have t1 = 1 and t2 = 2. Since Qleft

is an edge, we havem2 = 2. Furthermore, sinceH2 is a triangle andG is short-separation-free, we have x1x3 ̸∈ E(G),
so Π1

p is an induced subgraph of G. Let Sleft be a set of two colors in L(u1) \ {ϕ(p1)}. Since |Lϕ(x1)| ≥ 3, we also
fix a c∗ ∈ Lϕ(x1) \ Sleft.

Subclaim 5.3.3. If ML(H3, u2xm3) ̸= ∅, then Qright is an edge and there exists a z ∈ V (Π2
p) adjacent to all

three of x1, x2, x3.

Proof: Let σ ∈ ML(H3, u2xm3
) and suppose toward a contradiction that here does not exist a z ∈ V (Π2

p)

adjacent to all three of x1, x2, x3. Now we simply choose a color s ∈ Sleft \ {σ(u2)}. Since |Lϕ(x2)| ≥ 5,
there is a color left in Lϕ(x2) \ {s, c∗, σ(u2), σ(xm3

). Thus, since Π1
P is an induced subgraph of G, there is an

extension of σ to an Lϕ-coloring τ of V (Π0
p) ∪ {u1, u2}. Since there is no z ∈ V (Π2

p) adjacent to all three of
x1, x2, x3, the pair (G[V (Π0

p ∪Π1
p)], τ) is a (C, p)-wedge, contradicting our assumption.

Now suppose toward a contradiction that Qright is not an edge. Thus, m2 < m3 − 1 and |Lϕ∪σ(xm2+1)| ≥ 3

(possibly m2 = m3−2). Since |Lϕ(x)| ≥ 3 and Π1
p is an induced subgraph of G, there is an extension of σ to an

Lϕ-coloring σ∗ of V (Qright−x2)∪{u1, u2} such that |Lϕ∪σ∗(x2)| ≥ 2, so {x2} is (L, ϕ∪σ∗)-inert in G. Since
N(x2) = {x1, x3, u1, u2, z}, the pair (G[V (Π0

p ∪Π1
p)], σ

∗) is a (C, p)-wedge, contradicting our assumption. ■

Now we have the following.
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Subclaim 5.3.4. u2xm3
is not an L-shield for H3.

Proof: Suppose toward a contradiction that u2xm3
is an L-shield for H3. By Subclaim 5.3.3, Qright is an edge and

there exists a z ∈ V (Π2
p) adjacent to all three of x1, x2, x3, so N(x2) = {x1, x3, u1, u2, z}. Since each of Qleft

and Qright is an edge xm3
= x3 and Π1

p = x1x2x3. Consider the following cases:

Case 1: There exists a σ ∈ML(H3, u2x3) such that either σ(u2) ̸∈ Sleft or {σ(u2), σ(x3)} ∩ Lϕ(x1) ̸= ∅

In this case, there is a σ ∈ML(H3, u2x3) and a c ∈ Lϕ(x1) such that either σ(u2) ̸∈ Sleft or c ∈ {σ(u2), σ(x3)}.
Since each vertex of Qright has an Lϕ-list of size at least five, there is an extension of σ to an Lϕ-coloring τ of
V (Qright − x2) ∪ {x1, u2} such that τ(x1) = c. By our choice of σ, the set {u1, x2} is (L, ϕ ∪ τ)-inert in G, so
the pair (G[V (Π0

p ∪Π1
p)], τ) is a (C, p)-wedge, contradicting our assumption.

Case 2: For each σ ∈ML(H3, u2x3), σ(u2) ∈ Sleft and {σ(u2), σ(x3)} ∩ Lϕ(x1) = ∅

In this case, since u2x3 is an L-shield for H3, there are distinct ψ1, ψ2 ∈ ML(H3, u2x3) such that Sleft =

{ψ1(u2), ψ2(u2)} and Sleft∩Lϕ(x1) = ∅. As |Lϕ(x1)| ≥ 3, there is a c ∈ Lϕ(x1)\{ψ2(u2)} such that |Lϕ(x2)\
{ψ1(x3), ψ1(u2), ψ2(u2), c}| ≥ 2. Thus, there is an extension of ψ1 to an Lϕ-coloring ψ∗

1 of {x1, x3, u1, u2}
with Lϕ∪ψ∗

1
(x2)| ≥ 2, so (G[V (Π0

p ∪Π1
p)], ψ

∗
1) is a (C, p)-wedge, contradicting our assumption. ■

Since u2xm3 is not an L-shield for H3, it follows from Lemma 5.1.8 that H3 is a triangle and |L(u2)∩L(u3)| ≥ 2, so
all three of H1, H2, H3 are triangles and Π0

p = u1u2. Since |L(u2) ∩ L(u3)| ≥ 2, there is an r ∈ L(xm3) \ (L(u2) ∪
L(u3)). Since each vertex of Qright has an L-list of size at least five, there is an L-coloring σright of Qright (which is
also an Lϕ-coloring of Qright) in which σright(xm3) = r and every vertex of Qright is colored with a color not in L(u3).

Subclaim 5.3.5. There exists a z ∈ V (Π2
p) adjacent to all three of x1, x2, x3

Proof: Suppose not. Since Π1
p is an induced subpath of G, we have |Lϕ∪σright(x1)| ≥ 2 and |Lϕ∪σright(u1)| ≥ 1,

so σright extends to an Lϕ-coloring τ of V (Π0
p) ∪ {u1}. By our choice of r, we have |Lϕ∪τ (u3)| = 3, and by our

construction of τ , we have |Lϕ∪τ (u2)| ≥ 2, so {u2} is (L, ϕ∪ τ)-inert in G. Since no vertex of Π2
p is adjacent to

x1, x2, x3, the pair (G[V (Π0
p ∪Π1

p)], τ) is a (C, p)-wedge, contradicting our assumption. ■

Now we have enough to finish the proof of Claim 5.3.2. Let σ′
right be the restriction of σright to x3 · · ·xm3

and let
z be the lone vertex of Π2

p adjacent to x1, x2, x3. As above, since Π1
p is an induced subgraph of G, σ′

right extends
to an Lϕ-coloring τ of V (Qright − x3) ∪ {x1, u1}. By our construction of τ , we have |Lϕ∪τ (u2)| ≥ 2. Since
N(x2) = {x1, x3, u1, u2, z}, the set {x2, u2} is (L, ϕ ∪ τ)-inert in G, so the pair (G[V (Π0

p ∪ Π1
p)], τ) is a (C, p)-

wedge, contradicting our assumption. This completes the proof of Claim 5.3.2. ■

Claim 5.3.6. ut1xm2
is an L-shield for H2.

Proof: Suppose toward a contradiction that ut1xm2
is an L-shield for H2. By Lemma 5.1.8, H2 is a triangle, so

t2 = t1 + 1. Let J be the subgraph of G induced by V (H1 ∪H2 ∪Qleft) \ {p, ut2}.

Subclaim 5.3.7. L(ut1) ̸= L(ut2).

Proof: Suppose that L(ut1) = L(ut2). Since each of ut1 , ut2 has an L-list of size three, there are two colors
r, s ∈ L(xm2)\(L(ut1)∪L(ut2)). By Proposition 1.4.5, there is a c ∈ Lϕ(x1) such that ZH1,L

p
ϕ
(ϕ(p), c, •)| ≥ 2.

Let Sleft be a set of two colors in ZH1,L
p
ϕ
(ϕ(p), c, •). Since each vertex of x2 · · ·xm2 has an Lϕ-list of size at

least five and Qleft is an induced subpath of G, there is an Lϕ-coloring σleft of x1 · · ·xm2 such that σleft(x1) = c,
σright(xm2) ∈ {r, s}, and no internal vertex of x1 · · ·xm2 is colored with a color of Sleft. Since at least one of r, s

151



is distinct from c, this is true even if Qleft is an edge. Now consider the pair (J, σleft). By assumption, this is not
a (C, p)-wedge. By our choice of σleft(xm2

), we have |Lϕ∪σleft(ut2)| = 3, so the inertness condition is violated.
That is, there is an extension of ϕ∪ σleft of an L-coloring τ of dom(ϕ∪ σleft)∪ {ut2} such that τ does not extend
to L-color the path u1 · · ·ut1 . Yet since c ̸∈ Sleft and σleft(xm2

) ̸∈ L(ut1), it follows that Lτ (ut1) contains a
color of Sleft, so τ extends to L-color the path u1 · · ·ut1 , a contradiction. ■

Since L(ut1) ̸= L(ut2), we have |L(ut1) ∩ L(ut2)| = 2 by 2) of Lemma 5.1.8. Thus, there is an r ∈ L(xm2
) \

(L(ut1) ∪ L(ut2).

Subclaim 5.3.8. All three of the following hold.

1) Qleft is an edge; AND

2) r ∈ Lϕ(x1); AND

3) For each s ∈ Lϕ(x1) \ {r}, |ZH1,L
p
ϕ
(ϕ(p), s, •)| = 1.

Proof: Suppose at least one of these does not hold. Since |Lϕ(x1)| ≥ 3, it follows from Proposition 1.4.5 that
there is a c ∈ Lϕ such that |ZH1,L

p
ϕ
(ϕ(p), c, •)| ≥ 2 and such that either c ̸= r or x1xm2

̸∈ E(G). Let Sleft be
a set of two colors in ZH1,L

p
ϕ
(ϕ(p), c, •). By Claim 5.1.15, there is an Lϕ-coloring σleft of Qleft using c, r on the

respective vertices x1, xm2
, where each internal vertex of Qleft is colored by a color not in Sleft. By assumption,

(J, σleft) is not a (C, p)-wedge. Since |Lϕ∪σleft(ut2)| = 3, the inertness condition is violated, so there is an
extension of ϕ ∪ σleft to an L-coloring τ of dom(ϕ ∪ σleft) ∪ {ut2} which does not extend to L-color u1 · · ·ut1 .
Since r ̸∈ L(ut1), we have Sleft ∩ Lτ (ut1) ̸= ∅, so τ extends to L-color u1 · · ·ut1 , a contradiction. ■

Since |L(ut1) ∩ L(ut2 | = 2, let d be the lone color of L(ut1) \ L(ut2).

Subclaim 5.3.9. For each s ∈ Lϕ(x1) \ {r}, d ̸∈ ZH1,L
p
ϕ
(ϕ(p), s, •).

Proof: Suppose there is an s ∈ Lϕ(x1) \ {r} such that d ∈ ZH1,L
p
ϕ
(ϕ(p), s, •) and let ψ be the Lϕ-coloring of

x1x2 where ψ(x1) = s and ψ(x2) = r. Then |Lϕ∪ψ(ut2)| = 3, and since d ̸∈ {r, s} and d ̸∈ L(ut2), the pair
(J, ψ) is a (C, p)-wedge, contradicting our assumption. ■

Now let s1, s2 ∈ Lϕ(x1) \ {r}. By Subclaim 5.3.9, we have d ̸∈ ZH1,L
p
ϕ
(ϕ(p), sj , •) for each j = 1, 2. By Claim

5.3.2, H1 is not a triangle, as Qleft is an edge and H2 is a triangle. Thus, by Proposition 1.4.4, we have L(ut1−1) =

{s1, s2, d}, so r ̸∈ L(ut1−1). Since r ̸∈ L(ut1), it also follows from Proposition 1.4.4 that ZH1,L
p
ϕ
(ϕ(p), r, •) =

L(ut1). Since |L(x2)| ≥ 5 and m2 = 2, let r∗ ∈ L(x2) \ (L(ut2) ∪ {r∗}) and let ψ∗ be the Lϕ-coloring of the
edge x1x2 using r, r∗ on the respective vertices x1, x2. Since ZH1,L

p
ϕ
(ϕ(p), r, •) = L(ut1), the pair (J, ψ∗) is a

(C, p)-wedge, contradicting our assumption. This completes the proof of Claim 5.3.6. ■

Claim 5.3.10. Both of the following hold.

1) H1 is not a triangle, and Qleft is an edge (i.e m2 = 2);

2) There exist two elements ψ1, ψ2 of ML(H2, ut1xm2
) and a color r ∈ L(xm2

) such that the following hold:

a) ψ1(xm2
) = ψ2(xm2

) = r and L(ut1) = Lϕ(x1) = {r, ψ1(ut1), ψ2(ut1)}; AND

b) ZH1,L
p
ϕ
(ϕ(p1), ψ1(ut1 , •) = Z(ϕ(p1), ψ2(ut1 , •) = {r} and {ψ1(ut1), ψ2(ut1)} ⊆ ZH1,L

p
ϕ
(ϕ(p), r, •).

Proof: We first set J to be the subgraph of G induced by V (H1 ∪H2 ∪ Qleft) \ {p, ut2}. By Claim 5.3.6, ut1xm2
is

an L-shield for H2. Thus, there exist two elements of ML(H2, ut1xm2
) which use different colors on ut1 . Suppose
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toward a contradiction that H1 is a triangle and let ψ ∈ ML(H2, ut1xm2
) with ψ(ut1) ̸= ϕ(p1). By Theorem 0.2.3,

ψ extends to an Lϕ-coloring ψ∗ of V (Qleft) ∪ {ut1), and, by our choice of ψ, the pair (J, ψ∗) is a (C, p)-wedge,
contradicting our assumption. Thus, H1 is not a triangle.

Now we show that there are two elements of ML(H2, ut1xm2
) using the same color on xm2

. Suppose not. Since
ut1xm2

is an L-shield for H2, there exist two elements ψ1, ψ2 of ML(H2, ut1xm2
) and two colors a, b ∈ L(ut1) ∩

L(xm2
), whereψ1(ut1) = ψ2(xm2

) = a andψ1(xm2
) = ψ2(ut2) = b. AS |Lϕ(x)| ≥ 3, there is an s ∈ Lϕ(x)\{a, b}.

By Observation 1.4.2, at least one of a, b lies in ZH1,L
p
ϕ
(ϕ(p), s, •), so suppose without loss of generality that a ∈

ZH1,L
p
ϕ
(ϕ(p), s, •). Since s ̸∈ {a, b}, there is an extension of ψ1 to an Lϕ-coloring ψ∗ of {x1, xm2

, ut1} using s on
x1. Since s ̸∈ {a, b}, this is true even if Qleft is an edge, so (J, ψ∗) is a (C, p)-wedge, contradicting our assumption.

Thus, there exist two elements ψ1, ψ2 of ML(H1, ) and an r ∈ Lϕ(xm2) with ψ1(xm2) = ψ2(xm2) = r and
ψ1(ut1) ̸= ψ2(xm2). If there exists an i ∈ {1, 2} such that either ZH1,L

p
ϕ
(ϕ(p), •, ψi(ut1)) ̸⊆ {r} or Qleft has

length greater than one, then there is an extension of ψi to an Lϕ-coloring ψ∗
i of V (Qleft) ∪ {ut1} such that ψ∗

i (x1) ∈
ZH1,L

p
ϕ
(ϕ(p), •, ψi(ut1)). But then the pair (J, ψ∗

i ) is a (C, p)-wedge, contradicting our assumption. Thus, m2 = 2

and, for each j = 1, 2, we have ZH1,L
p
ϕ
(ϕ(p), •, ψj(ut1)) ⊆ {r}.

For each s ∈ Lϕ(x)\{r}, since ZH1,L
p
ϕ
(ϕ(p), s, •) ̸= ∅ by Theorem 0.2.3, we haveψ1(ut1), ψ2(ut1) ̸∈ ZH1,L

p
ϕ
(ϕ(p), s, •).

Thus, there is a lone color c ∈ L(ut1) such that L(ut1) = {c, ψ1(ut1), ψ2(ut1)} and, for each s ∈ Lϕ(x1) \ {r},
we have ZH1,L

p
ϕ
(ϕ(p), s, •) = {c}. By Proposition 1.4.5, we have |Lϕ(x1) \ {r}| = 2 and Lϕ(x1) \ {r} =

{ψ1(ut1), ψ2(ut1)}. Thus, r ∈ Lϕ(x1), and, again by Proposition 1.4.5, we have {ψ1(ut1), ψ2(ut1)} ⊆ ZH1,L
p
ϕ
(ϕ(p), r, •).

To finish, we just need to show that r = c. Suppose toward a contradiction that r ̸= c. By Proposition 5.1.16, we
have ZH1,L

p
ϕ
(ϕ(p), r, •) ̸= L(ut1). Since {ψ1(ut1), ψ2(ut1)} ⊆ ZH1,L

p
ϕ
(ϕ(p), r, •), we have c ̸∈ ZH1,L

p
ϕ
(ϕ(p), r, •).

Since H1 is not a triangle and ZH1,L
p
ϕ
(ϕ(p), s, •) = {c} for each s ∈ {ψ1(ut1), ψ2(ut1)}, it follows from Proposition

1.4.4 that ψ1(ut1), ψ2(ut1)} ⊆ L(ut1−1). Since c ̸∈ ZH1,L
p
ϕ
(ϕ(p), r, •) and c ̸= r, we have c ∈ L(ut1−1). Since

|L(ut−1)| = 3, we have L(ut−1) = {c, ψ1(ut1), ψ2(ut1)}, so r ̸∈ L(ut1−1). Thus, by Proposition 1.4.4, we have
c ∈ ZH1,L

p
ϕ
(ϕ(p), r, •), a contradiction. This completes the proof of Claim 5.3.10. ■

Claim 5.3.11. If ut2xm3 is an L-shield for H3, then there exists an r∗ ∈ L(xm3) and two distinct elements ψ1, ψ2 of

ML(H3, ut2xm2) using r∗ on xm3 .

Proof: Suppose toward a contradiction that there is no such color in L(xm3
). By definition, there exist a, b ∈ L(ut2)∩

L(xm3
) and two distinct elements of ML(H3, ut2xm3

) such that ψ1(ut2) = ψ2(xm3
) = a and ψ1(xm3

) = ψ2(ut2) =

b. Applying Claim 5.3.10, we have m2 = 2, and we fix a color r ∈ L(x2) ∩ Lϕ(x1) ∩ L(ut1) such that there are
two distinct elements of ML(H2, ut1x2) using r on x2. Since {a, b} ⊆ L(ut2), we have r ̸∈ {a, b} by definition
of ML(H2, ut1x2). Again by Claim 5.3.10, there are s0, s1 ∈ Lϕ(x1) ∩ L(ut1) such that ZH1,L(ϕ(p), sj , •) = {r}
for each j = 0, 1. Since |L(x2)| ≥ 5, we fix two colors f0, f1 ∈ L(x2) \ {r, a, b}. By Observation 1.4.2, we have
ZH2,L(r, fj , •) ∩ {a, b} ≠ ∅ for each j = 0, 1.

Subclaim 5.3.12. There is an Lϕ-coloring σ† of V (Π1
p ∪H1 ∪H2) such that the restriction of σ† to ut2xm3

is

one of ψ1, ψ2.

Proof: It suffices to show that there is an Lϕ-coloring of {x1, x2, ut2 , xm3
} using {a, b} on {ut2 , xm3

} and using
one of {s0, s1} on x1 and one of {f0, f1} on x2. Since r, f0, f1 ̸∈ {a, b}, the only nontrivial case is the case where
m3 = 3 and Π1

p is not an induced subgraph ofG. In that case, we have x1x3 ∈ E(G). Possibly {s0, s1} = {a, b},
but such a σ† exists in any case, since {f0, f1} ∩ {a, b} = ∅ and ut3 ̸∈ N(x1). ■
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Now we return to the proof of Claim 5.3.11. We note that there is a vertex of Π2
p adjacent to x1, x2, x3.To see this,

suppose not. Let σ† be an Lϕ-coloring of V (Π1
p ∪ H1 ∪ H2) as in Subclaim 5.3.12. As no vertex of Π2

p has more
than two neighbors on Π1

p, the pair (G[V (Π0
p ∪ Π1

p)], σ
†) is a (C, p)-wedge, contradicting our assumption. Thus, let

z be the lone vertex of Π2
p adjacent to each of x1, x2, x3. Since G is short-separation-free, we have x1x3 ̸∈ E(G),

so Π1
p is an induced subgraph of G. The trick now is to leave ut1 , x2 uncolored. Let ψ⋆a be an Lϕ-coloring of

V (Π1
p− x2)∪ V (H1)∪ {ut2}, where ψ⋆(x1) = r, ψ⋆(ut2) = a, ψ⋆(xm3

) = b, and ψ⋆(x3) ̸∈ {f0, f1}. We define an
Lϕ-coloring ψ⋆b of V (Π1

p − x2) ∪ V (H1) ∪ {ut2} analogously, with the roles of a, b interchanged.

By assumption, the pair (G[V (Π0
p∪Π1

p)], ψ
⋆
a) is not a (C, p)-wedge, and since x2 is uncolored, the inertness conditions

is violated. Since the restriction of ψ⋆a to the edge ut2xm3 is an element of ML(H3, ut2xm3), it follows that there is an
extension of ϕ∪ψ⋆a to anL-coloring τa of dom(ϕ∪ψ⋆a)∪V (H3)∪{z}which does not extend toL-colorH2\{ut1 , ut2}.
Likewise, there is an extension of ϕ ∪ ψ⋆b to an L-coloring τb of dom(ϕ ∪ ψ⋆a) ∪ V (H3) ∪ {z} such that τb does not
extend to L-color H2 \ {ut1 , ut2}.

Subclaim 5.3.13. Lτa(z) ⊆ {s0, s1}, and Lτb(z) ⊆ {s0, s1}.

Proof: Suppose not, and suppose without loss of generality that there is a c ∈ Lτ (z) \ {s0, s1}. By Observation
1.4.2, we have ZH2,L(•, c, a) ∩ {s0, s1} ≠ ∅, and since {s0, s1} = ZH1,L

p
ϕ
(ϕ(p), r, •), τa extends to L-color

H2, contradicting our assumption. ■

Since ut1 is not colored by τa, we have |Lτa(z)| ≥ 1, so, by Subclaim 5.3.13, suppose without loss of generality that
s0 ∈ Lτa(z). Since {s0, s1} = ZH1,L

p
ϕ
(ϕ(p), r, •) and τa does not extend to L-color H2, we have ZH2,L(•, s0, a) =

{r}. By Observation 1.4.2, since s1 ̸∈ ZH2,L(•, s0, a), we have b ∈ Z(s1, s0, •). As τb does not extend to L-color H ,
we have s0 ̸∈ Lτb(z). Since |Lτb(z)| ≥ 1, it follows from Subclaim 5.3.13 that s1 ∈ Lτb(z), so ZH2,L(•, s0, a) =

ZH2,L(•, s1, b) = {r}, contradicting 2) of Proposition 1.4.7. This completes the proof of Claim 5.3.11. ■

Claim 5.3.14. If ut2xm3 is an L-shield forH3, then there exists a z ∈ V (Π2
p) adjacent to each of xm2−1, xm2 , xm2+1.

Proof: Suppose toward a contradiction that no such z ∈ V (Π2
p) exists. Applying Claim 5.3.10, we first fix a color

c ∈ Lϕ(x1) such that |ZH1,L
p
ϕ
(ϕ(p), c, •)| ≥ 2. Let Sleft be a set of two colors in ZH1,L

p
ϕ
(ϕ(p), c, •). Since ut2xm3

is an L-shield for H3, it follows from Claim 5.3.11 that exist an r ∈ L(xm3) \ L(ut3) and two distinct elements of
ψ1, ψ2 of ML(H3, ut2xm2) which use r on xm3 and different colors on ut2 . and let Sright := {ψ1(ut2), ψ2(ut1)}.

Subclaim 5.3.15. All of the following hold.

1) xm2−1xm2+1 ∈ E(G); AND

2) m2 = 2 = m3 − 1 (i.e Π1
p has length two); AND

3) c = r.

Proof: Suppose that at least one of these does not hold. Since |L(xm2
)| ≥ 5, we fix an f ∈ L(xm2

)\({c, r}∪Sleft).
Suppose now that at at least one of conditions 1)-3) above does not hold. Since Π1

p has no chords in G, except
possibly xm2−1xm2+1, and each internal vertex of Π1

p has an Lϕ-list of size at least five, there is an Lϕ-coloring σ
of V (Π1

p) in which x1, xm2
, xm3

are colored with respective colors c, f, r, and furthermore, each internal vertex
of Qleft is colored with a color not in Sleft, and each internal vertex of Qright is colored with a color not in Sright.

Consider the pair (G[V (Π0
p ∪ Π1

p)], σ). By assumption, this pair is not a (C, p)-wedge. By the assumption of
the subclaim, there is no vertex of Π2

p adjacent to more than two vertices of Π1
p, so the only condition which is

violated is the inertness condition. It follows that there is an extension of ϕ ∪ σ to an L-coloring τ of the path
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p1x1Π
1
pxm3

ut3 such that τ does not extend to u1 · · ·ut3−1. Since |Sright \{f}| ≥ 1, it follows from the definition
of Sright that τ extends to an L-coloring τ∗ of dom(τ) ∪ V (H3) using a color of Sright on ut2 . Since f ̸∈ Sleft, it
follows from Observation 1.4.2 that the L-coloring (f, τ∗(ut2)) of xm2

ut2 extends to an L-coloring of H2 using
a color of Sleft on ut1 , and thus τ∗ extends to L-color u1 · · ·ut3−1, contradicting our choice of τ . We conclude
that conditions 1)-3) above all hold, as desired. ■

Since xm2−1xm2+1 ∈ E(G) and G is short-separation-free, H2 is not a triangle. By Lemma 5.1.8, ut2xm2 is also an
L-shield for H2. Since |L(ut2)| = 3, there is a σ ∈ ML(H2, ut2xm2) such that σ(ut2) ∈ Sleft. By Subclaim 5.3.15,
we have r ∈ Lϕ(x1), since c = r, so it follows from Claim 5.3.10 that r ∈ L(ut1). Since σ ∈ML(H2, ut2xm2), we
thus have σ(xm2) ̸= r. Since |Lϕ(x1)| ≥ 3, let τ be an Lϕ-coloring of V (Π1

p) in which x2 is colored with σ(x2), x3
is colored with r, and x1 is colored with a color of Lϕ(x1) \ {r, σ(x2)}. Since σ(xm2) ̸= r, τ is a proper Lϕ-coloring
of its domain. Since σ(ut2) ∈ Sleft), any extension of τ ∪ ϕ to an L-coloring of dom(τ ∪ ϕ) ∪ {ut3} also extends to
L-color the path ut1 · · ·ut3−1, so the pair (G[V (Π0

p ∪Π1
p)], τ) is a (C, p)-wedge, contradicting our assumption. ■

Claim 5.3.16. ut3xm2 is not an L-shield for H3. In particular, H3 is a triangle and |L(ut2) ∩ L(ut3)| ≥ 2.

Proof: Suppose that ut3xm2
is an L-shield for H3. By Claim 5.3.14, there is a z ∈ V (Π2

p) adjacent to each of
xm2−1, xm2

, xm2+1, so N(xm2
) = {z, xm2−1, xm2+1} ∪ {ut1 , · · · , ut2} and Π1

p is an induced subgraph of G. By
Claim 5.3.11, there exists an r ∈ L(xm3

) and two distinct elements ψ1, ψ2 of ML(H3, ut2xm2
) using r on xm3

. Let
Tright := {ψ1(ut2), ψ2(ut2)}. By Claim 5.1.15, since r ̸∈ Tright, there is an L-coloring σright of xm2+1 · · ·xm3

such
that σright(xm3

) = r and each vertex of xm2+1 · · ·xm3
is colored by a color not lying in Tright. Let r′ := σright(xm2+1).

Possibly m2 + 1 = m3 and r′ = r. Since |Lσright(xm2
)| ≥ 4, there is an S ⊆ Lσright(xm2

) \ Tright with |S| = 2.

By Claim 5.3.10, there exist distinct c1, c2 ∈ Lϕ(x1) and an r∗ ∈ L(ut1) such that ZH1,L
p
ϕ
(ϕ(p), cj , •) = {r∗}

for each j = 1, 2. Thus, it immediately follows from Proposition 1.4.5 that there is a c ∈ Lϕ(x1) such that
ZH1,L

p
ϕ
(ϕ(p), c, •) ̸⊆ S.

Subclaim 5.3.17. m2 = 2.

Proof: Suppose that m2 > 2. As indicated above, there is a c ∈ Lϕ(x1) with ZH1,L
p
ϕ
(ϕ(p), c, •) ̸⊆ S. Let c∗ ∈

ZH1,L
p
ϕ
(ϕ(p), c, •) \S. Since m2 > 2, we have Lϕ(xm2−1) = L(xm2−1), and since each vertex of x2 · · ·xm2−1

has an Lϕ-list of size at least five, there is an Lϕ-coloring σleft of {ut1} ∪ V (Qleft − xm2) such that σleft(x1) = c,
σ(ut1) = c∗, and each vertex of x2 · · ·xm2−1 is colored with a color not lying in S. Since Π0

p is an induced
subgraph of G, σleft ∪ σright is an induced subgraph of G. By assumption, (G[V (Π0

p ∪Π1
p)], σleft ∪ σright) is not a

(C, p)-wedge, so there exists an extension of ϕ∪σleft∪σright to an L-coloring τ of dom(ϕ∪σleft∪σright)∪{z, ut3}
such that τ does not extend to L-color {xm2} ∪ {ut1+1 · · ·ut3−1}. Yet by our construction of σleft, we have
Lτ (xm2) \ S ̸= ∅, so it follows from Observation 1.4.2 that τ extends to an L-coloring of H2 using a color of
Tright on ut2 . Thus, τ extends to L-color {xm2} ∪ {ut1+1 · · ·ut3−1}, contradicting our assumption. ■

For each c ∈ Lϕ(x1), let σc be the extension of σright to an Lϕ-coloring of {x1} ∪ {xm2+1, · · · , xm3
} obtained by

coloring x1 with c. Since Π1
p is an induced subgraph of G, each of these is a proper Lϕ-coloring of its domain. By

assumption, for each c ∈ Lϕ(x1), the pair (G[V (Π0
p ∪ Π1

p)], σ
c) is not a (C, p)-wedge, so there is an extension of

ϕ ∪ σc to an L-coloring τ c of dom(ϕ ∪ σc) ∪ {z, ut3} which does not extend to L-color {xm2
} ∪ V (Π0

p).

Subclaim 5.3.18. For each c ∈ Lϕ(x1), Lτc(x2) = Tright.

Proof: Suppose there is a contradiction that there is a c ∈ Lϕ(x1) with Lτc(x2) ̸= Tright. Since |Lτc(x2)| ≥ 2,
there is a d ∈ Ltauc(x2) \ Tright. By Theorem 0.2.3, ZLp

ϕ,H1
(ϕ(p1), c, •) ̸= ∅, so it follows from Observation

155



1.4.2 that τ c extends to an L-coloring of dom(τ c) ∪ V (H1 ∪ H2) using d on x2 a color of Tright on ut2 . By
definition of Tright, it follows that τ c extends to an L-coloring of Π0

p, contradicting our assumption. ■

It follows from Subclaim 5.3.18 that |L(x2)| = 5 and Lϕ(x1) ∪ {r} is a subset of Lϕ(x2) \ Tright of size four, but it
also follows from Subclaim 5.3.18 that |Lϕ(x2) \ Tright| = 3, a contradiction. ■

Applying Claim 5.3.16, we fix a color r∗ ∈ L(xm3
) \ (L(ut2) ∪ L(ut3)). By Claim 5.3.10, Qleft is an edge. Since

Qright is an induced subpath of G and each vertex of Qright has an Lϕ-list of size at least five, there is an L-coloring
σ of Qright − x2 such that σ(xm3

) = r∗ and each vertex of of x3 · · ·xm3
is colored with a color outside of L(ut2).

Applying Claim 5.3.10, we fix a color r ∈ Lϕ(x1) ∩ L(x2) such that the following hold.

1) There are two elements of ML(H2, ut1xm2
) using r on xm2

; AND

2) ZH1,L
p
ϕ
(ϕ(p), r, •) = L(ut1) \ {r} = Lϕ(x1) \ {r}.

Let Tleft := ZH1,L
p
ϕ
(ϕ(p), r, •). We now have the following:

Claim 5.3.19. There is a z ∈ V (Π2
p) adjacent to all three of xm2−1, xm2

, xm2+1.

Proof: Suppose not. Consider the following cases:

Case 1: Either Π1
p is induced or σ(x3) ̸= r.

In this case, since Lϕ(x2) \ (Tleft ∪ {r, σ(x3)})| ≥ 1, there is an extension of σ to an Lϕ-coloring σ′ of V (Π1
p)

with σ′(x1) = r and σ′(x2) ̸∈ Tleft. By construction of σ′, we have |Lϕ∪σ′(ut3)| = 3. By assumption, the pair
(G[V (Π0

p ∪ Π1
p)], σ

′) is not a (C, p)-wedge, so the inertness condition is violated, i.e there is an extension of ϕ ∪ σ′

to an L-coloring τ of dom(ϕ ∪ σ′) ∪ {ut3} which τ does not extend to L-color the path Π0
p. Since H3 is a triangle

and |Lϕ∪σ′(ut2)| ≥ 2, there is a color left in Lτ (ut2). Since σ′(x2) ̸∈ Tleft, it follows from Observation 1.4.2 that τ
extends to L-color ut1 · · ·ut3 using a color of Tleft on ut1 , so τ extends to L-color the path Π0

p, a contradiction.

Case 2: Π1
p is not induced and σ(x3) = r

In this case, x1x3 is the lone chord of of Π1
p and N(x2) = {x1, x3} ∪ {ut1 , · · · , ut2}. Since Tleft ⊆ Lϕ(x1) \ {r} and

each vertex of Qright has an Lϕ-list of size at least five, there is an extension of σ to an Lϕ-coloring σ′ of V (Qright −
x2)∪V (H1) which colors x1 with a color of Tleft and colors ut1 with r. By assumption, the pair (G[V (Π0

p ∪Π1
p)], σ

′)

is not a (C, p)-wedge, so the inertness condition is violated. That is, there exists an extension of σ′ to an L-coloring τ
of dom(ϕ∪σ′)∪{ut3} such that τ does not extend to L-color {x2}∪{ut1+1, · · · , ut3−1}. Now, since each of ut1 , x3
is colored with r, we have |Lτ (xm2

)| ≥ 3. By our construction of σ′, we have |Lϕ∪σ′(ut2)| = 3, so Lτ (ut2)| ≥ 2,
and there is a d ∈ Lτ (xm2

) such that |Lτ (ut2) \ {d}| ≥ 2. Thus, applying Observation 1.4.2 to the edge ut1xm2
,

together with the fact that H3 is a triangle, τ extends to L-color {x2} ∪ {ut1+1, · · · , ut3−1}, a contradiction. ■

Applying Claim 5.3.19, since m2 = 2, let z be the lone vertex of Π2
p adjacent to each of x1, x2, x3. Since G is

short-separation-free, we have x1x3 ̸∈ E(G), so Π1
p is an induced subgraph of G. Let Tleft = {s0, s1}.

Claim 5.3.20. The following hold.

1) Tleft ⊆ L(x2); AND

2) σ(x3) ∈ L(xm2
) \ ({r} ∪ Tleft); AND

3) There exists a d ∈ L(ut2) such that L(ut2) = Tleft ∪ {d} and, for each j = 0, 1, ZH2,L(sj , s1−j , •) = {d}.
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Proof: As Π1
p is an induced subgraph of G, σ extends to an Lϕ-coloring σ† of V (Π1

p − x2) with σ†(x1) = r. By
assumption, (G[V (Π0

p ∪ Pi1p)], σ†) is not a (C, p)-wedge. Since x2 is uncolored, the inertness condition is violated
and there is an extension of ϕ ∪ σ† to an L-coloring τ of dom(ϕ ∪ σ†) ∪ {z, ut3} which does not extend to L-color
{x2} ∪ V (Π0

p). Sin Tleft = ZLp
ϕ,H1

(ϕ(p), r, •), there is no Lτ -coloring of H2 using one of {s0, s1} on ut1 . By our
construction of σ, we have |Lτ (ut2)| ≥ 2. Since |Lτ (x2)| ≥ 2, and there is no Lτ -coloring of H2 using a color of
Tleft on ut1 , it follows from Observation 1.4.2 that Lτ (x2) = Lτ (ut2) = Tleft. Furthermore, for each j = 0, 1, the lone
color of ZH2,L(sj , s1−j , •) is τ(ut3), so each of 1)-3) hold. ■

Applying Claim 5.3.20, let L(ut2) = {s0, s1, d} for some color d. Recall that r has been chosen so that there is an
element of ML(H2, ut1x2) using r on x2, so, by definition, r ̸∈ L(ut2) and r ̸= d. Ssince ZH2,L(sj , s1−j , •) = {d}
for each j = 0, 1, it follows from Proposition 1.4.4 that {s0, s1} ⊆ L(uk) for each k = t1 + 1, · · · , t2 − 1.

Claim 5.3.21. For each j = 0, 1, |ZH2,L(r, sj , •)| = 1.

Proof: Suppose there is a j ∈ {0, 1} for which this does not hold, say j = 1 without loss of generality. Recall
that ZH1,L

p
ϕ
(ϕ(p), s0, •) = {r}. Since Π1

p is an induced subgraph of G, σ extends to an Lϕ-coloring σ⋆ of V (H1) ∪
V (Qright−x2) using s0, r on the respective vertices x1, ut1 . By assumption, (G[V (Π0

p∪Π1
p), σ

⋆) is not a (C, p)-wedge.
Since x2 is uncolored and |Lϕ∪σ⋆(ut3)| = 3, the inertness condition is violated, so there is an extension of ϕ ∪ σ⋆ to
an L-coloring τ of dom(ϕ ∪ σ⋆) ∪ {z, ut3} which does not extend to L-color V (H2 \ {ut1}). Since |Lτ (x2)| ≥ 1,
let f ∈ Lτ (x2). We then have ZH2,L(r, f, •) ∩ Lτ (ut2) = ∅. By our construction of σ, |Lϕ∪σ⋆(ut2)| = 3, so
|Lτ (ut2)| ≥ 2. By assumption, ZH2,L(r, s1, •)| > 1, so ZH2,L(r, s1, •) ∩ Lτ (ut2) ̸= ∅ and f ̸= s1. Since σ⋆(x1) =
s0, we have f ∈ L(xm2

) \ {s0, s1, r}. Since |ZH2,L(r, f, •)| = 1, we have f = d by Proposition 1.4.4. If H2 is a
triangle, then s0, s1 ∈ ZH2,L(r, f, •), which is false, so H2 is not a triangle. But then, again by Proposition 1.4.4, we
have r, d ∈ L(ut1+1). Since |L(ut1+1)| = 3 and {s0, s1} ⊆ L(ut1+1), we have a contradiction. ■

For each k = ut1 , · · · , ut2−1, let Hk
2 be the broken wheel with principal path ukx2ut2 , where Hk

2 − x2 = uk · · ·ut2 .

Claim 5.3.22. For each k = t1, · · · , t2 − 1, the following hold.

1) L(uk) = {r, s0, s1}; AND

2) For each j = 0, 1 and f ∈ L(uk) \ {s1−j}, we have |ZHk
2 ,L

(f, s1−j , •)| = 1.

Proof: We show this by induction on k. If k = ut1 then Hk
2 = H2. We have L(ut1) = {r, s0, s1} and, by Claim

5.3.21, we have |ZH2,L(r, s1−j , •)| = 1 for each j = 0, 1. By Claim 5.3.20, we have ZH2,L(sj , s1−j , •) = {d}
for each j = 0, 1. This completes the base case. If H2 is a triangle, then we are done, so suppose now that H2 is
not a triangle, let k ∈ {ut1+1, · · · , ut2−1}, and suppose that 1) and 2) above hold for k − 1. For each j = 0, 1 and
f ∈ L(uk−1), we have |ZHk−1

2 ,L(f, s1−j , •)| = 1. Since Hk−1
2 is not a triangle, it follows from Proposition 1.4.4

that r ∈ L(uk), so L(uk) = {r, s0, s1} and k satisfies 1). Suppose there is a j ∈ {0, 1} and an f ∈ {r, sj} such that
|ZHk

2 ,L
(f, s1−j , •)| ≥ 2. Letting f∗ ∈ L(uk−1) \ {f, s1−j}, we then have ZHk−1

2 ,L(f
∗, s1−j , •)| ≥ 2, contradicting

our induction hypothesis. ■

Let k = ut2 − 1. By Claim 5.3.22, we have r ∈ L(uk) and |ZHk
2 ,L

(r, sj , •)| = 1 for each j = 0, 1, so r ∈ L(ut2),
which is false. This completes the proof of Lemma 5.3.1 and Theorem 5.1.14 and thus completes the proof of Theorem
5.1.6.
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Chapter 6

Deleting Vertices Near the Open Rings of
Critical Mosaics

In this chapter, we build on the work of Chapter 5 to carefully cut away part of an open ring in a critical mosaic near
the precolored path. We begin with the following natural definition analogous to Definition 3.3.8..

Definition 6.0.1. Let T = (G, C, L, C∗) be a critical mosaic and let C be an open T -ring. Let C2 be the unique cycle
of G specified in Theorem 4.0.1. We call C2 the 2-necklace of C.

When we cut away part of an open ring in a critical mosaic it is easier to analyze proper k-chords of the 2-necklace
of an open ring, rather than proper k-chords of the specified open ring, for small values of k. We first introduce the
following natural definition.

Definition 6.0.2. Let T = (G, C, L, C∗) be a critical mosaic and let C be an open T -ring. Let C2 be the 2-necklace
of C. We define a subgraph Ĝ of G which we call the large side of C2 as follows. We set Ĝ to be Int(C2) if C is the
outer face of G, and otherwise set Ĝ to be Ext(C2). We call the graph G \ (Ĝ \ C2) the small side of C2.

We now have the following simple observation.

Observation 6.0.3. Let T = (G, C, L, C∗) be a critical mosaic and letC be an open T -ring. LetC2 be the 2-necklace

of C and let Ĝ be the large side of C2. Let k < Nmo
4 − 4 and let Q be a k-chord of C2 in Ĝ. Let Ĝ = G0 ∪G1 be the

natural Q-partition of Ĝ. Then there exists an i ∈ {0, 1} such that C ′ ⊆ Gi for all C ′ ∈ C \ {C}.

Proof. Let u, u′ be the endpoints of Q. If there is a k-chord Q′ of C such that Q is a subpath of Q′, then the desired
result follows from Corollary 2.3.8. Now suppose that no such k-chord ofC exists, and suppose toward a contradiction
that there exist C0, C1 ∈ C \ {C} such that Ci ⊆ Gi for each i = 0, 1. Thus, it follows that either Q is a cycle (i.e
not a proper generalized chord) or Q is a proper generalized chord whose endpoints have a common neighbor in C1.
In either case, there is a cycle D which separates C0 from C1, where Q ⊆ D and |V (D) \ V (Q)| ≤ 1. Since
Rk(C) = 2N and |V (D)| ≤ Nmo

4 , it follows from Corollary 2.1.30 that d(D,V (C \ P̊) > 2Nmo − 3Nmo
8 . Yet each

vertex of Q is of distance at most 2 from V (C) and thus, since |E(P)| ≤ 2Nmo
3 , each endpoint of Q is of distance at

most Nmo
3 + 2 from C \ P̊, a contradiction.

Given the observation above, it is natural to introduce the following notation.

Definition 6.0.4. Let T = (G, C, L, C∗) be a critical mosaic and let C be an open T -ring. Let C2 be the 2-necklace
of C Let Ĝ be the large side of C2. Let k < Nmo

4 − 4 and let Q be a k-chord of C2 (not necessarily proper). We let
Ĝ = Ĝsmall

Q ∪ Ĝlarge
Q be the natural Q-partition of Ĝ, where, for each C ′ ∈ C \ {C}, we have C ′ ⊆ Ĝlarge

Q .
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It is clear that the partition defined above respects the orientation defined by the subpath of the 2-necklace consisting
of the neighbors of the precolored path, which is made precise by the following observation.

Observation 6.0.5. Let T = (G, C, L, C∗) be a critical mosaic and letC be an open T -ring. LetC2 be the 2-necklace

of C and let Ĝ be the large side of C2. Let k < Nmo
4 − 4 and let Q be a k-chord of C2 in Ĝ, where neither endpoint of

Q lies in P̊1. Then P1 ⊆ Ĝlarge
Q .

Proof. If this does not hold, then either there is a cycleD of length at most k+2 with d(C,D) ≤ 2, whereD separates
C from an element of C \ {C}, or there is a Q′ ∈ K(C, T ) of length at most k + 4 such that Q′ separates P from
an element of C \ {C}. In the first case, we contradict Corollary 2.1.30, and in the second case, we contradict 3) of
Theorem 2.2.4.

We require some more setup before we state our main result for Chapter 6. Given an open ring C in a critical mosaic,
we introduce the following very natural way to associate to a vertex z which is close to the 2-necklace of C a “span”
of z which is determined by the neighbors of z and the vertices of C2 of distance two from z.

Definition 6.0.6. Let T = (G, C, L, C∗) be a critical mosaic and let C be an open T -ring. Let C1 be the 1-necklace
of C and let C2 be the 2-necklace of C. Let Ĝ be the large side of C2. Given a z ∈ D2(C

2, Ĝ), we associate to z a
subgraph Span(z) of Ĝ in the following way.

1) If there exists a proper 4-chord P of C2 in Ĝ whose midpoint in C, then we set Span(z) to be the unique proper
4-chord P of C2 which minimizes the quantity |V (Ĝsmall

P )|.

2) If no such proper 4-chord of C1 exists, then we define Span(z) in the following way.

a) If N(z) ∩ D1(C
2) consists of a lone vertex v, and |N(v) ∩ V (C2)| = 1, then we set Span(z) to be the

unique 2-path with z as an endpoint and the other endpoint in C2.

b) If N(z)∩D2(C) consists of a lone vertex v, and |N(v)∩V (C2)| > 1, then we set Span(z) to be the claw
on the vertices {v, z, x, x′}, where Span(z) has central vertex z and xvx′ is the unique 2-chord of C1 with
central vertex v which maximizes the quantity |V (Ĝsmall

xvx′)|.

c) If |N(z)∩D2(C)| > 1, then, sinceG isK2,3-free, there exist vertices v, v′, x such thatN(z)∩D1(C
2) =

{v, v′} and N(v) ∩ V (C2) = N(v′) ∩ V (C2) = {x}, and set Span(z) to be the 4-cycle zvxv′.

Thus, for each z ∈ D2(C
2, Ĝ), Span(z) is either a 4-path, a 4-cycle, a claw, or a 2-path. There is a natural way to

associate to each such z a subpath of C2 in the following way.

Definition 6.0.7. Let T = (G, C, L, C∗) be a critical mosaic and let C be an open T -ring. Let C2 be the 2-necklace
of C and let Ĝ be the large side of C2. Given a z ∈ D2(C

2, Ĝ), we let Pin(z) be the unique subpath of C2 such that
the following hold.

1) If Span(z) is either a 2-path or a 4-cycle, then Pin(z) is just the singleton path Span(z) ∩ C2; AND

2) The endpoints of Pin(z) are the vertices of Span(z)∩C2 and, in Ĝ, Span(z) separates the edges of Pin(z) from
all the elements of C \ {C}.

We require one more definition and then we state our main result for Chapter 6.

Definition 6.0.8. Let T := (G, C, L, C∗) be a critical mosaic, let C ∈ C be an open T -ring, let C2 be the 2-necklace
of C, and let Ĝ be the large side of C2. Let ϕ be the unique L-coloring of V (P). Given a z ∈ D2(C

2, Ĝ), a (C, z)-
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opener is a pair [K,ψ], where K is a connected subgraph of G which we call the underlying graph of [K,ψ], and ψ is
an extension of ϕ to an partial L-coloring of V (K) such that the following hold.

1) P ⊆ K and, for each v ∈ V (K) ∩B1(C), we have d(v,P) ≤ 6; AND

2) V (K \ dom(ψ)) is Lψ-inert and, for each u ∈ D1(K), |Lψ(u)| ≥ 3; AND

3) There is at most one vertex of (dom(ψ) ∩D1(C
2, Ĝ)) \ Sh4(C

2, Ĝ) which does not lie in Span(z); AND

4) For any v ∈ V (H) ∩ Sh4(C
2, Ĝ), either v ∈ Sh3(C

2, Ĝ), or Span(z) is a 4-chord of C2 which, in Ĝ separates
v from every element of C \ {C}; AND

5) K ∩ C2 is a subpath P of C2 such that the following hold.

a) Each of P1 and Pin(z) is a subpath of P , and V (K) ⊆ Sh4(P,C
2, Ĝ) ∪ V (C) ∪ B1(C

2) ∪ {z}. We call
the unique (Pin(z),P1)-subpath of P the head of [K,ψ]; AND

b) If Pin(z) is not a terminal subpath of P , then each vertex of P has distance at most 8 from P; AND

c) If Pin(z) ∩ P1 = ∅, then every vertex of P outside of the head of [K,ψ] has distance at most 8 from P;

AND

d) If Pin(z) ∩P1 ̸= ∅, then every vertex of P \ Sh4(P,C2, Ĝ) has distance at most 14 from P; AND

e) For all v ∈ V (K) ∩ V (C1 \P1), all of the neighbors of v on C2 lie in P .

When we construct a smaller counterexample from a critical mosaic by deleting a path between the outer face and
another ring, we need to be careful in the case where the outer face is an open ring, because two internal rings are
possibly both close to the outer face but still far from each other. This is not the case if the outer face is a closed ring,
since closed rings in a mosaic are of bounded length, but if the outer face is an open ring, then we want to ensure that,
in a small ball around the outer face, we have some control over how far our deletion set is from the precolored path
of the outer face, otherwise the new tessellation possibly has an internal ring which is too close to the new outer face
to satisfy the distance conditions of Definition 2.1.6. This is the reason for the somewhat technical conditions in 5) of
Definition 6.0.8. Our main theorem for Chapter 6 is the following theorem. In order to deal with the case where the
outer face is an open ring, we need to specify a direction along which we cut open the graph on the 2-necklace of the
ouer face. This is the reason we need to prove 2) of the theorem below.

Theorem 6.0.9. Let T := (G, C, L, C∗) be a critical mosaic, let C ∈ C be an open T -ring, and let C2 be the 2-

necklace of C. Let Ĝ be the large side of C2 and let p, p′ be distinct endpoints of P1. Then, for any z ∈ D2(C
2, Ĝ) \

Sh4(C2, Ĝ), the following hold.

1) There exists a (Cz)-opener; AND

2) If Pin(z) ∩ P1 = ∅ and there is no (Pin(z), p)-path of length at most 16 on the small side of C2, then there

exists a (C, z)-opener whose head has p′ as an endpoint.

6.1 Deleting a C-Wedge

For the remainder of this chapter, in order to avoid repetition, we fix the following data.

1) We let T := (G, C, L, C∗) be a critical mosaic, ww let C ∈ C be an open ring, and we let C1 be the 1-necklace
of C and C2 be the 2-necklace of C; AND
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2) We let P := PT (C) and P1 := P1
T (C); AND

3) We let ϕ be the unique L-coloring of V (C); AND

4) We set Ĝ to be the large side of C2 and, applying Theorem 5.1.6, we fix a C-wedge (H,ψ) and let φ := ϕ ∪ ψ

All of this fixed information is in the background of the remainder of Chapter 6 so that the statements of the interme-
diate results and definitions that we need for the proof of Theorem 6.0.9 do not become too long and unwieldy.

In order to prove Theorem 6.0.9 we perform a partial coloring and deletion similar to that of Section 1.7. An overview
of this idea is as follows. It follows from Theorem 4.0.1 that C2 is a facial subgraph of Ĝ in which most of the vertices
have Lφ-lists of size five, except for the vertices of C2 on a short subpath of C2 which contains P1. We want an
analogue to Theorem 1.7.5 for a subpath of C2. One complication is that C2 is a facial subgraph of Ĝ but not a facial
subgraph ofG\H . However, most of the vertices of C1 \(P1∪H) also have Lφ-lists of size five, and, in any case, we
no longer need to deal with the remaining vertices of C, because we have cut away all the vertices of C with neighbors
in C2. The two propositions below make this precise by describing the graph obtained from G by deleting H .

Proposition 6.1.1. C1 \ (H ∪ P1) is a path and furthermore, there is a unique subpath Ω1 of the subgraph of G

induced by C1 \ (H ∪P1) such that Ω1 satisfies all of the following.

1) Every vertex of Ω1 has an Lφ-list of size at least five, except for the endpoints of Ω1, and each endpoint of Ω1

has an Lφ-list of size at least three; AND

2) Ω1 is an induced subgraph ofG and every vertex of C1 \ (H ∪P1) with a neighbor inG\B1(C) lies in V (Ω1);

AND

3) For every v ∈ V (C2 \ P1), if v has a neighbor in V (G \ Ĝ) \ V (H), then the subgraph of G induced by

N(v) ∩ (V (G \ Ĝ) \ V (H)) is a subpath of Ω1; AND

4) |E(Ω1)| ≥ 13.

Proof. Recalling Theorem 3.0.2, every chord of the path C1 \ P1 has endpoints which are also the endpoints of
a subpath of C1 \ P1 of length precisely two. Since G is short-separation-free, there is a unique subpath Ω of
G[V (C1 \P1) such that, for every v ∈ V (G) \ B1(C), if v has a neighbor in C1 \P, then N(v) ∩ B1(C) ⊆ V (Ω),
i.e Ω is the unique path obtained from C1 by replacing all the 2-paths in C1 whose endpoints are also the endpoints
of a chord of C1 with the corresponding chord of C1. It follows from 1) of Theorem 2.3.2 the endpoints of Ω are not
adjacent.

Note that the endpoints of C1 \P1 are also the endpoint of Ω, and, since endpoints of Ω are not adjacent in G, Ω is an
induced subgraph of G. Let p, p′ be the endpoints of P. Recalling Definitions 5.1.2 and 5.1.5, C1 \ (P∪H) is a path,
since H ∩ C1 consists of two disjoint connected components, where one of these components is a terminal subpath
of Π1

p and the other component is a terminal subpath of Π1
p′ . Let Ω1 := Ω \H . Note that Ω1 is a subpath of Ω, and

the only vertices of Ω1 with neighbors in H are the endpoints of Ω1. By Definition of H,ψ), each endpoint of Ω1 has
an Lφ-list of size at least three, each each other vertex of Ω1 has no neighbors in P and no neighbors in H , and thus
has an Lφ-list of size at least five. Finally, it follows from Theorem 4.0.1 that, for every v ∈ V (C2 \ P1), if v has a
neighbor in V (G \ Ĝ) \ V (H), then the subgraph of G induced by N(v) ∩ (V (G \ Ĝ) \ V (H)) is a subpath of Ω1.

Let q, q′ be the endpoints of Ω1 and let p, p′ be the endpoints of P. Without loss of generality, let q have a neighbor
v ∈ V (H ∩ Π1

p) and let q′ have a neighbor v′ ∈ V (H ∩ Π1
p′). Now, G[V (H) ∩ V (Π0

p ∪ Π1
p)] contains a (v,P)-path

which has p as an endpoint and has length at most five, and likewise, G[V (H)∩V (Π0
p′ ∪Π1

p′)] contains a (v′,P)-path
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which has p′ as an endpoint and has length at most five, where these two paths are disjoint. Thus, if |E(Ω1)| < 13,
then, recalling Definition 2.3.1, there exists a C-band of length at most 6 + 6 + 12. Since Nmo ≥ 96, this contradicts
1) of Theorem 2.3.2.

The second of our two propositions describes the lists of C2 that result after we color and delete dom(φ) from
V (G).

Proposition 6.1.2. C2 ∩H = ∅ and there is a unique path Γ2 ⊆ C2 such that all of the following hold.

1) E(C2 \ Γ̊2) ≥ 13; AND

2) P1 ⊆ Γ2 and every vertex of Γ2 is of distance at most 6 from V (P) in G; AND

3) Every vertex of C2 \ Γ2 has an Lφ-list of size at least five; AND

4) Each endpoint of P1 is an internal vertex of Γ2, and every vertex of Γ2 has an Lφ-list of size at least three,

except possible the endpoints of P1, which have Lφ-lists of size at least two; AND

5) The only vertices of Γ2 with a neighbor in Ω1 are the endpoints of Γ2. Conversely, every vertex of C2 \ Γ̊2 has

a neighbor in Ω1.

Proof. Firstly, we have C2 ∩H = ∅ since C2 ∩ (C ∪ C1) = P1 and H ∩P1 = ∅. Let p, p′ be the endpoints of P.
Recalling the notation of Definition 5.1.4, each of Π2

p and Π2
p′ is a terminal subpath of C2 \ P1 and every vertex of

C2 \ P1 with a neighbor in H lies in Π2 ∪ Π2
p′ . By Definition 5.1.5, the set of vertices of Π2

p with a neighbor in H
form a subpath of π2

p of Π2
p which is a nonempty terminal subpath of C2 \P1. Likewise, set of vertices of Π2

p with a
neighbor in H form a subpath of π2

p of Π2
p, where π2

p′ is a terminal subpath of C2 \ P1 containing the other terminal
vertex of C2 \P1.

We now set Γ2 to be the subpath of of C2 consisting of all the vertices of V (P1 ∪ π2
p ∪ π2

p′). Since each vertex of
Π2
p has distance at most 6 from p and each vertex of Π2

p′ has distance at most 6 from p′, Condition 2) is satisfied. If
|E(C2 \ Γ̊2| < 13, then, as in the proof of Proposition 6.1.1, there exists a C-band of length at most 12 + 6 + 6,
contradicting 1) of Theorem 2.3.2, so Condition 3) is satisfied.

By Definition 5.1.5, each of π2
p, π

2
p′ is nonempty, so each endpoint of P1 is an internal vertex of Γ2. Let q, q′ be the

endpoints of P1. By Definition 5.1.5, there is no chord of C1 with one endpoint inH and one endpoint in P1 \{q, q′},
so each vertex of P1 \ {q, q′} has an Lφ-list of size at least three, and, again by Definition 5.1.5, each of q, q′ has an
Lφ-list of size at least two. Thus, Condition 4) is satisfied. By our choice of paths π2

p, π
2
p′ , the only vertices of Γ2 with

a neighbor in Ω1 are the respective endpoints of π2
p, π

2
p′ which are also endpoints of Γ2. Conversely, each vertex of

C2 \ Γ2 is one endpoint of a 2-path whose other endpoint lies in C1 \P and whose midpoint lies in Ω1.

We also have the following simple osbervation, which states that, for sufficiently small values of k, if we have a k-
chord of C2 in Ĝ where neither endpoint is an internal vertex of P1, then the “small” side of a k-chord of C2 in Ĝ (as
specified in Definition 6.0.4) does not separate the elements of C \ {C} from P1.

Proposition 6.1.3. For any integer 1 ≤ k ≤ Nmo
4 − 4, any subpath Q of C2 \ P̊1, and any k-chord R of C2 with both

endpoints in Q, we have Q ⊆ Ĝsmall
R . In particular, Q is (k, Lφ)-short in (C2, Ĝ).

Proof. Let Ĝ = Ĝ0 ∪ Ĝ1 be the natural R-partition of Ĝ. If R is not a proper k-chord of Ĝ (i.e R is a cycle) then we
are immediately done by Corollary 2.1.30. Now suppose that R is a proper k-chord of Ĝ and suppose without loss of
generality that Ĝ0 ∩Q has one connected component, and Ĝ1 ∩Q has two connected components. In the notation of
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Definition 6.0.4, we just need to check that Ĝ0 = Ĝsmall
R . Firstly, since Ĝ0 ∩Q is a subpath of Q, and both endpoints

of R lie in Q, we have Ĝ0 ∩ C2 = Ĝ ∩ Q, so Ĝ0 ∩ C2 ⊆ Q and P1 ⊆ Ĝ1. Suppose toward a contradiction that
Ĝ0 ̸= Ĝsmall

R . Thus, we have Ĝ0 = Ĝlarge
R .

Claim 6.1.4. There is a a proper k + 4-chord R′ of C such that R ⊆ R′ and both endpoints of R′ lie in C \ P̊.

Proof: Note that each vertex of C2 \P1 has a neighbor in C1 \P1, and each vertex of C1 \P1 has a neighbor in C \ P̊.
Thus, if no such proper k + 4-chord of C exists, then G contains a cycle D with R ⊆ D and |V (D)| ≤ k + 4, where,
in G, D separates Ĝ0 from P, and since D intersects with C on at most a lone vertex, D separates each element of
C \ {C} from C. But since C is an open T -ring, we have Rk(T |C) = 2Nmo, and since d(D,C) ≤ 1 and |V (D) ≤,
we contradict Corollary 2.1.30. ■

Let R′ be as in Claim 6.1.4. As neither endpoint of R′ is an internal vertex of P, we have R′ ∈ K(C, T ). Now, by
3) of Theorem 2.2.4, P ⊆ Glarge

R′ and thus P1 ⊆ Ĝlarge
R . Since P1 ⊆ Ĝ1, we have Ĝ0 = Ĝsmall

R , contradicting our
assumption.

In certain cases, we also deal with the special case of a 2-chord of a subpath of C2 whose midpoint also lies in C2. An
identical argument to the one above shows the following simple observation.

Proposition 6.1.5. Let Q be a subpath of C2 of length at least one and let q, q′ be the endpoints of Q. Let v ∈
V (C2 \Q) and suppose that Ĝ contains each of vq and v′q as chords of C2. Let D be the cycle Q+vqv′ and let K be

the subgraph of G consisting of all the edges and vertices in the unique closed region bounded by D which contains

no edges of E(C2) \ E(Q). Then K contains no elements of C \ {C}.

In view of the above, it is natural to introduce the following definition.

Definition 6.1.6. Let Q be a subpath of C2. A Q-fulcrum is a vertex v ∈ V (Q) which is both a Q-hinge and satisfies
the additional property that, if v is an internal vetex of Q, then there is no w ∈ V (C2) such that Ĝ contains no pair of
chords which both have w as an endpoint and whose non-w-endpoints lie in different connected components of Q−v.

6.2 Extending Span(z) for Vertices of Distance Two from C2

Our approach to the proof of Theorem 6.0.9 is as follows. Given a z ∈ V (Ĝ)∩D2(C
2), we color and delete a subpath

of C2 which contains Span(z) ∩ V (C2) and which contains all the vertices of C2 with Lφ-lists of size less than five,
where this subpath satisfies Condition 5) of Definition 6.0.8. We want the path we construct to contain every chord of
C2 in Ĝ with one endpoint in Γ2 and the other endpoint in C2 \ Γ2, so we make the following definition.

Definition 6.2.1. The chord-closure of Γ2 is the unique minimal subpath Γ2c of C2 such that Γ2 ⊆ Γ2c and there is
no chord of C2 in Ĝ with one endpoint in Γ2 \ P̊1 and the other endpoint in C2 \ Γ2c.

We check that this indeed a well-defined subpath of C2.

Proposition 6.2.2. Γ2c is a proper subpath of C2 and, in particular, |E(C2 \ Γ̊2)| ≥ 10.

Proof. Suppose that either Γ2c is not a proper subpath ofC2 or it is a proper subpath ofC2 such that |E(C2\Γ̊2)| < 9.
For each v ∈ V (Γ2), there is precisely one endpoint p of P such that the small side of G contains a (v,P)-path of
length at most six whose P-endpoint is p. Since each vertex of C2 \P1 has distance two from C \P, it follows from
our assumption that one of the following holds.
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1) There exists a C-band of length at most 9 + 7 + 7; OR

2) There is a chord of C2 with one endpoint in Γ2 \ P̊1 and one endpoint in C2 \ Γ2 such that, in Ĝ, this chord
separates P1 from an element of C \ {C}.

In the first case, we contradict 1) of Theorem 6.0.8. In the second case, we contradict Observation 6.0.5.

Analogous to Proposition 6.1.3, we have the following

Proposition 6.2.3. For any 1 ≤ k ≤ Nmo
4 − 8, any subpath Q of C2 with both endpoints in Γ2c, and any k-chord R of

C2 with both endpoints in Q, we have Q ⊆ Ĝsmall
R . In particular, Q is (k, Lφ)-short in (C2, Ĝ).

Proof. Let Ĝ = Ĝ0 ∪ Ĝ1 be the natural R-partition of Ĝ. If R is not a proper k-chord of Ĝ (i.e R is a cycle) then we
are immediately done by Corollary 2.1.30. Now suppose that R is a proper k-chord of Ĝ and suppose without loss of
generality that Ĝ0 ∩Q has one connected component, and Ĝ1 ∩Q has two connected components. As above, we just
need to check that Ĝ0 = Ĝsmall

R . Firstly, since Ĝ0 ∩ Q is a subpath of Q, and both endpoints of R lie in Q, we have
Ĝ0 ∩ C2 = Ĝ ∩Q, so Ĝ0 ∩ C2 ⊆ Q. Suppose toward a contradiction that Ĝ0 ̸= Ĝsmall

R . Thus, we have Ĝ0 = Ĝlarge
R .

At least one endpoint of R lies in P̊1, or else we contradict Proposition 6.1.3. By Observation 6.0.5, there is no chord
of C2 which separates an element of C \ {C} from P1, and since at least one endpoint of R lies in P̊ 1, it follows that
at least one of the following holds.

1) There is a C-band of length at most k + 1 + 7; OR

2) Both endpoints of R lie in P̊1, the endpoints of R have a common neighbor in C, and there is a a cycle of length
at most k + 2 which separates C from an element of C \ {C}.

In the first case, we contradict 1) of Theorem 2.3.2, and in the second case, we contradict Corollary 2.1.30.

Combining Propositions 6.1.3 and 6.2.3, we immediately have the following.

Proposition 6.2.4. Let z ∈ D2(C
2, Ĝ). Then the following hold.

1) If Span(z) ∩ C2 ⊆ Γ2c, then Pin(z) is a subpath of Γ2c; AND

2) If Span(z) ∩ Γ2c = ∅, then Pin(z) is a subpath of C2 \ Γ2c.

Given a z ∈ D2(C
2, Ĝ) \ Sh4(C

2, Ĝ), when we delete a subpath of C2 which contains Span(z) ∩ C2 and contains
Γ2c, we need to make sure that our path does not wind sufficiently far around C2 that we create unwanted interactions
between its endpoints, so we introduce the following definition.

Definition 6.2.5. Let z ∈ D2(C
2, Ĝ)) \ Sh4(C2, Ĝ) with Span(z) ∩ Γ2c = ∅. Let p, p′ be the two endpoints of Γ2c

and let P be the unique subpath of C2 such that Pin(z) is a terminal subpath of P , Γ2c ⊆ P , and p′ is the non-Pin(z)
endpoint of P . We say that p is a good z-direction if the following hold.

1) There is no (p′,Span(z) ∩ C2) path on the small side of C2 which has length less than three; AND

2) For any 1 ≤ k ≤ 3 and any proper k-chord R of C2 in Ĝ, if both endpoints of R lie in P , then Ĝsmall
R ∩ C2 is a

subpath of P .

Given a z ∈ D2(C
2, Ĝ) \ Sh4(C

2, Ĝ) with Span(z) ∩ Γ2c = ∅, it is possible that both endpoints of Γ2c are good
z-directions, but in any case, there is at least one choice of good z-direction.
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Proposition 6.2.6. Let z ∈ D2(C
2, Ĝ) \ Sh4(C

2, Ĝ) with Span(z) ∩ Γ2c = ∅. Then at least one endpoint of Γ2c is a

good z-direction.

Proof. Let p0, p1 be the endpoints of Γ2c. For each i = 0, 1, there is a uniquely specified endpoint qi of P such that
q0 ̸= q1 and such that, for each i = 0, 1, G \ (Ĝ \C2) contains a (pi,P)-path of length at most six which has qi as an
endpoint. For each i = 0, 1, let Pi be the unique subpath of C2 such that Γ2c ⊆ Pi and such that Pin(z) is a terminal
subpath of Pi, where p1−i is the other terminal vertex of Pi. Furthermore, let v0, v1 be the vertices of C2 ∩ Span(z)
(possibly is a 2-path or a 4-cycle and v0 = v1), where vi is the unique non-Γ2c-endpoint of Pi for each i = 0, 1. Note
that p0, v1, v0, p1 is the ordering of these vertices on the path C2 \ Γ̊2c.

Suppose now that, for each i = 0, 1, there is a (pi, {v0, v1})-path Qi on the small side of C2 which has length at most
two. Note that each of Q0, Q1 is disjoint to V (C). For each i = 0, 1, there is a (pi, qi)-path on the small side of
C2 which has length at most seven and is disjoint to P except for its P-endpoint. Note that since z ̸∈ Sh4(C2, Ĝ),
there is no chord of C2 with both endpoints in Γ2c which, in Ĝ, separates z from an element of C \ {C}. Thus, since
Span(z) contains (v0, v1)-path of length at most four, there exists a C-band with endpoints q0, q1, where this C-band
has length at most 7 + 7 + 2 + 2 + 4. Since 22 < Nmo

4 , this contradicts 1) of Theorem 2.3.2.

Thus, suppose without loss of generality that there is no (p1, {v0, v1})-path of length less than three on the small
side of C2. If p0 also satisfies Condition 2) of Definition 6.2.5, then we are done, so suppose now that there exists a
1 ≤ k ≤ 3 and a proper k-chord R0 of C2 in Ĝ such that Ĝsmall

R0
∩P0 is not a subpath of P0. Since Pin(z) is a terminal

subpath of P0 and z ∈ D2(C
2, Ĝ) \ Sh4(C2, Ĝ), it follows that v0 is an endpoint of R and Ĝlarge ∩ P0 is a terminal

subpath of P0 with v0 as en endpoint.

Now we switch to the other side. We claim that p1 is a good z-direction. We first check that p1 satisfies Condition 1) of
Definition 6.2.5. Suppose toward a contradiction that there is a (p0, {v0, v1})-path of length at most two on the small
side of C2. As indicated above, Since Span(z) contains a (v0, v1)-path of length at most four and v0 is an endpoint of
R0, it follows from Proposition 6.2.4 that one of the following holds.

1) There is a C-band of length at most 2 + 4 + 3 + 7 + 7; OR

2) There is a separating cycle D, where d(D,C) ≤ 1, |E(D)| ≤ 2 + 4 + 3 + 7 + 7, and D separates C from an
element of C \ {C}.

In the first case, since 96
4 = 24, this contradicts 1) of Theorem 2.3.2. In this second case, we contradict Corollary

2.1.30, so now we just need to check that p1 also satisfies Condition 2). Suppose not. Then there is a proper generalized
chordR1 ofC2 in Ĝwhich has length at most three, where Ĝsmall

R1
∩P1 is not a subpath of P1. Since Pin(z) is a terminal

subpath of P1 and z ∈ D2(C
2, Ĝ) \ Sh4(C

2, Ĝ), it follows that v1 is an endpoint of R1 and Ĝlarge ∩ P1 is a terminal
subpath of P1 with v1 as en endpoint. Thus, one of the following holds:

1. R0 ∩R1 = ∅ and there is a C-band of length at most 3 + 4 + 3 + 7 + 7; OR

2. There is a separating cycle D, where d(D,C) ≤ 1, |E(D)| ≤ 3 + 4 + 3 + 7 + 7, and D separates C from an
element of C \ {C}.

In the first case, since 96
4 = 24, this contradicts 1) of Theorem 2.3.2. In this second case, we contradict Corollary

2.1.30.

We now describe the subpath of C2 which we delete when we construct a (C, z)-opener for a z ∈ D2(C
2, Ĝ) \

Sh4(C2, Ĝ).
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Definition 6.2.7. Given a z ∈ D2(C
2, Ĝ) \ Sh4(C

2, Ĝ) and a subpath P of C2 with Γ2c ⊆ P , we say that P is a
z-bend if Pin(z) is also a subpath of P and P is specified in the following way.

1) If Span(z) ∩ C2 ⊆ Γ2c, then P := Γ2c.

2) If Span(z)∩Γ2c = ∅, then Span(z)∩C2 is a terminal subpath of P , and the other endpoint of P is the unique
endpoint of Γ2c which does not lie in Span(z), and furthermore, this endpoint of Γ is a good z-direction.

3) If Span(z) ∩ C2 ̸⊆ Γ2c and Span(z) ∩ Γ2cl ̸= ∅, then P is the unique subpath of C2 which has Pin(z) as
a terminal subpath and whose unique non-Pin(z)-endpoint is the lone endpoint of Γ2c which does not lie in
Pin(z).

In Cases 1) or 3) above, P is uniquely specified, and, in Case 2), there are possibly two z-bends. By Proposition 6.2.6,
there is at least one z-bend in Case 2) above, so in any case, for any z ∈ D2(C

2, Ĝ) \ Sh4(C2, Ĝ), there exists a
z-bend. The purpose of introducing Definition 6.2.7 is that, given a z ∈ D2(C

2, Ĝ) \ Sh4(C
2, Ĝ), when we construct

a (C, z)-opener, the subpath of C2 which we delete is a z-bend. We now have the following simple result, which takes
up the remainder of this section.

Proposition 6.2.8. Let z ∈ D2(C
2, Ĝ) \ Sh4(C

2, Ĝ) and let P be a z-bend. Then the following hold.

A) P is a proper subpath of C2 and |E(C2 \ P̊ )| ≥ 2; AND

B) For any v ∈ D1(C
2) on the small side of C2, the graph G[N(v)] ∩ P is a subpath of P ; AND

C) For any integer 1 ≤ k ≤ 3, and any k-chord R of C2 with both endpoints in P , the graph C2 ∩ Ĝsmall
R has one

connected component and the gaph C2 ∩ Ĝlarge
R has two connected components.

Proof. We break this into three cases.

Case 1: Span(z) ⊆ Γ2c

In this case, it follows from Proposition 6.2.2 that A) is satisfied and it follows from Proposition 6.2.3 that C) is
satisfied. Suppose that there is a v ∈ D1(C

2) on the small side of C2 which violates condition B). Now, G[N(v)∩C2

is a subpath of C2 so the endpoints of Γ2c have a common neighbor on the small side of C2, and thus G contains a
C-band of length at most 7 + 7 + 2, contradicting 1) of Theorem 2.3.2.

Case 2: Span(z) ∩ Γ2c = ∅

In this case, it follows from Proposition 6.1.3 that Condition C) is satisfied and it follows from Definition 6.2.5 that A)
is satisfied. Suppose there is vertex v on the small side a violating condition B). Now, G[N(v) ∩ C2 is a subpath of
C2, and thus v is adjacent to each endpoint of P , contradicting the fact that the unique endpoint of Γ2c which is also
an endpoint of P is a good z-direction.

Case 3: Span(z) ∩ Γ2c ̸= ∅ and Span(z) ̸⊆ Γ2c

In this case, Pin(z) is a subpath ofC2 with one endpoint inC2\Γ2c and one endpoint in Γ2c. We first check conditions
A) and B). For any v ∈ D1(C

2) on the small side of G, the graph is a subpath of C2, so if one of A), B) does not hold,
then there is a path on the small side of C2 which has length at most two and whose endpoints are the endpoints of P .
Now, the lone endpoint of Pin(z) which is not an endpoint of P lies in Γ2, and since Span(z) contains a path of length
at most four between the endpoints of Pin(z), it follows that G contains a C-band of length at most 7 + 7 + 2 + 4,
contradicting 1) of Theorem 2.3.2.

166



Now we check C). Let R be a proper generalized chord of C2 of length at most three, where R has both endpoints in
P . Since z ̸∈ Sh4(C

2, Ĝ), it follows that R intersects with Pin(z) on at most one vertex, and if this vertex exists, then
it is the unique Γ2c-endpoint of Pin(z). Thus, both endpoints of R lie in Γ2c, so it follows from Proposition 6.2.3 that
Condition C) is indeed satisfied.

6.3 Channel Colorings

In this section, we prove an analogue of Theorem 1.7.5 for a subpath of C2. This requires a slightly different approach
because, in the context of Theorem 1.7.5, we are analyzing a subpath of a facial cycle in a planar graph, but the vertices
of C2 \ (H ∪P1) have some neighbors in Ĝ \ C2 and neighbors in C1 \H .

Definition 6.3.1. Given a subpath Q of C2, we introduce the following notation.

1) A partial Lφ-coloring σ of V (Q) is called a channel of Q if the following hold.

a) The endpoints of Q lie in dom(σ); AND

b) For any 1 ≤ k ≤ 2 and any 2-chordR ofC2 in Ĝ, if the endpoints ofR lie in V (Q), then V (Ĝsmall
R )\V (R)

is (L,φ ∪ σ)-inert in G; AND

c) Every vertex of Ω1 has an Lφ∪σ-list of size at least three; AND

d) Every vertex of D1(C
2, Ĝ) \ Sh2(Q,C2, Ĝ) has an Lφ∪σ-list of size at least three; AND

e) For every x ∈ V (C2 \ Q), if v ̸∈ V (Γ2), then |Lφ∪σ(x)| ≥ 3, and, if x ∈ V (Γ2), then |Lφ∪σ(x)| ≥
|Lφ(x)| − 2.

2) For any vertex v ∈ V (Ω1), subset S ⊆ Lφ(v), and channel σ of Q, we say that σ is (v, S)-avoiding if
S ⊆ Lφ∪σ(v).

Our main result for this section is the following.

Theorem 6.3.2. Let z ∈ D2(C
2, Ĝ) and let Pz be a z-bend of C2. For any subpath Q of Pz , there is a channel of Q.

We break the proof of Theorem 6.3.2 into several lemmas. We first introduce the following definitions.

Definition 6.3.3. Let A be a proper generalized chord of C2 in Ĝ with 1 ≤ |E(A)| ≤ 2 and let D be the cycle
(Ĝsmall

A ∩ C2) +A.

1) We say that A is an atom if D is an induced subgraph of G and Ĝsmall
A ∩ C2 is a path of length at least two

2) We say that an atom is irreducible if, for any 2-chord A′ of D in Ĝsmall
A with both endpoints in C2, letting w be

the midpoint of A′, the graph G[N(w) ∩ V (C2)] is a subpath of Q.

Anaalogous to the above, we have the following.

Definition 6.3.4. Let Q be a supath of C2 with |E(Q)| ≥ 1 and let q, q′ be the endpoints of Q.

1) A vertex v ∈ V (C2 \Q) is called a Q-prism if Ĝ contains both of vq, vq′ as chords of C2; AND

2) We say that Q is a rainbow if |E(Q)| ≥ 2 and there is a Q-prism v such that Q+ qvq′ is an induced cycle; AND

3) We say that Q is an irreducible rainbow if Q is a rainbow and, for any w ∈ V (Ĝ \ C2) with a neighbor in Q,
the graph G[N(w) ∩ V (C2)] is a subpath of Q.
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Our first lemma in the proof of Theorem 6.3.2 is the following somewhat technical result.

Lemma 6.3.5. Let Q be a subpath of C2 satisfying one of the following two conditions.

1) Q is an irreducible rainbow; OR

2) There exists an irreducible atom A such that Q = C2 ∩ Ĝsmall
A .

Let q, q′ be the endpoints of Q and suppose that V (Q \ {q}) ⊆ V (C2 \ Γ2). Let v be the unique vertex of Ω1 which is

adjacent to both endpoints of the terminal edge of Q with q as an endpoint. Let c ∈ Lφ(q) and let {d0, d1} be a set of

two colors of Lφ(q′) (possibly c ∈ {d0, d1}). Let S ⊆ Lφ(v) \ {c} with |S| = 3. Then, for some i ∈ {0, 1}, there is a

(v, S)-avoiding channel σ of Q such that σ uses c, di on the respective vertices q, q′.

Proof. We prove that this holds if there exists an irreducible atomA such thatQ = C2∩Ĝsmall
A . An identical argument

works for the case where Q is an irreducible rainbow.

Firstly, by 5) of Proposition 6.1.2, every vertex of C2 \ Γ̊2 has a neighbor in Ω1, so the endpoints of the terminal
edge of Q containing q do indeed have a unique common nieghbor in Ω1. Given a partial Lφ-coloring σ of V (Q), if
we want to check that σ is a channel of Q, then we just ned to check conditions 1a)-c) of Definition 6.3.1, i.e, since
Q = C2 ∩ Ĝsmall

A , it follows that σ automatically satisfies 1d-e).

Suppose toward a contradiction that there is no (v, S)-avoiding channel of Q which uses c on q and uses one of
d0, d1 on q′. Let K := Ĝsmall

A and let D be the cycle A + (C2 ∩ K). Note that D is a cyclic facial subgraph of K.
By definition of an atom, D is an induced subgraph of G and P has length at least two. Thus, it follows from our
triangulation conditions that V (K \ D) ̸= ∅. If P has length precisely two, then D is a separating cycle of length
at most four, contradicting the fact that T is a tessellation. Thus, P has length at least three. Furthermore, since
V (Q \ {q}) ⊆ V (C2 \ Γ2), every vertex of Q \ {q} has an Lφ-list of size at least five and every neighbor of Q in Ω1,
except possibly v, has an Lφ-list of size at least five. LetQ := q1 · · · qr, where q1 = q and qr = q′. We now let P ⊆ Q
be the path Q ∩ G[N(v) ∩ V (C2)]. Note that P is a terminal subpath of Q and q1q2 ∈ E(P ). Let P := q1 · · · qℓ.
Since G is short-separation-free and V (K \D) ̸= ∅, we have ℓ < r, or else G contains a cycle of length at most four
which separates K \D from all the elements of C \ {C}. Since v is adjacent to q1, q2, we have 2 ≤ ℓ < r.

Claim 6.3.6. There is an Lφ-coloring σ of P such that the following hold.

1) σ(q1) = c and S ⊆ Lφ∪σ(v); AND

2) For each z ∈ V (Ω1) ∪ V (K \D), |Lφ∪σ(z)| ≥ 3.

Proof: Since P is an induced path in G and each vertex of q2 · · · qℓ has an Lφ-list of size at least five, there is an
Lφ-coloring σ of V (P ) such that σ(q1) = c and no vertex of P is colored with a color of S. Since every vertex of P
is adjacent to v and G is short-separation-free, there is no other vertex of G with more than two neighbors on P , so,
for each z ∈ V (Ω1) ∪ V (K \D), we have |Lφ∪σ(z)| ≥ 3. ■

We now fix an Lφ-coloring σ of V (P ) satisfying Claim 6.3.6.

Claim 6.3.7. q1qr ̸∈ E(G).

Proof: Suppose toward a contradiction that q1qr ∈ E(G). By definition of an atom, we then have A = q1qr. At least
one of d0, d1 is distinct from c so suppose without loss of generality that d0 ̸= c. Since D is an induced subgraph of
G and each vertex of q2 · · · qr−1 has an Lφ-list of size at least five, it follows from Proposition 1.2.3 that σ extends to
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an Lφ-coloring σ′ of q1 · · · qr−2 such that every vertex of V (Ω1) ∪ V (K \D) has an Lφ∪σ′ -list of size at least three.
Note that v ̸∈ N(qr−1) or else q1vqr−1qr is a 4-cycle which separates each vertex of K \ D from each element of
C \ {C}, contradicting the fact that T is a tessellation.

Subclaim 6.3.8. There is a vertex z of N(qr−1) ∩ V (Ω1) such that |N(z) ∩ V (Q)| > 2.

Proof: Since D is an induced cycle in G, σ′ extends to an Lφ-coloring τ of V (D) such that τ(qr) = d0. Let
B0 := {qr−1, qr}. By our choice of σ′, every vertex of K \ D has an LB0

φ∪τ -list of size at least three, so,
retaining the precolored edge qr−1qr, it follows from Theorem 0.2.3 that φ ∪ τ extends to L-color K. Since
qr−1, qr ̸∈ N(v) we have S ⊆ Lφ∪τ (v). Thus, by assumption, τ is not a channel of Q, so there is a vertex of Ω1

with an |Lφ∪τ (z)| < 3, and we have |N(z)∩ V (Q)| > 2. By our choice of σ′, this vertex z has a neighbor in B.
Since G[N(z) ∩ V (Q)] is a subpath of Q of length at least two, it follows that, if qr ∈ N(z), then qr−1 ∈ N(z)

as well, so qr−1 ∈ N(z) in any case. ■

Appyling Subclaim 6.3.8, let z be a vertex of N(qr−1)∩V (Ω1) such that G[N(z)∩V (Q)] is a subpath of Q of length
at least two. Since qr−1qr is a terminal edge of Q, z is the only vertex of V (Ω1) ∩ N(qr−1) which is adjacent to a
subpath of Q of length at least two. Since qr−1 ̸∈ N(v), we have z ̸= v. Now consider the following cases:

Case 1: qr−1 is an internal vertex of G[N(z) ∩ V (Q)]

In this case, G[N(q) ∩ V (Q)] contains qr−2qr−1qr as a subpath. Let m ∈ {1, 2, · · · , r− 2} be the unique index such
that G[N(z)∩ V (Q)] = qm · · · qr. Let τ be an Lφ-coloring of V (q1Qqm)∪ {qr} obtained from σ′ by first restricting
σ′ to {q1, · · · , qm} and then coloring qr with d0. Now, we have |Lφ∪τ (z)| ≥ 3, since N(z) ∩ dom(τ) = {qm, qr}.
Furthermore, since z ̸= v, we have P ⊆ q1 · · · qm, so S ⊆ Lφ∪τ (v). By assumption, τ is not a (v, S)-avoiding channel
ofQ, so the inertness condition is violated. Thus, there is an extension of φ∪τ to an L-coloring ζ of dom(φ∪τ)∪{z}
such that ζ does not extend to L-color K. Now we simply leave the edge qrz precolored. Let B1 := {qr, z}. By our
choice of σ′, each vertex of K \D has an LB1

ζ -list of size at least three, and since qm · · · qr−1 is an induced subgraph
of G, each vertex of qm+1 · · · qr−1 has an LB1

ζ -list of size at least three. Thus, by Theorem 0.2.3, ζ extends to L-color
K, contradicting our assumption.

Case 2: qr−1 is not internal vertex of G[N(z) ∩ V (Q)]

In this case,G[N(z)∩V (Q)] is a path containing qr−3qr−2qr−1 as a terminal subpath. As above, letm ∈ {1, 2, · · · , r−
3} be the unique index such that G[N(z)∩V (Q)] = qm · · · qr−1. Let τ be an Lφ-coloring of V (q1Qqm)∪{qr−1, qr}
obtained from σ′ by first restricting σ′ to {q1, · · · , qm} and then coloring the edge qr−1qr, where qr is colored with
d0. As above, we have |Lφ∪τ (z)| ≥ 3, since N(z) ∩ dom(τ) = {qm, qr−1}. Furthermore, since z ̸= v, we have
P ⊆ q1 · · · qm, so S ⊆ Lφ∪τ (v). assumption, τ is not a (v, S)-avoiding channel of Q, so the inertness condition is
violated. Thus, there is an extension of phi∪ψ∪τ to an L-coloring ζ of dom(φ∪τ)∪{z} such that ζ does not extend
to L-color K. This time, we retain the edge qr−1qr. Let B2 := {qr−1, qr}. By our choice of σ′, each vertex of K \D
has an LB2

ζ -list of size at least three, and since qm · · · qr−1 is an induced subgraph of G, each vertex of qm+1 · · · qr−2

has an LB2

ζ -list of size at least three. By Theorem 0.2.3, ζ extends to L-color K, contradicting our assumption. ■

Since q1qr ̸∈ E(G), A is a 2-chord of C2, so let w be the midpoint of A.

Claim 6.3.9. There is an Lφ-coloring τ of V (Q) such that the following hold.

1) τ(q1) = c and τ(qr) ∈ {d0, d1}; AND

2) S ⊆ Lφ∪τ (v); AND
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3) For any z ∈ V (K \D) ∪ V (Ω1), if |Lφ∪τ (z)| < 3, then z ∈ N(qr) and |Lφ∪τ (z) ∪ {τ(qr)}| = 3.

4) V (K \D) is (L,φ ∪ τ)-inert in G.

Proof: Since each vertex of q2 · · · qr−1 has an Lφ-list of size at least five, it now follows from Proposition 1.2.3 that
σ extends to an Lφ-coloring σ∗ of q1 · · · qr−1 such that every vertex of V (Ω1) ∪ V (K \ D) has an Lφ∪σ∗ -list of
size at least three. By Claim 6.3.7, q1qr ̸∈ E(G), so Lφ∪σ∗(qr) ∩ {d0, d1} ̸= ∅. Thus, σ∗ extends to an Lφ-
coloring τ of V (Q). Since qr ̸∈ V (P ), we have S ⊆ Lφ∪τ (v), and, by our choice of σ∗, it follows that, for any
z ∈ V (K \D) ∪ V (Ω1), if |Lφ∪τ (z)| < 3, then z ∈ N(qr) and |Lφ∪τ (z) ∪ {τ(qr)}| = 3.

To finish, we just need to check that V (K \D) is (L,φ∪τ)-inert inG. Let τ∗ be an extension of τ to an L-coloring of
dom(τ)∪ {w}. Let B3 := {w, qr}. It follows from 3) that every vertex of K \D has an LB3

τ∗ -list of size at least three,
so, retaining the precolored edge wqr, it follows from Theorem 0.2.3 that τ∗ extends to L-color K. Thus, V (K \D)

is indeed (L,φ ∪ τ)-inert in G. ■

Let τ be as in Claim 6.3.9. By assumption, τ is not a (v, S)-avoiding channel ofQ, so there is is a z ∈ V (Ω1)\{v}with
|Lφ∪τ (z)| < 3. By 3) of Claim 6.3.9, we have z ∈ N(qr) and G[N(z) ∩ V (Q)] is a terminal subpath of Q of length
at least two, and z ius unique. Let m ∈ {1, · · · , r − 2} be the unique index such that G[N(z) ∩ V (Q)] = qm · · · qr.
Let τ∗ be the restriction of τ to dom(τ) \ {qm+1, · · · , qr−1}. Now, τ∗ is also not a (v, S)-avoiding Q-channel, and
since N(z) ∩ dom(τ∗) = {qm, qr}, the inertness condition is violated. Thus, there is an extension of φ ∪ τ∗ to an
L-coloring ζ of dom(φ ∪ τ∗) ∪ {z} such that ζ does not extend to L-color K. As above, we retain the edge wqr. Let
B := {w, qr}. It follows from 3) of Claim 6.3.9 that each vertex of K \D has an LBζ -list of size at least three. Since
Q is an induced path in G, each vertex of {qm+1, · · · , qr−1 has an LBζ -list of size at least three. Thus, by Theorem
0.2.3, K is LBζ -colorable, so ζ extends to L-color K, which is false. This completes the proof of Lemma 6.3.5.

We now have the following by a straightforward induction argument. The lemma below, in combination with the work
of Section 1.7, is sufficient to prove Theorem 6.3.2.

Lemma 6.3.10. Let Q be a subpath of C2 of length at least one, let q, q′ be the endpoints of Q and suppose that

V (Q \ {q}) ⊆ V (C2 \ Γ2). Let e be the unique terminal edge of Q containing q, and let v be the unique vertex of Ω1

adjacent to both endpoints of e. Let c ∈ Lφ(q) and let let S ⊆ Lφ(v) \ {c} with |S| = 3. Then the following hold.

1) There is a (v, S)-avoiding channel of Q which uses c on q; AND

2) If there is an atom whose endpoints are q, q′ then, for any T ⊆ Lφ(q
′) of size two, there is a (v, S)-avoiding

channel of Q which uses c on q and uses a color of T on q′.

a) There is an atom whose endpoints are q, q′; OR

b) Q is a rainbow.

We briefly describe how to apply the result of Theorem 6.3.2 to prove Theorem 6.0.9. Given a z ∈ D2(C
2), it follows

from the work of Section 6.2 that a z-bend satisfies the distance conditions specified in Definition 6.0.8, and given a
channel coloring σ of a z-bend Pz , we extend σ to L-coloring dom(σ) ∪ V (G̃small

Span(z)) and combine this with the work
of Section 1.6 to produce a (C, z)-opener.
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Chapter 7

An Internal 2-List Lemma

In this short chapter, we prove a general result which strengthens Theorem 1.7.5 before returning to the context
of critical mosaics in Chapter 8. The idea is that, given a short-separation-free planar graph G and a cyclic facial
subgraph C of G with a list-assignment L, we can obtain an analogue to Theorem 1.7.5 for a subpath P of C which
has has an internal vertex with a list of size two, as long as some additional properties are satisfied by any 2-chord
of C which separates this lone 2-list from the “large” side of the graph, where the meaning of large is made precise
below. Our main result for this chapter is the following.

Theorem 7.0.1. Let G be a short-separation-free graph and let C be an induced cyclic facial subgraph of G, Let P

be a subpath of C of length at least two, let u⋆ ∈ V (P ), and let P⋆ be a subpath of P . Let p, p′ be the endpoints

of P and let q, q′ be the endpoints of P⋆, where the (not necessarily distinct) vertices of {p, p′, q, q′} have the order

p′, q′, q, p on the path P . Suppose that that following conditions hold.

1) L(u⋆)| ≥ 2 and u⋆ ∈ V (P⋆); AND

2) P is (2, L)-short and every vertex of P − u⋆ has an L-list of size at least three; AND

3) if |V (P⋆)| > 1, then u⋆ ̸∈ {q, q′} and there is a vertex w ∈ D1(C) such that G[N(w) ∩ V (P )] = P⋆ and such

that any 2-chord of C with both endpoints in P which separates u⋆ from an edge of E(C) \E(P ) has midpoint

w and endpoints in P⋆.

Then both of the following hold.

A) LinkL(P ) ̸= ∅; AND

B) If there is a v ∈ V (pPq) \ {u⋆} such that |L(v)| ≥ 4 and v is a P -hinge of C, then there exist two elements

ψ1, ψ2 of LinkL(P ) which use different colors on p and both restrict to the same partial L-coloring of q′Pp′.

The reason we need this result is that, when we delete vertices on the 1-necklace of a closd ring in a critical mosaic,
we use the results of Sections 1.4, 1.6, and 1.7, but we have the added complication that, after we delete the vertices of
a closed ring C in a critical mosaic, there is possibly a lone 2-list left in the 1-necklace of C. This is due to Definition
2.1.3.

7.1 Broken Wheels with 2-Lists

This section consists of the following intermediate result, which we need in order to prove Theorem 7.0.1.

Theorem 7.1.1. Let H be a broken wheel with principal path P := p1p2p3 , and let u⋆ ∈ V (H \ P ). Let L be a

list-assignment forH such that |L(u⋆)| ≥ 2, and, for each v ∈ V (H)\{u⋆, p2}, |L(v)| ≥ 3. Then the following hold.
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1) There exists a pair of colors (c, d) ∈ L(p1)×L(p3) such that, for any L-coloring ϕ of V (P ) using c, d on p1, p3
respectively, ϕ extends to an L-coloring of H; AND

2) If |L(p3)| ≥ 4, then there exists a a color c ∈ L(p1) and two distinct colors d0, d1 ∈ L(p3) such that, for each

i = 0, 1 and any L-coloring ϕ of V (P ) using c, di on p1, p3 respectively, ϕ extends to an L-coloring of H .

This is a variant of Theorem 1.5.5 in the case where one of the vertices of the outer face not lying in the specified
2-path has a 2-list, but the vertices of the specified 2-path are not precolored. Unlike Theorem 1.5.5, we need to restrict
ourselves to broken wheels in this case. The counterexample in Figure 7.1.1 illustrates why we restrict the structure
of the graph in this way, as the analogue to Theorem 1.5.5 in the general case is false. In the graph in Figure 7.1.1, it
is not possible to color only the endpoints of p1p2p3 in such a way as to prevent the existence of a proper coloring of
p1p2p3 which uses the color a on p2.

p1

b, c, d

a

a, b, c

a

b, c

a

a, b, c

p3

b, c, d

p2

a

Figure 7.1.1: Theorem 1.5.5 does not hold if an internal 2-list is permitted

We now prove 1) of Theorem 7.1.1.

Proof. Let H be a vertex-minimal counterexample to 1) of Theorem 7.1.1, and let P, u, L be as in the statement of the
theorem, where P := p1p2p3. LetH \{p2} = p1u1 · · ·utp3 for some t ≥ 1. Let n ∈ {1, · · · , t}, where u = un. Note
that |L(un)| = 2, or else we contradict Theorem 1.5.5. Since H is a counterexample and p1p3 ̸∈ E(H), it follows
that, for each pair (c, d) ∈ L(p1)× L(p3), there is an L-coloring σcd of P which uses c, d on p1, p3 respectively and
which does not extend to an L-coloring of H . For each q ∈ L(p2), let Sq := {(c, d) ∈ L(p1)×L(p3) : σcd(p2) = q}.

For each i = 1, · · · , t, let H left
i be the subgraph of H induced by {p1, p2} ∪ {u1, · · · , ui} and let P left

i := p1p2ui

be the principal path of H left
i . Likewise, let H right

i be the subgraph of H induced by {p2, p3} ∪ {ui, · · · , ut} and let
P right
i := uip2p3 be the principal path of H left

i .

Claim 7.1.2. For each color r ∈ L(un), r ∈ L(p2) and Sr ̸= ∅.

Proof: Let r ∈ L(un) and suppose that this does not hold. Let P ′ := p1p2un and P ′′ := unp2p3. Let H ′ be
the subgraph of H induced by V (P ′) ∪ {u2, · · · , un−1}, and let H ′′ be the subgraph of H induced by V (P ′′) ∪
{un+1, · · · , ut}. By Theorem 1.5.5, there exists a c ∈ L(p1) such that any L-coloring of P left

n using c, r on p1, un
respectively extends to an L-coloring of H left

n , and c ̸= r if u1 = un. Likewise, there exists a d ∈ L(p3) such that any
L-coloring of P right

n using r, d on unp2 respectively extends to an L-coloring of H right
n and d ̸= r if un = ut. Since

σcd(p2) ̸= r, it follows that (c, σcd(p2), r) is a proper L-coloring of V (P left
n ) and (r, σcd(p2), d) is a proper L-coloring

of V (P right
n ), so σcd extends to an L-coloring of H , which is false. ■

We now fix two colors r, s such that L(un) = {r, s}. We now have the following:

Claim 7.1.3. n ̸∈ {1, t}.
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Proof: Suppose toward a contradiction that un is an endpoint of H \P and, without loss of generality, let n = 1. Since
|L(p1)| ≥ 3 and |L(u1)| = 2, there is a color c ∈ L(p1) such that c ̸∈ L(u1). If u1 = un = ut, then, since L(p3)| ≥ 3,
we choose a color d ∈ L(p3) such that d ̸∈ L(u1). Then any L-coloring of P using c, d on p1, p3 respectively extends
to H , since there is a color left over for u1, contradicting the fact that H is a minimal counterexample. Thus, we
have t > 1. For each d ∈ L(p3), the path u1 · · ·ut is not Lσcd

-colorable, and each internal vertex of u1 · · ·ut has
an Lσcd

-list of size at least two. Since t > 1, it follows from our choice of c that, for each d ∈ L(p3), we have
|Lσcd(u1)| ≥ 1 and |Lσcd(ut)| ≥ 1.

Thus, for each d ∈ L(p3), we have |Lσcd(u1)| = |Lσcd(ut)| = 1, and each internal vertex of u1 · · ·ut has an Lσcd -list
of size precisely two. Since |L(ut)| = 3, we conclude that L(p3) = L(ut), and, for each d ∈ L(p3) and j = 1, · · · , t,
σcd(p2) lies in L(uj). Applying Claim 7.1.2, we have L(u1) = {σcd(p2) : d ∈ L(p3)}. In particular, we have
σcr(p2) = s and σcs(p2) = r. Since c ̸∈ L(u1), we have c ̸∈ {r, s}. Let q ∈ L(p3) \ {r, s}. Since σcq(p2) ∈ {r, s},
suppose without loss of generality that σcq(p2) = r.

Let L′ be a list-assignment for u1 · · ·utp3 obtained by deleting r from the L-list of each vertex in u1 · · ·utp3. Then
each vertex of u2 · · ·utp3 has an L′-list of size at least two, and L′(p3) = {s, q}. Thus, there is an L′-coloring of
u1 · · ·utp3 which uses s on u1, and thus one of σcs, σcq extends to an L-coloring of H , which is false. ■

Now we have the following:

Claim 7.1.4. For any (c, d) ∈ L(p1) × L(p3), if σcd(p2) ̸∈ {r, s}, then σcd(p2) ∈ L(ui) for each i = 1, · · · , n −
1, n+ 1, · · · , t, and furthermore, either L(un−1) = {r, s, σcd(p2)}, or L(un+1) = {r, s, σcd(p2)}.

Proof: Let (c, d) ∈ L(p1)× L(p3) and let σcd(p2) := q for some q ̸∈ {r, s}. By Observation 1.4.2, since q ̸∈ L(un),
we have ZH left

n
(c, q, •) ̸= ∅ and ZH right

n
(•, q, d) ̸= ∅. Note that ZH left

n
(c, q, •)∩ZH right

n
(•, q, d) = ∅, or else σcd extends

to an L-coloring of H , which is false. Thus, we have |ZH left
n
(c, q, •)| = |ZH right

n
(•, q, d)| = 1, so suppose without loss

of generality that ZH left
n
(c, q, •) = {r} and ZH right

n
(•, q, d) = {s}. Thus, by 2) of Proposition 1.4.4, we have q ∈ L(ui)

for each i = 1, · · · , n−1 and each i = n+1, · · · , t, and since s ̸∈ ZH left
n
(c, q, •), we have s ∈ L(un−1), and likewise,

since r ̸∈ ZH right
n

(•, q, d), we have r ∈ L(un+1).

To finish, we need to show that either r ∈ L(un−1) or s ∈ L(un+1). Suppose neither of these hold. Applying Claim
7.1.2, there exists a pair (c1, d1) ∈ Sr. Since σc1d1 does not extend to an L-coloring of H , we have ZH left

n
(c1, r, •) ∩

ZH right
n

(•, r, d1) = ∅. As r ̸∈ L(un−1), it follows from 1) of Proposition 1.4.4 that s ∈ ZH left
n
(c1, r, •). Since

s ̸∈ L(un+1), we have s ∈ ZH right
n

(•, r, d1), contradicting the fact that ZH left
n
(c1, r, •) ∩ ZH right

n
(•, r, d1) = ∅. ■

We can show that there exists such a pair of colors:

Claim 7.1.5. There exist c∗ ∈ L(p1) and d∗ ∈ L(p3) such that σc∗d∗(p2) ̸∈ {r, s}.

Proof: By Claim 7.1.2, we have n ̸= 1, t. Thus, let q ∈ L(un−1) and q′ ∈ L(un+1) with q, q′ ̸∈ {r, s}. By Theorem
1.5.5, there exists a c ∈ L(p1) such that any L-coloring of P left

n−1 using c, q on p1, un−1 respectively extends to an L-
coloring of H left

n−1, and c ̸= q if n = 2. Likewise, there exists a d ∈ L(p3) such that any L-coloring of P right
n+1 using q′, d

on un+1, p3 respectively extends to an L-coloring of H right
n+1, and q′ ̸= d if n+ 1 = t. Suppose that σcd(p2) ̸∈ {q, q′}.

Then (c, σcd, q) is a proper L-coloring of p1p2un−1, and (q′, σcd(p2), d) is a proper L-coloring of un+1p2p1. By our
choice of c, d, the coloring σcd extends to an L-coloring of H − un using q, q′ on un−1, un+1 respectively. Since one
of r, s is left over for un, σcd extend to an L-coloring of H , which is false. Thus, we have σcd(p2) ∈ {q, q′}. ■
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Applying Claim 7.1.5, we fix a pair (c∗, d∗) ∈ L(p1) × L(p3) such that σc∗d∗(p2) ̸∈ {r, s}. Let q := σc∗d∗(p2). By
Claim 7.1.4, we have q ∈ L(ui) for each i = 1, · · · , n− 1, n+ 1, · · · , t.

Claim 7.1.6. For any pair of colors (c, d) ∈ L(p1)× L(p3), we have σcd(p2) ∈ {q, r, s}.

Proof: Suppose there is a (c, d) ∈ L(p1) × L(p3) with σcd(p2) ̸∈ {r, s, q}. By Claim 7.1.4, we have σcd(p2) ∈
L(un−1) ∩ L(un+1) and we have either L(un−1) = {r, s, q} or L(un+1) = {r, s, q}, a contradiction. ■’

Now we have the following:

Claim 7.1.7. For each c ∈ L(p1), there is at most one d ∈ L(p3) such that (c, d) ∈ Sq . Likewise, for each d ∈ L(p3),
there is at most one c ∈ L(p1) such that (c, d) ∈ Sq .

Proof: Suppose that this does not hold, and, without loss of generality, suppose that there exists a c ∈ L(p1) such that,
for some distinct d, d′ ∈ L(p3), we have d, d′ ∈ Sq . Since q ̸∈ L(un) and |L(un)| = 2, it follows from Observation
1.4.2 that there is at b ∈ ZH left

n
(c, q, •). By Claim 7.1.3, n ̸= t, and thus each of (b, q, d), (b, q, d′) is a properL-coloring

of unp2p3. Applying Observation 1.4.2 again, one of these two L-colorings extends to an L-coloring of H right
n , so one

of σcd, σcd
′

extends to an L-coloring of H , contradicting our assumption. ■

Now we have the following:

Claim 7.1.8. L(p1) = L(u1) and L(p3) = L(ut).

Proof: Suppose that this does not hold, and, without loss of generality, suppose that L(p1) ̸= L(u1). Thus, there exists
a q′ ∈ L(p1) with q′ ̸∈ L(u1).

Subclaim 7.1.9. For each d ∈ L(p3), we have σq
′d(p2) ∈ {r, s}.

Proof: Suppose this does not hold. Then, by Claim 7.1.6, there exists a d ∈ L(p3) such that (q′, d) ∈ Sq . Since
q′ ̸∈ L(u1), and u1 ̸= un, we have ZH left

n
(q′, q, •) = L(un) = {r, s} by Proposition 1.4.4. Again by Observation

1.4.2, we have ZH right
n

(•, q, d) ̸= ∅, since q ̸∈ {r, s}. But then ZH left
n
(q′, q, •) ∩ ZH right

n
(•, q, d) ̸= ∅, so σq

′d

extends to an L-coloring of H , which is false. ■

Since |L(p3)| ≥ 3, it follows from Subclaim 7.1.9 that there exist d, d′ ∈ L(p3) such that σq
′d(p2) = σq

′d′(p2), say
without loss of generality that σq

′d(p2) = σq
′d′(p2) = r. By Observation 1.4.2, the L-coloring of the edge unp2 with

(s, r) extends to an L-coloring ψ of H right
n using one of d, d′ on p3. Suppose without loss of generality that ψ(p3) = d.

Since q′ ̸∈ L(u1), it follows from Proposition 1.4.4 that the coloring (q′, r, s) of p1p2un extends to an L-coloring ϕ
of H left

n . But then ϕ ∪ ψ is an extension of σq
′d to an L-coloring of H , which is false. ■

By Claim 7.1.3, n ̸∈ {1, t}. Since q ∈ L(ui) for each i ∈ {1, · · · , n − 1, n + 1, · · · , t}, it follows from Claim 7.1.8
that q ∈ L(p1) ∩ L(p3).

Claim 7.1.10. L(p1) = L(p3) = {q, r, s}.

Proof: Suppose not. Then, without loss of generality, suppose that L(p1) ̸= {q, r, s}. By Claim 7.1.8, we have
L(u1) ̸= {q, r, s}. Since q ∈ L(u1) and |L(u1)| = 3, one of r, s does not lie in L(u1), so suppose without loss of
generality that r ̸∈ L(u1).
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Subclaim 7.1.11. For any c ∈ L(p1), there is at most one one d ∈ L(p3) such that (c, d) ∈ Sr.

Proof: Let c ∈ L(p1) and suppose toward a contradiction that there exist distinct d, d′ ∈ L(p3) such that (c, d)
and (c, d′) ∈ Sr. By Claim 7.1.3, we have n ̸= 1. Since r ̸∈ L(u1), it follows from Proposition 1.4.4 that
s ∈ ZH left

n
(c, r, •). Consider the two L-colorings (s, r, d), (s, r, d′) of unp2p3. By Claim 7.1.3, n ̸= t, so each

of (s, r, d), (s, r, d′) is a proper L-coloring of unp2p3, and, by Observation 1.4.2, one of these extends to an
L-coloring of H right

n . Thus, one of σcd, σcd
′

extends to an L-coloring of H , which is false. ■

Now note the following:

Subclaim 7.1.12. s ̸∈ L(p1).

Proof: Suppose that s ∈ L(p1). By Claim 7.1.6, we have σsd(p2) ∈ {r, q} for each d ∈ L(p3). By Subclaim
7.1.11, there is at most one d ∈ L(p3) such that σsd(p2) = r, and, by Claim 7.1.7, there is at most one d ∈ L(p3)
such that σsd(p2) = q. Since |L(p3)| ≥ 3, we have a contradiction. ■

Since s ̸∈ L(p1), it follows from Claim 7.1.8 that s ̸∈ L(u1). Thus, we have {r, s} ∩ L(u1) = ∅. Recall that
q ∈ L(p1). By Claim 7.1.6, we have σqd(p2) ∈ {r, s} for each d ∈ L(p3). By Subclaim 7.1.11, since |L(p3)| ≥ 3,
there exist two distinct colors d, d′ ∈ L(p3) such that σqd(p2) = σqd

′
(p2) = s.

Since n ̸= t, each of (r, s, d), (r, s, d′) is a proper L-coloring of unp2p3, and, by Observation1.4.2, one of these
extends to an L-coloring of H right

n , so suppose without loss of generality that d ∈ ZH right
n

(r, s, •). Since s ̸∈ L(u1) and
n ̸= 1, it follows from Proposition 1.4.4 that the L-coloring (q, s, r) of p1p2un extends to an L-coloring of H left

n , so
σqd extend to an L-coloring of H , contradicting our assumption. ■

We now have enough to finish the proof of 1) of Theorem 7.1.1.

Claim 7.1.13. σrr(p2) = s and σss(p2) = r.

Proof: Suppose that one of these does not hold, and suppose without loss of generality that σrr(p2) ̸= s. By Claim
7.1.6, we have σrr(p2) = q, and we also have σrs(p2) = q, so we contradict Claim 7.1.7. ■

Applying Claim 7.1.6, we have σqq(p2) ∈ {r, s}, so suppose without loss of generality that σqq(p2) = r. By
Observation 1.4.2, ZH left

n
(•, r, s) contains one of q, s and ZH right

n
(s, r, •) also contains one of q, s. If s lies in both of

these lists, then, since σss = r, the coloring σss extends to an L-coloring of H , contradicting our assumption. Thus,
suppose without loss of generality that ZH left

n
(•, r, s) = {q}. If q ∈ ZH right

n
(s, r, •), then, since σqq(p2) = r, it follows

that σqq extends to an L-coloring of H , contradicting our assumption. Thus, ZH right
n

(s, r, •) = {s}. Applying Claim
7.1.6 again, we have σqs(p2) = r. Since ZH left

n
(•, r, s) = {q} and ZH right

n
(s, r, •) = {s}, it follows that σqs extends to

an L-coloring of H , contradicting our assumption. This completes the proof of 1) of Theorem 7.1.1.

2) of Theorem 7.1.1 deals with the case where one of the two endpoints of the principal path has a 4-list. We now
prove 2), which we restate with the lemma below.

Lemma 7.1.14. Let H be a broken wheel with principal path P := p1p2p3 , and let u⋆ ∈ V (H \ P ). Let L be a

list-assignment for H such that the following hold.

1) |L(u⋆)| ≥ 2; AND

2) |L(p3)| ≥ 4, and, for each v ∈ V (H) \ {u⋆, p2, p3}, |L(v)| ≥ 3.
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Then there exists a a color c ∈ L(p1) and two distinct colors d0, d1 ∈ L(p3) such that, for each i = 0, 1 and any

L-coloring ϕ of V (P ) using c, di on p1, p3 respectively, ϕ extends to an L-coloring of H .

Proof. Let H be a counterexample to the lemma. By removing colors from some of the lists if necessary, we suppose
that |L(v)| = 3 for all v ∈ V (H) \ {u⋆, p2, p3}, |L(p3)| = 4, and |L(u⋆)| = 2. Let S ⊆ L(p1) × L(p3) be the
set of pairs (c, d) such that any L-coloring of P using c, d on p1, p3 respectively extends to an L-coloring of H . Let
H − p2 = p1u1 · · ·utp3 for some t ≥ 1 and let m ∈ {1, · · · , t} with um = u⋆. Let H left be the broken wheel
with principal path P left := p1p2um, where H left − p2 = p1u1 · · ·um. Likewise, let H right be the broken wheel
with principal path P right := ump2p3, where H right − p2 = um · · ·utp3. Since |L(ut)| = 3 and |L(p3)| = 4, let
L(p3) = {d0, d1, d2, d3}, where d3 ̸∈ L(ut).

Since H is a counterexample, there are is at most one pair in S whose second coordinate is d3, so let c0, c1 ∈ L(p1)
be distinct colors with (c0, d3), (c1, d3) ̸∈ S. Thus, for each i = 0, 1, there is an L-coloring σi3 of V (P ) using ci, d3
on the respective colors p1, p3, where σi3 does not extend to an L-coloring of H .

Claim 7.1.15. For each i = 0, 1, we have ZH left(ci, σi3(p2), •) = ∅ and σi3(p2) = di. Furthermore, L(um) =

{σ03(p2), σ13(p2)}.

Proof: Suppose there is an L-coloring ϕ of H left using ci, σi3(p2) on the respective vertices p1, p2. Since d3 ̸∈ L(ut),
it follows from Proposition 1.4.4 that the L-coloring (ϕ(um), σi3(p2), d3) of P right extends to an L-coloring of H right

(this is true even if H right is a triangle, since d3 ̸∈ L(ut)). This contradicts our assumption that σi3 does not extend to
an L-coloring of H . Thus, we indeed have ZH left(ci, σi3(p2), •) = ∅ for each i = 0, 1. ■

For each i = 0, 1, let ri := σi3(p3).

Claim 7.1.16. For each i = 0, 1, c1−i = ri.

Proof: Let h be a color distinct from r0, r1 and let L′ be a list-assignment for V (H left) where L′(um) = {r0, r1, h}
and otherwise L′ = L. By Theorem 0.2.3, we have ZH left,L′(ci, σi3(p2), •) ̸= ∅ for each i = 0, 1. Thus, by Claim
7.1.15, we have ZH leftt,L′(ci, σi3(p2), •) = {h} for each i = 0, 1. Since c0 ̸= c1, it follows from 2) of Proposition
1.4.7 that, for each i = 0, 1, we have c1−i = σi2(p2) and thus c1−i = ri. ■

Combining Claim 7.1.15 and Claim 7.1.16, we have {c0, c1} ⊆ L(p2) and L(um) = {c0, c1}. Since |L(p1)| = 3, let
f be the lone color of L(p1) \ {c0, c1}.

Claim 7.1.17. ZH left(•, c1, c0) = ZH left(•, c0, c1) = {f} and furthermore, {c0, c1} ⊆ L(u1).

Proof: Suppose that there is an i ∈ {0, 1} such that ZH left(•, ci, c1−i) ̸= {f}, say i = 0 without loss of generality.
Since L(p1) = {c0, c1, f}, it follows from Theorem 0.2.3 that c1 ∈ ZH left(•, c0, c1). By Claim 7.1.16, we have
r1 = c0. Yet we also have r1 = σ13(p2) and, by Claim 7.1.15, ZH left(c1, r1, •) = ∅, so we have a contradiction.We
now check that {c0, c1} ⊆ L(u1). If H left is not a triangle, then this immediately follows from Proposition 1.4.4, since
|ZH left(•, ci, c1−i)| = 1 for each i = 0, 1. If H left is a triangle and there is an i ∈ {0, 1} with ci ̸∈ L(u1), then m = 1

and ZH left(ci, σi3(p2), •) ̸= ∅, contradicting Claim 7.1.15. ■

We now have the following:

Claim 7.1.18. (f, d3) ∈ S
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Proof: Suppose that (f, d3) ̸∈ S. Thus, there is an L-coloring τ of p1p2p3 using f, d3 on the respective vertices
p1, p3, where τ does not extend to an L-coloring of H . At least one of r0, r1 is distinct from τ(p2), suppose without
loss of generality that τ(p2) ̸= r0. Note that τ(p2) ̸= f , since f = τ(p1). Since d3 ̸∈ L(ut) and L(um) =

{r0, r1}, it follows from Proposition 1.4.4 that r0 ∈ ZH right(•, τ(p2), d3). This is true even if H right is a triangle, since
d3, τ(p2) ̸= r0. Thus, we have f ̸∈ ZH left(•, τ(p2), r0), or else τ extends to an L-coloring of H . Since r0 = c1 and
f ∈ L(p1) \ {c0, c1}, we have τ(p2), r0 ̸= f , so H left is not a triangle.

Since r0 = c1, r1 = c0, and f ̸∈ ZH left(•, τ(p2), r0), we have τ(p2) ̸= r1, or else we contradict Caim 7.1.17. Thus,
τ(p2) ̸∈ {c0, c1, f}. By Proposition 1.4.4, since H left is not a triangle, we have f, τ(p2) ∈ L(u1). By Claim 7.1.17,
c0, c1 ∈ L(u1). Thus, L(u1) contains the two disjoint sets {f, τ(p2)}, {c0, c1}, which is false as|L(u1)| = 3. ■

Since (f, d3) ∈ S, it follows that (f, d0), (f, d1), (f, d2) ̸∈ S, or else we contradict our assumption that H is a
counterexample. Thus, for each i = 0, 1, 2 there is an L-coloring τi of P using f, di on the respective vertices p1, p3,
where τi does not extend to an L-coloring of H .

Claim 7.1.19. For each k = 0, 1, 2, τk(p2) ∈ {c0, c1}.

Proof: Let k ∈ {0, 1, 2} and suppose that τk(p2) ̸∈ {c0, c1}.. Since L(um) = {c0, c1}, it follows from Observation
1.4.2 that ZH right(•, τk(p2), dk) ̸= ∅, so let j ∈ {0, 1} with cj ∈ ZH right(•, τk(p2), dk). By Claim 7.1.17, we have
{c0, c1} ⊆ L(u1). Since |{f, τ3(p2)}| = 2 and {f, τk(p2)} ∩ {c0, c1} = ∅, one of f, τk(p2) does not lie in u1, as
|L(u1)| = 3. By Proposition 1.4.4, f ∈ ZH left(•, τk(p2), cj), and τk extends to an L-coloring of H , which is false. ■

Since {τ0(p2), τ1(p2), τ2(p2)} ⊆ {c0, c1}, there exist j, k ∈ {0, 1, 2} and a c ∈ {c0, c1} and such that τj(p2) =

τk(p2) = c, say c = c0 without loss of generality. Thus, we have dj , dk ̸= c0. By Claim 7.1.17, we have f ∈
ZH left(•, c0, c1), and, by Observation 1.4.2, the L-coloring (c0, c1) of p2um extends to an L-coloring of H right using
one of dj , dk on p3. Thus, one of τj , τk extends to an L-coloring of H , which is false. This completes the proof of
Lemma 7.1.14 and thus completes the proof of Theorem 7.1.1.

7.2 Completing the Proof of Theorem 7.0.1

This short section consists of the proof of Theorem 7.0.1, which we do not restate as the statement is somewhat
lengthy. Let G,C, P, P⋆, u⋆ be as in the statement of Theorem 7.0.1. Let p, p′ be the endpoints of P and let q, q′ be
the endpoints of P⋆, where the (not necessarily distinct) vertices of {p, p′, q, q′} have the order p′, q′, q, p on the path
P . The following easy observation is an immediate consequence of the assumption that C is induced in G.

Recall that, by 1) of Theorem 1.7.4 we have the following: For any subpathR of C, letting x, x′ be the endpoints ofR,
and letting y ∈ V (R) be an R-hinge, we get that, for any ψ ∈ LinkL(xRy) and ψ′ ∈ LinkL(yRx′), if ψ(y) = ψ′(y),
the union ψ ∪ψ′ lies in LinkL(R). By Condition 3) of Theorem 7.0.1, each of q, q′ is a P -hinge. Combining this with
Theorem 1.7.5, we immediately have the following by taking appropriate unions.

Claim 7.2.1. Let v ∈ V (pPq) be a P -hinge with v ̸= u⋆ and suppose there exist two elements ψ1, ψ2 ∈ LinkL(vPq′)
with ψ1(v) ̸= ψ2(v). Then there exist two elements τ1, τ2 of LinkL(P ) such that τ1(p) ̸= τ2(p) and such that, for

each i ∈ {1, 2}, the restriction of τi to dom(τi) ∩ V (vPp′) is one of ψ1, ψ2.

Now we return to the proof of Theorem 7.0.1. We break this into two cases.

Case 1: There is no w ∈ D1(C) such that G[N(w) ∩ V (P )] is a subpath of P with u⋆ as an internal vertex
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In this case, u⋆ is a P -hinge and P⋆ = u⋆ = q = q′. By Theorem 1.7.5, there is an element ψ of LinkL(u⋆Pp′), since
every vertex of u⋆Pp′ has an L-list of size at least three, except possibly the endpoint u⋆. We first prove A). Applying
1) of Theorem 1.7.5, there exists a ψ′ ∈ LinkL(pPu⋆) such that ψ′(u⋆) = ψ(u⋆). By 1) of Theorem 1.7.4, the union
ψ ∪ ψ′ lies in LinkL(P ). This proves Statement A) in this case. Now we prove B).

Let v ∈ V (pPq) \ {u⋆} with |L(v)| ≥ 4 and suppose that v is a P -hinge. By Theorem 1.7.5, there exist two
elements ψ1, ψ2 of LinkLϕ

(u⋆Pv
†, C1, G̃) which use ψ(u⋆) on u⋆ and which color v† with two different colors.

Since u⋆ ̸∈ T int, it follows from 1) of Theorem 1.7.4 that each of ψ ∪ ψ1 and ψ ∪ ψ2 lies in LinkLϕ
(p′Pv†, C1, G̃).

Combining this with Claim 7.2.1, we prove Statement B). Thus, Theorem 7.0.1 holds in this case.

Case 2: There exists a w ∈ D2(C) such that G[N(w)∩V (P )] is a subpath of P with u⋆ as an internal vertex.

In this case, applying Condition 3) of Theorem 7.0.1, let w ∈ D1(C) be the unique vertex such that P⋆ = G[N(w) ∩
V (C)] = qPq′, where u⋆ is an internal vertex of qPq′.

Claim 7.2.2. LinkL(qPp′) ̸= ∅.

Proof: By 1) of Theorem 7.1.1, there is an element ψ of LinkL(P⋆) obtained by coloring q, q′. By Theorem 1.7.5,
there is an element ψ′ of LinkL(q′Pp′) which uses ψ(q′) on q′. Since q′ is a P -hinge, it follows from 1) of Theorem
1.7.4 that the union ψ′ ∪ ψ is an element of LinkL(qPp′). ■

We first prove Statement A) of Theorem 7.0.1. Applying Claim 7.2.2, there is a ψ∗ ∈ LinkL(qPp′). Applying 1) of
Theorem 1.7.5, there exists an element σ of LinkL(pQq) with σ(q) = ψ∗(q). Since q is a P -hinge, it follows from 1)
of Theorem 1.7.4 that the union ψ∗ ∪ σ lies in LinkL(P ). This proves A). Now we prove B). Let v ∈ V (pPq), where
v is a P -hinge and |L(v)| ≥ 4. Since u⋆ is an internal vertex of P⋆, we have v ̸= u⋆. We now break the proof of B)
into two cases

Subcase 2.1 v ̸= q

In this case, as above, we fix a ψ∗ ∈ LinkL(qPp′) by applying Claim 7.2.2. Again applying Theorem 1.7.5, there
exist two elements σ1, σ2 of LinkL(vPq) which both color q with ψ∗(q) and use different colors on v. Since v is a
P -hinge, it follows from 1) of Theorem 1.7.4 that the union ψ∗ ∪σi lies in LinkL(vPp′) for each i = 1, 2. Combining
this with Claim 7.2.1, we prove B) in this case.

Subcase 2.2 v = q

In this case, since |L(q)| ≥ 4, it follows from 2) of Theorem 7.1.1 that there exist two L-colorings ψ1, ψ2 of {q, q′}
which use the same color on q′ and different colors on q, where ψ1, ψ2 ∈ LinkL(P⋆). Let c = ψ1(q

′) = ψ2(q
′). As

above, by Theorem 1.7.5, there is a ψ∗ ∈ LinkL(q′Pp′) with ψ∗(q′) = c. Applying 1) of Theorem 1.7.4, each of the
unions ψ∗ ∪ ψ1, ψ∗ ∪ ψ2 lies in LinkL(pPq′). Combining the above with Claim 7.2.1, we complete the proof of B).
This completes the proof of Theorem 7.0.1.
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Chapter 8

Boundary Analysis for Closed Rings

In this chapter, we prove an analogue of Theorem 3.0.2 for closed rings. In order to state the main result of Chapter 8,
we begin with the following observation.

Observation 8.0.1. Let T = (G, C, L, C∗) be a critical mosaic and let C be a closed T -ring. Then there is a unqiue

cycle C1 ⊆ G such that V (C1) = B1(C,G). Furthermore, letting G = G0 ∪ G1 be the natural C-partition of G,

where C ⊆ G0, we have E(G0) = E(C) ∪ E(C1) ∪ E(C,C1).

Proof. By Corollary 2.2.10, C is a chordless cycle in G. Furthermore, there does not exist an x ∈ D1(C,G) such that
x is adjacent to each vertex of C, or else, since C is a facial subgraph of G and G is short-separation-free, we have
V (G) = V (C) ∪ {x}, contradicting Corollary 2.2.29. Since C is an L-predictable subgraph of G, G[N(x) ∩ V (C)]

is a proper subpath of C for each x ∈ D1(C,G). Since C is a chordless cycle, it follows from our triangulation
conditions that G contains a cycle C1 with V (C1) = D1(C,G), and C1 separates C from G \B1(C,G).

Given a closed ringC ∈ C, we call the ringC1 above the 1-necklace ofC. Note that this is analogous to the 1-necklace
of an open ring of T from Theorem 3.0.2. When we delete vertices near a closed ring C ∈ C, it is easier to analyze
proper k-chords of C1 in G \ C for small values of k, rather than proper k-chords of C for small values of k.

Observation 8.0.2. Let T = (G, C, L, C∗) be a critical mosaic and letC be a closed T -ring. LetC1 be the 1-necklace

of C and let k < Nmo
3 −2 and let Q be a proper k-chord of C1. Let G0∪G1 be the natural (C1, Q)-partition of G\C.

Then there exists an i ∈ {0, 1} such that C ′ ⊆ Gi for all C ′ ∈ C \ {C}.

Proof. Let u, u′ be the endpoints of Q. If there exist v ∈ N(u) ∩ V (C) and v′ ∈ N(u′) ∩ V (C) with v ̸= v′, then
the claim follows from 1) of Theorem 2.2.4. If no such pair v, v′ exists, then there exists a lone vertex v ∈ V (C) such
that N(u) ∩ V (C) = N(u′) ∩ V (C) = {v}, and then the claim follows from 2) of Theorem 2.2.4.

Given the result of Observation 8.0.2, it is natural to introduce the following notation analogous to Definition 2.3.9
and Definition 6.0.4.

Definition 8.0.3. Let T = (G, C, L, C∗) be a critical mosaic and let C be a closed T -ring. We set G̃ := G \ C. Let
C1 be the 1-necklace of C and let k < Nmo

3 − 2 and let Q be a proper k-chord of C1. We then let G̃ = G̃small
Q ∪ G̃large

Q

denote the natural (C1, Q)-partition of G̃, where, for each C ′ ∈ C \ {C}, we have C ′ ⊆ G̃large
Q .

In this chapter, we analyze the structure ofG near the C1 to obtain a result analogous to the results for open rings from
Chapters 3 and 4. This analysis is simpler and shorter than that of Chapters 3 and 4. The main result of Chapter 8 is
the following, which is an analogue of Theorem 3.0.2.
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Theorem 8.0.4. Let T = (G, C, L, C∗) be a critical mosaic, let C ∈ C be a closed ring, let G̃ := G \ C, and let C1

be the 1-necklace of C. Then C1 is an induced subgraph of G, and, for each 2-chord xwy of C1 in G̃, the graph G̃small
xwy

is a broken wheel with principal path xwy.

8.1 3-Lists on the 1-Necklace of a Closed Ring

We begin with the following:

Lemma 8.1.1. Let T = (G, C, L, C∗) be a critical mosaic and let C ∈ C be a closed ring. Let Q be a 3-chord of C

and, suppose that V (C1 ∩Gsmall
Q ) ̸⊆ V (Q). Then Glarge

Q is L-colorable.

Proof. Given a 3-chord Q of C, we say that Q is bad if V (C1 ∩Gsmall
Q ) ̸⊆ V (Q), but Glarge

Q is L-colorable. Suppose
toward a contradiction that there exists a bad 3-chord Q of C, and, among all bad 3-chords of C, we choose Q so that
|V (Glarge

Q )| is minimized. Let Q := pxyp′ and let P := C ∩Gsmall
Q Note that d(p, p′) ≥ 2, or else G contains a 4-cycle

separating an internal vertex of C1 ∩Glarge
Q from Gsmall

Q \Q.

Claim 8.1.2. There is no chord of Q in Glarge
Q , except possibly that pp′ ∈ E(C).

Proof: Suppose toward a contradiction that there exists such a chord of Q. Since C is induced, Glarge
Q contains either

the edge py or the edge p′x. Suppose without loss of generality that p′x ∈ E(Glarge
Q ). Since C is L-predictable and

an induced subgraph of G, and x is adjacent to each of p, p′, x is adjacent to each vertex of C ∩ Glarge
Q . But then the

triangle p′xy separates an element of C \ {C} from C, contradicting short-separation-freeness. ■

Let G† be a graph obtained from G by deleting all the vertices of Gsmall
pxyp′ \ {p, x, y, p′} and replacing them with a

single vertex pin adjacent to each of x, y, p, p′.

Claim 8.1.3. G† is short-separation-free.

Proof: If G† is not short-separation-free, then Glarge
Q either contains a chord of Q which is not an edge of C, or a

2-chord of Q whose endpoints are either p, y or p′, x. In the former case we contradict Claim 8.1.2, so there exists a
v ∈ V (Glarge

Q \Q) such that V (Q)∩N(v) contains at least one of {p′, x} or {p, y}. Suppose without loss of generality
that {p, y} ⊆ N(v). If v ∈ V (C), then, since C is an induced cycle in G we have pv ∈ E(C), and, since C is
L-predictable, y is adjacent to each vertex of (C ∩ Glarge

Q ) \ {p}. But then the 4-cycle pvyx separates an element of
C \ {C} from p′, contradicting the fact that T is a tessellation.

Since v ̸∈ V (C), Q∗ := pvyp′ is a 3-chord of C. Since G is short-separation-free, we have Gsmall
Q∗ \ {v} = Gsmall

Q

and Glarge
Q \ {x} = Glarge

Q∗ . Thus, we have V (C1 ∩ Gsmall
Q∗ ) ̸⊆ V (Q∗), since C1 ∩ Gsmall

Q∗ contains an internal vertex of
C1 ∩Gsmall

Q , and we have |V (Glarge
Q∗ )| < |V (Glarge

Q )|. By the minimality of |V (Glarge
Q )|, it follows that Glarge

Q∗ admits an
L-coloring ψ, and |Lψ(x)| ≥ 2, so ψ extends to an L-coloring of Glarge

Q , contradicting our assumption. ■

Let C† be the cycle obtained from C by replacing P with ppinp′. Let L′ be a list-assignment for V (G†) where L′(pin)

is a lone color not lying in L(p)∪L(x)∪L(y)∪L(p′), and otherwise L′ = L. Let C†
∗ be the outer face of G† and let

T † := (G†, (C \ {C}) ∪ {C†}, L′, C†
∗). By Claim 8.1.3, G† is short-separation-free. Since C† is L′-colorable by our

choice of L′, T † is a tessellation, where C ′ is a closed T †-ring.

We claim now that T † is a mosaic. Since |V (P )| ≥ 3, we have |V (C†)| ≤ |V (C)|, so M0) is satisfied, and M1) is
immediate. Since C is induced in G, C† is induced in G†, and each vertex of D1(C

†, G†) still satisfies the property
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that its neighborhood in C† consists of a subpath of C†. Thus, by our choice of L′(pin), C† is an L′-predictable facial
subgraph of T †, so M2) is satisfied. Finally, for any C ′ ∈ C \ {C}, there is no shortest (wT (C

′), C)-path in G whose
C-endpoint is an internal vertex of P . Since |V (C†)| ≤ |V (C)|, the rank of C has not increased, so T † also satisfies
the distance conditions of Definition 2.1.6.

Thus, T † is a mosaic, as desired. By assumption, we have V (C1 ∩ Gsmall
Q ) ̸⊆ V (Q), so |V (G†)| < |V (G)|, so G†

admits an L′-coloring ψ by the minimality of T . The restriction of ψ to Glarge
Q is an L-coloring of Glarge

Q . Thus, our
assumption that Q is bad is false.

We now rule out some of the chords of the 1-necklace of a closed ring in a critical mosaic.

Lemma 8.1.4. Let T = (G, C, L, C∗) be a critical mosaic, let C ∈ C be a closed ring, and let C1 be the 1-necklace

of C. Let ϕ be the unique L-coloring of V (C). Let P be a subpath of C1 and suppose that each internal vertex of P

has an Lϕ-list of size at least three. Then P is an induced subpath of G.

Proof. Let G̃ := G \ C, and suppose toward a contradiction that the claimed result does not hold. Then there is a
chord xy of C1 such that each internal vertex of C1∩G̃small

xy has an Lϕ-list of size at least three. Let P 1 := G̃small
xy ∩C1.

That is, P 1 is a subpath of C1 of length at least two, with endpoints x, y. Since each vertex of P 1 has a neighbor in C
consisting of a subpath of C, let P 0 be the subpath of C such that V (P0) = D1(P

1, C). For any q, q′ ∈ V (P0) with
q ∈ N(x) and q′ ∈ N(y), q, q′ are of distance at least two apart, or else G contains a 4-cycle separating an internal
vertex of P 0 from G̃small

xy . Let P ∗
0 be the subpath of P0 intersecting N(x) and N(y) only on its endpoints. Note that

|V (P ∗
0 )| ≥ 3. Let p, p′ be the endpoints of P 0

∗ , where p ∈ N(x) and p′ ∈ N(y), and let Q := pxyp′.

Claim 8.1.5. Q is an induced subpath of Gsmall
Q .

Proof: If this does not hold, then, since d(p, p′) ≥ 2, Gsmall
Q contains one of the edges p′x, py, so suppose without loss

of generality that p′x ∈ E(G). Then the triangle p′xy separates an internal vertex of P 1 from Glarge
Q , contradicting

short-separation-freeness. ■

Since |V (P 1)| ≥ 3, it follows from Lemma 8.1.1 that there is an L-coloring ψ ofGlarge
Q . SinceQ is an induced subpath

of Gsmall
Q , ψ is an L-coloring of the subgraph of G induced by Glarge

Q .

Since each neighbor of {x, y} in C lies in dom(ψ), the union ψ ∪ ϕ is a proper L-coloring of V (Glarge
Q ∪ P 0). Now,

Gsmall
Q \P 0

∗ contains a cyclic facial subgraph F := P 1+xy. By assumption, each vertex of F \{x, y} has an Lxyψ∪ϕ-list
of size at least three, and furthermore, each vertex of (Gsmall

Q \P 0
∗ )\F has an Lxyψ∪ϕ-list of size five. Thus, by Theorem

0.2.3, ψ ∪ ϕ extends to an L-coloring of G, contradicting the fact that T is critical.

We now have the following intermediate result which is analogous to Lemma 8.1.1.

Lemma 8.1.6. Let T = (G, C, L, C∗) be a critical mosaic and let C ∈ C be a closed ring. Let Q be a 4-chord of C

and, suppose that |V (Gsmall
Q \Q)| > 3. Then Glarge

Q is L-colorable.

Proof. Given a 4-chord Q of C, we say that Q is bad if |V (Gsmall
Q \ Q)| > 3 but Glarge

Q is L-colorable. Suppose
toward a contradiction that there exists a bad 4-chord Q of C, and, among all bad 4-chords of C, we choose Q so that
|V (Glarge

Q )| is minimized. Let Q := pxwyp′, let P 0 := C ∩Gsmall
Q and P 1 := C1 ∩Gsmall

Q . Note that d(p, p′) ≥ 2, or
else G contains a 4-cycle separating an internal vertex of C1 ∩Glarge

Q from Gsmall
Q \Q. Thus, we have |V (P 0)| ≥ 3.
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Claim 8.1.7. There is no chord of Q in Gsmall
Q . Furthermore, if there is an edge e ∈ E(Glarge

Q which is a chord of Q,

then e = pp′ and e ∈ E(C ′).

Proof: Suppose toward a contradiction that there is a chord e of Q in Gsmall
Q . Since C is an induced cycle of G and

|V (P 0)| ≥ 2, we have e ̸= pp′. Furthermore, we have e ̸∈ {wp,wp′}, since Gsmall
Q contains an (x, y)-path which is

disjoint to Q except for its endpoints.

Thus, we have e ∈ {xy, py, p′x}. If e = xy, then G contains the 3-chord Q∗ := pxyp′, and, since G is short-
separation-free, we haveGlarge

Q = Glarge
Q∗ −e. In particular, P0 ⊆ Gsmall

Q∗ , and since |V (P0)| ≥ 3, it follows from Lemma
8.1.1 that Glarge

Q∗ admits an L-coloring ψ. Since Glarge
Q = Glarge

Q∗ − e, ψ is also an L-coloring of Glarge
Q , contradicting our

assumption.

We conclude that xy ̸∈ V (Gsmall
Q ), so e ∈ {py, p′x}. Since xy ̸∈ V (Gsmall

Q ), we have |V (P1)| ≥ 3. Suppose without
loss of generality that e = p′x. Then the 4-cycle xwyp′ separates an internal vertex of P1 fromGlarge

Q \Q, contradicting
short-separation-freeness. We conclude that there is no chord of Q in Gsmall

Q , as desired. Now suppose that there is a
chord e of Q in Glarge

Q . If e = pp′ then, since C is an induced cycle of G, we have e ∈ E(C), and we are done in that
case, so suppose toward a contradiction that e ̸= pp′.

Suppose first that e ∈ {p′x, py}, and, without loss of generality, let e = p′x. Since G is L-predictable and C is
induced in G, x is adjacent to each vertex of C \ P̊ 9, so the 4-cycle xwyp′ separates an element of C \ {C} from each
vertex of Gsmall

Q \Q, contradicting short-separation-freeness.

Thus, we have e ∈ {xy, py, p′y}. In particular, the endpoints of e are of distance precisely two apart on Q. Let
e = qq′ and let q∗ be the unique vertex of Q such that q, q∗, q′ are consecutive on Q. Since G is short-separation-free,
G contains a 3-chord Q∗ of C with the same endpoints as Q, where Glarge

Q∗ = Glarge
Q \ {q∗} and Gsmall

Q∗ = Gsmall
Q + qq′.

Thus, P1 ⊆ Glarge
Q∗ , and since |V (P1)| ≥ 3, it follows from Lemma 8.1.1 that Gsmall

Q∗ admits an L-coloring ψ. Since
q∗ ∈ {x,w, y}, we have |Lψ(q∗)| ≥ 3, and ψ extends to an L-coloring of Glarge

Q , contradicting our assumption. ■

Now we have the following:

Claim 8.1.8. For any two vertices q, q′ ∈ V (Q) which are of distance precisely two apart in Q, q, q′ do not have a

common neighbor in V (Glarge
Q ) \ V (Q).

Proof: Suppose toward a contradiction that q, q′ have a common neighbor w∗ in Glarge
Q \ Q, and let q′′ be the unique

common neighbor of q, q′ on the path Q. Then G contains the 4-cycle qw∗q′q′′. By Claim 8.1.7, qq′ ̸∈ E(G), so we
have w∗ ∈ N(q′′) by our triangulation conditions.

We claim now that w∗ ̸∈ V (C). Suppose that w∗ ∈ V (C). If {x, y} ⊆ N(w∗), then, since C is L-predictable, x
is adjacent to each vertex of the subpath of C ∩ Glarge

Q with endpoints p, w∗, and y is adjacent to each vertex of the
subpath of C ∩Glarge

Q with endpoints p′, w∗. But then the 4-cycle xwyw∗ separates an element of C \ {C} from p, p′,
contradicting the fact that T is a tessellation. Thus, at least one of x, y lies outside of N(w∗), so suppose without
loss of generality that y ̸∈ N(w∗). Thus, we have qq′′q′ = pxw, and G contains the 3-chord R := w∗wyp′ of C.
Since G is short-separation-free, we have Glarge

R = Glarge
Q \ {x, p}. Since V (P 1) ⊆ V (Gsmall

R ), it follows from Lemma
8.1.1 that Glarge

R admits an L-coloring ψ. Since w∗ is precolored and wp is an edge of C, ψ extends to an L-color
dom(ψ) ∪ {p}, and the resulting extension leaves a color for x, since |Lψ(x)| ≥ 3. Thus, ψ extends to an L-coloring
of Glarge

Q , contradicting our assumption. We conclude that w∗ ̸∈ V (C).
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Since w∗ ̸∈ V (C), G contains a 4-chord Q∗ of C obtained from Q by replacing qq′′q′ with qw∗q′. Since G is short-
separation-free, we have Gsmall

Q = Gsmall
Q∗ \ {w∗} and Glarge

Q \ {q′′} = Glarge
Q∗ . Thus, we have |V (Glarge

Q∗ \ Q∗)| > 3

as well, and, by the minimality of Q, Glarge
Q∗ admits an L-coloring ψ. By Claim 8.1.7, N(q′′) ∩ V (Q) = {q, q′}, so

|Lψ(w)| ≥ 2. Thus, ψ extends to an L-coloring of Glarge
Q , contradicting our assumption. ■

With the above in hand, we prove the following:

Claim 8.1.9. |V (P 0)| = 3

Proof: Suppose toward a contradiction that |V (P 0)| ≠ 3. Since p, p′ are of distance at least two apart, we have
|V (P 0)| > 3. Now let G† be a graph obtained from G in the following way: We first delete all the vertices of
Gsmall
Q \ (Q∪C), and the contract P 0 to a path pqq′p′ of length three with endpoints p, p′, deleting any loops. Finally,

we add the edges xq, yq′, and we add a vertex w∗ adjacent to all five vertices of the cycle wqq′yw.

Note that Glarge
Q ⊆ G†, and G† \ Glarge

Q consists of the triangle qq′w∗. Let C† be the cycle obtained from C by the
contraction of P 0 to pqq′q′.

We claim now that G† is short-separation-free. Let H ∪Glarge
Q be the natural Q-partition of G†. Each of H and Glarge

Q

is short-separation-free, so if G† is not short-separation-free, then there is either a chord of Q in Glarge
Q which is not an

edge of C, or a 2-chord of Q in Glarge
Q whose endpoints are of distance precisely two apart on Q. In the former case,

we contradict Claim 8.1.7, and in the latter case, we contradict Claim 8.1.8.

Thus, G† is indeed short-separation-free. Let c, c′ be colors where c ̸= c′, c ̸∈ L(p)∪L(x), and c′ ̸∈ L(p′)∪L(y). Let
L′ be a list-assignment for V (G†) where L′(q) = {c}, L′(q′) = {c′}, L′(w∗) is an arbitrary 5-list, and otherwise L′ =

L. LetC†
∗ be the outer face ofG†. By construction ofG† andL′, each face ofG†, except those among (C\{C})∪{C†},

is a triangle, and V (C†) is L′-colorable. Thus, since G† is short-separation-free, T † := (G†, (C \ {C†}), L′, C†
∗) is a

tessellation. We claim now that T † is a mosaic.

Since |V (P0)| > 3, we have |V (C†)| ≤ |V (C)|, so M0) is satisfied, and M1) is immediate. Since C is induced in G,
C† is induced in G†, and, by our construction of G†, ech vertex of D1(C

†, G†) has a neighborhood in C† consisting
of a subpath of C†.

By our choice of colors c, c′, C† is L′-predictable, so M2) is satisfied as well. We just need to check that the distance
conditions of Definition 2.1.6 hold. Since |V (C†)| ≤ |V (C)|, the rank of C has not increased, and since dG(w,C) ≤
2, it follows that, for any C ′ ∈ C \ {C}, we have dG†(wT (C

′), C†) ≥ dG(wT (C
′), C). Since wT †(C ′) = wT (C),

T † satisfies the desired distance conditions. Thus, T † is a mosaic.

Since G† \Glarge
Q = qq′w∗ and |V (Gsmall

Q \Q)| > 3, we have |V (G†)| < |V (G)|. By the minimality of T , G† admits
an L′-coloring ψ, and ψ restricts to an L-coloring of Glarge

Q , contradicting our assumption that Q is bad. ■

Since |V (P 0)| = 3, let pin be the lone internal vertex of P 0. Then P 0 := ppinp′. We now construct a smaller mosaic
than T in the following way. Let G′ be a graph obtained from G by first deleting all the vertices of Gsmall

Q \ (Q ∪ C)
and replacing them with an edge w∗w∗∗, where N(w∗) ∩ V (C ∪ Q) = {pin, x, p, w} and N(w∗∗) ∩ V (C ∪ Q) =

{pin, w, y, p′}.

We claim now thatG′ is short-separation-free. LetG′ = H∪Glarge
Q be the naturalQ′-partition ofG′. Note thatG′ does

not contain a separating cycle of length at most four containing both of p, p′, or else, since C is an induced cycle of
G′, there is a 2-chord pup′ of Q with u ∈ V (Glarge

Q \Q), where pup′ is not a subpath of C. But then, pup′pin is also a
separating cycle inG, contradicting the fact that T is a tessellation. Since each ofH andGlarge

Q is short-separation-free,
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if G′ is not short-separation-free, then there is either a chord of Q in Glarge
Q which is not an edge of C, or a 2-chord

of Q in Glarge
Q whose endpoints are of distance precisely two apart on Q, or a 2-chord of Q. In the former case, we

contradict Claim 8.1.7, and in the latter case, we contradict Claim 8.1.8. Thus, G′ is short-separation-free.

Let L′ be a list-assignment for V (G′) where each of L′(w∗) and L′(w∗∗) is an arbitrary 5-list, and otherwise L′ = L.
Then T ′ := (G′, C, L′, C∗) is a tessellation. M0) and M1) are immediate, and each of w∗, w∗∗ has a neighborhood
on C consisting of a path of length precisely one, so, since C is L-predictable in G, it is also L′-predictable in
G′. Thus, M2) is satisfied as well. Finally, since dG(w,C) ≤ 2, it follows that, for any C ′ ∈ C \ {C}, we have
dG′(wT (C

′), C) ≥ dG(wT ′(C ′), C). Since wT ′(C ′) = wT (C), T ′ satisfies the distance conditions of Definition
2.1.6. Thus, T ′ is a tessellation. Since |V (Gsmall \Q)| > 3, we have |V (G′)| < |V (G)|, so, by the minimality of T ,
G′ admits an L′-coloring ψ, and ψ restricts to an L-coloring of Glarge

Q , contradicting our assumption that Q is bad.

With the above in hand, we prove an analogue of Lemma 8.1.4 for 2-chords of the 1-necklace:

Lemma 8.1.10. Let T = (G, C, L, C∗) be a critical mosaic, let C ∈ C be a closed ring, and let C1 be the 1-necklace

of C. Let G̃ := G \ C and let ϕ be the unique L-coloring of V (C). Let P be a subpath of C1 with |V (P )| ≥ 2 and

suppose that each internal vertex of P has an Lϕ-list of size at least three. Let x, y be the endpoints of P and suppose

there is a vertex w ∈ D1(C
1, G̃) adjacent to each of x, y. Then V (G̃small

xwy) = V (P )∪{w} and G̃small
xwy is a broken wheel

with principal path xwy.

Proof. For any 2-chord xwy of C1 with w ∈ D1(C
1, G \ C), we say that wxy is defective if |V (G̃small

xwy \ C1)| > 1.
Suppose toward a contradiction that there exists a defective 2-chord xwy of C1, and, among all defective 2-chords, we
choose wxy so that |V (G̃small

xwy)| is minimized. Let P 1 := G̃small
xwy ∩ C1. By Lemma 8.1.4, P 1 is an induced path in G.

Claim 8.1.11. For each v ∈ V (P̊ 1), w ̸∈ N(v).

Proof: Suppose toward a contradiction that there is a v ∈ V (P̊ 1) with w ∈ N(v). Then G̃ contains the 2-chords xwv
and vwy of C1. Furthermore, |G̃small

xwv | < |V (G̃small
xwy)| and |G̃small

vwy | < |V (G̃small
xwy)|. By the minimality of wxy, we have

{w} = V (G̃small
vwy \ C1) = V (G̃small

xwv \ C1), so {w} = V (G̃small
xwy \ C1), contradicting the fact that xwy is defective. ■

Let P 0 be the unique subpath of C such that V (P ) = V (C)∩D1(P
1, G), and let P 0

∗ be the subpath of P 0 intersecting
N(x) ∪ N(y) only on its endpoints. Let p, p′ be the endpoints of P 0

∗ , where p ∈ N(x) and p′ ∈ N(y). Note that
|V (P 0

∗ )| > 1, or else, since G is short-separation-free, G̃small
xwy consists of the triangle xwy, contradicting the fact that

xwy is defective. Thus, Q := pxwyp′ is a proper 4-chord of C.

Let S := V (G̃small
xwy) \ V (C1) ∪ {w}). Since xwy is defective, we have S ̸= ∅. Furthermore, we have |V (P̊ 1)| ≥ 2,

or else xP1yw is a cycle of length at most four separating a vertex of S from Glarge
Q \Q.

Claim 8.1.12. If e is a chord of Q in Gsmall
Q , then e = pp′ and e ∈ E(C).

Proof: Suppose there is a chord e of Q in Gsmall
Q . If e = pp′ then e ∈ E(C), since C is an induced subgraph of G, so

we are done. Now suppose toward a contradiction that e ̸= pp′. Since |V (P̊ 1)| ≥ 2 and P 1 is an induced subpath of
Gsmall
Q , we have e ̸= xy. Since w ∈ D1(C

1, G \ C), we have e ̸∈ {pw, p′w}, so e ∈ {p′x, py}. Suppose without loss
of generality that e = p′x. Since C is an induced subgraph of G and C is L-predictable, x is adjacent to each vertex
of P 0, so the 4-cycle xwyp′ separates a vertex of S from Glarge

Q \Q, contradicting short-separation-freeness. ■

We now have the following:
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Claim 8.1.13. For any L-coloring ψ of Glarge
Q , ψ ∪ ϕ is a proper L-coloring of V (Glarge

Q ∪ P 0).

Proof: Firstly, we note that ψ is an L-coloring of the subgraph ofG induced by V (Glarge
Q ). To see this, just note that, by

Claim 8.1.12, if e is a chord ofQ inGsmall
Q , then e = pp′, and the endpoints of e are precolored in L. Thus, ψ is indeed a

proper L-coloring of the subgraph ofG induced by V (Glarge
Q . Furthermore, since each vertex of (N(x)∪N(y))∩V (C)

lies in dom(ψ), the union ψ ∪ ϕ is indeed a proper L-coloring of the subgraph of G induced by V (Glarge
Q ∪ P 0). ■

We now establish the following.

Claim 8.1.14. aaaaaaaaaaaaaaaaaaa

1) If |S| = 1 then |V (P 0
∗ )| ≥ 3; AND

2) Glarge
Q admits an L-coloring.

Proof: Let |S| = 1 and suppose toward a contradiction that |V ((P 0
∗ )| ≤ 2. Then P 0

∗ consists of the edge pp′. Let
R := pxP 1yp′. Since C1 separates C from G \ C1 and P 0 = pp′, we have V (Gsmall

R ) = V (R). Since P 1 is an
induced subpath of Gsmall

Q and pp′ is the only chord of Q in Gsmall
Q , it follows from our triangulation conditions that

there is a vertex q ∈ V (R) \ {x, y} such that q is adjacent to both vertices of pp′.

Since V (P̊ 1)| ≥ 2, there is a vertex q′ ∈ V (P̊ 1) with q′ ̸= q. Suppose without loss of generality that q′ lies in the
subpath yRq of R. Then the edge qp′ separates q′ from p. Since q′ ∈ V (C1), q′ has a neighbor among p, p′, so
N(q′) ∩ V (C1) = {p′}.

By Claim 8.1.12, Q has no chord in Gsmall
Q except for pp′, and, by Claim 8.1.11, w has no neighbor in P 1 \ {x, y}.

Thus, since P 1 is an induced subpath of Gsmall
Q , the cycle wyP 1x is an induced subgraph of Gsmall

Q . Since |S| = 1, it
then follows from our triangulation conditions that S is a lone vertex u adjacent to every vertex of the cycle wyP 1x.
Yet since each of q, q′, y are adjacent to p′, G contains a K2,3 with bipartition {u, p′}, {q, q′, y}, contradicting the fact
that T is a tessellation. This proves 1). Now suppose toward a contradiction that Glarge

Q is not L-colorable. By Lemma
8.1.6, |V (Gsmall

Q \Q)| ≤ 3. Since S ̸= ∅, |V (P̊ 1)| ≥ 2, and p ̸= p′, it follows that |S| = 1, |V (P̊ 1)| = 2, and P 0
∗ is

the edge pp′. This contradicts 1). ■

Applying Claim 8.1.14, let ψ be an L-coloring of Glarge
Q . By Claim 8.1.11, the union ψ ∪ ϕ is a proper L-coloring of

V (Glarge
Q ∪ P 0). Let P 1 := u0 · · ·ut, where u0 = x and ut = y.

Claim 8.1.15. aaaaaaaaaaaaa

1) |S| = 1, and G̃small
xwy consists of a wheel whose central vertex is adjacent to each vertex of V (P 1) ∪ {w}; AND

2) For any L-coloring ψ′ of Glarge
Q , we have |Lψ′(u⋆)| = 2.

Proof: We first show that there exists a vertex u⋆ ∈ S adjacent to each of x,w, y. Suppose toward a contradiction
that no such vertex exists. Now, G̃small

xwy contains a cyclic facial subgraph F such that V (F ) = {w} ∪ V (P 1). Thus,
G̃small
xwy\{x,w, y} contains a facial subgraph F ′ such that V (F ′) = V (P̊ 1)∪(D1(dom(ϕ∪ψ), G)∩S). By Claim 8.1.11,

w has no neighbors amongw1, · · · , wt. Thus, since P 1 is an induced graph ofG, we haveN(u)∩dom(ψ∪ϕ) ⊆ V (C)

for each u ∈ {u2, · · · , ut−1}, and thus, by assumption, |Lψ∪ϕ(ui)| ≥ 3 for each i ∈ {2, · · · , t − 2}. Since t ≥ 3,
we have |Lψ∪ϕ(u1)| ≥ 2 and |Lψ∪ϕ(ut−1)| ≥ 2. Since no vertex of S is adjacent to all three of x,w, y, we have
|Lψ∪ϕ(v)| ≥ 3 for all v ∈ V (F ′) \ {u1, · · · , ut}, and each vertex of (G̃small

xwy \ {x,w, y}) \ F ′ has an Lψ∪ϕ-list of size
five. Thus, by Theorem 1.3.4, ψ ∪ ϕ extends to an L-coloring of G, contradicting the fact that T is critical.
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Thus, there is indeed a vertex u⋆ ∈ S adjacent to all three of x,w, y, so G \ C contains the 3-chord xu⋆y of C1. By
the minimality of xwy, we get that xu⋆y is not defective, so V (G̃small

xu⋆y = V (P 1) ∪ {u⋆}. Since P 1 is an induced
path in G, it follows from our triangulation conditions that u⋆ is adjacent to each vertex of u0, · · · , ut. Thus, since
G is short-separation-free, G̃small

xwy consists of a a wheel with central vertex u⋆ adjacent to every vertex of the cycle
u0 · · ·utw, and S = {u⋆}. This proves 1).

If ψ′ is an L-coloring of Glarge
Q and |Lψ(u⋆)| > 2, then ψ′ ∪ ϕ is a proper L-coloring of V (Glarge

Q ∪ P 0) by Claim
8.1.13, and each vertex of the broken wheel G̃small

xu⋆y has an Lψ′∪ϕ-list of size at least three, except for u1, ut−1, which
ave Lψ′∪ϕ-lists of size at least two. Thus, by Theorem 1.3.4, ψ′ ∪ ϕ extends to the broken wheel G̃small

xu⋆y , contradicting
the fact that T is critical. This proves 2). ■

As in Claim 8.1.15, let S = {u⋆}. Since dom(ψ ∪ ϕ) ∩ N(u⋆) = {x,w, y}, there are two colors r, s ∈ Lψ∪ϕ(u⋆).
Since ψ∪ϕ does not extend to an L-color the broken wheel G̃small

xu⋆y , we immediately have the following by Proposition
1.4.4.

Claim 8.1.16. aaaaaaaaaaaaa

1) |Lψ∪ϕ(u1)| = Lψ∪ϕ(ut−1)| = 2 and |Lψ∪ϕ(ui)| = 3 for each i ∈ {2, · · · , t− 2}; AND

2) r, s ∈ L(ui) for each i = 1, · · · , t− 1. In particular, L(u⋆) = {r, s, ψ(x), ψ(w), ψ(y)}.

Now we have the following.

Claim 8.1.17. aaaaaaaaaaaaaaa

1) If e is a chord of Q in Glarge
Q , then e = pp′ and e ∈ E(C).

2) There is no vertex v ∈ V (Glarge
Q \Q) such that v is adjacent to two vertices of Q which are of distance precisely

two apart on Q.

Proof: Firstly, since x,w, y are adjacent to u⋆, we have xy ̸∈ E(Glarge
Q ), and there is no vertex of Glarge

Q \Q adjacent to
x, y, or else G contains either a copy of K4 or K2,3, contradicting short-separation-freeness. Likewise, since p, x, w
are adjacent to u1, we have wp ̸∈ E(Glarge

Q ), and there is no vertex of Glarge
Q \ Q adjacent to w, p. Since p′, y, w are

adjacent to ut−1, we have wp′ ̸∈ E(Glarge
Q ), and there is no vertex of Glarge

Q \ Q adjacent to w, p′. The above proves
2), and shows that there is a chord e of Q in Glarge

Q , then e ∈ {pp′, xp′, yp}. We just need to show that any such e is
an edge of C. Suppose not. Then, since C is an induced cycle of G, Glarge

Q contains one of the edges xp′, yp, say xp′

without loss of generality. Since C is L-predictable, x is adjacent to each vertex of C ∩Glarge
Q , and the 4-cycle xwyp′

separates an element of C \ {C} from p, contradicting the fact that T is a tessellation. ■

Now let G′ be a graph obtained from G by first deleting the vertices of Gsmall
Q \Q and replacing them with a triangle

qq′pin, where pin is adjacent top each of p, p′, q is adjacent to w, x, p and q′ is adjacent to w, y, p′ (alternatively
phrased, we delete S and then contract P 0

∗ to a path of length two and P 1 to a path of length three). Let C ′ be the
cycle obtained from C by replacing P 0

∗ with ppinp′. Now, each facial subgraph of G′, except possibly those among
(C \ {C}) ∪ {C ′}, is bounded by a triangle.

Note that G′ is short-separation-free, or else G contains either a chord of Q which is not an edge of C, or a 2-chord of
Q whose endpoints are of distance precisely two apart on Q. In either case, we contradict Claim 8.1.17. Now let c, d
be distinct colors where c, d ̸∈ L(p)∪L(p′)∪{r, s, ψ(x), ψ(w), ψ(y)}. Let L′ be a list-assignment for V (G′) defined
as follows:
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L′(v) :=



{c} if v = pin

{ϕ(p), ψ(x), ψ(w), c, d} if v = q

{ϕ(p′), ψ(y), ψ(w), c, d}if v = q′

L(v) if v ∈ V (Glarge
Q )

Let C ′
∗ be the outer face of G′. By our choice of c, V (C ′) is L′-colorable, and, since G′ is short-separation-free, the

tuple T ′ := (G′, (C \ {C}) ∪ {C ′}, L′, C ′
∗) is a tessellation. We claim now that T ′ is a mosaic.

Since |S| = 1, we have |V (P 0)| ≥ 3 by 1) of Claim 8.1.14. Thus, |V (C ′)| ≤ |V (C)|, so M0) is satisfied, and M1)
is immediate. By construction of G′, C ′ is an induced subgraph of G′, since C is an induced subgraph of G, and, for
each v ∈ D1(C

′, G′), the neighborhood of v on C ′ is a subpath of C ′. Thus, by our choice of L′(pin), since C is
L-predictable, C ′ is also L′-predictable.

For any C ′′ ∈ C \ {C}, Q separates C ′′ from each vertex of P 0
∗ , and, by definition of P 0

∗ , x, y have no neighbors in
V (P̊ 0

∗ ). Since dG(w,C) = 2 and pxu⋆yp′ separates w from each vertex of P 0
∗ , there is no shortest (wT (C

′′), C)-path
in G whose C-endpoint is an internal vertex of P 0

∗ . Thus, since T satisfies the distance conditions of Definition 2.1.6,
and the rank of C has not increased, T ′ also satisfies the distance conditions of Definition 2.1.6.

We conclude that T ′ is a mosaic. Since |V (P 0)| ≥ 3, |V (P 1)| ≥ 4, and S ̸= ∅, we have |V (G′)| < |V (G)|. Thus,
by the minimality of T , G′ admits an L′-coloring σ. Let σ∗ be the restriction of σ to V (Glarge

Q ). By our construction
of L′, σ∗ is an L-coloring of Glarge

Q , and, by Claim 8.1.13, the union σ∗ ∪ ϕ is a proper L-coloring of V (Glarge
Q ∪ P 0).

By 2) of Claim 8.1.15, we have |Lσ∗(u⋆)| = 2, and, since σ∗ ∪ ϕ does not extend to an L-coloring of G, we have the
following.

1) σ∗(x) ∈ Lϕ(u1) and σ∗(y) ∈ Lϕ(ut−1); AND

2) |Lσ∗(u⋆) ⊆ Lϕ(ui) for each i = 1, · · · t− 1.

Recall that, by Claim 8.1.16, we have |Lϕ(u1) = {r, s, ψ(x)} and L(u⋆) = {r, s, ψ(x), ψ(w), ψ(y)}.

Claim 8.1.18. Either σ(x) ̸= ψ(x) or σ(y) ̸= ψ(y).

Proof: Suppose toward a contradiction that σ(x) = ψ(x) and σ(y) = ψ(y). If σ(w) ̸= ψ(w), then, since |Lσ∗(u⋆)| =
2 and L(u⋆) = {r, s, ψ(x), ψ(w), ψ(y)}, the color ψ(w) lies in Lσ∗(u⋆). Since Lϕ(u1) = {r, s, ψ(x)}, we have
ψ(w)not ∈ Lϕ(u1), so, coloring u⋆ with ψ(w), the union σ∗ ∪ ϕ extends to a proper L-coloring of the broken wheel
Gsmall
Q \ C. Thus, G is L-colorable, contradicting the fact that T is critical. It follows that σ(w) = ψ(w), so σ and

ψ restrict to the same L-coloring of the path xwy. Yet, by our construction of L′, σ uses the color d on each of q, q′,
contradicting the fact that σ is a proper L′-coloring of V (G′). ■

Applying Claim 8.1.18, suppose without loss of generality that σ(x) ̸= ψ(x). Since σ(x) ∈ Lϕ(u1), we have
σ∗(x) ∈ {r, s}. Suppose without loss of generality that σ∗(x) = r. Thus, since Lσ∗(u⋆) ⊆ Lϕ(u1), we have
Lσ∗(u⋆) = {s, ψ(x)}. Furthermore, by Claim 8.1.16, we have Lϕ(ut−1) = {r, s, ψ(y)}, and these colors are distinct.
Since ψ(x) ̸= ψ(y), there is a color of Lσ∗(u⋆) not lying in Lϕ(ut−1), so σ∗ ∪ ϕ extends to an L-coloring of G,
contradicting the fact that T is critical.

To complete the proof of Theorem 8.0.4, we need analogues to Lemmas 8.1.4 and 8.1.10 in which we deal with vertices
on the 1-necklace with lists of size less than three after we delete the precolored cycle. We obtain these lemmas and
complete the proof of Theorem 8.0.4 in the remaining sections of Chapter 8.
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8.2 Ruling Out the Remaining Chords

This section consists of the following lone result.

Lemma 8.2.1. Let T = (G, C, L, C∗) be a critical mosaic, let C ∈ C be a closed ring, and let C1 be the 1-necklace

of C. Then C1 is an induced cycle of G.

Proof. Given a 3-chord Q of C, we say that Q is defective if V (Gsmall
Q ∩ C1) ̸= V (Q ∩ C1). Suppose toward a

contradiction that C1 is not an induced subgraph of G. Then G contains a defective 3-chord Q of C. Among all
defective 3-chords of C, we choose Q so that the quantity |V (Glarge

Q )| is minimized. Let Q := xuu′y, let C0
† be the

cycle C ∩Glarge
Q +Q, and let C1

† be the cycle (C1 ∩Glarge
Q ) + uu′. Likewise, let D0

† be the cycle (C ∩Gsmall
Q ) +Q and

let D1
† be the cycle (C1 ∩Gsmall

Q ) + uu′.

Let ϕ be the unique L-coloring of V (C). By Lemma 8.1.4, there is an internal vertex u⋆ of the path C1 ∩Gsmall
Q such

that |L(u⋆)| < 2. Since C is L-predictable and an induced subgraph of G, we have |L(u⋆)| = 2, and u⋆ is the unique
vertex of C1 with an Lϕ-list of size less than three.

Claim 8.2.2. N(u) ∩ V (C0
† ) = {x} and N(u′) ∩ V (C0

† ) = {y}. In particular, C0
† is induced in G.

Proof: Since each of G[N(u)∩V (C)] and G[N(u′)∩V (C)] is a subpath of C, it is immediately from the minimality
of Q that N(u) ∩ V (C0

† ) = {x} and N(u′) ∩ V (C0
† ) = {y}. Since C is an induced subgraph of G, it follows that C0

†

is also an induced subgraph of G. ■

We also have the following easy facts:

Claim 8.2.3. u⋆ has at least one neighbor in D0
† \ (N(u) ∪ N(u′)). Furthermore, at least one of u, u′ is not the

endpoint of a chord of D1
† .

Proof: Suppose that u⋆ has no neighbors inD0
† \(N(y)∪N(u′)). since each ofG[Nu)∩V (C)] andG[N(u′)∩V (C)]

is a subpath of C, u and u′ have a common neighbor in C ∩Gsmall
Q , and G contains a 4-cycle which separates u⋆ from

Glarge
Q \Q, contradicting the fact that T is a tessellation.

By Lemma 8.1.4, any chord of (C ∩Gsmall
Q ) + uu′ with u as an endpoint separates u′ from u⋆. Likewise, any chord of

(C ∩Gsmall
Q ) + uu′ with u′ as an endpoint separates u from u⋆. Thus, if there is a chord of (C ∩Gsmall

Q ) + uu′ with u
as an endpoint, then there is no chord of (C ∩Gsmall

Q ) + uu′ with u′ as an endpoint, and vice-versa. ■

We now have the following:

Claim 8.2.4. C1
† is an induced subgraph of G. Furthermore, for each w ∈ V (Glarge

Q ) \ V (C ∪ C1), the graph

G[N(w) ∩ V (C1
† )] is a subpath of C1

† .

Proof: Suppose toward a contradiction that G has a chord ww′ of C1
† . Then ww′ is also a chord of C1, and, in

G \ C, ww′ separates u⋆ from each element of C \ {C}, or else we contradict Lemma 8.1.4. Each of w,w′ has a
neighbor in C ∩ Glarge

Q , since each lies in C1 and Q separates w,w′ from each internal vertex of the path D0
† − uu′.

Thus, let z, z′ ∈ V (C ∩ Glarge
Q with z ∈ N(w) and z′ ∈ N(w′), and let Q′ := zww′z′. Then u⋆ ∈ V (Gsmall

Q′ ) and
Gsmall
Q ⊆ Gsmall

Q′ . Note that ww′ ̸= uu′, since uu′ is not a chord of C1
† . Thus, we have |V (Gsmall

Q )| < |V (Gsmall
Q′ )| and

|V (Glarge
Q )| > |V (Glarge

Q′ )|, contradicting the minimality of Q.
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Now let w ∈ V (Glarge
Q )\V (C ∪C1). If w is adjacent to at most one of u, u′, then it immediately follows from Lemma

8.1.10 that G[N(w)∩ V (C1
† )] is a subpath of C1 and also a subpath of C1

† . Now suppose that w is adjacent to each of
u, u′. Applying Lemma 8.1.10, the graph C1 ∩G[N(w)] consists of two disjoint subpaths of C1 ∩Glarge

Q , where one
of these paths has u as an endpoint and the other has u′ as an endpoint. Since C1

† is an induced subgraph of G, the
graph G[N(w) ∩ V (C1

† )] is a subpath of C1
† containing the edge uu′. ■

We now note the following:

Claim 8.2.5. For each v ∈ {u, u′} there exist two elements ψ1, ψ2 ∈ Φ(ϕ,Gsmall
Q ), where ψ1(v) ̸= ψ2(v).

Proof: We first note thatGsmall
Q \C has a facial cycleD1

† which contains every vertex ofGsmall
Q \C with an Lϕ-list of size

less than five. Furthermore, u⋆ is the lone vertex of this cycle with an Lϕ-list of size less than three, and |Lϕ(u⋆)| = 2.
Thus, it immediately follows from Theorem 1.3.4 that there exist ψ1, ψ2 ∈ Φ(ϕ,Gsmall

Q ) with ψ1(v) ̸= ψ2(v). ■

We now have the following:

Claim 8.2.6. If u⋆ is the only internal vertex of the path D1
† − uu′ with more than one neighbor in C, then |N(u) ∩

V (C)| > 1 and |N(u′) ∩ V (C)| > 1.

Proof: Suppose toward a contradiction that at least one of u, u′ is adjacent to precisely one vertex of C, and thus
suppose without loss of generality that N(u) ∩ V (C) = {x}. Let G′ be a graph obtained from G by deleting every
vertex of Gsmall

Q \ Q and replacing them with a lone vertex v⋆, where v⋆ is adjacent to each vertex of Q. Let C ′

be the cycle (Glarge
Q ∩ C) + xv⋆y. Now let a be a color in Lϕ(u⋆) and let L′ be a list-assignment for V (G′) where

L′(v⋆) = {a} and otherwise L′ = L.

Subclaim 8.2.7. G′ is short-separation-free, and furthermore, C ′ is an L′-predictable facial subgraph of G′.

Proof: Suppose toward a contradiction that G′ is not short-separation-free. Since C1
† is an induced subgraph of

G’, there is a vertex w of Glarge
Q \ Q with at least three neighbors in Q. Since Q is an induced subgraph of G

and G is short-separation-free, it follows from our triangulation conditions that G[N(w) ∩ V (Q)] is a subpath
of Q of length at least two, so suppose without loss of generality that w is adjacent to each of x, u, u′. Thus,
w ∈ V (C1

† )\{u, u′}. By Claim 8.2.4, C1
† is an induced subgraph of G, so C1

† = uu′w, and G contains a triangle
which separates C from each element of C \{C}, contradicting the fact that T is a tessellation. Thus,G′ is indeed
short-separation-free.

Now we check that C ′ is L′-predictable. Let ϕ′ be the unique L′-coloring of V (C ′). We have |Lϕ(u) \ {a}| ≥ 3,
since |N(u)∩V (C)| = 1. For eachw ∈ V (G′\C ′), ifw ̸= u, u′, then |Lϕ′(w) = Lϕ(w) and thus |Lϕ′(w)| ≥ 3.
Since |Lϕ′(u)| ≥ 3 and |Lϕ′(u′)| ≥ 2, C ′ is indeed an L′-predictable facial subgraph of G′. ■

Let T ′ := (G′, (C \ {C}) ∪ {C ′}, L′, C ′
∗). By our choice of L′(v⋆), V (C ′) is L′-colorable, and since G′ is short-

separation-free, T ′ is a tessellation in which C ′ is a closed ring. By Claim 8.2.3, C ∩Gsmall
Q is a path of length at least

two, so |V (C ′)| ≤ |V (C)|. We claim now that T ′ is a mosaic. Since |V (C ′)| ≤ |V (C)|, M0) is satisfied, and M1) is
trivial. By Subclaim 8.2.7, C ′ is an L′-predictable facial subgraph of G′, so M2) is satisfied as well.

Now, for each C ′′ ∈ C \ {C}, there is no shortest (wT (C
′′), C)-path in G whose C-endpoint lies in V (C ∩ Gsmall

Q \
{x, y}, or else, since Q separates C ′′ from Gsmall

Q \Q, one of u, u′ has a neighbor in V (C0
† \Q), contradicting Claim

8.2.2. Since |V (C ′)| ≤ |V (C)|, we have Rk(T ′|C ′) ≤ Rk(T |C). Since wT ′(C ′′) = wT (C
′′) for each C ′′ ∈ C \{C},
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and T satisfies the distance conditions of Definition 2.1.6, it follows so T ′ is also satisfies the distance conditions of
Definition 2.1.6.

We conclude that T ′ is a mosaic. Since |V (G′)| < |V (G)|, G′ admits an L′-coloring ψ. Let ψ′ be the restriction of ψ
to G′ \ {v⋆}. Note that ψ′ is an L-coloring of Glarge

Q . We claim now that ψ′ extends to an L-coloring of G. By Claim
8.2.2, D0

† is an induced subgraph of G, so the union ψ′ ∪ ϕ is a proper L-coloring of the subgraph of G induced by
C ∪Glarge

Q . The graph Gsmall
Q \V (C ∪Q) has a face F which contains every vertex of Gsmall

Q \V (C ∪Q) with an Lψ′∪ϕ

list of size less than five. IfGsmall
Q \V (C∪Q) is Lψ′∪ϕ-colorable, then ψ′ extends to an L-coloring ofG, contradicting

the fact that T is critical. Thus, Gsmall
Q \ V (C ∪Q) is not Lψ′∪ϕ-colorable. Now consider the following cases:

Case 1: u⋆ is adjacent to at least one of u, u′

Suppose without loss of generality that u⋆ is adjacent to u. Since there is no chord of D1
† with u⋆ as an endpoint, it

follows that u⋆u is an edge of D1
† , and since any chord of D1

† separates u⋆ from at least one of u, u′, there is no chord
of D1

† with u′ is an endpoint.

Suppose first that both u, u′ are adjacent to u⋆. In that case, D1
† consists of the triangle uu′u⋆, and since G is short-

separation-free, we have Gsmall
Q \ C = uu′u⋆. Since ψ(v⋆) = a, we have {ψ′(u), ψ′(u′)} ≠ Lϕ(v

⋆), so ψ′ ∪ ϕ
extends to L-color the triangle uu′u⋆. Thus, Gsmall

Q \V (C∪Q) is Lψ′∪ϕ-colorable, which is false. The only remaining
possibility in Case 1 is that u s adjacent to u⋆ and u′ is not. Thus, we have |Lψ′∪ϕ(u⋆)| ≥ 1. Since there is no chord of
D1

† with u′ is an endpoint, and u⋆ is the only internal vertex of the path D1
† −uu′ with more than one neighbor in C, it

follows that each vertex of F \{u⋆} has an Lψ′∪ϕ-list of size at least three. Thus, by Theorem 0.2.3,Gsmall
Q \V (C∪Q)

is Lψ′∪ϕ-colorable, which is false.

Case 2: u⋆ is adjacent to neither u nor u′

In this case, we have |Lψ′∪ϕ(u⋆)| ≥ 2. Since each internal vertex of D1
† − uu′, except for u⋆, has an Lϕ-list of size at

least four, and u, u′ have at most one common neighbor in D1
† , it follows that there is a vertex v ∈ V (F ) \ {u⋆} such

that |Lψ′∪ϕ(v)| ≥ 2, and, for each w ∈ V (F ) \ {v, u⋆}, |Lψ′∪ϕ(w)| ≥ 3. Thus, by Theorem 1.3.4, Gsmall
Q \V (C ∪Q)

is Lψ′∪ϕ-colorable, which is false. ■

We now have the following:

Claim 8.2.8. Either |N(u) ∩ V (C)| > 1 or |N(u′) ∩ V (C)| > 1.

Proof: Suppose toward a contradiction that N(u) ∩ V (C) = {x} and N(u′) ∩ V (C) = {y}. Since at least one of
u, u′ is not the endpoint of a chord of D1

† , suppose without loss of generality that u is not the endpoint of any chord
of D1

† . Let p be the unique neighbor of u on the path C1
† − uu′ and let q be the unique neighbor of u on the path

D1
† − uu′. Since p ̸= u⋆, we have |Lϕ(p)| ≥ 3. Since N(u) ∩ V (C) = {x}, we have |Lϕ(u)| = 4. Thus, there exists

a c ∈ Lϕ(u) such that |Lϕ(p) \ {c}| ≥ 3,

Subclaim 8.2.9. There exists a ψ ∈ Φ(ϕ,Gsmall
Q ) such that ψ(u) = c.

Proof: Let ϕ′ be the extension of ϕ to V (C) ∪ {u} obtained by coloring u with c. Since N(u′) ∩ V (C)| = 1, we
have |Lϕ(u′)| ≥ 4, and thus |Lϕ′(u′)| ≥ 3. Let F be the lone facial subgraph ofGsmall

Q \(V (C)∪{u}) containing
all the vertices of Gsmall

Q \ (V (C)∪{u}) with Lϕ′ -lists of size less than five. Since there is no chord of D1
† with u

as an endpoint, each vertex of F \ {u⋆, q} has an Lϕ′ -list of size at least three. If u⋆ ̸= q, then each of u⋆, q has
an Lϕ′ -list of size at least two, and thus ϕ′ extends to an L-coloring of Gsmall

Q by Theorem 1.3.4. If u⋆ = q, then
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|Lϕ′(u⋆)| ≥ 1, and thus, by Theorem 0.2.3, ϕ′ extends to an L-coloring of Gsmall
Q . In any case, there exists such a

ψ in Φ(ϕ,Gsmall
Q ). ■

Now we let ψ ∈ Φ(ϕ,Gsmall
Q ) with ψ(u) = c. Let L′ be a list-assignment for V (Glarge

Q ) where L′(v) = {ψ(v)} for
each v ∈ V (C0

† ), and otherwise L′ = L. Let C ′
∗ be the outer face of Glarge

Q and let T ′ := (Glarge
Q , L′, C ′

∗). Note that
T ′ is a tessellation in which C0

† is a closed T ′-ring. We claim now that T ′ is a mosaic. Firstly, by Claim 8.2.6, there
is a vertex w ∈ V (D1

†) \ {u, u′, u⋆} with at least two neighbors in C. Since G[N(w)∩ V (C)] and G[N(u⋆)∩ V (C)]

are paths which intersect at most on a common endpoint, and G[N(u⋆)∩V (C)] has length at least two, it follows that
there D0

† \ {x, y} is a path of length at least two, so we have |V (C ′)| < |V (C)|.

Since |V (C ′)| < |V (C)|, T ′ satisfies M0), and M1) is trivially satisfied. Furthermore, the rank of C ′ has dropped by
at least one (that is, Rk(T ′|C ′) < Rk(T |C), and thus, since T satisfies the distance conditions of Definition 2.1.6, T ′

does as well. Thus, we just need to check that C ′ is an L′-predictable facial subgraph of G′.

Since C is L-predictable in G and u⋆ ̸∈ V (Glarge
Q ), each neighbor of C ′ has an Lψ-list of size at least three, except for

the neighbors of u, u′ on the cycle C1
† . By our choice of ψ, we have |Lψ(p)| ≥ 3. Let p′ be the unique neighbor of u′

on the path C1
† − uu′. Note that p ̸= p′, or else G contains a triangle which separates each element of C \ {C} from

C, contradicting the fact that T is a tessellation. Furthermore, since |Lϕ(p′)| ≥ 3, we have |Lψ(p′)| ≥ 2.

Let v ∈ V (Glarge
Q \C ′). If u, u′ ̸∈ N(v), then, since C is L-predictable in G, the graph G[N(v)∩ V (C ′)] is a subpath

of C ′. If at least one of u, u′ ∈ N(v), then, since C1
† is an induced subgraph of G, and G[N(v) ∩ V (C)] is a subpath

of C, it again follows thatG[N(v)∩V (C ′)] is a subpath of C ′. Thus, C ′ is an L′-predictable facial subgraph ofGlarge
Q ,

and T ′ is indeed a mosaic. Since |V (Glarge
Q )| < |V (G)|, it follows from the minimality of T that Glarge

Q admits an
L′-coloring ψ′. Thus, ψ ∪ ψ′ is an L-coloring of G, contradicting the fact that T is critical. ■

We now have the following:

Claim 8.2.10. Let v ∈ {u, u′}. If each vertex of C1
† − v has at least two neighbors in C, then |V (C1

† )| < |V (C)|.

Proof: Suppose toward a contradiction that |V (C1
† )| ≥ |V (C)|. Note that C1

† − v is a subpath of C1. Let R :=

G[D1(C
1
† − v) ∩ V (C)]. Since C is L-predictable in G, and each vertex of C1

† − v has at least two neighbors in C,
it follows that R is a subpath of C of length at least |E(C1

† − v)|. Since |E(C1
† )| = |E(C1

† − v)| + 2, it follows that
|E(C1

† )| ≤ |E(R)|+ 2 and thus |V (C)| ≤ |E(R)|+ 2. Thus, we have |V (C)| ≤ |V (R)|+ 1.

By Claim 8.2.3, there is a neighbor p of u⋆ in D0
† \ (N(u)∪N(u′)), and since D0

† \ (N(u)∪N(u′)) is vertex-disjoint
to R, p is the lone vertex of C \ R. If |N(v) ∩ V (C)| > 1, then there is a neighbor of v lying in C \ R, and since
p ̸∈ N(v), we contradict the fact that V (C \ R) = {p}. Thus, we have |N(v) ∩ V (C)| = 1, and furthermore, since
{p} = V (C \ R), no internal vertex of the path D1

† − uu′ other than u⋆, has more than one neighbor on C. Since
|N(v) ∩ V (C)| = 1, we contradict Claim 8.2.6. ■

We have an analogous result for a proper subpath of C1
† − uu′, where we construct a new cycle in G by adjoining a

path in C to a path C1
† :

Claim 8.2.11. Let v, v∗ ∈ {u, u′} with v ̸= v∗ and let x∗ be the unique vertex of N(v∗)∩ {x, y}. Let P be a subpath

of C1
† −uu′ with v as an endpoint, where V (P ) ̸⊆ V (C1

† − v∗). Let q be an endpoint of P where q = v if |V (P )| = 1

and otherwise q is the other endpoint of P . Let z be the unique vertex of N(q) ∩ V (C) which is closest to x∗ on the

path C0
† − uu′ and let P0 be the unique subpath of C0

† − uu′ with z, x∗ as an endpoints. Finally, let C ′ be the cycle

vPqzP0x
∗v∗. Then the following hold.
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1) C ′ is an induced subgraph of G, and, for each w ∈ V (G)\B1(C
′), G[N(w)∩V (C ′)] is a subpath of C ′; AND

2) If each vertex of P − v has at least two neighbors in C, then |V (C ′)| < |V (C)|.

Proof: Suppose without loss of generality that v = u, so v∗ = u′ and x∗ = y. Since V (P ) ̸⊆ V (C1
† − u′), there is a

unique vertex p of C1
† \ (V (P )∪ {u′}) which is adjacent to q. We claim now that C ′ is an induced subgraph of C. To

see this, we first note that C1
† is an induced subgraph of G by Claim 8.2.4, and P0 is an induced subgraph of G, since

C is an induced subgraph of G′. Since C is L-predictable in G, and q, p ̸= u′, there is no edge of G with one endpoint
in P0 and the other endpoint in C ′ \ P0, except for yu′ and qz. Thus C ′ is indeed an induced subgraph of G.

Now let w ∈ V (G) \ B1(C
′), if w has a neighbor in C ′, then G′[N(w) ∩ V (C ′)] is a subpath of C ′. To see this,

note that G[N(w) ∩ V (C)] is a subpath of C (possibly empty) since C is L-predictable in G, and, by Claim 8.2.4,
G′[N(w)∩ V (C1

† )] is a subpath of C1
† . Since C1

† is an induced subgraph of G, G′[N(w)∩ V (C ′)] is a subpath of C ′.

Now suppose that each vertex of P − v has at least two neighbors in C, and suppose toward a contradiction that
|V (C ′)| ≥ |V (C)|. Note that we have the disjoint union V (C ′) = {u} ∪ V (P )∪ V (P0). Since C is an L-predictable
and induced subgraph of G, the graph G[V (C) ∩D1(P )] is a subpath of C. Since each vertex of P − v is adjacent to
a subpath of C of length at least one, it follows that |V (P )| ≤ |D1(P )∩V (C)|. Since G[D1(P )∩V (C)] is a subpath
of C which intersects with P0 precisely on the point w, and V (C ′) = {u}∪V (P )∪V (P0), it follows that |V (C ′)| ≤
1 + (|V (P0)|+ |D1(P ) ∩ V (C)|)− 1. Since |V (C ′)| ≥ |V (C)|, we have |V (C)| ≤ (|V (P0)|+ |D1(P ) ∩ V (C)|) .

Now, C \ (V (P0) ∪D1(P )) is a subpath of Gsmall
Q ∩ C. Since |V (C)| ≤ (|V (P0)| + |D1(P ) ∩ V (C)|) and the sum

on the right counts the vertex w precisely twice, it follows that the path C \ (V (P0) ∪ D1(P )) consists of at most
one vertex. By Observation 8.2.3, this path consists of precisely one vertex, this vertex does not lie in N(u′), and u⋆
is the only vertex of D1

† \ {u, u′} with more than one neighbor in C. Thus, since N(u′) ∩ V (C0
† ) = {y}, we have

N(u′) ∩ V (C) = {y}, contradicting Claim 8.2.6. ■

We now define a set Su ⊆ Lϕ(u) and a set Su′ ⊆ Lϕ(u
′), where Su is the set of colors used on u by elements of

Φ(ϕGsmall
Q ), and Su′ is the set of colors used on u′ by elements of Φ(ϕGsmall

Q ). By Claim 8.2.5, we have |Su| ≥ 2

and |Su′ | ≥ 2. We now define a subpath Pu of C1
† − uu′ in the following way: Pu is the unique maximal subpath of

C1
† − uu′ such that u is an endpoint of Pu and P satisfies the property that, for each v ∈ V (Pu− u), Su ⊆ Lϕ(v) and
|Lϕ(v)| = 3. Likewise, we define a subpath P ′

u′ of C1
† −uu′ in the following way: P ′

u′ is the unique maximal subpath
of C1

† − uu′ such that u′ is an endpoint of P ′
u′ and, for each v ∈ V (P ′

u′ − u′), Su′ ⊆ Lϕ(v) and |Lϕ(v)| = 3. Note
that each vertex of Pu − u is adjacent to at least two vetices of C, and likewise for Pu′ − u′.

Applying Claim 8.2.4, we define two subsets Ob(u) and Ob(u′) of V (Glarge
Q ) \ V (C ∪ C1) in the following way: Let

Ob(u) be the set of vertices v ∈ V (Glarge
Q ) \ V (C ∪ C1) such that G[N(v) ∩ V (C1)] is a subpath of C1

† of length at
least two with u as an endpoint. We define Ob(u′) analogously. Note that each of Ob(u) and Ob(u′) has size at most
two. Furthermore, at most one of these sets have size precisely two. To see this, suppose that |Ob(u′)| = 2. Then there
s a vertex v ∈ V (Glarge

Q ) \ V (C ∪C1) such that G[N(v)∩ V (C1)] is a subpath of C1 with u as an internal vertex, and
thus Ob(u) = ∅.

Claim 8.2.12. If |Ob(u′)| ≤ 1, then V (C1
† − u′) ̸⊆ V (Pu). Likewise, if Ob(u)| ≤ 1, then V (C1

† − u) ̸⊆ V (P ′
u′).

Proof: As the two claims are symmetric, suppose without loss of generality that |Ob(u′)| ≤ 1 and suppose toward a
contradiction that V (C1

† − u′) ⊆ V (Pu). Let p′ be the unique vertex of C1
† − u which is adjacent to u′
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Subclaim 8.2.13. There exists a σ ∈ Φ(ϕ,Gsmall
Q ∪ C1

Q) and a vertex w ∈ V (Glarge
Q ) \ V (C ∪ C1) such that

|Lσ(w)| ≥ 2, and, for each v ∈ V (Glarge
Q ) \ V (C ∪ C1), if v ̸= w, then |Lσ(v)| ≥ 3.

Proof: We break this into two cases:

Case 1: Su ∩ Su′ ̸= ∅

In this case, there exists a ψ ∈ Φ(ϕ,Gsmall
Q ) such that ψ extends to an L-coloring of dom(ψ)∪V (C1

†−p′) obtained
by 2-coloring of the path C1

† −p′ with the colors of {ψ(u), ψ(u′)}. Since p′ ̸= u⋆, we have |Lϕ(p′)| ≥ 3, so there
is a color left over for p′. This is permissible asC1

† is an induced subgraph ofG. Let σ be the resulting extension of
ψ to dom(ψ)∪V (C1

† ). We claim that σ satisfies the desired properties. If there is a vertex w ∈ V (Glarge
Q )\B1(C)

such that p′ is an internal vertex ofG[N(w)∩V (C1
† ), then |Lσ(w)| ≥ 2 andw is the lone vertex ofGlarge

Q \B1(C)

with an Lσ-list of size less than three, since, for any other vertex v ∈ V (Glarge
Q ) \ B1(C), the colors used by σ

among the neighbors of v all lie in {ψ(u), ψ(u′)}. On the other hand, if no such vertex exists, then, for any
w ∈ V (Glarge

Q ) \B1(C), if |Lσ(w)| < 3, we have w ∈ Ob(u′) and |Lσ(w)| = 2, so, again, we are done.

Case 2: Su ∩ Su′ ̸= ∅

In this case, we simply choose a ψ ∈ Φ(ϕ,Gsmall
Q ) and extend ϕ to an L-coloring of C1

† by 2-coloring the
path C1

† − u′ using colors from Su. Let σ be the resulting L-coloring of V (Gsmall
Q ) ∪ V (C ∪ C1). For each

v ∈ V (Glarge
Q ) \B1(C), if v ̸∈ Ob(u′), then |Lσ(v)| ≥ 3, and, if v ∈ Ob(u′), then |Lσ(v)| ≥ 2. ■

Let σ be as in the statement of Subclaim 8.2.13. We let G′ := Glarge
Q \ C and let L′ be a list-assignment for V (G′)

defined as follows. For each v ∈ V (C1
† ), we set L′(v) = {σ(v)}, and, for each v ∈ V (G′ \C1

† ), we set L′(v) = L(v).
Let C ′

∗ be the outer face of G′ and let T ′ := (G′, (C \ {C}) ∪ {C1
† }, L′, C ′

∗). Note that T ′ is a tessellation in which
C ′ is a closed ring. We claim now that T ′ is a mosaic.

Subclaim 8.2.14. V (C†
1)| < |V (C)|.

Proof: If |N(u) ∩ V (C)| > 1, then, since V (C1
† − u′) ⊆ V (Pu), it follows from the definition of Pu each vertex

of C1
† − u′ is adjacent to at least two vertices of C, so, by Claim 8.2.10, we have |V (C1

† )| < |V (C)|. Now
suppose that |N(u) ∩ V (C)| = 1. By Claim 8.2.8, we have |N(u′) ∩ V (C)| > 1. Since each vertex of C1

† − u′

lies in P , it follows that each vertex of C1
† − u is adjacent to at least two vertices of C, so, again applying Claim

8.2.8, we have |V (C1
† )| < |V (C)|. ■

Since |V (C1
† )| < |V (C)|, it immediately follows that T ′ satisfies M0), and M1) is trivial. Combining Subclaim

8.2.13 with Claim 8.2.4, we immediately get that C1
† is an L′-predictable facial subgraph of G′, so M2) is satisfied

as well. Since |V (C1
† )| < |V (C)|, we have Rk(T ′|C1

† ) < Rk(C|T ). Since V (C1
† ) ⊆ B1(C,G) and T satisfies the

distance conditions of Definition 2.1.6, it immediately follows that T ′ does as well. Thus, T ′ is indeed a mosaic. Since
|V (G′)| < |V (G)|, it follows from the minimality of T that G′ admits an L′-coloring, so σ extends to an L-coloring
of G, contradicting the fact that T is critical. ■

We now have the following:

Claim 8.2.15. Let v, v∗ ∈ {u, u′} with |Ob(v∗)| ≤ 1 and v ̸= v∗. Then the following hold.

1) There is a vertex w ∈ V (Glarge
Q \B1(C)) which is adjacent to v∗ and has at least two neighbors in Pv; AND

2) The path C1
† \ Pv consists of precisely one edge v∗p, where |N(p) ∩ V (C)| ≥ 2.
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Proof: Suppose without loss of generality that v∗ = u′ and v = u, and suppose toward a contradiction that at least one
of the two conditions is not satisfied. Applying Claim 8.2.12, we have V (P ) ̸⊆ V (C1

† − u′). Let Pu := u0u1 · · ·ut,
where u0 = u. Let p be the unique vertex which does not lie in Pu and is adjacent to ut on the path C1

† − uu′. Since
V (Pu) ̸⊆ V (C1

† − u′), the subpath of C1
† − uu′ with endpoints ut, u′ has length at least two. Furthermore, there is at

most one vertex w ∈ V (Glarge
Q \B1(C)) such that w ∈ N(u′) and w is adjacent to at least two vertices of Pu. If such a

w exists and the path G[N(w) ∩ V (C1
† )] has u′ as an internal vertex, then this is immediate, since u′ has degree three

in G \C, and if u′ is an endpoint of G[N(w) ∩ V (C1
† )], then it follows from our assumption that w is the only vertex

of Glarge
Q \B1(C) with at least two neighbors in Pu.

Subclaim 8.2.16. There is an L-coloring σ ∈ Φ(ϕ,Gsmall
Q ∪ Pu) such that the following hold.

1) σ 2-colors the elements of V (Pu) with colors of Su; AND

2) If there exists a w ∈ N(u′) with at least two neighbors in P , then |Lσ(p)| ≥ 3.

Proof: By definition of Pu, there exists a 2-coloring of the path u0 · · ·ut with two colors from Su, where either
the color used on ut does not lie in p, or |Lϕ(p)| > 3. Since C1

† is a chordless cycle, we have |Lσ(p)| ≥ 2.
Furthermore, if there exists a w ∈ N(u′) with at least two neighbors in P , then, by assumption, either p is not
adjacent to u′, or, if p is adjacent to u′, then |Lϕ(v∗)| = 4. In either case, we have |Lσ(p)| ≥ 3. ■

We now fix a σ ∈ Φ(ϕ,Gsmall
Q ∪ P ) satisfying Subclaim 8.2.16. Since C is L-predictable in G, the graph G[N(ut) ∩

V (C ∩ Glarge
Q )] is a subpath of C ∩ Glarge

Q . Let z be the vertex of G[N(ut) ∩ V (C ∩ Glarge
Q )] which is closest to y on

this path. Let P0 be the unique subpath of C ∩ Glarge
Q with endpoints z, y, and let C ′ be the cycle u0 · · ·utzP0yu

′u0.
By Claim 8.2.11, C ′ is an induced subgraph of G and |V (C ′)| < |V (C)|. Let L′ be a list-assignment for V (G′) in
which V (C ′) is precolored by σ and otherwise L′ = L. Let T ′ := (G′, L′, (C \ {C}) ∪ {C ′}, C ′

∗). Note that T ′ is a
tessellation in which C ′ is a closed ring.

Subclaim 8.2.17. C ′ is an L′-predictable facial subgraph of G′.

Proof: It immediately follows from Claim 8.2.11 that, for each w ∈ V (G′) \ B1(C
′), G′[N(w) ∩ V (C ′)] is a

subpath of C ′. Since the path Pu is 2-colored by σ, it follows from Subclaim 8.2.16 that, if |Lσ(p)| < 3, then
|Lσ(p)| = 2 and p is the lone vertex of G′ \ B1(C

′) with an Lσ-list of size less than three, and furthermore, if
|Lσ(p)| ≥ 3, then any vertex of G′ \B1(C

′) with an Lσ-list of size less than three is adjacent to u′ and to at least
two vertices of Pu. In the latter case, by assumption, there is precisely one vertex of G′ \B1(C

′) with an Lσ-list
of size less than three, and this vertex has an Lσ-list of size two. In either case, C ′ is L′-predictable in G′. ■

As |V (C ′)| < |V (C)|, it follows that T ′ satisfies M0), and that the rank of C ′ has dropped by at least one, i.e
Rk(T ′|C ′) < Rk(T |C). Thus, since T satisfies the distance conditions of Definition 2.1.6, T ′ does as well., and
M1) is trivially satisfied. Since C ′ is an L′-predictable facial subgraph of G′, M2) is satisfied as well. We conclude
that T ′ is a mosaic. Since |V (Gsmall

Q \ Q)| > 0, we have |V (G′)| < |V (G)|. By the minimality of T , G′ admits an
L′-coloring, and thus σ extends to an L-coloring of G, contradicting the fact that T is critical. ■

We now have the following:

Claim 8.2.18. Su ∩ Su′ = ∅.

Proof: Suppose toward a contradiction that Su ∩ Su′ ̸= ∅. Since at most one of Ob(u), Ob(u′) has size two, suppose
without loss of generality that |Ob(u′)| ≤ 1. By Claim 8.2.12, V (C1

† − u′) ̸⊆ V (Pu). Since Su ∩ Su′ ̸= ∅,
there is a ψ ∈ Φ(ϕ,Gsmall

Q ) which extends to an L-coloring σ of dom(ψ) ∪ V (P ), where σ colors the vertices of the
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path Pu + uu′ with the two colors {ψ(u), ψ(u′)}. This is permissible since C1
† is an induced subgraph of G and

V (P + uu′) ̸= V (C1
† ). By Claim 8.2.15, there is a vertex p of C1

† adjacent to each endpoint of P + uu′, where
V (C1

† ) = V (P + uu′) ∪ {p}. Let z be the unique vertex of the path N(ut) ∩ V (C) which is closest to y, and let P0

be the subpath of C0
† − uu′ with z, y as endpoints. Since |V (C1

† )| > 4 and Pu + uu′ consists all but a lone vertex of
C1

† , Pu has length at least two, so let q be the non-u endpoint of Pu, and let C ′ := uPuqzP0yu
′u.

Let G′ := Glarge
Q \ (C \ P0) and let C ′

∗ be the outer face of G′. Let L′ be a list-assignment for V (G′) where
L′(v) = {σ(v)} for all v ∈ V (C ′), and otherwise L′ = L. Let T ′ := (G′, C \ {C}) ∪ {C ′}, L′, C ′

∗). Note that
T ′ is a tessellation in which C ′ is a closed ring precolored by σ. It immediately follows from Claim 8.2.11 that C ′

is an induced subgraph of G′, and for each w ∈ V (G′ \ C ′), the graph G′[N(w) ∩ V (C ′)] is a subpath of C ′. By
definition of P , we have |Lσ(q)| ≥ 2, since either |Lϕ(q)| > 3 or {σ(u), σ(u′)} ̸⊆ Lϕ(q). Furthermore, for any
w ∈ V (G′ \ C ′), if w ̸= q, then w ̸∈ B1(C), and thus we have |Lσ(w)| ≥ 3, since σ only uses two colors among the
neighbors of w. We conclude that C ′ is an L′-predictable facial subgraph of G′.

We claim that T ′ is a mosaic. By Claim 8.2.11, we have |V (C ′)| < |V (C)|, so it immediately follows that T ′ satisfies
M0), and M1) is trivially satisfied. Since C ′ is L′-predictable in G′, M2) is satisfied as well. Since |V (C ′)| < |V (C)|,
we have Rk(T ′|C ′) < Rk(T |C). Since V (C ′) ⊆ B1(C), it follows that T ′ also satisfies the distance conditions of
Ddefinition 2.1.6. Thus, T ′ is a mosaic. Since |V (G′)| < |V (G)|, it follows from the minimality of T that G′ admits
an L′-coloring, so σ extends to an L-coloring of G, contradicting the fact that T is critical. ■

Since at most one of Ob(u), Ob(u′) has size two, suppose now without loss of generality that Ob(u′)| ≤ 1. Let p be
the unique vertex of C1

† − u adjacent to u′. By Claim 8.2.15 Pu = C1
† − {u′, p}. Note that Pu′ is a subpath of u′p, or

else, since |V (C1
† )| > 4, there is a vertex q ∈ V (Pu ∩ Pu′) \ {u, u′}, and thus |Lϕ(q)| = 3 and Su ∪ Su′ ⊆ Lphi(q).

Since |Su| ≥ 2 and |Su′ | ≥ 2, this contradicts Claim 8.2.18.

Claim 8.2.19. |Ob(u)| = 2.

Proof: Suppose that Ob(u)| < 2. Applying Claim 8.2.15 again, every vertex of C1
† , except for the three vertices in the

2-path in C1
† with u as a midpoint, lies in Pu′ − u′. Since |V (C1

† )| > 4, this contradicts the fact that Pu′ is a subpath
of u′p. Thus, Ob(u)| = 2. ■

Since Ob(u)| = 2, there exist two vertices w,w∗ ∈ V (Glarge
Q ) \B1(C) such that G[N(w) ∩ V (C1

† )] and G[N(w∗) ∩
V (C1

† )] are subpaths of C1
† , each of length at least two, which intersect precisely on u. Thus, precisely one of these

two paths, say G[N(w∗) ∩ V (C1
† )] for the sake of definiteness, contains u′ as an internal vertex. In particular, we

have Ob(u′) = ∅. Let C1
† = u0u1 · · ·utpu′, where u0 = 0 and u0u1 · · ·ut = Pu. Since w∗ is the unique vertex of

Glarge
Q \ B1(C) adjacent to u′, it follows from Claim 8.2.15 that w∗ has at least two neighbors in Pu, so p is also an

internal vertex of G[N(w∗) ∩ V (C1
† )].

Claim 8.2.20. |V (C1
† )| < |V (C)|.

Proof: Since p is an internal vertex ofG[N(w∗)∩V (C1
† )], it follows that |N(p)∩V (C)| > 1, or elseG contains a copy

of K2,3, contradicting the fact that G is short-separation-free. Thus, by definition of Pu, each vertex of C1
† − {u, u′}

is adjacent to at least two vertices of C. By Claim 8.2.8, at least one of u, u′ is also adjacent to more than one vertex
of C, so it immediately follows from Claim 8.2.10 that |V (C1

† )| < |V (C)|. ■

Now we have enough to finish the proof of Lemma 8.2.1. We define a σ ∈ Φ(ϕ,Gsmall
Q \ {p}) in the following way.

By definition of Pu, there is an L-coloring ψ ∈ Φ(ϕ,Gsmall
Q ) such that ψ admits an extension σ to dom(ψ) ∪ V (P ),
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where |Lϕ(p) \ {σ(ut)}| ≥ 3 and σ colors Pu with two colors from Su. Let L′ be a list-assignment for V (Glarge
Q \ C)

defined as follows. We set L′(q) to be a lone color not lying in {σ(v) : v ∈ N(w) ∩ dom(σ)} ∪ L(w∗). For each
v ∈ V (C1

† − q), we set L′(v) = {σ(v)}, and, otherwise we set L′ = L.

LetC ′
∗ be the outer face ofGlarge

Q \C and let T ′ := (Glarge
Q \C, (C\{C})∪{C1

† }, L′, C ′
∗). Note that T ′ is a tessellation,

where C1
† is L′-precolored. We claim that T ′ is a mosaic. Since |V (C1

† )| < |V (C)|, it immediately follows that T ′

satisfies M0), and M1) is trivially satisfied. Let σ′ be the unique L′-coloring of V (C1
† ). By our choice of L′(p), we

have |Lσ′(w∗)| ≥ 2. For each v ∈ V (G′)\V (C1
† ), we have |Lσ(v)| ≥ 3, since only at most two colors are used by σ′

among the neighbors of v. Applying Claim 8.2.4, it follows that C1
† is an L′-predictable facial subgraph of Glarge

Q \C,
so T ′ satisfies M2) as well. Since |V (C1

† )| < |V (C)|, we have Rk(T ′|C1
† ) < Rk(T |C), and thus, since T satisfies

the distance conditions of Definition 2.1.6, T ′ does as well.

Thus, T ′ is a mosaic. Since |V (Glarge
Q \ C)| < |V (G)|, it follows from the minimality of T that Glarge

Q \ C admits an
L′-coloring τ . Let τ ′ be the restriction of τ to dom(τ) \ {q}. By definition of L′, τ ′ is an L-coloring of its domain,
and, by our choice of σ, the union τ ′ ∪ ϕ is an L-coloring of G − {p}. Furthermore, by our choice of precoloring
σ for C1

† − p, there is a color left over in Lϕ(p) \ {τ(w∗), τ(u′), τ(ut)}, so τ ′ ∪ ϕ extends to an L-coloring of G,
contradicting the fact that T is critical. This completes the proof of Lemma 8.2.1.

8.3 A Box Lemma for Pairs of 2-Paths

In Section 8.5, we complete the proof of Theorem 8.0.4 by dealing with the 4-chords of a closed ring in a critical
mosaic which are not dealt with by Lemma 8.1.10. In order to prove the lone result of Section 8.5, we first prove two
intermediate results, the first of which is the content of this section, and the second of which is the content of Section
8.4. The lone result of this section is a “box lemma” deals with the case of a pair of 2-chords of the 1-necklace of a
closed ring a critical mosaic, where this pair of 2-chords encloses a region consisting only of 5-lists (i.e the 2-chords
are two sides of a box which otherwise consists of edges of the 1-necklace, hence the name), and it is stated in purely
general terms, i.e it is not a statement about critical mosaics. We begin with the following

Definition 8.3.1. Given a short-separation-free planar graph H , a tuple ⟨D, z, z∗, L⟩ is called an H-box if D is a
cyclic facial subgraph of H , z, z∗ are distinct vertices of D, L is a list-assignment for V (H), and the following hold.

1) zz∗ ̸∈ E(D) and there is no chord of D with z∗ as an endpoint, except possibly zz∗; AND

2) There is no chord of D which separates z from z∗; AND

3) |L(v)| ≥ 3 for all v ∈ V (D) \ {z, z∗} and |L(v)| ≥ 5 for all v ∈ {z, z∗} ∪ V (H \D).

We introduce one more definition and then state and prove the lone result of this section.

Definition 8.3.2. LetH be a short-separation-free planar graph and let ⟨D, z, z∗, L⟩ be anH-box. Let y, y′ be the two
neighbors of z on D, and let u, u′ be the two neighbors of z∗ on D (possibly {u, u′} ∩ {y, y′} ≠ ∅). A ⟨D, z, z∗, L⟩-
corner coloring is an L-coloring σ of {u, u′, y, y′} such that, for any c ∈ L(z∗) \ {σ(u), σ(u′)}, σ extends to an
L-coloring of H using c on z∗.

Lemma 8.3.3. (Box Lemma) Let H be a short-separation-free planar graph and let ⟨D, z, z∗, L⟩ be an H-box. Let

y, y′ be the two neighbors of z on D. Then any L-coloring of {y, y′} extends to ⟨D, z, z∗, L⟩-corner coloring.
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Proof. Suppose there is a short-separation-free H and an H-box for which this does not hold, and choose H to be
vertex-minimal with respect to this property By assumption, there is anH-box ⟨D, z, z∗, L⟩ , such that, letting y, y′ be
the neighbors of z on D, there is an L-coloring ψ of {y, y′} which does not extend to a ⟨D, z, z∗, L⟩-corner coloring.
Let u, u′ be the neighbors of z∗ on D. Let P, P ′ be the two connected components of of D − {z, z∗} and suppose
without loss of generality that P has endpoints u, y and P ′ has endpoints u′, y′, as shown in Figure 8.3.1.

u

z∗

u′

P

P ′

y

z

y′

aaaa . . .

aaaa . . .

Figure 8.3.1: A box between P and P ′

Claim 8.3.4. There is no 2-chord of D which separates z from z∗

Proof: Let P be the set of 2-chords of D which separate z from z∗, and suppose toward a contradiction that P ≠ ∅.
For each Q ∈ P , we let H = H left

Q ∪H
right
Q be the natural Q-partition of H , where z ∈ V (H right

Q ) and z∗ ∈ V (H left
Q ).

Among all the elements of P , we choose Q so that |V (H right
Q )| is minimized. Precisely one endpoint of Q lies in P

and the other endpoint lies in P ′, so let Q := vwv′, where v ∈ V (P ) and v′ ∈ V (P ′).

Let Dright be the cycle wvPyzy′P ′v′w and let Dleft be the cycle wvPuz∗u′P ′v′w. Now, since H has no chord of D
which separates z from z∗, it follows that H right

Q has no chord of Dright which separates z from w, and likewise, H left
Q

has no chord of Dleft which separates z∗ from w. Thus, ⟨Dleft, w, z∗, L⟩ is an H left
Q -box. By the minimality of Q, there

is no chord of Dright in H right
Q which has w as an endpoint, except possibly wz. Thus, ⟨Dright, z, w, L⟩ is an H right

Q -box.

Since H is a minimal counterexample and |V (H right
Q )| < |V (H)|, ψ extends to a ⟨Dright, z, w, L⟩-corner coloring ψ∗

of {v, v′, y, y′}. Since |V (H left
Q )| < |V (H)| and ⟨Dleft, w, z∗, L⟩ is an H left

Q -box, there is an ⟨Dleft, w, z∗, L⟩-corner
coloring σ∗ of {u, u′, v, v′} which uses ψ∗(v), ψ∗(v′) on the respective vertices v, v′.

Let ψ† be the extension of ψ to {u, u′, y, y′} obtained by coloring u, u′ with the respective colors σ∗(u), σ∗(u′),
and let c ∈ L(z∗) \ {σ∗(u), σ∗(u′)}. Since σ∗ is a ⟨Dleft, w, z∗, L⟩-corner coloring, there is an extension of σ∗ to
an L-coloring τ of H left

Q using c on z∗. Since ψ∗ is a ⟨Dright, z, w, L⟩-corner coloring of {v, v′, y, y′} and τ(w) ∈
L(w) \ {ψ∗(v), ψ∗(v′)}, τ extends to an L-coloring of H right

Q using ψ(y), ψ(y′) on the respective vertices y, y′. Thus,
ψ† is an extension of ψ to a ⟨D, z, z∗, L⟩-corner coloring, contradicting our choice of ψ. ■

Now consider the following cases:

Case 1: zz∗ ̸∈ E(H)

In this case, we apply the work of Section 1.7. Since each vertex of P ∪ P ′ has an L-list of size at least three, it
follows from Theorem 1.7.5 that there is a σ ∈ LinkL(P,D,H) and a σ′ ∈ LinkL(P ′, D,H), where σ uses ψ(y)
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on y and σ′ uses ψ′(y′) on y′. By definition, there is no chord of D with one endpoint in P and one endpoint in P ′,
so σ† := σ ∪ σ′ is proper L-coloring of its domain. Let ψ∗ be the extension of ψ to an L-coloring of {y, y,′ , u, u′}
obtained by coloring uwith σ(u) and coloring u′ with σ(u′). Note that we indeed have u ∈ dom(σ) and u′ ∈ dom(σ′)

by definition, since u is an endpoint of P and u′ is an endpoint of P ′.

By definition of the sets LinkL(P,D,H) and LinkL(P,D,H), we have |N(z)∩dom(σ)| ≤ 2 and |N(z)∩dom(σ′)| ≤
2, so Lσ†(z)| ≥ 1. By Claim 8.3.4, there is no vertex of H \D with one neighbor in P and one neighbor in P ′. In the
language of Definition 1.7.3, the vertex z is D− z∗-hinge for D, and since |Lσ†(z)| ≥ 1, it follows that σ† extends to
an element τ of LinkL(D − z∗, D,H).

Now, let c ∈ L(z∗) \ {ψ∗(u), ψ∗(u′)}. Since zz∗ ̸∈ E(D), there is no chord of D with z∗ as an endpoint, so
c ∈ Lτ (z∗). By 3) of Theorem 1.7.3, τ extends to an L-coloring of H using c on z∗, so ψ∗ extends to an L-coloring
of H using c on z∗, and ψ∗ is an extension of ψ to a ⟨D, z, z∗, L⟩-corner coloring, contradicting our assumption. This
rules out Case 1.

Case 2: zz∗ ∈ E(H)

In this case, we apply the work of Section 1.6. Let H = H↑ ∪H↓ be the natural zz∗-partition of H , where P ⊆ H↑

and P ′ ⊆ H↓. Let D↑ be the cycle P + uz∗zy and let D↓ be the cycle P ′ + u′z∗zy′.

Claim 8.3.5. There exists an L-coloring ψ↓ of {u′, y′} which uses ψ(u′) on u′, such that any extension of ψ↓ to an

L-coloring of {u′, z∗, z, y′} also extends to L-coloring H↓. Likewise, there exists an L-coloring ψ↑ of {u′, y′} which

uses ψ(u) on u, such that any extension of ψ↑ to an L-coloring of {u, z∗, z, y} also extends to L-coloring H↑.

Proof: These two statements are symmetric so it just suffices to prove that the first one holds. If u′ = y′, then D↓ is a
triangle and the claim follows immediately from Corollary 0.2.4. Now suppose that u′ ̸= y′. Thus, u′z∗zy′ is a proper
subpath of D↓ of length three. By assumption, z∗ has no neighbors in D↓ except for u′, z. By Theorem 1.6.1, there is
a d ∈ L(u′), where d ̸= ψ(y′) if u′y′ ∈ E(H↓), such that any L-coloring of of {u′, z∗, z, u′} which uses d, ψ(y′) on
the respective vertices u′, y′ also extends to L-color all of D↓, so we have our desired L-coloring of {u′, y′}. ■

Let ψ↓, ψ↑ be as in Claim 8.3.5, the union ψ↓ ∪ ψ↑ is a ⟨D, z, z∗, L⟩-corner coloring and an extension of ψ, contra-
dicting our assumption. This completes the proof of Lemma 8.3.3.

8.4 An Improved Coloring Result for 4-Chords of Closed Rings

We use this lemma both in the remainder of Section 8.4 and in Section 8.5, The second of the two lemmas of this
section is a coloring result for one side of a 4-chord of a closed ring in a a critical mosaic, where this lemma strengthens
Lemma 8.1.6 under some additional conditions.

Lemma 8.4.1. Let T = (G, C, L, C∗) be a critical mosaic, let C ∈ C be a closed ring, let C1 be the 1-necklace of C,

and let G̃ := G \C. Let ϕ be the unique L-coloring of V (C), and let Q be a 4-chord of C such that the middle vertex

of Q lies in D2(C) and there is an internal vertex of the path C ∩Gsmall
Q with an Lϕ-list of size two. Then, letting y, y′

be the endpoints of Q \ C, then the following hold.

A) C1 ∩Glarge
Q is a path of length at least three and Glarge

Q is an induced subgraph of G; AND

B) If |V (C ∩Gsmall
Q )| > 5, then any Lϕ-coloring of {y, y′} extends to an L-coloring of the subgraph of G induced

by V (Glarge
Q ).
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Proof. We first prove A), which is the easier and shorter of the two results. Let Q := xyzy′x′, where z ∈ D2(C).
Firstly, if C1 ∩ Glarge

Q has length less than three, then (C1 ∩ Glarge
Q ) + yzy′ is a cycle of length at most four which

separates C from each element of C \ {C}, contradicting the fact that T is a tessellation. Suppose now that Glarge
Q is

not an induced subgraph of G. Since z ∈ D2(C), Gsmall
Q does not contain the edges zx, zx′, so E(Gsmall

Q ) contains one
of the edges yy′, yx′, y′x. By Lemma 8.2.1, C1 is an induced subgraph of G, and, by assumption, the path C1∩Gsmall

Q

has at least one internal vertex, so yy′ ̸∈ E(Gsmall
Q ) and one of yx′, y′x lies in E(Gsmall

Q ). Suppose without loss of
generality that yx′ ∈ E(Gsmall

Q ). Thus, G contains the 4-cycle yzy′x′, and, by since T is a tessellation, it follows from
our triangulation conditions that either zy′ or yy′ lies in E(Gsmall

Q ), both of which have already been ruled out. This
proves A) of Lemma 8.4.1. Now we prove B).

Definition 8.4.2. Given a 4-chord Q of C, we say that Q is defective if all of the following hold:

1) The middle vertex of Q lies in D2(C) and there is an internal vertex of the path C ∩ Gsmall
Q with an Lϕ-list of

size two; AND

2) |V (C ∩Gsmall
Q )| > 5; AND

3) Letting y, y′ be the endpoints of Q \ C, there exists an Lϕ-coloring of {y, y′} which does not extend to an
L-coloring of V (Glarge

Q ).

It suffices to prove that there are no defective 4-chords of C. Suppose toward a contradiction that there is a defective
4-chordQ of C. Among all defective 4-chords of C, we chooseQ so that |V (Gsmall

Q ) is maximized. LetQ := xyzy′x′,
let P 0 := C∩Glarge

Q , and let P 1 := C1∩Glarge
Q . SinceQ is defective, let ψ be an Lϕ-coloring of {y, y′}which does not

extend to an L-coloring of V (Glarge
Q ). By 1), Glarge

Q is an induced subgraph of G, so ψ does not extend to an L-coloring
of Glarge

Q . By assumption, there is an internal vertex of the path C1 ∩ Gsmall
Q with an Lϕ-list of size two. Since C is

induced in G and L-predictable, every vertex of P 1 has an Lϕ-list of size at least three. Note that P 1+yzy′ is a cyclic
facial subgraph of G̃large

yzy′ .

Claim 8.4.3. aaaaaaaaaaaaa

1) yy′ ̸∈ E(Glarge
Q ) and y, y′ have no common neighbor in Glarge

Q other than z; AND

2) N(y) ∩ V (P 0) = {x} and N(y′) ∩ V (P 0) = {x′}.

Proof: By Lemma 8.2.1, C1 is induced in G, and, by A), |E(P 1)| ≥ 3, so yy′ ̸∈ E(Glarge
Q ). Suppose toward a

contradiction that there is a w ∈ V (Glarge
Q ) with w ̸= z such that w is adjacent to each of y, y′. Since G is short-

separation-free and yy′ ̸∈ E(Glarge
Q ), it follows from our triangulation conditions that wz ∈ E(Glarge

Q ). If w ∈ V (C1),
then, since C1 is an induced subgraph of G, we have P 1 = ywy′, contradicting A). Thus, we have w ∈ D2(C), and,
letting Q′ := xywy′x′, V (Glarge

Q′ ) = V (Glarge
Q ) ∪ {w}, since G is short-separation-free, and Gsmall

Q ⊆ Gsmall
Q′ . Thus, Q′

also satisfies conditions 1) and 2) of Definition 8.4.2. By the maximality of |V (Gsmall
Q )|, ψ extends to an L-coloring

ψ∗ of V (Glarge
Q′ ), and since |Lψ∗(z)| ≥ 2, ψ∗ extends to L-color Glarge

Q , which is false. This proves 1).

Now we prove 2). Suppose one of the statements of 2) does not hold, and suppose without loss of generality that
N(y) ∩ V (P 0) ̸= {x}. Let x∗ ∈ V (P̊0) ∩ N(y). Let Q∗ := x′yzyx∗. Since C is L-predictable, we have Glarge

Q∗ =

V (Glarge
Q )∪V (x∗P 0x), andGlarge

Q ⊆ Glarge
Q∗ . In particular, Q∗ also satisfies conditions 1) and 2) of Definition 8.4.2 and,

by the maximality of |V (Gsmall
Q )|, ϕ ∪ ψ extends to an an Lϕ-coloring of V (Glarge

Q∗ ). As every vertex of Glarge
Q \ Glarge

Q∗

is already precolored by ϕ, it follows that ϕ ∪ ψ extends to an Lϕ-coloring of V (Glarge
Q ), which is false. ■
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Now we have the following:

Claim 8.4.4. There is no 2-chord of the cycle P 1 + yzy′ in G̃large
yzy′ which separates z from an element of C \ {C}.

Proof: Suppose toward a contradiction that there is a 2-chord R of P 1 + yzy′ which, in G̃large
yzy′ , separates z from an

element of C\{C}. Among all such 2-chords of P 1+yzy′, we chooseR so that the quantity |V (G̃small
R )| is minimized.

We have G̃small
R ⊇ G̃small

yzy′ , and there is a 4-chord Raug of C such that Raug \ C = R and Gsmall
Raug ⊇ Gsmall

Q . Since R is a
2-chord of P 1 + yzy′, we have |V (Gsmall

Q )| < |V (Gsmall
Raug )|, and Raug satisfies 1) and 2) of Definition 8.4.2. Thus, by

the maximality of Q, Raug violates 3) of Definition 8.4.2.

Let R := uz∗u′ and let H := G̃small
uz∗u′ ∩ G̃small

yzy′ . Possibly one of u, u′ lies in {y, y′}, but not both, or else we contradict
1) of Claim 8.4.3. Now, there is a unique cyclic facial subgraph F of H which contains the paths yzy′ and uz∗u′, and
since z ̸= z∗, F − {z, z∗} consists of two disjoint paths P, P ′, where each of P, P ′ has one endpoint in {u, u′} and
the other in {y, y′}, so suppose without loss of generality that P has endpoints u, y and P ′ has endpoints u′, y′.

Now we apply our box lemma. By the minimality of |V (G̃small
R )|, z∗ has no neighbors in P ∪ P ′, except for {u, u′}.

By A), the path C1 ∩ G̃large
uz∗u′ has at least one internal vertex, and, by assumption, the path C1 ∩ G̃small

yzy′ has at least one
internal vertex. Thus, sinceC1 is an induced subgraph ofG, there is no chord of F with one endpoint in P and the other
endpoint in P ′. Since all the vertices of P ∪P ′ have Lϕ-lists of size at least three, and all other vertices of H have Lϕ-
lists of size at least five, it follows that ⟨F, z, z∗, Lϕ⟩ is an H-box, and, by Lemma 8.3.3, ψ extends to a ⟨F, z, z∗, Lϕ⟩-
corner coloring ψ∗, i.e ψ∗ is an Lϕ-coloring of {u, u′, y, y′} such that, for any c ∈ Lϕ(z) \ {ψ∗(u), ψ∗(u′)}, ψ∗

extends to an Lϕ-coloring of H using c on z∗.

As indicated above, Raug violates 3) of Definition 8.4.2, so there is an L-coloring τ of V (Glarge
Raug) using ψ∗(u), ψ∗(u′)

on the respective vertices u, u′. By our choice of ψ∗, since Lϕ(z∗) = L(z∗), it follows that τ extends to an Lϕ-
coloring of H using ψ(y), ψ(y′) on the respective vertices y, y′, so ψ extends to an L-coloring of Glarge

Q , contradicting
our choice of ψ. ■

We now introduce the following notation.

Definition 8.4.5. aaaaaaaaaaaaaaaaaaaaaaaaa

1) We set T to be a subset of V (C1 ∩ Glarge
Q ), where v ∈ T if and only if there is a w ∈ D2(C) such that

G[N(w) ∩ V (P 1)] is a path with v as an internal vertex.

2) G⋆ is a graph obtained from Glarge
Q by adding to Glarge

Q a vertex v† adjacent to all three of y, z, y′.

3) C⋆ is the cyclic facial subgraph P 0 + xyv†y′x′ of G⋆.

4) C⋆∗ is the outer face of G⋆.

5) L⋆ is a list-assignment for V (G⋆), where L⋆(y) = {ψ(y)}, L⋆(y′) = {ψ(y′)}, and L⋆(v†) is a lone color not
lying in {ψ(y), ψ(y′)} ∪ L(z). Otherwise, L⋆ = L.

We now have the following.

Claim 8.4.6. aaaaaaaaaaaaaaaaaaaa

1) (G⋆, (C \ {C}) ∪ {C⋆}, L⋆, C⋆∗ ) is a tessellation; AND

2) |V (C⋆)| < |V (C)|; AND
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3) C⋆ is induced in G⋆ and, for any w ∈ D1(C
⋆, G⋆), the graph G⋆[N(w) ∩ V (C⋆)] is a subpath of C⋆.

Proof: As shown above in A), P 1 is a path of length at least three, and since C1 is an induced subgraph of G, it
follows from Claim 8.4.3, y, y′ have no common neighbor in Glarge

Q . Thus, Gaux is short-separation-free, and (G⋆, (C \
{C}) ∪ {C⋆}, L⋆, C⋆∗ ) is a tessellation in which C⋆ is a closed ring. This proves 1). By assumption, we have
|V (C ∩Gsmall

Q )| > 5, so |V (C \ P 0)| > 3 and |V (C⋆)| < |V (C)|. This proves 2).

Now we prove 3). By 2) of Claim 8.4.3, N(y) ∩ V (P 0) = {x} and N(y′) ∩ V (P 0) = {x′}. Since C is induced in
G, it immediately follows that C⋆ is induced in G⋆. Now let w ∈ D1(C

⋆, G⋆). We claim that G[N(w) ∩ V (C⋆)] is a
subpath of C⋆.

If N(w) ∩ V (C⋆) ⊆ V (C), then we are done, since C is L-predictable and induced in G. Now suppose that N(w) ∩
V (C⋆ ̸⊆ V (C). Thus, at least one of y, y′, v† is adjacent to w. If v† ∈ N(w), then w = z and N(w) ∩ V (C⋆) =

{y, v†, y′}, since z ∈ D2(C), so we are done in that case. Finally, suppose that v† ̸∈ N(w). By Claim 8.4.3, precisely
one of y, y′ is adjacent to w, so suppose without loss of generality that N(w) ∩ {y, y′, v†} = {y}. Thus, we have
w ∈ V (P 1) \ {y, y′}. Since each of C and C1 is an induced subgraph of G, and C is L-predictable in G, it follows
that G⋆[N(w) ∩ V (C⋆)] is a subpath of P 0 − {y′, z} with y as an endpoint, so we are done. ■

Analogous to 3) of Claim 8.4.6, we have the following easy observation.

Claim 8.4.7. Let v1 · · · vk be a subpath of P 1, where v1 = y, k > 1, and N(vk) ∩ V (C) ̸⊆ {x}. Let x∗ be the

unique vertex of the path G[N(x∗)∩ V (C)] which, on P 0, is farthest from x. Let D be the cycle obtained from C⋆ by

replacing V (xP 0x∗) \ {x∗} with v1 · · · vkx∗. Then D is an induced subgraph of G⋆ \ (V (xP 0x∗) \ {x∗}), and, for

each w ∈ V (G⋆) \ (V (xP 0x∗) \ {x∗}) of distance one from D, the graph G⋆[N(w) ∩ V (D)] is a subpath of D.

Proof: Since each of C,C1 is induced in G and v† has no neighbors in P 1 ∪ P 0 except for y, y′, it follows from
our choice of x∗ that D is induced in G. Let w ∈ V (G⋆) \ (V (xP 0x∗) \ {x∗}), where distance one from D. If
w ∈ V (C1), then, since C is L-predictable in G and C1 is induced in G, it follows that G⋆[N(w) ∩ V (D)] is either
a subpath of C ∩D or a subpath of D with vk as an endpoint. Now suppose that w ̸∈ V (C1). For any 2-chord uwu′

of D with midpoint w, every vertex of G̃small
uwu′ has an Lϕ-list of size at least three, or else, in G \ C, uwu′ separates z

from an element of C \ {C}, contradicting Claim 8.4.4. Thus, it follows from Lemma 8.1.10 that G⋆[N(w) ∩ V (D)]

is a subpath of D. ■

We now have the following:

Claim 8.4.8. Every internal vertex of the path P 1 has at least two neighbors in C.

Proof: Suppose toward a contradiction that there is an internal vertex v of P 1 such that |N(v) ∩ V (C)| = 1. Among
all vertices of P̊1 with precisely one neighbor on C, we choose v to be the one which is closest to y on the path P 1.
Now let ψ⋆ be the unique L⋆-coloring of V (C⋆).

Subclaim 8.4.9. y, y′ ̸∈ N(v).

Proof: Suppose there is a y∗ ∈ {y, y′} such that y∗ ∈ N(v). Since C1 is an induced subgraph of G, y∗v is a
terminal edge of P 1. By A), P 1 has length at least three, and, since C1 is an induced subgraph of G, we have
N(v) ∩ {y, y′} = {y∗}. Since |N(v) ∩ V (C)| = 1 and N(v) ∩ {y, y′} = {y∗}., we have |L⋆(v)| ≥ 3. Since
P 1 has at least three, there is a terminal vertex v′ of P 1 − {y, y′} with v′ ̸= v. Now, each vertex of P 1 \ {y, y′},
except for v′, has an L⋆ψ⋆ -list of size at least three, and |L⋆ψ⋆(v′)| ≥ 2. Furthermore, by our choice of color of
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L⋆(v†), we have |L⋆ψ⋆(z)| ≥ 3. Thus, applying 3) of Claim 8.4.6, C⋆ is an L⋆-predictable facial subgraph of G⋆.
We claim now that (G⋆, (C \ {C}) ∪ {C⋆}, L⋆, C⋆∗ ) is a mosaic.

By 1) of Claim 8.4.6, T ⋆ := (G⋆, (C \ {C})∪{C⋆}, L⋆, C⋆∗ ) is a tessellation, and, since C⋆ is an L⋆-predictable
facial subgraph ofG⋆, this tessellation satisfies M2) of Definition 2.1.6. By 2) of Claim 8.4.6, |V (C⋆)| < |V (C)|,
so M0) is satisfied, and M1) is trivially satisfied. Furthermore, since Rk(T ⋆|C⋆) < Rk(T |C), and v† is separated
from each element of C \ {C} by vertices of B2(C,G), it follows that the distance conditions of Definition 2.1.6
are also satisfied. Thus, (G⋆, (C \ {C})∪ {C⋆}, L⋆, C⋆∗ ) is indeed a mosaic. Since |V (Gsmall \Q)| > 1, we have
|V (G⋆)| < |V (G)|. By the minimality of T , it follows that G⋆ is L⋆-colorable, and thus ψ ∪ ϕ extends to an
L-coloring of Glarge

Q , contradicting our choice of ψ. ■

Suppose toward a contradiction that there is a v ∈ V (P 1) \ {y, y′} such that |N(v)∩ V (C)| = 1. By Subclaim 8.4.9,
v is an internal vertex of P 1 − {y, y′}, and, since C1 is an induced subgraph of G, y, y′ ̸∈ N(v). By our choice of
v, each internal vertex of the path yP 1v is adjacent to a subpath of C of length at least one. Let x∗ be the unique
neighbor of v in C1. If x∗ = x, then, for each u ∈ V (vP 1y), we have N(u) ∩ V (C) = {x}, and, by our choice of v,
it follows that vy is a terminal edge of P 1, contradicting Subclaim 8.4.9. Thus, xP 0x∗ is a path of length at least one.

Since v ̸∈ N(y), let yP 1v = v0 · · · vk for some k ≥ 2, where v0 = y and vk = v. Since N(v) ∩ V (C) = {x∗},
x∗ is a terminal vertex of G[N(vk−1) ∩ V (C)]. Since N(y) ∩ V (P 0) = {x}, we get that x is a terminal vertex of
G[N(v1) ∩ V (C)]. Now let Caux be the cycle obtained from C⋆ by replacing xP 0x∗ with yv1 · · · vk−1x

∗. Since each
of v1, · · · , vk−1 has at least two neighbors in C, we have |V (Caux)| ≤ |V (C⋆)|. LetGaux := G⋆ \ (V (xP 0x∗)\{x∗})

Since |Lϕ(vk−1)| ≥ 3, it follows from Theorem 1.7.5 that there is a σ ∈ LinkLϕ
(yP 1vk−1, C

1, G̃) using ψ(y) on
y. Note that ψ⋆ ∪ σ is a proper L⋆-coloring of its domain in G⋆. Since |N(v) ∩ V (C)| = 1, we have v ̸∈ T , or
else there are three consecutive vertices of P 1 with a common neighbor in D2(C) and a common neighbor in C,
contradicting the fact that G is K2,3-free. Thus, it follows from Lemma 8.1.10 that, in the notation of Section 1.7, we
have T ∩ V (yP 1vk−1) = Sh2,Lϕ

(yP 1vk−1, C
1, G̃)

Let Laux be a list-assignment for V (Gaux) defined as follows.

1) For each u ∈ dom(σ), we set Laux(u) = {σ(u)}, and, for each u ∈ V (Caux) \ (dom(σ)∪ T ), we set Laux(u) =

{ψ⋆(u)}.

2) We set {Laux(u) : u ∈ T ∩ V (yP 1vk−1)} to be a a collection of disjoint singletons, where, for each u ∈
T ∩ V (yP 1vk−1), the lone color of Laux(u) is disjoint from the L-lists of all the vertices in B2(C).

3) Otherwise, we set Laux = L⋆ = L.

By Lemma 8.1.10, we have Sh2,Lϕ
(yP 1vk−1, C

1, G̃) ⊆ T , so the definition above yields a unique Laux-coloring ψ⋆⋆

of V (Caux). Let Caux
∗ be the outer face of Gaux. We claim now that T aux := (Gaux, (C \ {C}) ∪ {Caux}, Laux, Caux

∗ )

is a mosaic. By Claim 8.4.6, (G⋆, (C \ {C}) ∪ {C⋆}, L⋆, C⋆∗ ) is a tessellation, so T aux is also a tessellation. Since
|Lϕ(v)| ≥ 4 and C1 is an induced subgraph of G, we have |Laux

ψ⋆⋆(v)| ≥ 3. Letting v′ be the unique neighbor of y′ on
P 1, every vertex of D1(C

aux, Gaux), except possibly v′, has an Laux
ψ⋆⋆ -list of size at least three, and v′ has an Laux

ψ⋆⋆ -list
of size at least two. Combining this with Claim 8.4.7, it follows that Caux is an Laux-predictable facial subgraph of
Gaux, so M2) is satisfied.

By 2) of Claim 8.4.6, we have |V (C⋆)| < |V (C)|. Since |V (Caux)| ≤ |V (C⋆)|, T aux satisfies M0) and Rk(T aux|Caux) <

Rk(T |C). Since v† is separated from each element of C \ {C} by vertices of B2(C,G), and each vertex of Caux − v†

lies in B1(C,G), it follows that the distance conditions of Definition 2.1.6 are also satisfied. M1) is trivial.
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Thus, T aux is indeed a mosaic. Since |V (Glarge)| < |V (G)|, ity follows from the minimality of T that Gaux admits an
Laux-coloring τ . Let τ∗ be the restriction of τ to V (Gaux) \ (T ∩ V (yP 1vk−1) ∪ {v†}). Then dom(τ∗) = V (Glarge

Q ) \
(T ∩ V (yP 1vk−1) and τ∗ is a proper L-coloring of its domain. Furthermore, since σ ∈ LinkLϕ

(yP 1vk−1, C
1, G̃)

and ϕ is the unique L-coloring of V (C), it follows that τ∗ extends to L-color the vertices of T ∩ V (yP 1vk−1), i.e τ∗

extends to an L-coloring of Glarge
Q , contradicting our assumption that Q is defective. ■

As a consequence of the above, we have the following:

Claim 8.4.10. |V (C)| > |V (P 1 + yzy′)|+ 1.

Proof: Since each internal vertex of P 1 has at least two neighbors in C, we have |V (P 1)| ≤ |V (P 0)| + 1, and thus
|V (P 1 + yzy′)| ≤ |V (P 0)| + 2. By assumption, |V (C ∩ Glarge

Q )| > 5, so |V (C)| > |V (P 0)| + 3 Thus, we have
|V (C)| > |V (P 0)|+ 3 > |V (P 1 + yzy′)|, so |V (C)| > |V (P 1 + yzy′)|+ 1. ■

We now introduce the following terminology. Given a v ∈ V (P 1), we say that v is a pivot vertex if there is a
w ∈ D2(C) ∩N(v) such that G[N(w) ∩ V (P 1)] is a subpath of P 1 of length at most two.

Claim 8.4.11. Suppose there is at least one pivot vertex. Then there is a pivot vertex v ∈ V (P 1), a w ∈ D2(C,G) ∩
V (Glarge

Q ) and an extension of ψ to an Lϕ-coloring ψ∗ of (V (P 1) \ T ) ∪ {v} such that the following hold.

1) V (P 1) \ dom(ψ∗) is (L, ϕ ∪ ψ∗)-inert in G; AND

2) Every vertex of D2(C,G
large
Q ) \ {w} has an Lϕ∪ψ∗ -list of size at least three; AND

3) |Lϕ∪ψ∗(w)| ≥ 2

Proof: As above, we apply the work of Section 1.7. Let v be a pivot vertex and consider the following cases:

Case 1: There is a w ∈ D2(C) such that G[N(w) ∩ V (C1)] is a path of length two with midpoint v.

In this case, let G[N(w) ∩ V (C1)] = uvu′, where u ∈ V (vP 1y) and u′ ∈ V (vP 1y′).

By Theorem 1.7.5, there is a σ0 ∈ LinkLϕ
(yP 1u,C1, G̃) using ψ(y) on y and a σ1 ∈ LinkLϕ

(u′P 1y′, C1, G̃) using
ψ(y′) on y′. Since |Lϕ(v)| ≥ 3 and C1 is an induced subgraph of G, σ0 ∪ σ1 extends to a proper Lϕ-coloring σ∗

of dom(σ0 ∪ σ1) ∪ {v}, and |Lϕ∪σ∗(w)| ≥ 2. If there is a vertex w∗ of D2(C,G
large
Q ) \ {w} with an Lϕ∪σ∗ -list of

size less than three, then, since σ0 ∈ LinkLϕ
(yP 1u,C1, G̃) and σ1 ∈ LinkLϕ

(u′P 1y′, C1, G̃), it follows that w∗ has
a neighbor p ∈ V (yP 1u) and a neighbor p′ ∈ V (u′P 1y′). But then, by Claim 8.4.4, G̃small

pw∗p′ contains the path pP 1p′,
and thus contains v, and, by Lemma 8.1.10, G̃small

pw∗p′ is a broken wheel with principal path pw∗p′, so w∗ = w, which is
false. So we are done in this case.

Case 2: There does not exist a w ∈ D2(C) such that G[N(w) ∩ V (C1)] is a path of length two with midpoint v.

In this case, since v is a pivot vertex, there does not exist a w ∈ D2(C) such that v is an internal vertex of G[N(w) ∩
V (C)]. It follows from our triangulation conditions that, for any e ∈ E(P 1), there is a unique w ∈ D2(C) such that e
is a subpath ofG[N(w)∩V (C1)] which contains e. Since v is a pivot vertex and P 1 has length at least three, it follows
from Lemma 8.1.10 that there is an e ∈ E(P 1) incident to v and a w ∈ D2(C) such that G[N(w) ∩ V (P 1)] is a path
of length at most two which contain e and has v as an endpoint. If G[N(w) ∩ V (P 1)] has length precisely two, then
its midpoint is also a pivot vertex and we are back to Case 1 with v replaced by the midpoint of G[N(w)∩V (P 1)], so
suppose that this path has length one. Letting e = vv′, we have G[N(w) ∩ V (P 1)] = vv′. Note that v′ is also a pivot
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vertex. Possibly, v is an endpoint of P 1, but it is permissible to suppose that v is an internal vertex of P 1, because, if
it is not, then we simply replace v with v′, and, since P 1 has length at least three, v′ is an internal vertex of P 1.

Thus, we suppose without loss ouf generality that v is an internal vertex of P 1, and we suppose further without loss of
generality that v′ lies in the subpath vP 1y′ of P 1. Since v is an internal vertex of P 1, let v′′ be the other neighbor of
v on P 1. As above, it follows from Theorem 1.7.5 that there is a σ0 ∈ LinkLϕ

(yP 1v′′) and a σ1 ∈ LinkLϕ
(v′P 1y′).

Since |Lϕ(v)| ≥ 3, and since C1 is an induced subgraph of G, σ0 ∪ σ1 extends to a proper Lϕ-coloring σ∗ of
dom(σ0 ∪ σ1) ∪ {v}. Possibly, there is a w∗ ∈ D2(C) such that G[N(w∗) ∩ V (C1)] is a subpath of C1 − v′ which
has length at least two and has v as an endpoint, and this vertex has an Lϕ∪σ∗ -list of size at least two, and every other
vertex of D2(C,G

large
Q ) has an Lϕ∪ψ∗ -list of size at least three, so we are done. ■

With the above in hand, we have the following:

Claim 8.4.12. There does not exist a pivot vertex.

Proof: Suppose toward a contradiction that there is a pivot vertex. Then there is a pivot vertex v, a w ∈ D2(C) ∩
V (Glarge

Q ) and ψ∗ ∈ ΦLϕ
(ψ, (V (P 1) \ T ) ∪ {v}) such that v, w, ψ∗ satisfy Claim 8.4.11.

Recall that G⋆ is a graph obtained from Glarge
Q by adding a lone vertex v† adjacent to all three of y, z, y′. Let H :=

G⋆ \ C and let D := P 1 + yv†y′. Then D is a cyclic facial subgraph of H , and, since |V (D)| = |V (P 1 + zyz′)|,
it follows from Claim 8.4.10 that |V (C)| > |V (D)| + 1. Now we define a list-assignment L∗ for H in the following
way.

1) For each vertex of dom(ψ∗), we set L∗(u) = {ψ∗(u)}.

2) We set {L∗(u) : u ∈ V (D) \ dom(ψ∗)} to be a a collection of disjoint singletons, where, for each u ∈
V (D) \ dom(ψ∗), the lone color of L∗(u) is disjoint from the L-lists of all the vertices in B2(C).

3) Otherwise, we set L∗ = L.

Now, let D∗ be the outer face of H and consider the tuple T ∗ := (H, (C \ {C}) ∪ {D}, L∗, D∗). Note that T ∗ is a
tessellation in which D is a closed ring. We claim that T ∗ is a mosaic. Since |V (C)| > |V (D)| + 1, M0) is trivially
satisfied, and Rk(T |C) ≥ Rk(T ∗|D)+2. Since v† is separated from each element of C\{C} by vertices ofB2(C,G),
and each vertex of D − {v†} lies in B1(C,G), it follows that T ∗ also satisfies the distance conditions of Definition
2.1.6. To finish, we just need to check that D is an L∗-predictable facial subgraph of H .

Letting τ be the unique L∗-coloring of V (D), it follows from our construction of L∗ that L∗
τ (w)| ≥ 2 and each vertex

of H of distance 1 from D, other than w, has an L∗
τ -list of size at least three. Since C1 is induced in G, D is induced

in H . Combining Claim 8.4.4 with Lemma 8.1.10, it follows that, for every vertex w′ ∈ V (H) of distance 1 from D,
the graph H[N(w′) ∩ V (D)] is a subpath of D. Note that this is true even if z is the midpoint of this 2-chord.

Thus, D is an L∗-predictable facial subgraph of H , so T ∗ is a mosaic. Since |V (H)| < |V (G)|, H admits an L∗-
coloring σ. Let σ′ be the restriction of σ to H \ (D \ dom(ψ∗)). Then σ′ is a proper Lϕ-coloring of its domain. B our
choice of ψ∗, σ′ ∪ ϕ extends to L-color the vertices of V (P 1) \ dom(ψ∗), so Glarge

Q is L-colorable, which is false. ■

We now define a cycle C† of G as follows. We let C† be the unique cycle of G which intersects with the cycle
P 1+ yzy′ on precisely the vertices of {z}∪V (P 1 \T ), where, for each subpath R of P 1 of length at least two whose
endpoints lie in P 1 \ T and whose internal vertices lie in T , we replace R̊ with the unique 2-path whose endpoints are
the endpoints of R and whose midpoint is the unique vertex of D2(C) adjacent to the endpoints of R.
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Since there is no pivot vertex, no two vertices of P 1 \ T are adjacent, so P 1 admits a partition into a collection of
edge-disjoint paths R1, · · · , Rk with P 1 = R1 ∪ · · · ∪Rk such that, for each j = 1, · · · , k, the endpoints of Ri lie in
P 1 \T and V (R̊j) ⊆ T , and there is a unique vertex wj ∈ D2(C) such that Rj := G[N(wj)∩V (C1)]. Furthermore,
each of the paths R1, · · · , Rk has length at least three. For each j = 1, · · · , k, let Mj be the unique 2-path whose
midpoint is wi and whose endpoints are the endpoints of Rj . Note that, for each j = 1, · · · , k, we have |E(Rj)|

|E(Mj)| ≥
3
2 .

Now, |V (C†)| = |E(C†)| = 2 +
∑k
j=1 |E(Mj)|. On the other hand, |V (P 1 + yzy′)| = |E(P 1 + zyz′)| = 2 +∑k

j=1 |E(Rj)|. Thus, |V (P 1 + yzy′)| ≥ 2+
∑k
j=1

3
2 |E(Mj)|, so |V (P 1 + yzy′)| ≥ 2+ 3

2 (|V (C†)| − 2). By Claim
8.4.10, we thus have |V (C)| > 3 + 3

2 (|V (C†)| − 2), so |V (C)| > 3
2 |V (C†)|. Since y, y′ ∈ V (C† ∩ P 1), we have

d(C†, C) ≤ 1. Since Rk(T |C) = |V (C)| andC† separatesC from each element of C\{C}, this contradicts Corollary
2.1.30. Thus, our original assumption that Q is defective is false. This completes the proof of Lemma 8.4.1.

8.5 2-Chords of the 1-Necklace with a 2-List on the Small Side

This section consists of the lone result below, which, combined with Lemma 8.2.1, is enough to complete the proof of
Theorem 8.0.4.

Lemma 8.5.1. Let T = (G, C, L, C∗) be a critical mosaic, let C ∈ C be a closed ring, let C1 be the 1-necklace of C,

and let G̃ := G \ C. Then, for each 2-chord xwy of C1 in G̃, the graph G̃small
xwy is a broken wheel with principal path

xwy.

Proof. Given a 2-chord uzu′ of C1 in G̃, we say that uzu′ is bad if V (G̃small
uzu′) ̸= {z} ∪ V (C1 ∩ G̃small

uzu′). By Lemma
8.2.1, C1 is an induced cycle of G. It follows that, for any 2-chord uzu′ of C1 in G̃, if uzu′ is not bad, then, by our
triangulation conditions, G̃small

uzu′ is a broken wheel with principal path uzu′. Thus, it suffices to prove that there are
no bad 2-chords of C1. Suppose toward a contradiction that there is bad 2-chord uzu′ of C1, where uzu′ has been
chosen to minimize the quantity |V (G̃small

uzu′)| over all bad 2-chords of C1. Let ϕ be the unique L-coloring of V (C).
By Lemma 8.1.10, there is an internal vertex u⋆ of the path C1 ∩ G̃small

uzu′ with an Lϕ-list of size less than three. Since
C is L-predictable and an induced subgraph of G, |Lϕ(u⋆)| = 2 and every vertex of C1 − u⋆ has an Lϕ-list of size at
least three. We now set Qlarge

1 to be the path C1 ∩ G̃large
uzu′ and set Qsmall

1 to be the path C1 ∩ G̃small
uzu′ . Furthermore, we set

F small
1 to be the cycle Qsmall

1 + uzu′.

Claim 8.5.2. aaaaaaaaaa

1) For any 2-chord yz∗y′ of C1 in G̃, if G̃small
uzu′ ⊆ G̃small

yz∗y′ , then yy′ ̸∈ E(G). In particular uu′ ̸∈ E(G); AND

2) F small
1 is induced in G.

Proof: Suppose that yy′ ∈ E(G). Since C1 is an induced subgraph of G, and since u⋆ is an internal vertex of Qsmall
1 ,

we have yy′ ∈ E(C1) and yy′ = Qlarge
1 , so yz∗y′ is a triangle separating an element of C \{C} from u⋆, contradicting

the fact that T is a tessellation. This proves 1). Now suppose that F small
1 is not induced in G. Since C1 is an induced

subgraph ofG, it follows thatN(z)∩V (C1∩ G̃small
uzu′) ̸= {u, u′}. Thus, z has a neighbor u′′ which is an internal vertex

of the path C1 ∩ G̃small
uzu′ , and, by the minimality of uzu′, neither uzu′′ nor u′′zu′ is a bad 2-chord of C1, and since

G̃small
uzu′ = G̃small

uzu′′ ∪ G̃small
u′′zu′ , it follows that uzu′ is also not bad, contradicting our assumption. ■

Applying the fact that C is induced in G and L-predictable, we now define the following subgraphs of G:
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Definition 8.5.3. aaaaaaaaaaaaaaaaaaaa

1) For each vertex v ∈ V (C1), we let Pv be the path G[N(v) ∩ V (C)].

2) We setQlarge
0 to be the unique subpath ofC\P̊u⋆

which intersects with Pu on precisely an endpoint and intersects
with Pu′ on precisely an endpoint,

3) We set Qsmall
0 to be the unique subpath of C consisting of the edges of E(C) \ E(Qlarge

0 ).

4) We set Qlarge
0+ to be the path G[V (Qlarge

0 ∪Pu ∪Pu′)], and we set Qsmall
0− to be the unique subpath of C consisting

of the edges of E(C) \ E(Qlarge
0+ ).

5) We setR to be the unique 4-chord of C whose endpoints are the endpoints ofQlarge
0 and whose middle two edges

are uzu′. Likewise, we set R+ to be the unique 4-chord of C whose endpoints are the endpoints of Qlarge
0+ and

whose middle two edges are uzu′.

Since |Lϕ(u⋆)| = 2, the path Pu⋆
has length at least two, so Qlarge

0 is well-defined and Qsmall
0 is nonempty. Since Qlarge

0

intersects with each of Pu, Pu′ on an endpoint, Qlarge
0+ is a connected subgraph of G, and since Pu⋆

has length at least
two, Qlarge

0+ is a subpath of V (C) with |V (Qlarge
0+ )| < |V (C)|, so all of the notation above is well-defined. We also have

the following observation.

Claim 8.5.4. aaaaaaaaaaaaaaaaaaaaa

1) Pu ∩ Pu′ = ∅ and each of R,R+ is a proper 4-chord of C; AND

2) Qsmall
1 has length at least three; AND

3) If u, u′ have a common neighbor in Gsmall
Q , other than z, then G̃small

uzu′ is a wheel with a central vertex adjacent to

every vertex of F small
1 .

Proof: Suppose that Pu ∩ Pu′ ̸= ∅. Since C is an induced cycle and Pu⋆
has length at least two, Pu and Pu′ share a

vertex v of Qlarge
0 , and vuzu′ is a 4-cycle which separates an element of C \ {C} from u⋆, contradicting the fact that

T is a tessellation. Since Pu ∩ Pu′ = ∅, each of Qlarge
0 and Qlarge

0+ has length at least one, and so each of R,R+ has
distinct endpoints and is a proper 4-chord of C. If Qsmall

1 has length less than three then, Qsmall
1 = uu⋆u

′, and since G
is short-separation-free, V (G̃small

uzu′) = {uz, u′, u⋆}, contradicting the fact that uzu′ is bad. This proves 1) and 2).

Now suppose that u, u′ have a common neighborw inGsmall
Q , wherew ̸= z. Sincew ̸∈ {u, z, u′}, we havew ̸∈ V (C1)

by Claim 8.5.2, so d(z∗, C) = 2. By 1) of Claim 8.5.2, uu′ ̸∈ E(G), so, since G is short-separation-free, it follows
from our triangulation conditions that w is adjacent to each of u, z, u′, and, by the minimality of uzu′, the 2-chord
uwu′ of C1 is not bad, so V (G̃small

uwu′) = {w} ∪ V (C1 ∩ G̃small
uwu′). By Lemma 8.2.1, C1 is induced in G, so it follows

from our triangulation conditions that w is adjacent to each vertex of the path C1 ∩ G̃small
uwu′ , and, since G is short-

separation-free, G̃small
uzu′ is a wheel with central vertex adjacent w. ■

We now have the following:

Claim 8.5.5. V (G̃large
uzu′) is Lϕ-colorable. Furthermore, if Qsmall

1 has length three, then G̃small
uzu′ is a wheel.

Proof: Let x∗, x′∗ be the endpoints of R+, where x∗ is also an endpoint of Pu and x′∗ is also an endpoint of Pu′ .
Suppose toward a contradiction that G̃large

uzu′ is not Lϕ-colorable. By A) of Lemma 8.4.1, Glarge
R+

is an induced subgraph
of G, so any L-coloring of Glarge

R+
restricts to an Lϕ-coloring of the subgraph of G induced by V (G̃large

uzu′). Thus, Glarge
R+

is not L-colorable.
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Subclaim 8.5.6. All of the following hold.

1) |V (Glarge
R+

)|+ 3 = |V (G)|; AND

2) u⋆ is adjacent to each endpoint of R+ and Pu⋆
has length two; AND

3) Qsmall
1 is a path of length three.

Proof: Firstly, if |V (Glarge
R+

)| + 3 < |V (G)|, then it immediately follows from Lemma 8.1.6 that Glarge
R+

is L-
colorable, contradicting our assumption. Thus, we have |V (Glarge

R+
)| ≥ |V (G)| − 3. By 2) of Claim 8.5.4, Q1

small

has length at least three, and since Pu⋆
has at least one internal vertex, we have |V (Gsmall

R+
\R−+)| ≥ 3, and thus

|V (Glarge
R+

)|+3 = |V (G)|. Furthermore, since Q1
small has at least two internal vertices, Pu⋆

is a path of length two
whose endpoints are x∗, x′∗, and Qsmall

1 has precisely two internal vertices. ■

Appyling Subclaim 8.5.6, there is a vertex v ∈ V (C1) such that Qsmall
1 − {u, u′} = vu⋆, so suppose without loss of

generality that Qsmall
1 = uvu⋆u

′. Again by Subclaim 8.5.6, u⋆ is adjacent to all three vertices of C ∩Gsmall
R+

, and since
C1 is an induced subgraph of G, it follows that N(v) ∩ V (C) = {x∗}.

Now let p be the lone internal vertex of Pu⋆
) and letC† be the cycle (C∩Glarge

R+
)+x∗u⋆x

′
∗. Note that |V (C†)| = |V (C)|

and C† is a facial subgraph of G− p. Since Lϕ(u⋆)| = 2, let L† be a list-assignment for G− p in which L†(u⋆) is a
lone color of Lϕ(u⋆), and otherwise L† = L. Let C†

∗ be the outer face of G − p and let T † := (G − p, (C \ {C}) ∪
{C†}, L†, C†

∗). Then T † is a tessellation in which C† is a closed ring. We claim that T † is a mosaic.

Firstly, since |V (C†)| = |V (C)|, we have Rk(T †|C†) = Rk(T |C), and, by Claim 8.5.2, u⋆ ̸∈ N(z), so T † satisfies
the distance conditions of Definition 2.1.6. The only other nontrivial condition to check is that C† is L†-predictable
in G − p. Firstly, C† is an induced subgraph of G − p and, for every w ∈ B1(C

†, G − p), the neighborhood of w in
C† is a subpath of C†. Let ψ be the unique L†-coloring of C†. Since v only has one neighbor in C, it has precisely
two neighbors in C†, so every vertex of B1(C

†, G− p) has an L†
ψ-list of size at least three, except possibly u′. Since

|Lϕ(u′)| ≥ 3, we have |L†
ψ(u

′)| ≥ 2, so C† is indeed L†-predictable in G − p. Thus, T † is a mosaic, and since
|V (G− p)| < |V (G)|, it follows from the minimality of T that G− p is L†-colorable. Since u⋆ is the only neighbor
of p in G which is not precolored, it follows that G is L-colorable, contradicting the fact that T is critical.

Thus, our assumption that V (G̃large
uzu′) is not L-colorable is false. Let ψ be an Lϕ-coloring of V (G̃large

uzu′) and suppose
Qsmall

1 has length three. By 2) of Claim 8.5.2, z is not adjacent to any internal vertex of Qsmall
1 . Since Qsmall

1 is induced
in G, Qsmall

1 − {u, u′} is an edge in which one endpoint has an Lϕ∪ψ-list of size at least one and the other endpoint
has an Lϕ∪ψ-list of size at least two. Thus, ϕ ∪ ψ extends to L-color dom(ϕ ∪ ψ) ∪ V (Qsmall

1 ), and, since G is not
L-colorable, it follows from Theorem 1.3.5 that G̃small

uzu′ is a wheel with a central vertex adjacent to all of F small
1 . ■

Claim 8.5.5 has the following useful consequence.

Claim 8.5.7. For any vertex v ∈ V (Qsmall
1 ) \ {u, u′}, if v is adjacent to either of u, u′, then |N(v) ∩ V (C)| > 1.

Proof: Suppose that this does not hold, and suppose without loss of generality that there is a v ∈ V (Qsmall
1 ) \ {u, u′}

which is adjacent to u and has only one neighbor on C. Since C1 is an induced subgraph of G, v is adjacent to u on
the path Qsmall

1 , so let Qsmall
1 = u1 · · ·uk for some k ≥ 2, where u1 = u, uk = u′, and u2 = v. Since u⋆ is an internal

vertex of Qsmall
1 , we have v ̸= uk−1.

Applying Claim 8.5.5, we fix an Lϕ-coloring ψ of V (G̃large
uzu′). Now, G̃small

uzu′ \ {u, z, u′} has a facial subgraph F

containing all the vertices of G̃small
uzu′ \ {u, z, u′} with Lϕ∪ψ-lists of size less than five. By Claim 8.5.8, there is no

common neighbor of u, z, u′ in F , and, by Claim 8.5.2, z has no neighbors in F . Since C1 is an induced subgraph of
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F and |Lϕ(v)| ≥ 4, it follows that every vertex of F , except possibly u⋆, uk−1, has an Lϕ∪ψ-lists of size at least three.
If u⋆ ̸= uk−1, then u⋆ has no neighbors in {u, z, u′} and each of u⋆, uk−1 has an Lϕ∪ψ-list of size at least two. If
u⋆ = uk−1, then |Lϕ∪ψ(uk−1)| ≥ 1. In either case, applying Theorem 1.3.4 or Theorem 0.2.3 respectively, ψ extends
to an Lϕ-coloring of G̃small

uzu′ , so G is L-colorable, contradicting the fact that T is critical. ■

Now we have the following simple observation:

Claim 8.5.8. If there is a v ∈ V (Qsmall
1 ) \ {u, u′} such that |N(v)∩ V (C)| = 1, then u, u′ have no common neighbor

in G̃small
uzu′ , except for z.

Proof: Suppose that u, u′ have a common neighbor z∗ in V (G̃small
uzu′) with z∗ ̸= z. By 3) of Claim 8.5.4, G̃small

uzu′ is
a wheel with a central vertex adjacent to each vertex of Dsmall

1 . However, since there is an internal vertex of Qsmall
1

adjacent to only one vertex of C, and C is induced and L-predictable in G, there are three consecutive vertices of
Qsmall

1 with a common neighbor in C, so G contains a copy of K2,3, contradicting the fact that T is a tessellation. ■

We now make the following definition. An Lϕ-coloring ψ of {u, u′} is called desirable if every extension of ψ to an
Lϕ-coloring of uzu′ also extends to Lϕ-color all of G̃small

uzu′ . We now have the following key claim.

Claim 8.5.9. There exists a desirable Lϕ-coloring of {u, u′}.

Proof: To prove this, we apply the work of Chapter 7. In order to use the main result of Chapter 7, we first prove the
following easy observation:

Subclaim 8.5.10. There is a subpath R⋆ of Qsmall
1 such that each endpoint of R⋆ is a Qsmall

1 -hinge of F small
1 and

such that precisely one of the following holds.

1) R⋆ = u⋆; OR

2) There is a unique w ∈ V (G̃small
uzu′) \ V (D) such that G[N(w) ∩ V (Qsmall

1 )] is a subpath of Qsmall
1 with u⋆ as

an internal vertex, and any 2-chord of F small
1 which separates u⋆ from z has w as a midpoint.

Proof: If there is a 2-chord P of F small
1 in G̃small

uzu′ which separates u⋆ from z, then, since uzu′ is a minimal bad
2-chord of C1, we have V (G̃small

P ) = V (P ) ∪ V (C1 ∩ G̃small
P ), and, since C1 is an induced subgraph of G, it

follows from our triangulation conditions that G̃small
P is a broken wheel with principal path P . Thus, any such

2-chord of F small
1 , if it exists, has a unique midpoint w, and G[N(w) ∩ V (C1)] is a subpath of F small

1 with u⋆ as
an internal vertex. If no such 2-chord of F small

1 exists, then u⋆ is a Qsmall
1 -hinge of F small

1 by definition. ■

Let R⋆ be as in Sublaim 8.5.10. Since Qsmall
1 differs from D by only one vertex, it immediately follows from 3) of

Theorem 1.7.3 that, for any σ ∈ LinkLϕ
(Qsmall

1 , F small
1 , Gsmall

Q ), the restriction of σ to {u, u′} is a desirable Lϕ-coloring
of {u, u′}. Each of u, u′ is trivially a Qsmall

1 -hinge of F small
1 , because u, u′ are the endpoints of Qsmall

1 . By Claim 8.5.2,
F small
1 is induced in G̃small

uuz′ , so it follows from Sublaim 8.5.10 that all the conditions of Theorem 7.0.1 are satisfied,
and it immediately follows from A) of Theorem 7.0.1 that LinkLϕ

(Qsmall
1 , D,Gsmall

Q ) ̸= ∅. Thus, there is at least one
desirable Lϕ-coloring of {u, u′}. ■

We now have the following:

Claim 8.5.11. For any 4-chord M of C whose middle three vertices are u, z, u′, we have|V (Gsmall
M ∩ C)| ≤ 5. In

particular, we have 4 ≤ |V (Qsmall
0− )| ≤ |V (Qsmall

0 )| ≤ 5.
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Proof: Suppose toward a contradiction that there is a 4-chord M of C whose middle three vertices are u, z, u′, where
|V (Gsmall

M ∩C)| > 5. Applying Claim 8.5.9, let ψ be a desirable Lϕ-coloring of {u, u′}. By B) of Lemma 8.4.1, ψ∪ϕ
extends to an L-coloring ψ∗ of V (G̃large

Q ), and, since ψ is desirable, ψ∗ extends to L-color G̃small
uzu′ , so ψ∗ extends to an

L-coloring of G, contradicting the fact that T is critical. Thus, no such M exists.

Now, by 2) of Claim 8.5.4, Qsmall
1 has length at least three, so there is at least one vertex v of Qsmall

1 \ {u, u′, u⋆} with
a neighbor in {u, u′}, and Pv, Pu⋆ intersect on at most a common endpoint. By Claim 8.5.7, |V (Pv)| ≥ 2, and since
|V (Pu⋆)| ≥ 3, there are at least two vertices of C \Qlarge

0+ . We conclude that 4 ≤ |V (Qsmall
0− )| ≤ |V (Qsmall

0 )|. As shown
above, we have |V (Qsmall

0 )| ≤ 5, since Qsmall
0 = C ∩Gsmall

R , so we are done. ■

Claim 8.5.11 has the following easy consequence.

Claim 8.5.12. At least one of u, u′ has precisely one neighbor in C.

Proof: Suppose that each of u, u′ has more than one neighbor in C. Then each of Pu and Pu′ is a path of length at
least one, and the paths Qsmall

0 and Qsmall
0− differ in length by at least two, contradicting Claim 8.5.11. ■

We now have the following:

Claim 8.5.13. There is at least one internal vertex of the path Qsmall
1 \ {u, u′} with more than one neighbor in C.

Proof: Suppose not. By 2) of Claim 8.5.4, Qsmall
1 has length at least three and, by Claim 8.5.7, each endpoint of

Qsmall
1 −{u, u′} has more than one neighbor in C. Thus, it follows from our assumption that u⋆ is one of the endpoints

ofQsmall
1 \{u, u′}, and there is a p ∈ V (Qsmall

1 \{u, u′} such that p ̸= u⋆, where p is the other endpoint ofQsmall
1 \{u, u′},

and p, u⋆ are the only vertices ofQsmall
1 −{u, u′}with more than one neighbor inC. Suppose without loss of generality

that uu⋆ and pu′ are the terminal edges of Qsmall
1 .

Subclaim 8.5.14. Qsmall
1 = uu⋆pu

′.

Proof: By Claim 8.5.5, there is an Lϕ-coloring ψ of G̃large
uzu′ . Now suppose toward a contradiction that Qsmall has

length strictly greater than three. Let p′ be the lone neighbor of u⋆ onQsmall
1 −u. Thus, p′ ̸= p, and, by assumption,

we have |N(p) ∩ V (C)| = 1. By Claim 8.5.8, the vertices u, u′ do not have a common neighbor in G̃small
uzu′ other

than z. Since |Lϕ∪ψ(u⋆)| ≥ 1, ψ extends to an Lϕ-coloring ψ∗ of dom(ψ) ∪ {u⋆}. We have |Lϕ(p)| ≥ 3 and,
by assumption, |Lϕ(p′)| ≥ 4. Let H := G̃small

uzu′ \ {u, z, u′, u⋆}. Since F small
1 is an induced cycle in G, it follows

from our triangulation conditions that u, u⋆ have a unique common neighbor w ∈ D2(C) ∩ V (G̃small
uzu′).

Since Qsmall
1 is an induced path in G and u, u′ have no common neighbor in G̃small

uzu′ other than z, it follows that H
has a unique facial subgraph F such that every vertex of H \ F has an Lϕ∪ψ∗ -list of size at least five and every
vertex of F \ {w, p} has an Lϕ∪ψ∗ -list of size at least three. Possibly w is as adjacent to z, but not to u′, so each
of p, w has an Lϕ∪ψ∗ -list of size at least two, and, by Theorem 1.3.4, H is Lϕ∪ψ∗ -colorable, so ϕ ∪ ψ∗ extends
to an L-coloring of G, contradicting the fact that T is critical. ■

Let G† be the graph obtained from G by deleting from G all the internal vertices of Qsmall
0− . Since V (Qsmall

0− )| ≥ 4

by Claim 8.5.11, we have |V (G†)| ≤ |V (G)| − 2. SiInce Lϕ(p)| ≥ 3 and |Lϕ(u⋆)| ≥ 2, let σ be an Lϕ-coloring
of pu⋆. Let L† be a list-assignment for V (G†), such that L†(u⋆) = {σ(u⋆) and L†(p) = {σ(p)}, and otherwise
L† = L. Let x, x′ be the endpoints of Qsmall

0− , where x is an endpoint of Pu and x′ is an endpoint of Pu′ . Note that G†

contains the cyclic facial subgraph C† := Qlarge
0+ + xu⋆px

′, and let C†
∗ be the outer face of G†. By our construction
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of L†, we get that V (C†) is L†-colorable, and since G† ⊆ G, we get that G† is short-separation-free. Thus, the tuple
T † := (G†, (C \{C})∪{C†, L†, C†

∗) is a tessellation in which C† is a closed ring. We claim now that T † is a mosaic.

Since Qsmall
0− has at least two internal vertices, we have |V (C†)| ≤ |V (C)|, so M0) is satisfied, and Rk(T †|C†) ≤

Rk(T |C). By 2) of Claim 8.5.2, z is not adjacent to either of p, u⋆. Since xuzux′ separates pu⋆ from all the elements
of C \ {C}, it follows that T † satisfies the distance conditions of Definition 2.1.6. M1) is trivially satisfied so the only
thing left to check is that C† is L†-predictable in G†. Since C is induced in G, C† is induced in G†. Now, u us the
unique common neighbor of x, u⋆ in G† and u′ is the unique common neighbor of x′, p′ in G†. Any other vertex of
D1(C

†, G†) with a neighbor in {p, u⋆} is not adjacent to any vertex of C and is adjacent to one or both of p, u⋆. Since
C is L-predictable in G, it follows that C† satisfies the subpath condition of Definition 2.1.3.

Let ϕ† be the unique L†-coloring of V (C†). As indicated above, any vertex of D1(C
†, G†) \ {u, u′} with a neighbor

in {u⋆, p} has no other neighbors in C† and thus has an L†
ϕ† -list of size at least three. By Claim 8.5.12, at most one

of u, u′ has more than one neighbor in C, so every vertex of D1(C
†, G†) has an L†

ϕ† -list of size at least three, except
possibly one of {u, u′}, which has an L†

ϕ† -list of size at least two. Thus, C† is indeed L†-predictable in G† and T †

is a mosaic. Since |V (G†)| ≤ |V (G)| − 2, it follows from the minimality of T that G† admits L†-coloring σ∗. As
G† contains all the neighbors of u, u′ in C and Qsmall

1 \ {u, u′} is precolored by σ, it follows that σ∗ ∪ ϕ is a proper
L-coloring of G, contradicting the fact that T is critical. This completes the proof of Claim 8.5.13. ■

Combining Claim 8.5.13 with Claim 8.5.7, there are at least three vertices of Qsmall
1 \ {u, u′} with more than one

neighbor in C, and since |E(Pu⋆
)| ≥ 2, it follows that E(Qsmall

0− )| ≥ 4 and thus |V (Qsmall
0− )| > 4. By Claim 8.5.11,

we have |V (Qsmall
0− | = |V (Qsmall

0 | = 5, so each of u, u′ has precisely one neighbor on C. Let p, p′ be the endpoints of
Qsmall

1 , where pu, p′u′ are the terminal edges of Qsmall
1 . As there are at least three vertices of Qsmall

1 \ {u, u′} with more
than one neighbor in C, let q be an internal vertex of Qsmall

1 \ {u, u′} with more than one neighbor in C. Note that
u⋆ ∈ {p, p′, q} and every vertex of Qsmall

1 \ {p, p′, q} has precisely one neighbor in C. If at least one of these does not
hold, then, since |V (Pu)| = |V (Pu′)| = 1, it follows that |E(Qsmall

0 )| ≥ 5 and thus |V (Qsmall
0 )| ≥ 6, which is false.

Claim 8.5.15. There is a terminal edge Qsmall
1 \ {u, u′} which contains u⋆ and contains q (possibly q = u⋆).

Proof: Suppose that this does not hold and, applying Claim 8.5.5, let ψ be an Lϕ-coloring of V (G̃large
uzu′). The assump-

tion of Claim 8.5.15 implies that Qsmall
uzu′ ̸= upqp′u′, so there is a vertex of Q \ {u, u′} with precisely one neighbor

in C. By Claim 8.5.8, u, u′ have no common neighbor in G̃small
uzu′ other than z. Since Dsmall

1 is induced in G, we have
|Lϕ∪ψ∗(u⋆)| ≥ 1, so ψ extends to an L-coloring ψ∗ of dom(ψ) ∪ {u⋆}. Let H := G̃small

1 \ {u, z, u′, u⋆}. Then H has
a unique facial subgraph F such that F contains Qsmall \ {u, u′, u⋆} and every vertex of H \ F has an Lϕ∪ψ∗ -list of
size at least five. Consider the following cases:

Case 1: u⋆ = q

In this case, u⋆ is an internal vertex of Qsmall
1 \ {u, u′}. Let v, v′ be the two neighbors of q on Qsmall

1 . By assumption,
v, v′ ̸∈ {p, p′}, so each of v, v′ has precisely one neighbor on C. Each of v, v′ has an Lϕ∪ψ∗ -list at least three, and
each of p, p′ has an Lϕ∪ψ∗ -list of size at least two. Since u, u′ have no common neighbor in F , any remaining vertices
of F also have Lϕ∪ψ∗ -lists of size at least three. By Theorem 1.3.4, H is Lϕ∪ψ∗ -colorable, so ϕ ∪ ψ∗ extends to an
L-coloring of G, contradicting the fact that T is critical.

Case 2: u⋆ ̸= q

In this case, suppose without loss of generality that u⋆ = p. By assumption, pq is not a terminal edge ofQsmall\{u, u′},
so there is a vertex v ∈ V (Qsmall

1 )\{p, p′, q} such that pv is a terminal edge ofQsmall
1 \{u, u′}, and |N(v)∩V (C)| = 1.
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Since Dsmall
1 is an induced subgraph of G, it follows that |Lϕ∪ψ∗(v)| ≥ 3 and |Lϕ∪ψ∗(p′)| ≥ 2, and furthermore, for

any vertex w ∈ V (F ) \ {p′} with an Lϕ∪ψ∗ -list of size less than three, we have N(w) ∩ dom(ψ∗) ⊆ {u, z, u′, u⋆}.
As indicated above, any such w is adjacent to at most one of u, u′, and since Dsmall

1 is induced in G, it follows from
our triangulation conditions that N(w) ∩ dom(ψ∗) ̸= {u′, z, u⋆}, so N(w) ∩ dom(ψ∗) = {z, u, u⋆}. Thus, such a w,
if it exists, is unique and has an Lϕ∪ψ∗ -list of size two. By Theorem 1.3.4, ϕ∪ψ∗ extends to an L-coloring of H , and
thus ϕ ∪ ψ∗ extends to an L-coloring of G, contradicting the fact that T is critical. ■

Applying Claim 8.5.15, we suppose without loss of generality that q is adjacent to p (i.e pq is a terminal edge of
Qsmall

1 \ {u, u′}) and u⋆ is an endpoint of pq.

Claim 8.5.16. Qsmall
1 = upqp′u′.

Proof: Suppose not. Let v be the lone neighbor of q on Qsmall
1 which is distinct from p. Since v ̸= q′, we have

|N(v) ∩ V (C)| = 1. By Claim 8.5.8, u, u′ have no common neighbor in G̃small
uzu′ except for z.

Subclaim 8.5.17. The four vertices of {z, u, p, q} have a unique common neighbor in G̃small
uzu′ \Dsmall

1 .

Proof: Suppose not. Since Dsmall
1 is induced in G, ψ extends to an Lϕ-coloring ψ† of dom(ψ)∪ {p, q}. Let H :=

G̃small
uzu′ \ {u′, z, u, p, q}. Note that H has a unique facial subgraph F which contains the path Qsmall \ {u, u′, p, q},

where each vertex ofH \F has an Lϕ∪ψ† -list of size at least five. We have |Lϕ∪ψ†(p′)| ≥ 2 and |Lϕ∪ψ†(v)| ≥ 3.

Since u, u′ have no common neighbor in F and Dsmall
1 is induced in G, it follows that, for any other vertex w of

V (F )\{p′} which has an Lϕ∪ψ† -list of size less than three, w has at least three neighbors among {z, u, p, q}. By
assumption, any such w is not adjacent to all four of these vertices, and, since Dsmall

1 is induced in G, it follows
from our triangulation conditions that G[N(w) ∩ dom(ψ†) is a subpath of zuu⋆q of length precisely two, so any
such w, if it exists, is unique, and has an |Lϕ∪ψ† -list of size two. It now follows from Theorem 1.3.4 that H is
Lϕ∪ψ† -colorable, so ϕ ∪ ψ† extends to an L-coloring of G, contradicting the fact that T is critical. ■

Applying Subclaim 8.5.17, let w be the unique common neighbor of {z, u, p, q} in G̃small
uzu′ \Dsmall

1 . Since every internal
vertex of the path qQsmall

1 p′ has precisely one neighbor in C, it follows that q, p′ have a unique common neighbor
x† ∈ V (C), and G̃small

uzu′ contains the 6-cycle u′zupqx†p′u′. Let W ⊆ R2 be the unique open region containing v.
Since Dsmall

1 is induced in G, it follows that ϕ ∪ ψ extends to L-color dom(ϕ ∪ ψ(∪ψ(p, q, w, p′} and since G is not
L-colorable, it follows from Theorem 1.3.5 that |V (G) ∩W | ≤ 3.

Subclaim 8.5.18. Cl(W ) has no chord of D†.

Proof: Suppose toward a contradiction that Cl(W ) contains a chord of D†. Since Dsmall
1 is induced in G,it is easy

to check that ϕ∪ψ extends to an L-coloring σ of dom(ϕ∪ψ(∪ψ(p, q, w, p′, v}, and furthermore, any chord ofD†

chord has w as an endpont. Note that w is not adjacent to q′, or else it follows from our triangulation conditions
that w is also adjacent to u′, which is false since u, u′ have no common neighbor in G̃small

uzu′ except for z.

Thus,wv is the unique chord ofD† in Cl(W ), or else, sinceG is short-separation-free, we haveW∩V (G) = {v},
and since wq′, wu′ ̸∈ E(G)∩Cl(W ), it then follows from our triangulation conditions that zv ∈ E(G)∩Cl(W ),
contradicting 2) of Claim8.5.2. We conclude that wz is the unique chord of D† in W . Since σ does not extend to
L-colorG and u′zwvq′ is a 5-cycle, it follows from Theorem 1.3.5 that there is a vertex v′ such that V (G)∩W =

{v, v′} and v′ is adjacent to all five vertices of u′zwvq′. Let ψ′ be an extension of ψ to an Lϕ-coloring of
dom(ψ) ∪ {p′}. Since u⋆ ∈ {p, q}, consider the following cases:

Case 1: q = u⋆
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In this case, we have |Lϕ∪ψ′(p)| ≥ 2. Coloring and deleting the vertices of dom(ϕ ∪ ψ′), we are left with the
graph in Figure 8.5.1, with lower bounds on the sizes of the Lϕ∪ψ′ -lists.

v′2

v3

w

3

p 2

q 2

Figure 8.5.1: Case 1 of Subclaim 8.5.18

Case 2: u⋆ = p

In this case, again deleting the domain of ϕ ∪ ψ′, we have the same graph as above except that |Lϕ∪ψ′(p)| ≥ 1

and |Lϕ∪ψ′(q)| ≥ 3, so we have the graph in Figure 8.5.2, with lower bounds on the sizes of the Lϕ∪ψ′ -lists.

v′2

v3

w

3

p 1

q 3

Figure 8.5.2: Case 2 of Subclaim 8.5.18

It is easy to check that the graph in Figure 8.5.2 colorable, so ϕ∪ψ′ extends to an L-coloring of G, contradicting
the fact that T is critical. This completes the proof of Subclaim 8.5.18. ■

Applying Subclaim 8.5.18, Cl(W ) has no chord of D†, and since v is an internal vertex of qQsmall
1 p′, it follows from

Theorem 1.3.5 that (W ∩ V (G)) \ V (qQsmall
1 p′) consists of precisely two vertices, or else all the vertices of qqsmallp′

have a common neighbor in W and also have x† as a common neighbor, contradicting the fact that is short-separation-
free. Since |V (G) ∩W | ≤ 3, it follows that v is the lone internal vertex of qQsmall

1 p′ and G ∩W consists of a triangle
ss′v for some s, s′ ∈ W ∩ V (G). Let ψ∗ be an extension of ψ to an Lϕ-coloring of dom(ψ) ∪ {p, q, w}. Then
G \ dom(ϕ∪ψ∗) consists of the graph in Figure 8.5.3, with lower bounds on the size of the Lϕ∪ψ∗ -lists of each vertex
indicated in red. Note that each of s′, v has an Lϕ∪ψ∗ -list of size at least three because p′ has not been deleted.

s′

3

p′

2

s

2

v

3

Figure 8.5.3: The last configuration in Claim 8.5.16

The graph in Figure 8.5.3 is Lϕ∪ψ∗ -colorable, so ϕ ∪ ψ∗ extends to an L-coloring of G, contradicting the fact that T
is critical. This completes the proof of Claim 8.5.16. ■
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Applying Claim 8.5.16, we have Qsmall = upqp′u′. Since Qsmall
1 \ {u, u′} is a path in which Lϕ(u⋆)| ≥ 2 and every

other vertex has an Lϕ-list of size at least three, there is an Lϕ-coloring σ of Qsmall
1 . As in Claim 8.5.13, let G† be the

graph obtained from G by deleting all the internal vertices of Qsmall
0 . Since each of u, u′ has precisely one neighbor on

C, let N(u) ∩ V (C) = {x} and N(u′) ∩ V (C) = {x′} for some x, x′ ∈ V (C).

Let L† be a list-assignment for V (G†) such that L†(v) = {σ(v)} for each v ∈ {p, q, p′} and otherwise L† = L.
Note that G† contains the cyclic facial subgraph C† := Qlarge

0 + xpqp′x′, and let C†
∗ be the outer face of G†. By our

construction of L†, we get that V (C†) is L†-colorable, and since G† ⊆ G, we get that G† is short-separation-free.
Thus, the tuple T † := (G†, (C \ {C}) ∪ {C†}, L†, C†

∗) is a tessellation in which C† is a closed ring.

Claim 8.5.19. C† is an L†-predictable facial subgraph of G†.

Proof: As C is induced in G, C†is induced in G†. Now, u us the unique common neighbor of x, u⋆ in G† and u′

is the unique common neighbor of x′, p′ in G†. Any other vertex of D1(C
†, G†) with a neighbor in {p, q, p} is not

adjacent to any vertex of C. Since pqp′ is an induced path in G, it follows from our triangulation conditions, that, for
any v ∈ D1(C

†, G†) \ {u, u′}, if v has a neighbor in C† \ C, then G†[N(v) ∩ V (C†)] is a subpath of pqp′. Since C
is L-predictable in G, it immediately follows that C† satisfies the subpath condition of Definition 2.1.3.

Let ϕ† be the unique L†-coloring of V (C†). As indicated above, any vertex ofD1(C
†, G†)\{u, u′}with a neighbor in

{p, q, p′} has no other neighbors in C†. Furthermore, each of u, u′ has precisely one neighbor in C and thus precisely
two neighbors in C†. It follows that every vertex ofD1(C

†, G†) has an L†
ϕ† -list of size at least three, unless that vertex

is adjacent to all three of p, q, p′. Such a vertex, if it exists, as unique and has no other neighbors in C† and thus has
an L†

ϕ† -list of size at least two. It follows that C† is indeed L†-predictable in G†. ■

Since |V (Qsmall
0 )| = 5, we have |V (C†)| = |V (C)|, so M0) is satisfied, and Rk(T †|C†) = Rk(T |C). By 2) of Claim

8.5.2, z is not adjacent to any of {p, q, p′}, and since xuzux′ separates pqp′ from all the elements of C \{C}, it follows
that T † satisfies the distance conditions of Definition 2.1.6. M1) is trivially satisfied. It follows from Claim 8.5.19 that
T † satisfies M2) as well and thus T † is indeed a mosaic. Since |V (G†)| = |V (G)| − 3, it follows from the minimality
of T thatG† admits L†-coloring σ∗. SinceG† contains all the neighbors of u, u′ in C andQsmall

1 \{u, u′} is precolored
by σ, it follows that σ∗ ∪ ϕ is a proper L-coloring of G, contradicting the fact that T is critical. We conclude that our
original assumption that there exists a bad 2-chord of C1 is false. This completes the proof of Lemma 8.5.1 and thus
completes the proof of Theorem 8.0.4.
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Chapter 9

Corner Colorings

In Section 1.6, we proved a result for 3-paths of a facial cycle in a planar graph which showed that, under certain
circumstances, we can find a coloring of the endpoints of the 3-path such that any extension of this precoloring to the
entire 3-path also extends to the entire graph. Results of this form are very useful for the situation in which we want
to delete the vertices on the small side of a 3-chord of a facial cycle in a critical mosaic while we are trying to precolor
as few vertices as possible in order to avoid creating lists of size less than three. In this section and the next, we prove
two variants of Theorem 1.6.1 in which, rather than only coloring the endpoints of the 3-path, we allow ourselves to
precolor all but one internal vertex of the 3-path (i.e we leave a corner uncolored). The lone theorem which makes up
the entiretiy of Chapter 9 is stated below. We use this theorem in Chapter 10.

Theorem 9.0.1. Let H be a planar graph with facial cycle C, and let P := p1p2p3p4 be a subpath of C of length

three. Let L be a list-assignment for H such that each vertex of C \ P has an list of size at least three and each vertex

of H \ C has a list of size at least five. If either of the conditions below hold, then there exists an L-coloring ψ of

{p1, p3, p4} such that, for any extension of ψ to an L-coloring ψ′ of V (P ), ψ′ extends to an L-coloring of H .

1) |L(p1)| ≥ 2 and |L(p4)| ≥ 2; OR

2) {p1, p4} is L-colorable and there exists a vertex of C \ P with a list of size at least four.

Chapter 9 has two sections. In Section 9.1, we show that such a coloring always exists under the first condition, and
in Section 9.2, we show that such a coloring always exists under the second condition.

9.1 Corner Colorings: Part I

This section consists of the following result.

Lemma 9.1.1. Let H be a planar graph with facial cycle C, and let P := p1p2p3p4 be a subpath of C of length three.

Let L be a list-assignment for H such that the following hold:

1) |L(p1)| ≥ 2 and |L(p4)| ≥ 2; AND

2) |L(p3)| ≥ 4 and, for each v ∈ V (C \ P ), |L(v)| ≥ 3; AND

3) For each v ∈ V (H \ C), |L(v)| ≥ 5.

Then there is an L-coloring ψ of {p1, p3, p4} such that any extension of ψ to an L-coloring of V (P ) also extends to

an L-coloring of H .
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Proof. Suppose that this does not hold and let H be a vertex-minimal counterexample to the claim. For convenience,
we suppose, by applying an appropriate stereographic projection, that C is the outer face of H . By adding edges
to H if necessary, we also suppose that every facial subgraph of H , except possibly C, is a triangle. By removing
colors from the lists of V (H) if necessary, we suppose forther that |L(p1)| = |L(p4)| = 2 and |L(u)| = 3 for each
u ∈ V (C \ P ).

Since H is a counterexample, it follows that, for any proper L-coloring σ of {p1, p3, p4} there is an extension of σ to
an L-coloring Ψσ of V (P ) such that Ψσ does not extend to an L-coloring ofH . If V (C) = V (P ) then it follows from
Corollary 0.2.4 that, for any L-coloring σ of {p1, p3, p4}, Ψσ extends to an L-coloring of H , which is false. Thus,
we have |V (C)| > 4, so let C := p4p3p2p1u1 · · ·ut for some t ≥ 1. As usual applying Theorem 0.2.3 and Corollary
0.2.4, we immediately have the following from the minimality of H .

Claim 9.1.2. H is short-separation-free Any chord of C has an endpoint in {p2, p3}.

We now fix two colors a0, a1 such that L(p1) = {a0, a1} and b0, b1 such that L(p4) = {b0, b1}.

Claim 9.1.3. Every chord of C has p2 as an endpoint.

Proof: We first rule out the possibility that p1p3 ∈ E(H). Suppose toward a contradiction that p1p3 ∈ E(H). SinceH
is short-separation-free, H−p2 is bounded by outer cycle C ′ := p1u1 · · ·utp4p3. Since |L(p1)| ≥ 2 and |L(p4)| ≥ 2,
it follows from Theorem 1.5.10 that there is a pair (c, d) ∈ L(p1)×L(p4) such that any L-coloring of p1p3p4 coloring
p1, p4 with c, d respectively extends to an L-coloring of H−p2. Possibly c = d. This is permissible since |V (C)| > 4

and, by Claim 9.1.2, p1p4 is not a chord of C. Let σ be any L-coloring of {p1, p3, p4} using c, d on the respective
vertices p1, p4. Then Ψσ extends to an L-coloring of H , which is false.

Thus, we have p1p3 ̸∈ E(H). Now suppose toward a contradiction that there is a chord of C which does not have
p2 as an endpoint. By Claim 9.1.2, there is a chord of C of the form p3um for some m ∈ {1, · · · , t}. Let m be the
minimal index such that this holds. Let H = K ∪ K ′ be the natural p3um-partition of H , where p1 ∈ V (K), and
p4 ∈ V (K ′).

Subclaim 9.1.4. um ∈ N(p2).

Proof: Suppose toward a contradiction that um ̸∈ N(p2). Let P ′ := p1p2p3um. Note that K is bounded by outer
face C ′ := p1p2p3um · · ·u1. By our choice of m, we have N(p3) ∩ V (C ′) = {p2, um}, as we have already
shown that p1p3 ̸∈ E(H). Since |L(um)| = 3, it follows from Theorem 1.6.1 that, for each i = 0, 1, there
is a di ∈ L(um) such that any L-coloring of V (P ′) using ai, di on the respective vertices p1, p4 extends to an
L-coloring of K, where ai ̸= di if p1um ∈ E(H ′) (possibly d0 = d1).

Since |L(p3)| ≥ 4 and |L(p4)| = 2, let f ∈ L(p3) \ (L(p4) ∪ {d0}). By our choice of f , it follows from
Observation 1.4.2 that the L-coloring (d0, f) of ump3 extends to an L-coloring ϕ of K ′. Now let σ be the L-
coloring of {p1, p3, p4} using a0, f, ϕ(p4) on the respective vertices p1, p3, p4. Since um ̸∈ N(p2), the union
ϕ ∪ σ is a proper L-coloring of its domain in H , and, by our choice of d0, it follows that Ψσ extends to an
L-coloring of H , which is false. ■

Since ump2 ∈ E(H), let H ′ be the subgraph of H bounded by outer cycle p1p2um · · ·u1. Note that H ′ and K ′

intersect precisely on um. Let Pℓ := p1p2um and Pr := ump3p4.
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Subclaim 9.1.5. H ′ is a broken wheel with principal path Pℓ.

Proof: Suppose toward a contradiction that H ′ is not a broken wheel with principal path Pℓ. By Claim 9.1.2, any
chord of the outer face of H ′ has p2 as an endpoint. By Theorem 1.5.3, there is an i ∈ {0, 1} such that any L-
coloring of V (Pℓ) using ai on p1 extends to anL-coloring ofH ′. Since |L(p3)| ≥ 4, let c ∈ L(p3)\L(um) and let
j ∈ {0, 1} with bj ̸= c. Let σ be an L-coloring of {p1, p3, p4} using ai, c, bj on the respective vertices p1, p3, p4.
Since p1p3 ̸∈ E(H), σ is a proper L-coloring of its domain. Since c ̸∈ L(um), it follows from Observation 1.4.2
that there is an extension of Ψσ to an L-coloring ϕ of V (P )∪V (K ′) such that ϕ(um) ̸= Ψσ(p2). By assumption,
H ′ is not a triangle, so, by Claim 9.1.2, p1um is not an edge of H ′. Thus, the coloring (ai,Ψσ(p2), ϕ(p2)) is a
proper L-coloring of V (Pℓ). By our choice of ai, this L-coloring of Pℓ extends to an L-coloring of K ′, so Ψσ

extends to an L-coloring of H , which is false. ■

We now make the following definition:

Definition 9.1.6. A coloring matrix for K ′ is a 2× 2 array (ϕij : 0 ≤ i, j ≤ 1) such that the following holds:

arabic*) For each 0 ≤ i, j ≤ 1, ϕij is a proper L-coloring of {p1, p3, p4} such that ϕij(p1) = ai; AND

arabic*) There exist q0, q1 ∈ L(um) such that q0 ̸= q1 and, for each 0 ≤ i, j ≤ 1, ZPℓ

H′(ai,Ψϕij (p2), •) = {qj}.

Subclaim 9.1.7. There does not exist a coloring matrix of K ′.

Proof: Suppose toward a contradiction that such an array (ϕij : 0 ≤ i, j ≤ 1) exists. For each 0 ≤ i, j ≤ 1, let
sij := Ψϕij (p2) and let q0, q1 be two distinct colors of L(um) such that, for each 0 ≤ i, j ≤ 1, ZPℓ

H′(ai, sij , •) =
{qj}.

By Subclaim 9.1.5, H ′ is a broken wheel with principal path Pℓ. For each i ∈ {0, 1}, we have si0 ̸= si1, since
ZPℓ

H′(ai, si0•) ̸= ZPℓ

H′(ai, si1, •). Thus, it immediately follows from 1) of Proposition 1.4.7 that si0 = q1 and
si1 = q0 for each i ∈ {0, 1}. Since each of the four colorings {Ψϕij : 0 ≤ i, j ≤ 1} is a proper L-coloring of its
domain, it follows that {a0, a1} ∩ {q0, q1} = ∅.

Now, if H ′ is a triangle, then, for each 0 ≤ i, j ≤ 1, since |ZPℓ

H′(ai, sij , •)| = 1, we have ai ∈ L(u1) and
sij ∈ L(u1). Likewise, if H ′ is not a triangle, then, for each pair 0 ≤ i, j ≤ 1, since ZPℓ

H′(ai, sij , •)| = 1,
it immediately follows from Proposition 1.4.4 that ai ∈ L(u1) and sij ∈ L(u1). Thus, in any case, we have
{a0, a1} ∪ {q0, q1} ⊆ L(p1). Since {a0, a1} ∩ {q0, q1} = ∅. this contradicts the fact that |L(u1)| = 3. ■

We now have the following:

Subclaim 9.1.8. K ′ is a broken wheel with principal path Pr and {b0, b1} ⊆ L(ut).

Proof: Suppose toward a contradiction that at least one of these does not hold. We claim now that there exists a
k ∈ {0, 1} such that any L-coloring of V (Pr) using bk on p4 extends to an L-coloring of K ′ and such that, if K ′

is a broken wheel with principal path Pr, then bk ̸∈ L(ut).

If K ′ is not a broken wheel with principal path Pr, then this immediately follows from Theorem 1.5.3, since, by
Claim 9.1.2, there is no chord of the outer face of K ′ without p3 as an endpoint. Now suppose that K ′ is a broken
wheel with principal path Pr. By assumption, there is a k ∈ {0, 1} such that bk ̸∈ L(ut), and thus, by Proposition
1.4.4, any L-coloring of V (Pr) using bk on p4 extends to an L-coloring of K ′ (possibly K ′ is a triangle and any
proper L-coloring of V (Pr) is also an L-coloring of K ′).
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Let k ∈ {0, 1} be as above, and suppose without loss of generality that k = 0. Let q0, q1 be distinct colors in
L(p3) \ {b0}. For each i ∈ {0, 1} and j ∈ {0, 1}, let ϕij be the L-coloring of {p1, p3, p4} obtained by coloring
p1, p3, p4 with the respective colors ai, qj , b0. Since p1p3 ̸∈ E(H), each such ϕij is a proper L-coloring of its
domain. For each 0 ≤ i, j ≤ 1, let sij := Ψϕij (p2). We claim now that, for each such pair 0 ≤ i, j ≤ 1, we have
ZPℓ

H′(ai, sij , •) = {qj}.

Fix a pair 0 ≤ i ≤ 1, 0 ≤ j ≤ 2, and suppose toward a contradiction that ZPℓ

H′(ai, sij , •) ̸= {qj}. Since
ZPℓ

H′(ai, sij , •) ̸= ∅, let q ∈ ZPℓ

H′(ai, sij , •) with q ̸= qj . If K ′ is a triangle, then K ′ is a broken wheel with
principal path Pr, and, by assumption, we have b0 ̸∈ L(ut). Since K ′ is a triangle, we have um = ut and q ̸= b0.
Since we also have q ̸= qj as well, Ψϕij extends to an L-coloring of H , which is false.

Thus, K ′ is not a triangle. Since ump1 is not a chord of C, we have ump1 ̸∈ E(K ′) and (q, qj , b0) is a proper
L-coloring of the subgraph of H induced by ump3p4. By our choice of b0, this coloring of Pr extends to an
L-coloring ofK ′, so Ψϕij extends to an L-coloring ofH , which is false. We conclude that, for each 0 ≤ i, j ≤ 1,
we have ZPℓ

H′(ai, sij , •) = {qj}, as desired. Thus, (ϕij : 0 ≤ i, j ≤ 1) is a coloring matrix for K ′, contradicting
Subclaim 9.1.7. ■

We now have the following:

Subclaim 9.1.9. K ′ is not a triangle.

Proof: Suppose toward a contradiction that K ′ is a triangle. Thus, um = ut. By Subclaim 9.1.8, we have
{b0, b1} ⊆ L(um), and there is a c ∈ L(p3) \ L(um) Since p1p3 ̸∈ E(H) and |L(p3)| ≥ 4 , it follows that, for
each pair 0 ≤ i, j ≤ 1, there is anL-coloring ϕij of {p1, p3, p4} using ai, c, bj on the respective vertices p1, p3, p4.
For each 0 ≤ i, j ≤ 1, let sij := Ψψij (p2). Note that, for each 0 ≤ i, j ≤ 1, we have ZP

ℓ

H′(ai, sij , •) = {bj},
or else, since ZP

ℓ

H′(ai, sij , •) ̸= ∅ and c ̸∈ L(um), Ψϕij extends to an L-coloring of H , which is false. Thus,
(ϕij : 0 ≤ i, j ≤ 1) is a coloring matrix for K ′, contradicting Subclaim 9.1.7. ■

We now have the following:

Subclaim 9.1.10. There is a set A ⊆ L(p3) with |A| = 3 such that, for each v ∈ {um+1, · · · , ut}, L(v) = A.

Proof: Suppose toward a contradiction that this does not hold. Since |L(p3)| ≥ 4, there is a pair of colors
f0, f1 ∈ L(p3) such that, for each i = 0, 1, fi ̸∈

⋂t
k=m+1 L(uk). For each pair 0 ≤ i, j ≤ 1, let ϕij be an

L-coloring of {p1, p3, p4} using ai, fj on the respective vertices p1, p3. Since |L(p4)| = 2 and p1p3 ̸∈ E(H),
there exists such a ϕij for each pair 0 ≤ i, j ≤ 1.

For each 0 ≤ i, j ≤ 1, let sij := Φϕij (p2). We claim now that, for any 0 ≤ i, j ≤ 1, we have ZPℓ

H′(ai, sij , •) =
{fj}. Suppose toward a contradiction that there is a pair 0 ≤ i, j ≤ 1 for which this does not hold. Since
ZPℓ

H′(ai, sij , •) ̸= ∅, let q ∈ ZPℓ

H′(ai, sij , •) with q ̸= fj . By Subclaim 9.1.9,K ′ is not a triangle, so (q, fj , ϕ
ij(p4))

is a proper L-coloring of ump3p4. By our choice of fj , this L-coloring of Pr extends to an L-coloring of K ′,
so Φϕij extends to an L-coloring of H , which is false. Thus, we indeed have ZPℓ

H′(ai, sij , •) = {fj} for all
0 ≤ i, j ≤ 1, so (ϕij : 0 ≤ i, j ≤ 1) is a coloring matrix for K ′, contradicting Subclaim 9.1.7. ■

Let A ⊆ L(p3) be as in Subclaim 9.1.10.

Subclaim 9.1.11. Let q ∈ L(p3)\A and let σ be anL-coloring of V (P ) with σ(p3) = q. Then ZPℓ

H′(σ(p1), σ(p2), •) =
{q}. In particular, q ∈ L(um).

Proof: Since ZPℓ

H′(σ(p1), σ(p2), •) ̸= ∅, let q∗ ∈ ZPℓ

H′(σ(p1), σ(p2), •) and suppose that q∗ ̸= q. Since K ′ is not
a triangle, (q∗, q, σ(p1)) is a proper L-coloring of ump3p4, and since q ̸∈ A, it follows from Proposition 1.4.4
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that Ψσ extends to an L-coloring of H , which is false. Thus, we indeed have ZPℓ

H′(σ(p1), σ(p2), •) = {q}. ■

With the subclaims above in hand, we now have enough to finish the proof of Claim 9.1.3 by constructing a coloring
matrix for K ′. Since |L(p3)| ≥ 4 and |L(um)| = 3, let q0 ∈ L(p3) \ A and let q1 ∈ L(p3) \ L(um). By Subclaim
9.1.11, we have q0 ̸= q1, since q1 ̸∈ L(um). Since {b0, b1} ⊆ A, we have q0 ̸∈ {b0, b1}, so we fix a color
b ∈ {b0, b1} \ {q0, q1}.

For each pair 0 ≤ i, j ≤ 1, let ϕij be an L-coloring of {p1, p3, p4} obtained by coloring the vertices p1, p3, p4 with the
respective colors ai, qj , b. Since p1p3, p1p4 ̸∈ E(H), it follows that, for each 0 ≤ i, j ≤ 1, ϕij is a proper L-coloring
of its domain. For each 0 ≤ i, j ≤ 1, let sij := Ψϕj (p2). It follows from Subclaim 9.1.11 that, for each i ∈ {0, 1},
we have ZPℓ

H′(ai, si0, •) = {q0}. We claim now that there exists a c ∈ L(um) \ {q0}, such that, for each i ∈ {0, 1},
we have ZPℓ

H′(ai, si1, •) = {c}.

Let i ∈ {0, 1}. Since ZPℓ

H′(ai, si1, •) ̸= ∅, let c ∈ ZPℓ

H′(ai, si1, •). Since q1 ̸∈ L(um) andK ′ is not a triangle, (c, q1, b)
is a proper L-coloring of ump2p3, and since Ψϕi1 does not extend to an L-coloring of H , (c, q1, b) does not extend to
an L-coloring of K ′. Now consider the following cases:

Case 1: q1 ̸∈ {b0, b1}

In this case, we have c ∈ {b0, b1}, or else we extend (c, q1, b) to an L-coloring of K ′ by 2-coloring the path
um+1 · · ·ut. If the path K ′ − p3 has even length, then c is the lone color of {b0, b1} \ {b}, or else we extend
Ψϕij to an L-coloring of H by 2-coloring K ′ − p3 with {b0, b1}. Likewise, if the path K ′ − p3 has odd length, then
c = b, or else, again, we extend Ψϕij to an L-coloring of H by 2-coloring K ′ − p3 with {b0, b1}. In any case, c is
unique and independent of the choice of i ∈ {0, 1}, and c ∈ {b0, b1}, so c ̸= q0.

Case 2: q1 ∈ {b0, b1}

In this case, let q′ be the lone color of A \ {b0, b1}. Note that c = q′, or else we extend (c, q1, b) to an L-coloring of
K ′ by 2-coloring the path um+1 · · ·ut with the colors of {b, q′}. Thus, c is unique and, since c ∈ A, we have c ̸= q0.

Since the case analysis above is independent of the choice of i ∈ {0, 1}, it follows that there exists a c ∈ L(um)\{q0},
such that, for each i ∈ {0, 1}, we have ZPℓ

H′(ai, si1, •) = {c}. Thus, array (ϕij : 0 ≤ i, j ≤ 1) is a coloring matrix for
K ′, contradicting Subclaim 9.1.7. This completes the proof of Claim 9.1.3. ■

We now have the following:

Claim 9.1.12. p1, p3 have no common neighbor in H , except for p2.

Proof: Suppose that p1, p3 have a common neighbor w ∈ V (H − p2). Since |V (C)| > 4, we have w ̸∈ V (C), or
else there is a chord of C without p2 as an endpoint, contradicting Claim 9.1.3. Since H is short-separation-free,
H − p2 is bounded by outer cycle C ′ := p1wp3p4ut · · ·u1. By the minimality of H , there is an L-coloring σ of
{p1, p3, p4} such that any extension of σ to an L-coloring of {p1, w, p3, p4} also extends to an L-coloring of H − p2.
Since |LΨσ

(w)| ≥ 1, it follows that Ψσ extends to an L-coloring of H , contradicting our assumption. ■

We now have the following:

Claim 9.1.13. p2p4 ̸∈ E(H), and p2, p4 have no common neighbor in H , except for p3.

Proof: Suppose toward a contradiction that p2p4 ∈ E(H). Since H is short-separation-free, H − p3 is bounded
by outer face C ′ := p1p2p4ut · · ·u1. By Theorem 1.5.10, there is a pair (c, d) ∈ L(p1) ∩ L(p4), where c ̸= d if
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p1p4 ∈ E(H − p3), such that any L-coloring of p1p2p4 using c, d on the respective vertices p1, p4 extends to an
L-coloring of H . Since |L(p3)| ≥ 4, let σ be an L-coloring of {p1, p3, p4} using c, d on the respective vertices p1, p4.
Then Ψσ extends to an L-coloring of H , which is false. Thus, p2p4 ̸∈ E(H).

Now suppose toward a contradiction that p2, p4 have a common neighbor w ∈ V (H − p3). We first show that
w ̸∈ V (C). Suppose that w ∈ V (C). Then w = ut, or else there is a chord of C without p2 as an endpoint,
contradicting Claim 9.1.3. Since w = ut, H contains the 4-cycle p2utp4p3, and since H is short-separation-free and
p2p4 ̸∈ E(H), it follows from our triangulation conditions that utp3 ∈ E(H), which again contradicts Claim 9.1.3.

Thus, w ̸∈ V (C). Since H is short-separation-free, H − p3 is bounded by outer cycle C ′ := p1p2wp4ut · · ·u1.
Since |L(w)| ≥ 5, it follows from the minimality of H that there exist two L-colorings ψ0, ψ1 of {p1, w, p4}, where
ψ0(w) ̸= ψ1(w), such that, for each i = 0, 1, any extension of ψi to an L-coloring of p1p2wp4 also extends to an
L-coloring of H − p3. For each i = 0, 1, we let ci := ψi(w).

Subclaim 9.1.14. For each i ∈ {0, 1}, ci ∈ L(p2) \ {ψi(p1}, and furthermore, letting τi be the L-coloring of

{p1, p2, p4} obtained by coloring p1, p2, p4 with the respective vertices ψi(p1), ci, ψi(pr), τi does not extend to

an L-coloring of H − p3.

Proof: Since |L(p3)| ≥ 4, we define the following: For each i ∈ {0, 1}, let fi0, fi1 be two distinct colors of
L(p3)\{ψi(w), ψi(p4)}. For each pair 0 ≤ i, j ≤ 1, we let σij be the L-coloring of p1, p3, p4 with the respective
colors ψi(p1), fij , ψi(p4) (note that the four resulting colorings of p1, p3, p4 are not necessarily distinct.)

We first note that, for each 0 ≤ i, j ≤ 1, we have Ψσij (p2) = ci. To see this, let 0 ≤ i, j ≤ 1 and suppose
toward a contradiction that Ψσij (p2) ̸= ci. Since fij ̸= ci, we then have ci ∈ LΨσij (w) \ {fij}, as ψi is a proper
L-coloring of its domain in H − p3 by assumption. Thus, Ψσij extends to an L-coloring of H , which is false.
We conclude that Ψσij (p2) = ci for each pair 0 ≤ i, j ≤ 1, so ci ∈ L(p2) \ {ψi(p1)}.

For each i = 0, 1, let τi be as in the statement of the subclaim. Since p2p4 ̸∈ E(H), each of τ0, τ1 is a proper
L-coloring of its domain. Suppose toward a contradiction that one of these extends to an L-coloring of H − p3,
and suppose without loss of generality that τ0 extends to an L-coloring τ∗0 of H − p3. Since one of f00, f01 is left
over in Lτ∗

0
(p3), it follows that one of Ψσ00 ,Ψσ01 extends to an L-coloring of H , which is false. ■

Let τ0, τ1 be as in the statement of Subclaim 9.1.14.

Subclaim 9.1.15. There is a chord of C with p2 as an endpoint. Furthermore, if m is the maximal index among

{1 ≤ j ≤ t : uj ∈ N(p2)}, then m < t and um ∈ N(w).

Proof: Suppose that this does not hold. By Claim 9.1.3, C is an induced cycle of H . Let F be the outer face of
H \ P , and consider the list-assignment Lτ0 for H \ P . By Claim 9.1.12, we have p1 ̸∈ N(w). Thus, since we
have not colored p3, we have |Lτ0(w)| ≥ 3. Since H is short-separation-free, w is the unique common neighbor
of p1, p3, so we have |Lτ0(z)| ≥ 3 for all z ∈ V (F ) \ {u1, ut}. If t = 1, then, since C is an induced subgraph
of H , we have |L(u1)| ≥ 1, and, by Theorem 0.2.3, H \ P is Lτ0 -colorable, contradicting Subclaim 9.1.14. If
t > 1, then, again, since C is an induced subgraph of H , |Lτ0(u1)| ≥ 2 and |Lτ0(ut)| ≥ 2. Thus, follows from
Theorem 1.3.4 that H \ P is Lτ0 -colorable, contradicting Subclaim 9.1.14.

Since there is a chord of C with p2 as an endpoint and p2p4 ̸∈ E(H), let m be the maximal index among {1
leqj ≤ t : uj ∈ N(p2)}. LetH−p3 = H ′∪H ′′, whereH ′∩H ′′ = p2um, p1 ∈ V (H ′), and p4 ∈ V (H ′′). Then
the outer face of H ′′ is the cycle ump2w4ut · · ·um+1, and since every chord of C in H has p2 as an endpoint,
this is an induced subgraph of H ′′. If m = t, then, in H , the 4-cycle p2p3p4ut separates w from p1, contradicting
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the fact that H is short-separation-free. Thus, m < t.

Let i ∈ {0, 1}. Then, by Theorem 0.2.3, we have ZH′(τi(p1), ci, •) ̸= ∅, and since m < t and the outer
face of H ′′ is an induced subgraph of H ′′, it follows that there is an extension of τi to an L-coloring τ∗i of
V (H ′) ∪ {w, p4}. Since um ̸∈ N(w), we have |Lτ∗

i
(w)| ≥ 3, so, applying the same argument as above, with

the role of p1 replaced by um, τ∗i extends to an L-coloring of H − p3, and thus τi extends to an L-coloring of
H − p3, contradicting Subclaim 9.1.14. ■

As above, let m ∈ {1, · · · , t} be the maximal index among {1 ≤ j ≤ t : uj ∈ N(p2)}, and let H − p3 = H ′ ∪H ′′ be
the natural p2um-partition ofH−p3, where p1 ∈ V (H ′) and p4 ∈ V (H ′′). SinceH is short-separation-free, H ′′−p2
is bounded by outer face umwutut−1 · · ·um.

Subclaim 9.1.16. H ′′ − p2 is a broken wheel with principal path umwp4, and L(p4) ⊆ L(ut).

Proof: Suppose that at least one of these conditions does not hold. Note that every chord of the outer face of
H ′′ − p2 has w as an endpoint, or else there is a chord of C which does not have p2 as an endpoint, contradicting
Claim 9.1.3. If H ′′ − p2 is not a broken wheel with principal path umwp4, it follows from Theorem 1.5.3 that
there is a b ∈ L(pr) such that any L-coloring of umwp4 using b on p4 extends to an L-coloring of H ′′ − p2.
Likewise, if H ′′ − p2 is a broken wheel with principal path umwp4, but L(p4) ̸⊆ L(ut), then it follows from
Proposition 1.4.4 that there is a b ∈ L(p4) such that any L-coloring of umwp4 using b on p4 extends to an
L-coloring of H ′′ − p2. Thus, in any case, we fix such a b ∈ Lp4).

Let σ be an L-coloring of {p1, p3, p4} with σ(p4) = b. Since ZH′(σ(p1),Ψσ(p2), •) ̸= ∅ and um ̸∈ N(p4), Ψσ
extends to an L-coloring Ψ∗ of V (H ′) ∪ {p3, p4}. Since N(w) ∩ dom(Ψ∗) = {p2, p3, p4, um} and |L(w)| ≥ 5,
Ψ∗ extends to L-color w as well, and, by our choice of b, the resulting L-coloring of the principal path umwp4
extends to an L-coloring of H , so Ψσ extends to an L-coloring of H , which is false. ■

Recall that L(p4) = {b0, b1}. Since |L(ut)| = 3, let L(ut) = {b0, b1, f} for some color f . For each i = 0, 1, let τ∗i be
an extension of τi to an L-coloring of V (H ′)∪{p1}. As indicated above, such a τ∗i existsm < t and um, p2 ̸∈ N(p4).

Subclaim 9.1.17. For each i ∈ {0, 1}, the following hold.

1) Lτ∗
i
(w) ⊆ {b0, b1, f} and |Lτ∗

i
(w)| = 2; AND

2) Lτ∗
i
(w) ⊆ L(uk) for each k = m+ 1, · · · , t

Proof: Let i ∈ {0, 1}, and suppose without loss of generality that i = 0. We first prove 1). Suppose that
at least one of these two conditions does not hold. Since τ∗0 (p4) ∈ {b0, b1}, it follows that there is a color
f∗ ∈ Lτ∗

i
(w) \ {b0, b1, f}. By Proposition 1.4.4, the L-coloring (τ∗0 (p2), f

∗, τ∗0 (p4)) of umwp4 extends to
an L-coloring of H ′′ − p2, so τ∗0 extends to an L-coloring of H , and thus τ0 extends to an L-coloring of H ,
contradicting Subclaim 9.1.14. This proves 1). Likewise, since τ∗0 does not extend to an L-coloring of H , it
follows from Proposition 1.4.4 that Lτ∗

0
(w) ⊆ L(uk) for each k = m+ 1, · · · , t. ■

For each i ∈ {0, 1}, since τ∗i does not extend to an L-coloring of H , we have τ∗i (um) ̸∈ {b0, b1}, or else Lτ∗
i

contains
at least two colors not lying on {b0, b1}, contradicting Subclaim 9.1.17. Now let i ∈ {0, 1} and suppose without loss
of generality that τ∗i (p4) = b0. Applying Subclaim 9.1.17 we then have Lτ∗

i
(w) = {b1, f}. As indicated above, we

have {b1, f} ⊆ L(uk) for each k = m+ 1, · · · , t. Again applying Proposition 1.4.4, since τ∗i (um) ̸∈ Lτ∗
i
(w) and τ∗i

does not extend to an L-coloring of H , we have L(um+1) = {τ∗i (um), b1, f}. Consider the following cases:

Case 1: τ∗1−i(p4) = b0
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In this case, as with τ∗i , we have Lτ∗
1−i

(w) = {b1, f} and L(um+1) = {τ∗1−i(um), b1, f}. In particular, τ∗1−i and τ∗1−i
use the same colors on um, p4, and, by construction, they do not use the same color on p2. Since each of Lτ∗

0
(w)

Lτ∗
1
(w) has size two, it follows that Lτ∗

0
(w) ̸= Lτ∗

1
(w), contradicting the fact that Lτ∗

0
(w) = Lτ∗

0
(w) = {b1, f}.

Case 2: τ∗1−i(p4) = b1

In this case, we have Lτ∗
1−i

(w) = {b0, f}. Since Lτ∗
i
(w) = {b1, f}, it follows from 2) of Subclaim 9.1.17 that

L(uk) = {b0, b1, f} for all k = m + 1, · · · , t. Since L(um+1) = {τ∗i (um), b1, f}, we have τ∗i (um) = b0, so τ∗i
uses the same color on um, p4. Thus, |Lτ∗

i
(w)| ≥ 3, contradicting 1) of Subclaim 9.1.17. This completes the proof of

Claim 9.1.13. ■

We now deal with any remaining chords of C.

Claim 9.1.18. There exists a chord of C.

Proof: Suppose that C is induced. If any three vertices of P have a common neighbor in H \ C there is a vertex of
H \ C which is either a common neighbor of p2, p4, or a common neighbor of p1, p3, so we contradict either Claim
9.1.12 or Claim 9.1.13 Thus, no three vertices of P have a common neighbor in H \C, and thus, by 1) of Proposition
1.5.1, for any L-coloring σ of {p1, p2, p4}, Ψσ extends to an L-coloring of H , which is false. ■

By Claim 9.1.13, p2p4 ̸∈ E(H). By Claim 9.1.3, any chord of C has p2 as an endpoint. Thus, let m be the maximal
index in {1 ≤ j ≤ t : uj ∈ N(p2)} and let H = H0 ∪H1 be the natural p2um-partition of H , where P1 ∈ V (H0),
and p4 ∈ V (H1). Then H1 is bounded by outer cycle C1 := ump2p3p4ut · · ·um+1, and, by our choice of m, C1 is
an induced subgraph of H1. Furthermore, C1 contains the path P1 := ump2p3p4. As in Claim 9.1.13, m ̸= t, or else,
since H is short-separation-free and C1 is an induced subgraph of H1, we contradict our triangulation conditions.

Claim 9.1.19. There exists a w⋆ ∈ V (H1 \ C1) such that w⋆ adjacent to each of um, p2, p3 and w⋆ is not adjacent

to pr. Furthermore, for any L-coloring σ of {p1, p3, p4} and any d ∈ ZH0(σ(p1),Ψσ(p2), •), we have |L(w⋆) \
{d,Ψσ(p2), σ(p3)}| = 2.

Proof: Let σ be an L-coloring of {p1, p3, p4}. By Theorem 0.2.3, there is a d ∈ ZH0(σ(p1),Ψσ(p2), •). Since C1 is a
chordless cycle and m ̸= t, (d,Ψσ(p2), σ(p3), σ(p4)) is a proper L-coloring of the path ump2p3p4. Thus, there is an
extension of Ψσ to an L-coloring Ψ∗ of V (H0) ∪ {p3, p4} such that Ψ∗(um) = d.

Since Ψσ does not extend to an L-coloring of H and C1 is a chordless cycle in H1, it follows from 1) of Proposition
1.5.1 that there is a w⋆ ∈ V (H1 \ C1) such that |LΨ∗(w)| < 3. By Claim 9.1.13, at most one of p2, p4 is adjacent to
w⋆. Since w⋆ has at least three neighbors on the path ump2p3p4 and H is short-separation-free, it follows from our
triangulation conditions that H[N(w⋆) ∩ {um, p2, p3, p4}] consists precisely of the path ump2p3. Thus, we conclude
that N(w⋆)∩ dom(Ψ∗) = {um, p2, p3} and |L(w⋆) \ {d,Ψσ(p2), σ(p3)}| = 2. The vertex w⋆ is the unique vertex of
H1 \ C1 with at least three neighbors on ump2p3p4 and is independent of our choice of σ. ■

We fix a vertex w⋆ as in Claim 9.1.19, and now note the following:

Claim 9.1.20. For any L-coloring σ of {p1, p3, p4}, |ZH0(σ(p1),Ψσ(p2), •)| = 1.

Proof: Suppose there is a σ for which this does not hold. By Theorem 0.2.3, ZH0(σ(p1),Ψσ(p2), •) is nonempty, so
we have |ZH0(σ(p1),Ψσ(p2), •)| > 2. Let F be the outer face of H1 \ {p2, p3, p4} and let L† be a list-assignment for
H1 \ {p2, p3, p4}, where L†(um) = ZH0(σ(p1),Ψσ(p2), •) and otherwise L† = LΨσ .
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Since w⋆ ̸∈ N(p4) and C1 is an induced cycle of H1, it follows that every vertex of F has an L†-list of size at least
three, except for um, ut. Since m ̸= t, each of um, ut has an L†-list of size at least two, so, by Theorem 1.3.4,
H1 \ {p2, p3, p4} admits an L†-coloring. Since um is not adjacent to either of p3, p4, it follows that Ψσ extends to
an L-coloring Ψ∗ of V (H1) ∪ {p1} which uses a color of ZH0

(σ(p1),Ψσ(p2), •) on um. Thus, Ψσ extends to an
L-coloring of H , contradicting our assumption. ■

We now have the following:

Claim 9.1.21. Let σ0, σ1 be two L-colorings of {p1, p3, p4} which differ only on the color used on p1, where σi(p1) =

ai for each i = 0, 1. Then the following hold.

1) ZH0
(σ0(p1),Ψσ0(p2), •) ̸= ZH0

(σ1); AND

2) Ψσ0(p2) ̸= Ψσ1(p2)

Proof: For each i = 0, 1, let si := Ψσi(p2) and, Applying Claim 9.1.20, let ci be the lone color of ZH0(ai, si, •). Let
b = σ0(p4) = σ1(p4) and d = σ0(p3) = σ1(p3). We first prove the following intermediate result:

Subclaim 9.1.22. If c0 = c1 then s0 = s1

Proof: Let c0 = c1 = c for some color c. Suppose toward a contradiction that s0 ̸= s1. Let σ∗ be the L-coloring
of {um, p3, p4} obtained by coloring um, p3, p4 with the respective colors c, d, b, and let F be the outer face of
H1 \ P1. Since p4 ̸∈ N(w⋆) and we have not colored p2, we have Lσ∗(w⋆)| ≥ 3. Since w⋆ is the unique
common neighbor of um, p3 outside of C1, and C1 is an induced subgraph of H1, we have |Lσ∗(u)| ≥ 3 for all
u ∈ V (F )\{um+1, ut}. Ifm+1 = t, then |Lσ∗(ut)| = 1 and thus, by Theorem 0.2.3, H1 \P1 is Lσ∗ -colorable.
Likewise, if m+ 1 < t, then, by Theorem 1.3.4, H1 \ P1 is Lσ∗ -colorable

Thus, in any case, σ∗ extends to an L-coloring σ∗∗ of H1 − p2. Since σ∗∗ uses the colors c, d on the respective
vertices um, p3, and s0, s1 ̸∈ {c, d}, it follows that one of s0, s1 is left over for p2, as dom(σ∗∗) ∩ N(p2) =

{w⋆, um, p3}. Since {c} = ZH0(σ
i(p1),Ψσi(p2), •) for each i = 0, 1, it follows that one of Ψσ0 ,Ψσ1 extends

to an L-coloring of H , contradicting our assumption. ■

Now we prove 1). Suppose toward a contradiction that c0 = c1 = c for some color c. Applying Subclaim 9.1.22, let
s0 = s1 = s for some color s. Thus, we have s ̸∈ {a0, a1}, since each of σ0, σ1 is a proper L-coloring of its domain.
Since |L(um)| = 3, let s∗ ∈ L(um) \ {c, s}. It follows from Observation 1.4.2 that the L-coloring (s∗, s) of ump2
extends to an L-coloring of H0 using one of a0, a1 on p1, contradicting the fact that ZH0

(σi(p1),Ψσi(p2), •) = {c}
for each i = 0, 1. This proves 1).

Now we prove 2). Suppose toward a contradiction that s0 = s1 = s for some s. Then s ̸∈ {c0, c1}, and, by 1),
c0 ̸= c1. Let F be the outer face of H1 \ {p2, p3, p4} and let σ′ be the L-coloring of p2p3p4 coloring p2, p3, p4 with
the respective colors s, d, b. Since p4 ̸∈ N(w⋆), |Lσ′(w⋆)| ≥ 3 and C1 is an induced subgraph of H1, every vertex of
F \ {ut, um} has an Lσ′ -list of size at least three and |Lσ′(ut)| ≥ 2. By Theorem 1.3.4, there is an Lσ′ -coloring of
H1 \ {p2, p3, p4} using one of c0, c1 on um, so one of Ψσ0 ,Ψσ1 extends to an L-coloring of H , which is false. ■

For any L-coloring σ of the edge p3p4, we now define a set Sσ ⊆ L(um) as follows. Let σ0, σ1 be the two extensions
of σ to {p1, p3, p4}, where σi(p1) = ai for each i = 0, 1, and let Sσ := ZH0

(a0,Ψσ0(p2), •) ∪ ZH0
(a1,Ψσ1(p2), •).

Combining Claim 9.1.20 with 1) of Claim 9.1.21, we have |Sσ| = 2 for any L-coloring σ of p3p4. Applying Proposi-
tion 1.4.4 and Claim 9.1.20, we immediately have the following.

222



Claim 9.1.23. Let σ be an L-coloring of p3p4 and, for each i = 0, 1 let σi be the extension of σ to an L-coloring of

{p1, p3, p4} in which p1 is colored with ai. Then, for each k = 1, · · · ,m, we have {Ψσ0(p2),Ψσ1(p2)} ⊆ L(uk), and

furthermore, {a0, a1} ⊆ L(u1) and, if m > 1, then Sσ ⊆ L(um−1).

We note now that the sets of the form Sσ are not constant as σ runs over all the L-colorings of p3p4.

Claim 9.1.24. There does not exist a set S ⊆ L(um) such that, for any L-coloring σ of p3p4, we have Sσ = S.

Proof: Suppose toward a contradiction that such an S exists. Since |L(p3)| ≥ 4, there is a d ∈ L(p3) such that
|L(w⋆) \ ({d} ∪ S)| ≥ 3. Since |L(p4)| = 2, there is an L-coloring σ of p3p4 such that σ(p3) = d. Let σ0, σi be
the two extensions of σ to {p1, p3, p4}, where σi(p1) = ai for each i = 0, 1. Since Sσ = S, there is an extension
of σ to an L-coloring σ∗ of {um, p3, p4} such that σ∗(um) ∈ S and |Lσ∗(w⋆)| ≥ 3. But since σ∗ uses a color of
ZH0(a0,Ψσ0(p2), •) ∪ ZH0(a1,Ψσ1(p2), •) on um, we contradict Claim 9.1.19. ■

We now fix an L-coloring σ of p3p4. For each i = 0, 1, let σi be the extension of σ to {p1, p3, p4} in which
σi(p1) = ai. Furthermore, for each i = 0, 1, let si := Ψσi(p2), and let fi be the lone color of ZH0

(ai, si, •). Note
that Sσ = {f0, f1} and f0 ̸= f1. By Claim 9.1.24, there is an L-coloring τ of p3p4 such that Sτ ̸= Sσ . Let τ0, τ1

be the two extension of τ to {p1, p3, p4}, where. For each i = 0, 1, let ti := Ψτ i(p2) and let gi be the lone color of
ZH0

(ai, ti, •). Note that Sτ = {g0, g1}.

Claim 9.1.25. {t0, t1} ≠ {s0, s1}.

Proof: Suppose toward a contradiction that {t0, t1} = {s0, s1}. By our choice of τ , we have {f0, f1} ≠ {g0, g1}.
If s0 = t0, then s1 = t1, and, for each i = 0, 1, we have ZH0

(ai, si, •) = ZH0
(ai, ti, •), contradicting the fact that

{f0, f1} ̸= {g0, g1}. Thus, we have s0 = t1 and s1 = t0. Now, since s0 ̸= t0, it follows from 1) of Proposition
1.4.7 that t0 = f0 and s0 = g0. Likewise, t1 = f1 and s1 = g1. In particular, since {s0, s1} = {t0, t1} we have
{f0, f1} = {g0, g1}, contradicting our choice of τ . ■

Since {t0, t1} ̸= {s0, s1} and L(uk)| = 3 for each k = 1, · · · ,m, it follows from Claim 9.1.23 that L(u1) = · · · =
L(um) and {a0, a1} ⊆ L(uk) for each k = 1, · · · ,m. Let q be the lone color of

⋂m
k=1 L(uk) \ {a0, a1}). Since

Sσ ̸= Sτ we have Sσ ∪ Sτ = L(um), so, by Claim 9.1.19, we have L(um) ⊆ L(w⋆) and |L(w⋆)| = 5. For each
d ∈ L(p3), there is an L-coloring of p3p4 using d on p3, since |L(p4)| = 2. Thus, again applying Claim 9.1.19, we
have L(p3) ⊆ L(w⋆), so at least one of a0, a1 lies in L(p3). Suppose without loss of generality that a0 ∈ L(p3).

Let ϕ be an L-coloring of p3p4 with ϕ(p3) = a0. For each i = 0, 1, let ϕi be the extension of ϕ to {p1, p3, p4}
obtained by coloring p1 with ai. If ϕi(um) = a0 for some i ∈ {0, 1}, then, since ump3 ̸∈ E(H), we contradict Claim
9.1.19. Thus, we have Sϕ = {a1, q}. For each i = 0, 1, let hi be the lone color of ZH0

(ai,Ψϕi(p2), •). By Claim
9.1.23, we have {Ψϕ0(p2),Ψϕ1(p2)} ⊆ {a0, a1, q}, and, by Claim 9.1.21, |{Ψϕ0(p2),Ψϕ1(p2)}| = 2. Since Ψϕi is a
proper L-coloring of its domain for each i = 0, 1, we have Ψϕ0(p2) = a1 and Ψϕ1(p2) = q. Since |Sϕ| = 2, we thus
have h0 = a1 and h1 = q. Now consider the following cases:

Case 1: m is odd

In this case, we extend the L-coloring (a1, q) of p1p2 to an L-coloring of H0 by coloring u1, u3, · · · , um with a0,
which leaves a color for each of u2, u4, · · · , um−1, since each of these vertices has two neighbors using the same
color. Thus, we have a0 ∈ ZH0

(a1,Ψϕ1(p2), •), which is false.

Case 2: m is even
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In this case, we extend the L-coloring (a0, a1) of p1p2 to an L-coloring of H1 by coloring u2, u4, · · · , um with a0,
which leaves a color for each of u1, u3, · · · , um−1, as each of these vertices has two neighbors using the same color.
Thus, we have a0 ∈ ZH0

(a0,Ψϕ0(p2), •), which is false. This completes the proof of Lemma 9.1.1.

9.2 Corner Colorings: Part II

In this section, we complete the proof of Theorem 9.0.1. We first prove the following simple lemma.

Lemma 9.2.1. Let G be a planar graph, let C be a facial cycle of G, and let P := p1p2p3 be a subpath of C. Suppose

further that any chord of C is incident to p2. Let L be a list-assignment for V (G) such that each vertex of C \P has a

list of size at least three and every vertex of G \ C has a list of size at least five. Suppose further that there is a vertex

of C \ P with a list of size at least four. Then any L-coloring of V (P ) extends to an L-coloring of G.

Proof. Suppose that this does not hold and let G be a vertex-minimal counterexample to the lemma. Thus, by as-
sumption, there is an L-coloring ϕ of V (P ) which does not extend to an L-coloring of G. Let û ∈ V (C \ P ), where
|L(û)| ≥ 4. For notational convenience, we suppose that C is the outer face of G. Applying Corollary 0.2.4, it
immediately follows from the minimality of G that G is short-separation-free.

Claim 9.2.2. There is no chord of C except possibly ûp2.

Proof: Suppose not. Since any chord of C has p2 as an endpoint, G contains a chord of C of the form p2u for some
u ∈ V (C \ P ) \ {û}. Let G = G0 ∪ G1 be the natural p2u-partition of G, where p1 ∈ V (G0), and p3 ∈ V (G1).
Suppose without loss of generality that û ∈ V (G0) \ {p2, u}. Let C0 be the outer face of G0. By Theorem 0.2.3, the
precoloring (ϕ(p3), ϕ(p2)) of the edge p3p2 extends to an L-coloring ψ of G1. Since û is an internal vertex of the path
C0 − p2, and every chord of C has p2 as an endpoint, we have p1u ̸∈ E(G), so ϕ ∪ ψ of a proper L-coloring of its
domain in G, even if ϕ(p1) = ψ(u). Furthermore, every chord of C0 has p2 as an endpoint. Since |V (G0)| < |V (G)|
and G0 is also short-separation-free, the precoloring (ϕ(p1), ϕ(p2), ψ(û)) of p1p2û extends to an L-coloring of G0,
so ϕ extends to an L-coloring of G, contradicting our assumption. ■

We now rule out the last remaining chord.

Claim 9.2.3. There is no chord of C.

Proof: SupposeC has a chord By Claim 9.2.2, ûp is the lone chord ofC. LetG = G0∪G1 be the natural p2û-partition
of G, where p1 ∈ V (G0) and p3 ∈ V (G1). Let P0 := p1p2û and let P1 := ûp2p3. For each i = 0, 1, let Ci be the
outer face of Gi.

If V (C) = V (P ) ∪ {û}, then, since G is short-separation-free, it follows that G is a broken wheel with principal path
p1p2p3, and G − p2 = p1ûp3. In that case, since |L(û)| ≥ 4, ϕ extends to an L-coloring of G, contradicting our
assumption. Thus, V (P ) ∪ {û} is a proper subset of V (C), and there is an i ∈ {0, 1} such that V (Ci) ̸= V (Pi),
say i = 0 without loss of generality. Since there is no chord of C other than p2û, C0 is an induced subgraph of G0.
Furthermore, as V (C0) ̸= V (P0), it follows that p1û ̸∈ E(G) and G0 is not a broken wheel with principal path P0.

Since |L(û)| ≥ 4, it follows from Theorem 0.2.3 that the precoloring (ϕ(p2), ϕ(p3)) of the edge p2p3 extends to two
distinct L-colorings of ψ,ψ∗ of G1 which use different colors on û. Since p1û ̸∈ E(G), each of (ϕ(p1), ϕ(p2), ψ(û))
and (ϕ(p1), ϕ(p2), ψ

∗(û)) is a proper L-coloring of p1p2û. Since C0 is an induced subgraph of G0 and G0 is not a
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broken wheel with principal path P0, it follows from Theorem 1.5.3 that one of these extends to an L-coloring of G0,
so ϕ extends to an L-coloring of G, contradicting our assumption. ■

Since there is no chord of C and ϕ does not extend to an L-coloring of G, it follows from 1) of Proposition 1.5.1 that
p1, p2, p3 have a common neighbor w in G \ C. Let C ′ be the outer face of G − p2. Since G is short-separation-
free, we have C ′ − p2 = C − p2. Since there is no chord of C, every chord of C ′ inG − p2 has w as an endpoint.
Since |Lϕ(w)| ≥ 2, let c ∈ Lϕ(w), By the minimality of G, the L-coloring (ϕ(p1), c, ϕ(p3)) of p1wp3 extends
to an L-coloring of G − p2, and since N(p2) = {p1, w, p3}, ϕ extends to an L-coloring of G, contradicting our
assumption.

We now state and prove the lone result which makes up the remainder of Section 9.2. The combination of the lemma
below with Lemma 9.1.1 implies Theorem 9.0.1.

Lemma 9.2.4. Let H be a planar graph with facial cycle C, and let P := p1p2p3p4 be a subpath of C of length three.

Let û be a vertex of C \ P and let L be a list-assignment for H such that the following hold.

1) {p1, p4} is L-colorable; AND

2) |L(û)| ≥ 4 and |L(p3)| ≥ 4; AND

3) For each v ∈ V (C) \ (V (P ) ∪ û), |L(v)| ≥ 3; AND

4) For each v ∈ V (H \ C), |L(v)| ≥ 5.

Then there is an L-coloring ψ of {p1, p3, p4} such that any extension of ψ to an L-coloring of V (P ) also extends to

an L-coloring of H .

Proof. Suppose that this does not hold and let H be a vertex-minimal counterexample to the lemma. For convenience,
we suppose, by applying an appropriate stereographic projection, that C is the outer face of H . By adding edges to H
if necessary, we also suppose that every facial subgraph of H , except possibly C, is a triangle.

Since {p1, p4} is L-colorable, we fix an L-coloring σ of {p1, p4}. Note that |Lσ(p3)| ≥ 2, and, since H is a coun-
terexample, it follows that, for each c ∈ Lσ(p3), there is an extension of σ to an L-coloring τ c of V (P ) such that τ c

uses c on on p3 and does not extend to an L-coloring of H . Thus, it follows from Corollary 0.2.4 that |V (C)| > 4, so
let C := p4p3p2p1u1 · · ·ut for some t ≥ 1. By removing colors from L(û) if necessary, we suppose that |L(û)| = 4.
As usual applying Theorem 0.2.3 and Corollary 0.2.4, we immediately have the following from the minimality of H .

Claim 9.2.5. H is short-separation-free and any chord of C has an endpoint in {p2, p3}

We now have the following.

Claim 9.2.6. p1p3 ̸∈ E(H) and p1, p3 have no common neighbor in H \ C. In particular, |Lσ(p3)| ≥ 3.

Proof: Suppose that p1p3 ∈ E(H) and let c ∈ Lσ(u).. Since H is short-separation-free, it follows that N(p2) =

{p1, p3}, and H − p2 has outer face C ′ := p1p3p4ut · · ·u1. It follows from Claim 9.2.5 that any chord of C ′ has p3
as an endpoint. Since L(û)| ≥ 4, it follows from Lemma 9.2.1 that the coloring (σ(p1), c, σ(p3)) of p1p3p4 extends
to an L-coloring of H − p2, and since N(p2) = {p1, p3}, τ c extends to an L-coloring of of H , contradicting our
assumption. Since p1p3 ̸∈ E(H), we have |Lσ(p3)| ≥ 3.
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Suppose that p1, p3 have a common neighbor w ∈ V (H \ C). Since H is short-separation-free and p1p3 ̸∈ E(H),
we have wp2 ∈ E(H) by our triangulation conditions, and H − p2 has outer face C ′ := p1wp3p4ut · · ·u1. Let
P ′ := p1wp3p4. Since |V (H − p2)| < |V (H), it follows from the minimality of H that there exists an extension of σ
to anL-coloring ψ of {p1, p3, p4} such that any extension of ψ to anL-coloring of V (P ′) also extends to anL-coloring
ofH−p2. Let c = ψ(p3). Possibly p4 ∈ N(w), but in any case, since |L(w)\{σ(p1), τ c(p2), c, σ(p4)}| ≥ 1, there is
an extension of ψ to a proper L-coloring ψ∗ of V (P ′) such that ψ∗(w) ̸= τ c(p2). Thus, ψ∗ extends to an L-coloring
of H − p2, and since N(p2) = {p1, w, p3}, τ c extends to an L-coloring of H , contradicting our assumption. ■

We have an analogous result for the other side.

Claim 9.2.7. p2p4 ̸∈ E(H) and p2, p4 have no common neighbor in H \ C.

Proof: Suppose that p2p4 ∈ E(H) and let c ∈ Lσ(u).. Since H is short-separation-free, it follows that N(p3) =

{p2, p4}, and H − p3 has outer face C ′ := p1p2p4ut · · ·u1. It follows from Claim 9.2.5 that any chord of C ′ has
p2 as an endpoint. Since L(û)| ≥ 4, it follows from Lemma 9.2.1 that the coloring (σ(p1), τ

c(p2), σ(p4)) of p1p2p4
extends to an L-coloring of H − p3, and since N(p3) = {p2, p4}, τ c extends to an L-coloring of of H , contradicting
our assumption.

Now suppose toward a contradiction that p2, p4 have a common neighbor w ∈ V (H \C). SinceH is short-separation-
free and p2p4 ̸∈ E(H), it follows from our triangulation assumption that p3 ∈ N(w), andH−p3 has outer face C ′ :=

p1p2wp4ut · · ·u1. Let P ′ := p1p2wp4. Since |L(w)| ≥ 5, it follows from the minimality of H that there exist two
distinct extensions ψ0, ψ1 of σ to L-colorings of {p1, w, p4} such that, for each i = 0, 1, any extension of ψi to an L-
coloring of V (P ′) extends to anL-coloring ofH−p3. Since |Lσ(p3)| ≥ 3, there exists a c ∈ Lσ(p3)\{ψ0(w), ψ1(w)}.
Since ψ0(w) ̸= ψ1(w), there exists an i ∈ {0, 1} such that τ c(p3) ̸= ψi(w). Thus, τ c extends to an L-coloring of H ,
contradicting our assumption. ■

Claim 9.2.8. p2, p3 have no common neighbor in C.

Proof: Suppose toward a contradiction that p2, p3 have a common neighbor inC. By Claims 9.2.6 and 9.2.7 p1p3, p2p4 ̸∈
E(G). Thus, there exists an s ∈ {1, · · · , t} such that us ∈ N(p2) ∩ N(p3). Let H0 be the subgraph of H bounded
by outer cycle C0 := p1p2us · · ·u1 and let H1 be the subgraph of H bounded by outer cycle C1 := us · · · ptp4p3.
Since H is short-separation-free, we have H = (H0 ∪H1) + p2p3. Let P0 := p1p2us and let P1 := usp3p4. For each
c ∈ Lσ(p3), since τ c does not extend to an L-coloring of H , we have ZP0

H0
(σ(p1), τ

c(p2), •) ∩ ZP1

H1
(•, c, σ(p4)) = ∅.

By Claim 9.2.6, |Lσ(p3)| ≥ 3, so let c1, c2, c3 ∈ Lσ(p3). Consider the following cases:

Case 1: û ∈ V (H1) \ {us}

In this case, by Claim 9.2.5, we have usp4 ̸∈ E(H) so it follows from Lemma 9.2.1 that ZP1

H1
(•, c, σ(p4)) =

L(us) \ {c} for each c ∈ Lσ(p3). Thus, for each c ∈ Lσ(p3), we have ZP0

H0
(σ(p1), τ

c(p2), •) = {c}, since
ZP0

H0
(σ(p1), τ

c(p2), •) is nonempty. It follows that τ c1(p2), τ c2(p2), τ c3(p2) are three distinct colors, and, by Propo-
sition 1.5.14, there is an i ∈ {1, 2, 3} such that |ZP0

H0
(σ(p1), τ

ci(p2), •)| ≥ 2, a contradiction.

Case 2: û ∈ V (H0) \ {us}

In this case, it follows from Claim 9.2.5 that usp1 ̸∈ E(H) and thus, by Lemma 9.2.1, we have ZP0

H0
(σ(p1), τ

c(p2), •) =
L(us) \ {τ c(p2)} for each c ∈ Lσ(p3). Thus, for each c ∈ Lσ(p3), we have ZP1

H1
(•, c, σ(p4)) = {τ c(p2)}, since

ZP1(•, c, σ(p4)) is nonempty. Since |Lσ(p3)| ≥ 3, it follows from Proposition 1.5.14 that there is a c ∈ Lσ(p3) such
that |ZP1

H1
(•, c, σ(p4))| ≥ 2, a contradiction.
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Case 3: û = us

In this case, since |L(û)| = 4, it follows from Theorem 0.2.3 that, for each c ∈ Lσ(p3) we have |ZP0

H0
(σ(p1), τ

c(p2), •)| ≥
2. Furthermore, it follows from Proposition 1.5.14 that there is an i ∈ {1, 2, 3} such that |ZP1

H1
(•, ci, σ(p4))| ≥ 3.

Thus, for some i ∈ {1, 2, 3}, we have ZP0

H0
(σ(p1), τ

c(p2), •) ∩ ZP1

H1
(•, c, σ(p4)) ̸= ∅, which is false. This completes

the proof of Claim 9.2.8. ■

We now have the following.

Claim 9.2.9. There are at least two distinct colors in {τ c(p2) : c ∈ Lσ(p3)}.

Proof: Suppose not. Thus, there is a lone color d such that τ c(p2) = d for all c ∈ Lσ(p3). Let σ′ be an extension of σ
to an L-coloring of {p1, p2, p4} obtained by coloring p2 with d. Note that d ̸∈ Lσ(p3). By Claim 9.2.6, |Lσ(p3)| ≥ 3,
so |Lσ′(p3)| ≥ 3. If σ′ extends to an L-coloring of H , then there exists a c ∈ Lσ′(p3) such that τ c extends to an
L-coloring of H , which is false, so σ′ does not extend to an L-coloring of H . Consider the following cases.

Case 1: There is no chord of C with p2 as an endpoint.

In this case, by Claim 9.2.5, there is no chord of C with an endpoint in dom(σ′). By Claim 9.2.7, p2, p4 have no
common neighbor in H . Thus, every vertex on the outer face of H \ dom(σ′) has an Lσ′ -list of size at least three,
except for the endpoints of u1 · · ·ut. Possibly t = 1 and u1 = û = ut, but in any case, since |L(û)| ≥ 4, each
endpoint of u1 · · ·ut has an Lσ′ -list of size at least two, so, by Theorem 1.3.4, σ′ extends to an L-coloring of H ,
which is false.

Case 2: There is a chord of C with p2 as an endpoint.

Since p2p4 ̸∈ E(H), let m be the maximal index among {j ∈ {1, · · · , t} : uj ∈ N(p2)}. Let H = H0 ∪H1 be the
natural p2um-partition of H , where p1 ∈ V (H0). Since p2p4 ̸∈ E(H), it follows from Claim 9.2.5 and our choice
of m that the outer face of H1 has no chords with an endpoint in dom(ψ) (possibly there is a chord with p3 as an
endpoint).

Subcase 2.1 m = t

In this case, we have û ∈ {u1, · · · , ut}. If û ∈ {u1, · · · , ut−1}, then, by Lemma 9.2.4, we have ZH0(σ(p1), d, •) =
L(ut) \ {d}. If û = ut, then it follows from Theorem 0.2.3 that ZH0(σ(p1), d, •)| ≥ 2. In any case, there exists an
f ∈ ZH0(σ(p1), d, •) such that f ̸= σ(p4). Thus, by Corollary 0.2.4, there is an extension of σ′ to an L-coloring ψ of
dom(σ′) ∪ V (H0) such that ψ also extends to L-color H1, so σ′ extends to an L-coloring of H , which is false.

Case 2.2 m < t

In this case, ump4 ̸∈ E(H), so, since ZH0(σ(p1), d, •) ̸= ∅, it follows that σ′ extends to an L-coloring ψ of
dom(σ′) ∪ V (H0). By Claim 9.2.7, p2, p4 have no common neighbor in H \ C. Thus, every vertex on the outer
face of H \ (V (H0) ∪ {p4}) has an Lσ′ -list of size at least three, except for the endpoints of um+1 · · ·ut. Applying
Theorem 0.2.3 if m + 1 = t and otherwise applying Theorem 1.3.4, it follows that ψ extends to an L-coloring of H
so σ′ extends to an L-coloring of H , which is false. This completes the proof of Claim 9.2.9. ■

Let n ∈ {1, · · · , t} where û = un. We now have the following.

Claim 9.2.10. There is no chord of C which separates û from p2.
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Proof: Suppose toward a contradiction that there is a chord of C which separates û from p2. By Claim 9.2.5, any such
chord has p3 as an endpoint, and, by Claim 9.2.6, p1p3 ̸∈ E(H), so there exists a chord ofC of the form ujp3 for some
j ∈ {1, · · · , n− 1}. Let m be the minimal index in {j ∈ {1, · · · , t} : p3 ∈ N(uj)}. By assumption, such an m exists
and m ≤ n − 1. Let H := H0 ∪H1 be the natural p3um-partition of H , where p1 ∈ V (H0). Let P 0 := p1p2p3um

and P 1 := ump3p4.

Let C0 be the outer face of H0. Since p1p3 ̸∈ E(H), it follows from our choice of m that H0 has no chord of C0 with
p3 as an endpoint. Thus, by Theorem 1.6.1, there is a color d ∈ L(um), where d ̸= σ(p1) if p1um ∈ E(H0), such that
any L-coloring of V (P 0) using σ(p1), d on the respective vertices p1, um extends to an L-coloring of H0. Possibly
d = σ(p4), but, since û ∈ {um+1, · · ·ut}, it follows from Claim 9.2.5 that ump4 ̸∈ E(H), so (d, c, σ(p4)) is a
proper L-coloring of V (P 1). By Lemma 9.2.4, this L-coloring extends to an L-coloring of H1. Possibly d = τ c(p2),
but, by Claim 9.2.8, p2um ̸∈ E(H), so (σ(p1), τ

c(p2), c, d) is a proper L-coloring of the subgraph of H induced by
p1p2p3um. Thus, by our choice of d, τ c extends to an L-coloring of H0, contradicting our assumption. ■

We have an analogous result for the other side.

Claim 9.2.11. There is no chord of C which separates û from p3.

Proof: Suppose toward a contradiction that there is a chord of C which separates û from p3. By Claim 9.2.5, any such
chord has p2 as an endpoint, and, by Claim 9.2.7, p2p4 ̸∈ E(H), so there exists a chord ofC of the form ujp2 for some
j ∈ {n+ 1, · · · , t}. Let m be the maximal index in {j ∈ {1 · · · , t} : p3 ∈ N(uj)}. By assumption, such an m exists
and m ≥ n + 1. Let H := H0 ∪H1 be the natural p3um-partition of H , where p1 ∈ V (H0). Let P 0 := p1p2p3um

and P 1 := ump3p4.

Let C1 be the outer face of H1. Since p2p4 ̸∈ E(H), it follows from our choice of m that H1 has no chord of C1

with p2 as an endpoint. Thus, by Theorem 1.6.1, there is a color d ∈ L(um), where d ̸= σ(p4) if p4um ∈ E(H1),
such that any L-coloring of V (P 1) using σ(p4), d on the respective vertices p4, um extends to an L-coloring of H1.
By Claim 9.2.9, there exists a c ∈ Lσ(p3) such that τ c(p3) ̸= d. Thus, (σ(p1), τ c(p2), d) is a proper L-coloring of the
subgraph of H induced by p1p2um. By Claim 9.2.8, ump3 ̸∈ E(H), so (d, τ c(p2), c, σ(p4)) is a proper L-coloring
of the subgraph of H induced by ump2p3p4. By Lemma 9.2.1, the coloring (σ(p1), τ

c(p2), d) of P 0 extends to an
L-coloring of H0, and, by our choice of d, the coloring of P 1 extends to an L-coloring of H1, so τ c extends to an
L-coloring of H , contradicting our assumption. ■

We now have the following.

Claim 9.2.12. Neither p2 nor p3 is adjacent to û. In particular, N(p2) ∩ V (C) ⊆ {p1, p3} ∪ {u1, · · · , un−1} and

N(p3) ∩ V (C) ⊆ {p2, p4} ∪ {un+1, · · · , ut}.

Proof: Suppose toward a contradiction that û ∈ N(p3). Let H ′ be the subgraph of H bounded by outer cycle C ′ :=

p1p2p3û · · ·u1p1 and let H ′′ be the subgraph of H bounded by outer cycle C ′′ := û · · ·utp4p3. Let P ′′ := ûp3p4. By
Claim 9.2.6, |Lσ(p3) ≥ 3. Since |L(û)| ≥ 4, it follows from Proposition 1.5.14 that there is a c ∈ Lσ(p3) such that
|ZP ′′

L (•, c, σ(p4)| ≥ 3. Let L∗ be a list-assignment for V (H ′′) defined as follows.

1) The vertices p1, p2, p3 are precolored with the respective colors σ(p1), τ c(p2), c.

2) L′(û) = ZP
′′

H′′(•, c, σ(p4)).

3) Otherwise L∗ = L.
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Now we simply color and delete p3. Let ψ be the lone L∗-coloring of {p1, p2, p3}. By Claim 9.2.10, there is no chord
ofC ′ inH ′ with p3 as an endpoint, so every vertex of the outer face ofH ′−p3, other than p1, p2, has an (L∗)p1p2ψ -list of
size at least three. Thus, by Theorem 0.2.3, ψ extends to an L∗-coloring of V (H ′). Since L∗(û) = ZP

′′

H′′(•, c, σ(p4)),
it follows that τ c extends to an L-coloring of H , contradicting our assumption. Thus, we have û ̸∈ N(p3). Combining
this with Claim 9.2.10, we get that N(p3) ∩ V (C) ⊆ {p2, p4} ∪ {un+1, · · · , ut}.

Now we do the other side. Suppose toward a contradiction that û ∈ N(p2). Let H∗ be the subgraph of H bounded by
outer cycle C∗ := p1p2û · · ·ut and let H∗∗ be the subgraph of H bounded by outer cycle C∗∗ := û · · ·utp4p3p2. Let
P ∗ := p1p2û. Since |L(û)| ≥ 4, it follows from Theorem 0.2.3 that, for any d ∈ L(p2), we have |ZP∗

H∗(σ(p1), d, •)| ≥
2. By Claim 9.2.11, H∗∗ has no chord of C∗∗ with p2 as an endpoint. Consider the following cases.

Case 1: There is no chord of C with p3 as an endpoint

In this case, it follows from Claim 9.2.5 that C∗∗ is an induced subgraph of H∗∗. Let c ∈ Lσ(p3) and let L∗∗ be a
list-assignment for V (H∗∗) defined as follows.

1) The vertices p2, p3, p4 are precolored with the respective colors τ c(p2), c, σ(p4).

2) L∗∗(û) = {τ c(p2)} ∪ ZP
∗

H∗(σ(p1), τ
c(p2), •).

3) Otherwise L∗∗ = L.

If H∗∗ is L∗∗-colorable, then τ c extends to an L-coloring of H , which is false, so H∗∗ is not L∗∗-colorable. Note that
|L∗∗(û)| ≥ 3, since |ZP∗

H∗(σ(p1), τ
c(p2), •)| ≥ 2 and τ c(p2) ̸∈ ZP

∗

L (σ(p1), τ
c(p2), •). By Claim 9.2.6, p1, p3 have

no common neighbor in H \ C, and thus no common neighbor in H∗∗ \ C∗∗. Thus, by 1) of Proposition 1.5.1, H∗∗

is L∗∗-colorable, contradicting our assumption.

Case 2: There is a chord of C with p3 as an endpoint.

In ths case, since p1p3 ̸∈ E(H), let m+ ∈ {1, · · · , n} be the maximal index among {j ∈ {1, · · · , t} : uj ∈ N(p3)}.
As shown above, we havem+ ∈ {n+1, · · · , t}. LetQ := um+p3p2 and let J be the subgraph ofH bounded by outer
cycle um+ · · ·utp4p3. By Proposition 1.5.14, since |Lσ(p3)| ≥ 3, there is a c ∈ Lσ(p3) such that |ZQJ,L(•, c, σ(p4))| ≥
2. Let H+ be the subgraph of H bounded by outer cycle C+ := p2p3um+ · · ·un. Let L+ be a list-assignment for
V (H+) defined as follows.

1) p2, p3 are precolored with the respective colors τ c(p2), c.

2) L+(û) = {τ c(p2)} ∪ ZP
∗

H∗(σ(p1), τ
c(p2), •) and L+(um+) = {c} ∪ Z

Q
J,L(•, c, σ(p4)).

3) Otherwise L+ = L.

Note that c ̸∈ Z
Q
J (•, c, σ(p4)) and τ c(p2) ̸∈ ZP

∗

H∗(σ(p1), τ
c(p2), •). Since |ZP∗

H∗(σ(p1), τ
c(p2), •)| ≥ 2 and |ZQJ (•, c, σ(p4))| ≥

2, each of û, um+ has an L+-list of size at least three. By Theorem 0.2.3, H+ is L+-colorable, so τ c extends to an
L-coloring of H , contradicting our assumption. ■

We now have the following.

Claim 9.2.13. There is a chord of C with p2 as an endpoint

Proof: Suppose not, and consider the following cases.

Case 1: There is no chord of C with p3 a an endpoint.
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In this case, by Claim 9.2.8, C is an induced subgraph of G. Let c ∈ Lσ(p2). By Claim 9.2.6 p1, p3 have no common
neighbor in H \ C, and, by Claim 9.2.7, p2, p4 have no common neighbor in H \ C. By 1) of Proposition 1.5.1, τ c

extends to an L-coloring of H , contradicting our assumption.

Case 2: There is a chord of C with p3 as an endpoint.

Since p1p3 ̸∈ E(H), let m ∈ {1, · · · , t} be the minimal index among {j ∈ {1, · · · , t} : pj ∈ N(p3)}. By Claim
9.2.12, m ∈ {n + 1, · · · t}. Let H ′ be the subgraph of H bounded by outer face C ′ := p1u1 · · ·ump3p2 and let H ′′

be the subgraph of H bounded by outer face C ′′ := um · · ·utp4p3. Let P ′′ := ump3p4. Since p1p3 ̸∈ E(H), and
there is no chord of C with p2 as an endpoint, it follows from our choice of m that C ′ is an induced subgraph of
H ′. By Proposition 1.5.14, since |Lσ(p3)| ≥ 3, there is a c ∈ Lσ(p3) such that |ZP ′′

H′′(•, c, σ(p4))| ≥ 2. Let L′ be a
list-assignment for V (H ′) defined as follows.

1) The vertices p1, p2, p3 are precolored with the respective colors σ(p1), τ c(p2), c.

2) L′(um) = {c} ∪ ZP
′′

H′′((•, c, σ(p4)).

3) Otherwise L′ = L.

Note that |L′(um)| ≥ 3, since c ̸∈ ZP
′′

H′′((•, c, σ(p4)). If H ′ is L′-colorable, then there is an L-coloring of H ′ which
uses a color of ZP

′′

H′′((•, c, σ(p4)) on um, and thus τ c extends, to an L-coloring of H , which is false. Thus H ′ is not
L′-colorable. Since C ′ is an induced subgraph of H ′, it follows from 1) of Proposition 1.5.1 that p1, p2, p3 have a
common neighbor in H ′ \ C ′ and thus a common neighbor in H \ C, contradicting Claim 9.2.6. ■

Applying Claim 9.2.13, since p2p4 ̸∈ E(H), let m− be the maximal index in {j ∈ {1, · · · , t} : p2 ∈ N(uj)}. We
then have m− ∈ {1, · · · , n − 1}. Let H− be the subgraph of H bounded by outer cycle p1p2um− · · ·u1 and let
P− := p1p2um− ,

Claim 9.2.14. There is no chord of C with p3 as an endpoint.

Proof: Suppose toward a contradiction that such a chord exists. By Claim 9.2.6, p1p3 ̸∈ E(H), so let m+ be the
minimal index in {j ∈ {1, · · · , t} : p3 ∈ N(uj)}. By Claim 9.2.12, we have m+ ∈ {n + 1, · · · , t}. Let Hbox

be the subgraph of H bounded by outer cycle D := um− · · ·um+p3p2. Let P+ := um+p3p4. Let H+ be the
subgraph of H bounded by outer cycle um+ · · ·utp4p3. Applying Proposition 1.5.14, since |Lσ(p3)| ≥ 3, there is a
c ∈ Lσ(p3) with |ZP+

H+(•, c, σ(p4))| ≥ 2. Since ZP
−

H−(σ(p1), τ
c(p2), •) ̸= ∅, let r ∈ ZP

−

H−(σ(p1), τ
c(p2), •). Let L∗

be a list-assignment for V (Hbox) defined as follows.

1) um− , p2, p3 are precolored with the respective colors r, τ c(p2), c.

2) L∗(um+) = {c} ∪ ZP
+

H+(•, c, σ(p4)).

3) Otherwise L∗ = L.

Since p2p4, p1p3 ̸∈ E(H) and every chord of C has one of p2, p3 as an endpoint, it follows from our choice of
m−,m+ that D is an induced subgraph of Hbox. We now apply the work of Section 1.7. Let Q := um− · · ·un−1. Q
is a nonempty subpath of D since m− ≤ n− 1.

Since every vertex ofHbox\D has an L∗-list of size at least five,Q is (2, L∗)-short in (D,H). Applying i) of Theorem
1.7.5, there exists a ψ ∈ LinkL∗(Q,D,Hbox) with ψ(um−) = r. Let ϕ be the unique L∗-coloring of the edge p2p3.
Since D is an induced subgraph of Hbox, ϕ ∪ ψ is a proper L∗-coloring of its domain. Again since D is an induced
subgraph of G and |L(un)| ≥ 4, we have |L∗

ψ(un)| ≥ 3, and every vertex of {un+1, · · · , um+} also has an L∗
ψ-list
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of size at least three. Thus, it immediately follows from 3a) of Theorem 1.7.4 that ϕ ∪ ψ extends to an L∗-coloring
φ of Hbox. Thus, φ is an L-coloring of Hbox which uses a color of ZP

−

H−,L(σ(p1), τ
c(p2), •) on um− and a color of

ZP
+

H+,L(•, c, σ(p4)) on um+ , so it follows that τ c extends to an L-coloring of H , which is false. ■

Let H† be the subgraph of H bounded by outer cycle D := um− · · ·utp4p3p2. Since every chord of C has one of
p2, p3 as an endpoint, it follows from Claim 9.2.14 and our choice of m− that D is an induced subgraph of H†.

Claim 9.2.15. There exist two distinct colors c, c′ ∈ Lσ(p3) such that τ c(p2) = τ c
′
(p2).

Proof: Suppose not. Since |Lσ(p3)| ≥ 3, we have |{τ c(p2) : c ∈ Lσ(p3)}| ≥ 3. Thus, by Proposition 1.5, there exists
a c ∈ Lσ(p3) such that |ZP−

H−(σ(p1), τ
c(p2), •)| ≥ 2. Let L′ be a list-assignment for V (H†) defined as follows.

1) p2, p3, p4 are precolored with the respective colors τ c(p2), c, σ(p4).

2) L′(um−) = {c} ∪ ZP
−

H−(σ(p1), τ
c(p2), •).

3) Otherwise L′ = L.

Note that |L′(um−)| ≥ 3. It follows from Claim 9.2.7 that there is no vertex of H† \D which is adjacent to each of
p2, p4. Since D is an induced subgraph of H and (τ c(p2), c, σ(p4)) is a proper L′-coloring of p2p3p4, it follows from
1) of Proposition 1.5.1 thatH† admits an L′-coloring ψ. Since ψ(p2) = c, we have ψ(um−) ∈ ZP

−

H−(σ(p1), τ
c(p2), •),

so τ c extends to an L-coloring of H , contradicting our assumption. ■

Now we have enough to finish the proof of Lemma 9.2.4. Let c, c′ ∈ Lσ(p3) and let d ∈ Lσ(p3) such that τ c(p2) =
τ c

′
(p2) = d. Let r ∈ ZP

−

H−(σ(p1), d, •). Let L† be a list-assignment for V (H†) defined as follows.

1. um− , p2, p4 are precolored with the respective colors r, d, σ(p4).

2. L†(p3) = {c1, c2, d}.

3. Otherwise L† = L.

Let Q be the subpath un+1 · · ·utp4 of D (possibly Q is just p4). We again apply the work of Section 1.7. By i) of
Theorem 1.7.5, there is a ψ ∈ LinkL†(Q,D,H†). Let ϕ be the unique L†-coloring of p2p3p4. Since D is an induced
subgraph of H†, ϕ ∪ ψ is a proper L†-coloring of its domain, and since |L†(un)| ≥ 4, it follows that every vertex
of D \ (V (Q) ∪ {p2, p3}) has an L†

ψ-list of size at least three. Thus, by 3a) of Theorem 1.7.4, ϕ ∪ ψ extends to an
L†-coloring φ of H†. Since φ(p3) = d, we have φ(p2) ∈ {c, c′} and since φ(um−) ∈ ZP

−

H−(σ(p1), d, •), it follows
that either τ c or τ c

′
extends to an L-coloring of H , contradicting our assumption. This completes the proof of Lemma

9.2.4.
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Chapter 10

Coils and Their Applications: Deleting
Vertices Near the Closed Rings of Critical
Mosaics

In this chapter, we prove an analogue of Theorem 6.0.9 for closed rings. In Chapter 11, which is the final chapter of
the proof of Theorem 2.1.7, we then combine this result with Theorem 6.0.9 to construct a smaller counterexample
from a critical mosaic. Theorem 6.0.9 is specific to the context of critical mosaics, but we state our analogous result
for closed rings in more general terms. We begin with the following definition.

Definition 10.0.1. Given a short-separation-free planar graph G, a facial cycle C of G, and a list-assignment L-for
V (G), we say that C is an L-coil of G (or just an L-coil) if V (C) is precolored by L, and, letting ϕ be the unique
L-coloring of V (C), the following hold.

Co1) C is an induced cycle and L-predictable facial subgraph of G; AND

Co2) For every v ∈ B2(C), every facial subgraph G containing v, except possibly C, is a triangle; AND

Co3) Every vertex of V (G \ C) ∩ B2(C) has an L-list of size at least five, and furthermore, there is a cyclic facial
subgraph F<5 of G with V (F<5) ⊆ V (G) \B2(C), where all the vertices of F<5 have L-lists of size less than
five; AND

Co4) There is a unique cycle C1 in G such that V (C1) = D1(C), and C1 satisfies the following:

a) C1 is chordless; AND

b) For any 1 ≤ k ≤ 6 and any k-chord P of C, letting G = G0 ∪ G1 be the natural P -partition of G, there
exists an i ∈ {0, 1} such that every vertex of V (Gi) \ V (C ∪ P ) has an L-list of size at least five; AND

c) Either every vertex of C1 has an Lϕ-list of size at least three, or there is a vertex of C1 with precisely one
neighbor in C; AND

d) If C1 contains a vertex with an Lϕ-list of size less than three, then, for every w ∈ D2(C), the graph
G[N(w) ∩ V (C1)] is a subpath of C1;

The reason we introduce this definition is that we use the main result of Chapter 10 not only to complete the proof of
Theorem 2.1.7, but also for part of the argument in Chapter 13 which involves an annulus consisting of two precolored
cycles. That is, in this chapter we prove a result which holds for all short-separation-free G such that G contains a
facial subgraph C which is an L-coil for some list-assignment L.
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Note that Co4b) of Definition 10.0.1 is slightly weaker than the condition that C1 is (6, L)-short, since, in Co4b)
Definition 10.0.1, we do not require the vertices of P \ C themselves to have L-lists of size at least five. When we
apply the main result of Chapter 10 in the context of critical mosaics in Chapter 11, this distinction does not matter
because of the distance conditions imposed on mosaics, but in Chapter 12 we apply the main result of Chapter 10 in
the context of a graph with two precolored cycles which are possibly close together, and in that case, the distinction
above does matter.

In order to state our lone main result for Chapter 10, we need several additional definitions. We first have the following
simple observation, which is an immediate consequecne of short-separation-freeness.

Observation 10.0.2. Let G be a short-separation-free planar graph with facial cycle C and list-assignment L, where

C is an L-coil. Let C1 := G[D1(C)], let 2 ≤ k ≤ 4 and let R be a k-chord of C1 in G \ C, where R separates two

vertices of G \C. Then R is a proper generalized chord of C1. In particular, there is a k+2-chord R′ of C in G such

that R ⊆ R′.

Note that Co3-Co4 of Definition 10.0.1, together with Observation 10.0.2, specify a unique small and large side of
a k-chord of C1 in G \ C for 2 ≤ k ≤ 4. Thus, analogous to Definition 8.0.3, we introduce the following natural
notation.

Definition 10.0.3. Let G be a short-separation-free planar graph with facial cycle C and list-assignment L, where C
is an L-coil. Let C1 := G[D1(C)] and let ϕ be the unique L-coloring of V (C). Letting G̃ = G \ C, we introduce
the following notation. For any 2 ≤ k ≤ 4 and any k-chord R of C1 in G̃, we set G̃small

R and G̃large
R to be the

unique subgraphs of G̃ such that G̃small
R ∪ G̃large

R = G̃ is the natural (C1, R)-partition of G̃, where all of the vertices of
G̃ \ (C1 ∪R) with L-lists of size less than five lie in V (G̃large

R ). It follows from Co3 of Definition 10.0.1 that these two
graphs are uniquely specified.

Analogous to Definition 6.0.6 from Chapter 6, we introduce the following natural definition.

Definition 10.0.4. Let G be a short-separation-free planar graph with facial cycle C and list-assignment L, where C
is an L-coil. Let C1 := G[D1(C)] and let ϕ be the unique L-coloring of V (C). Given a z ∈ D2(C

1), we associate to
z a subgraph Span(z) of G \ C in the following way.

1) If there exists a proper 4-chord P of C1 in G \ C whose midpoint in C, then we set Span(z) to be the unique
proper 4-chord P of C1 in G \ C which minimizes the quantity |V (G̃small

P )|.

2) If no such proper 4-chord of C1 exists, then we define Span(z) in the following way:

a) If N(z) ∩ D2(C) consists of a lone vertex v, and N(v) ∩ V (C1)| = 1, then we set Span(z) to be the
unique 2-path with z as an endpoint and the other endpoint in C1.

b) If N(z) ∩ D2(C) consists of a lone vertex v, and N(v) ∩ V (C1)| > 1, then we set P to be the claw on
the vertices {v, z, x, x′}, where P has central vertex z and xvx′ is the unique 2-chord of C1 with central
vertex v which maximizes the quantity |V (G̃small

xvx′)|.

c) If |N(z)∩D2(C)| > 1, then, since G is K2,3-free, there exist vertices v, v′, x such that N(z)∩D2(C) =

{v, v′} and N(v) ∩ V (C1) = N(v′) ∩ V (C1) = {x}, and we set P to be the 4-cycle zvxv′.

Thus, for each z ∈ D2(C
1), Span(z) is either a 4-path, a 4-cycle, a claw, or a 2-path. To state oir main result for

Chapter 10, which requires the following definition. This definition is a natural analogue of Definition 6.0.8 in the
setting of L-coils (which, in particular, specializes to the setting of closed rings).

233



Definition 10.0.5. Let G be a short-separation-free graph with facial cycle C and list-assignment L, where C is an
L-coil. Let C1 := G[D1(C)], let ϕ be the unique L-coloring of V (C). Given a z ∈ D2(C

1), a z ∈ D2(C
1) \

Sh4(C1, G \ C), a (C, z)-opener is a pair [H,ψ], where ψ is an extension of ϕ to an partial L-coloring of G, and the
following holds.

1) H is a connected subgraph of G and dom(ψ) ⊆ V (H) ⊆ Sh4(C1, G \ C) ∪B2(C) ∪ {z}; AND

2) V (H) \ dom(ψ) is Lψ-inert; AND

3) For each u ∈ D1(H), |Lψ(u)| ≥ 3; AND

4) There is at most one vertex of (dom(ψ) ∩ D1(C
1, G \ C)) \ Sh4(C1, G \ C) which does not lie in Span(z);

AND

5) For any v ∈ V (H) ∩ Sh4(C
1, G \ C), either v ∈ Sh3(C

1, G \ C) or Span(z) is a proper 4-chord of C1 which,
in G \ C, separates v from every vertex of G \ C with an L-list of size less than five.

We introduce one final definition and then we state the lone main result of Chapter 10.

Definition 10.0.6. Let G be a short-separation-free graph with facial cycle C and list-assignment L, where C is an
L-coil. Let C1 := G[D1(C)]. Given a z ∈ D2(C

1), we say that z is a C-pentagonal vertex (or just pentagonal if the
cycle C is clear from the context) if the following hold.

1) Every vertex of B2(z) has an L-list of size at least five; AND

2) For any 2 ≤ k ≤ 4, there is no k-chord of C1 in G \ C which separates z from a vertex of G \ C with an L-list
of size less than five.

We are now ready to state the lone main result of Chapter 10. Analogous to Theorem 6.0.9, our lone main result for
Chapter 10 is the following.

Theorem 10.0.7. aaaaaaaaaaaaa

1) Let G be a short-separation-free graph with facial cycle C and list-assignment L, where C is an L-coil. Let

C1 := G[D1(C)]. For any pentagonal z ∈ D2(C
1), there exists a (C, z)-opener; AND

2) Let T := (G, C, L, C∗) be a critical mosaic and let C ∈ C be a closed T -ring. Let C1 be the 1-necklace of C.

Then C is an L-coil of G and furthermore, for any z ∈ D2(C
1) \ Sh4(C1, G \C), there exists a (C, z)-opener.

We use 2) of Theorem 10.0.7 in Chapter 11, in combination with Theorem 6.0.9, to reduce a critical mosaic to a
smaller counterexample by deleting a path between the outer face and an internal ring of a critical mosaic.

In Section 10.1, we show that closed rings of critical mosaics satisfy Definition 10.0.1, so for the remainder of Chapter
10 after Section 10.1, it just suffices to prove 1) of Theorem 10.0.7. In Section 10.2, we gather the preliminary facts
we need in order to prove 1) of Theorem 10.0.7. In the remaining sections of Chapter 10, we prove a sequence of
lemmas which we combine to prove 1) of Theorem 10.0.7. In each of these lemmas, we apply the work from Chapters
1, 7, 8, and 9 to produce our deletion set H by coloring and deleting a subpath of a specified cycle in a way which
leaves some sets of vertices inert with respect to our coloring if those vertices are separated by our deletion set from
the rings of C \ {C} by a 2- or 3-chord of a specified cycle. In Sections 10.2-10.3, we first introduce the machinery
that we need in order to prove our sequence of results that make up the proof of Theorem 10.0.7. Theorem 10.0.7 is
considerably more difficult than the analogous statement Theorem 6.0.9 for open rings.
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10.1 Specializing to Closed Rings

The purpose of this short section is to prove the following lone result.

Lemma 10.1.1. For any critical mosaic T = (G, C, L, C∗) and any closed ring C ∈ C, C is an L-coil of G. In

particular, if 1) of Theorem 10.0.7 holds, then 2) of Theorem 10.0.7 also holds.

We begin with the following.

Proposition 10.1.2. Let T = (G, C, L, C∗) be a critical mosaic, let C be a closed ring, let C1 be the 1-necklace of C,

and let ϕ be the unique L-coloring of V (C). Then C1 is (4, Lϕ)-short in (C1, G \ C), and, for any w ∈ D2(C), the

graph G[V (C1) ∩N(w)] is a subpath of C1.

Proof. Let G̃ = G \ C. For any 2 ≤ k ≤ 4, any k-chord of C1 in G̃ which separates two vertices of G̃ is a proper
k-chord of C1, sinceG is short-separation-free. Thus, it immediately follows from 2) of Theorem 2.2.4 that, for any k-
chordR of C1, one side ofR contains all the elenents of C \{C}, so C1 is (4Lϕ)-short in (C1, G̃). The corresponding
partition is specified in Definition 8.0.3. Note that, for any u, u′ ∈ N(w) with u ̸= u′, the path C1 ∩ G̃large

uwu′ has length
greater than one, or else there is a cycle of length three which separates C from an element of C \ {C}, contradicting
short-separation-freeness. Thus, by Theorem 8.0.4, G[N(w) ∩ V (C1)] is an subpath of C1.

In order to prove Lemma 10.1.1, the only nontrivial thing left to check is that a closed ring of a critical mosaic satisfies
property Co4c) of Definition 10.0.1.

Proposition 10.1.3. Let T = (G, C, L, C∗) be a critical mosaic and let C ∈ C be a closed ring. Let C1 be the 1-

necklace of C. If there exists a vertex v ∈ V (C1) such that |N(v)∩V (C)| > 2, then there also a exists a v′ ∈ V (C1)

such that |N(v) ∩ V (C)| = 1.

Proof. Suppose there is at least one vertex of C1 with at least three neighbors in C. Since C is L-predictable and
an induced subgraph of G, it follows that there is a vertex u⋆ ∈ V (C1), where |N(u⋆) ∩ V (C)| > 2, such that
|Lϕ(u⋆)| ≥ 2, and, for all v ∈ V (C − u⋆), |Lϕ(v)| ≥ 3.

Let T<2 := {v ∈ V (C1) : |N(v) ∩ V (C)| = 1} and let T int be the set of vertices in v ∈ V (C1) for which there
exists a w ∈ D2(C) such that G[N(w) ∩ V (C1)] is a subpath of C1 with v as an internal vertex. Now suppose
toward a contradiction that T<2 = ∅, i.e every vertex of C1 has at least two neighbors in C. Thus, since u⋆ has
at least three neighbors in C, it follows that |V (C1)| < |V (C)|. Let C1 := v1 · · · vkv1. Note that k ≥ 5, as G is
short-separation-free.

Claim 10.1.4. There exists a partial Lϕ-coloring ψ of V (C1) and a vertex w ∈ B2(C) such that the following hold.

1) |Lψ(w)| ≥ 2, and, for all w′ ∈ B2(C) \ {w}, |Lψ(w′)| ≥ 3; AND

2) V (C1) \ dom(ψ) is Lϕ∪ψ-inert and a subset of T int.

Proof: We first deal with the following easy case.

Subclaim 10.1.5. Suppose there exists a j ∈ {1, · · · , k} such that, for any w ∈ D2(C) ∩N(vj), w is adjacent

to at most two vertices of C1. Then there exists a partial Lϕ-coloring ψ of V (C1) such that V (C1) \ dom(ψ) is

Lϕ∪ψ-inert and a subset of T int, and furthermore, for all w ∈ B2(C), |Lψ(w)| ≥ 3.

Proof: Let j ∈ {1, · · · , k} satisfy the condition above.
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For any w ∈ D2(C)∩N(vj), G[N(W )∩V (C1)] is a subpath of C1 and, by assumption, w is adjacent to at most
two vertices of C1, so it follows that the path C1 − vj is (2, Lϕ)-short in (C1, G̃). Now consider the following
cases:

Case 1: vj = u⋆

In this case, every vertex of the path C1 − u⋆ has an Lϕ-list of size at least three. Since |Lϕ(vj−1)| ≥ 3, let
c ∈ Lϕ(vj−1) with |Lϕ(vj) \ {c}| ≥ 2. By Theorem 1.7.5, there is a ψ ∈ LinkLϕ

(C1 − vj , C
1, G̃) such

that ψ(vj−1) = c. Since C1 is an induced subgraph of G̃, ψ extends to a proper Lϕ-coloring ψ∗ of V (C1),
and, by our assumption on vj , it follows that, for each w ∈ B2(C), we have |Lψ∗(w)| ≥ 3. By definition of
LinkLϕ

(C1 − vj , C1, G̃), V (C1) \ dom(ψ∗) is Lϕ∪ψ∗ -inert in G and a subset of T int.

Case 2: vj ̸= u⋆

In this case, since u⋆ is the only vertex ofC1 with an Lϕ-list of size less than three, it again follows from Theorem
1.7.5 that there is a ψ ∈ LinkLϕ

(C1 − vj , C1, G̃) (although we do not get to choose the color of vj−1 in this
case). Since |Lϕ(vj)| ≥ 3 and C1 is an induced subgraph of G, ψ extends to a proper Lϕ-coloring ψ∗ of V (C1),
and, by our assumption on vj , it follows that, for each w ∈ B2(C), we have |Lψ∗(w)| ≥ 3. By definition of
LinkLϕ

(C1 − vj , C1, G̃), V (C1) \ dom(ψ∗) is Lϕ∪ψ∗ -inert and a subset of T int. ■

For the remainder of the proof of Claim 10.1.4, we suppose that, for each j ∈ {1, · · · , k}, there is a w ∈ B2(C) such
thatG[N(w)∩V (C1)] is a path of length two which contains vj , since, if this does not hold, then, by Subclaim 10.1.5,
we are done.

Subclaim 10.1.6. There exists a w ∈ B2(C) such that G[N(w) ∩ V (C1)] is a subpath of C1 of length precisely

two.

Proof: Suppose toward a contradiction that no such w exists. Note that, by our assumption on {v1, · · · , vj}, no
two vertices of C1 \ T int are consecutive in T int. We now define a cycle C ′ as follows. We let C ′ be the unique
cycle of G which intersects with C1 on precisely the vertices of C1 \ T int, where, for each subpath P of C1 with
V (P̊ ) ⊆int and V (P ) \ V (P̊ ) ⊆ V (C1) \ T int, we replace P with the unique 2-path in G whose midpoint lies in
B2(C) and whose endpoints are also the endpoints of P .

Since no two vertices of C1 \T int are adjacent in C1, C1 admits a partition C1 = P1 · · ·Pr, where P1, · · · , Pr is
a collection of edge-disjoint paths, and, for each i = 1, · · · , r, the following hold.

i) The endpoints of Pi lie in C1 \ T int and V (P̊i) ⊆ T int; AND

ii) There is a unique vertex wi ∈ D2(C) such that Pi := G[N(wi) ∩ V (C1)]; AND

iii) Pi, Pi+1 intersect on a unique common endpoint of Pi, Pi+1, where the indices are read mod r.

Condition iii) holds since r > 2, or else there is a cycle of length four which separates C from an element of
C \ {C}, contradicting the fact that T is a tessellation. By assumption, each of the paths P1, · · · , Pr has length
at least three. For each i = 1, · · · , r, let Qi be the unique 2-path whose midpoint is wi and whose endpoints are
the endpoints of Pi, where w1, · · · , wr as as in ii) above. Note that, for each i = 1, · · · , r, we have |E(Pi)|

|E(Qi)| ≥
3
2 .

Since |V (C1)| = |E(C1)| =
∑r
i=1 |E(Pi)| and |V (C ′)| = |E(C ′)| =

∑r
i=1 |E(Qi)|, it follows that |V (C1)| ≥

⌈ 32 |V (C ′)|⌉. SinceC ′ has nonempty intersection withC1, we have d(C ′, C) = 1. SinceC ′ separatesC from each
element of C \ {C}, it follows from Corollary 2.1.30 that |V (C)| < 1+ 3

2 |V (C ′)|. But since |V (C1)| < |V (C)|,
we have |V (C)| > ⌈ 32 |V (C ′)|⌉, so we get ⌈ 32 |V (C ′)|⌉ < |V (C)| < 3

2 |V (C ′)|+ 1, which is false. ■
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Now we have enough to finish the proof of Claim 10.1.4. Applying Subclaim 10.1.6, let w ∈ B2(C), where P :=

G[N(w) ∩ V (C1)] is a subpath of C1 of length precisely two, and let P := vjvj+1vj+2 for some j ∈ {1, · · · , k}.
Note that vj+1 ∈ T int, and, since G[N(w) ∩ V (C1)] has length precisely two, the path C1 − vj is (2, Lϕ)-short in
(C1, G̃). Consider the following cases:

Case 1: vj = u⋆

In this case, every vertex of the path C1 − u⋆ has an Lϕ-list of size at least three. Since |Lϕ(vj−1)| ≥ 3, let
c ∈ Lϕ(vj−1) with |Lϕ(vj) \ {c}| ≥ 2. By Theorem 1.7.5, there is a ψ ∈ LinkLϕ

(C1 − vj , C
1, G̃) such that

ψ(vj−1) = c. Since C1 is an induced subgraph of G̃, ψ extends to a proper Lϕ-coloring ψ∗ of V (C1), and, for each
w′ ∈ B2(C) \ {w}, we have |Lψ∗(w′)| ≥ 3. Furthermore, |Lψ∗(w)| ≥ 2, since P has length two, so our choice of
ψ∗, w satisfies Claim 10.1.4.

Case 2: vj ̸= u⋆

In this case, by A) of Theorem 7.0.1, there is a ψ ∈ LinkLϕ
(C1 − vj , C1, G̃) (although we no longer have control

over the color ψ(vj−1) in this case). Since |Lϕ(vj)| ≥ 3 and C1 is an induced subgraph of G, ψ extends to a proper
Lϕ-coloring ψ∗ of V (C1), and, for each w′ ∈ B2(C) \ {w}, we have |Lψ∗(w′)| ≥ 3. As above, |Lψ∗(w)| ≥ 2, since
P has length two, so our choice of ψ∗, w satisfies Claim 10.1.4. This completes the proof of Claim 10.1.4. ■

Now we have enough to finish the proof of Proposition 10.1.3. Let ϕ,w be as in Claim 10.1.4. We now define a
list-assignment L† for V (G \ C) as follows. For each x ∈ B2(C), we set L†(x) := L(x). For each x ∈ dom(ψ),
we set L†(x) := {ψ(x)}. Finally, for each x ∈ V (C1 \ dom(ϕ)), we set L†(x) to consist of a lone color not lying
in

⋃
y∈NG(x) L(y), where these lone colors are chosen so that V (C1) is L†-colorable (we can just choose all of these

singletons to be distinct colors). Now let C†
∗ be the outer face of G̃ and consider the tuple T † := (G̃, (C \ {C}) ∪

{C1}, L†, C†
∗). Note that T † is a tessellation in which C1 is a closed ring. We claim now that T † is a mosaic.

Since |V (C1)| < |V (C)| and V (C1) = B1(C), it follows that T † satisfies the distance conditions of Definition 2.1.6,
since Rk(T †|C1) < Rk(T |C), and it also immediately follows that T † satisfies M0).

Since each vertex of C1 has an L†-list of size one, let σ be the unique L†-coloring of V (C1). By our choice of L†-lists
for the vertices of C1 \ dom(ϕ), we have |Lσ(w)| ≥ 2, and, for each w′ ∈ B2(C,G) \ {w}, we have |Lσ(w′)| ≥ 3.
By Theorem 8.0.4, each vertex of w′ ∈ B2(C,G), the graph G[N(w′) ∩ V (C1)] is a subpath of C1, and since C1 is
an induced subgraph of G\C, it follows that C1 is an L†-predictable facial subgraph of G\C. Thus, T † also satisfies
M2), and M1) is trivially satisfied. We conclude that T † is indeed a mosaic. Since |V (G \ C)| < |V (G)|, it follows
from the minimality of T that there is an L†-coloring τ of G̃. Let τ∗ be the restriction of τ to V (G̃)\V (C1 \dom(ψ)).
By our construction of ψ, the union ϕ∪τ∗ is a proper L-coloring of V (G)\V (C1 \dom(ψ)), and ϕ∪τ∗ extends to an
L-coloring of G, contradicting the fact that G is not L-colorable. This completes the proof of Proposition 10.1.3.

Now we finish the proof of Lemma 10.1.1, which we restate below.

Lemma 10.1.1. For any critical mosaic T = (G, C, L, C∗) and any closed ring C ∈ C, C is an L-coil of G. In

particular, if 1) of Theorem 10.0.7 holds, then 2) of Theorem 10.0.7 also holds.

Proof. Let C1 be the 1-necklace of C. We first check that C is an L-coil of G. Since C is an induced subgraph of
G, it follows from Definition 2.1.6 that C satisfies Co1 of Definition 10.0.1. Since T is a tessellation, It immediately
follows from Corollary 2.2.29 and the distance conditions of Definition 2.1.6 that Co2-Co3 hold as well. Now we just
check that C1 satisfies Co4. By Theorem 8.0.4, C1 satisfies Co4a) and, by Proposition 10.1.2, C1 satisfies Co4b) and
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Co4d). By Proposition 10.1.3, C1 satisfies Co4c), so C is indeed an L-coil of G. It also follows from the distance
conditions on T that every vertex of D2(C

1) \ Sh4(C1, G \ C) is pentagonal. Thus, if 1) of Theorem 10.0.7 holds,
then 2) of Theorem 10.0.7 also holds.

Since we have Lemma 10.1.1, the remainder of Chapter 10 deals entirely with 1) of Theorem 10.0.7, i.e all of the
remaining work of Chapter 10 is exclusively in the context of the general structures defined in Definition 10.0.1.

10.2 Preliminaries to the Proof of 1) of Theorem 10.0.7

For the remainder of Chapter 10, we fix the following data.

1) A planar graph G with facial cycle C and list-assignment L, where C is an L-coil of G and G̃ := G \ C.

2) An L-coloring ϕ of V (C) (i.e the unique L-coloring of V (C).

3) A cycle C1, where C1 := G[D1(C)].

We show in the remainder of Chapter 10 that, for every pentagonal vertex of D2(C
1), there exists a (C, z)-opener. We

begin with the following definitions.

Definition 10.2.1. aaaaaaaaaaaaaaaaaaa

1) Let T<2 := {v ∈ V (C1) : |N(v) ∩ V (C)| = 1}.

2) Let S⋆ be the set of vertices of C1 with Lϕ-lists of size less than three. Since C is L-predictable and induced in
G, we have either S⋆ = ∅ or ⋆ consists of a lone vertex with an Lϕ-list of size two.

3) We define a subpath Spath
⋆ of C1 as follows.

(a) If S⋆ = ∅ then Spath
⋆ = ∅.

(b) Otherwise, letting u⋆ be the lone vertex of S⋆, if u⋆ ̸∈ Sh2,Lϕ
(C1, G̃), then we set Spath

⋆ := u⋆, and, if
u⋆ ∈ Sh2,Lϕ

(C1, G̃), then we set Spath
⋆ := G[N(w) ∩ V (C1)], where w is the unique element of D2(C)

such that u⋆ is an internal vertex of G[N(w) ∩ V (C1)].

4) Given a subpath Q of C1, we say that Q is divisible if, for some k ≥ 2, there is a proper k-chord R of C1 in G̃
such that either Q ⊆ C1 ∩ G̃small

R or Q ⊆ C1 ∩ G̃large
R .

Note that Spath
⋆ is well-defined by the subpath condition Co4d) of Definition 10.0.1. We now have the following simple

observation, which we use repeatedly.

Observation 10.2.2. Let Q be a divisible subpath of C1. Then Q is (2, Lϕ)-short in (G̃, C1).

Proof. Suppose toward a contradiction that Q is not (2, Lϕ)-short in (G̃, C1)). Since G[N(w) ∩ V (C1)] is a subpath
of C1 for each w ∈ D2(C), it follows that there exists a w ∈ D2(C) such that |N(w) ∩ V (Q)| > 2 and Q contains
both endpoints ofG[N(w)∩V (C1)], but does not contain all ofG[N(w)∩V (C1)]. That is, letting Pw := G[N(w)∩
V (C1)], Q contains an internal vertex of Pw but Q ∩ Pw is not connected.

By definition, for some k ≥ 2, there is a proper k-chord R of C1 in G̃ such that either Q ⊆ C1 ∩ G̃small
R or Q ⊆

C1 ∩ G̃large
R . Consider the following cases.

Case 1: w ∈ V (R)
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In this case, one endpoint of Pw lies in G̃ \R and the other lies in G̃ \R, or else Pw ∩Q is connected. But since both
endpoints of Pw lie in Q,we contradict the fact that either Q ⊆ G̃small

R or Q ⊆ G̃large
R .

Case 2: w ̸∈ V (R)

In this case, suppose without loss of generality that w ∈ V (G̃large
R ) \ V (R). Thus, Pw is a subpath of C1 ∩ G̃large

R and
intersects with C1 ∩ G̃small

R at most on its endpoints. Since Q contains an internal vertex of Pw and both endpoints of
Pw, we have Q = Pw = G̃small, contradicting our assumption that Q ∩ Pw is not connected.

In view of the results of Sections 1.6 and 9.1-9.2, we introduce the following very natural definitions, since we fre-
quently deal with 3-chords of C1 in G̃.

Definition 10.2.3. Given a 3-chord R of C1 in G̃, we have the following notation.

1) We set Base(R) to be the set of Lϕ-colorings ψ of the endpoints of R such that any extension of ψ to an
Lϕ-coloring of V (R) extends to Lϕ-color all of G̃small

R .

2) For any x ∈ V (R̊), we set Corner(R, x) to be the set of Lϕ-colorings ψ of V (R− x) such that any extension of
ψ to an Lϕ-coloring of V (R) extends to Lϕ-color all of G̃small

R .

Unless otherwise specified, given a subpath Q of C1, whenever we write Link(Q) in the remainder of Chapter 10,
we mean LinkLϕ

(Q,C1, G̃), and likewise, whenever we write Sh2(Q), we mean Sh2,Lϕ
(Q,C1, G̃). We supress these

subscript and coordinates as they are clear from the context of the data that we fixed at the beginning of Section
10.2. Likewise, for any partial Lϕ-coloring σ of G̃ and vertex set A ⊆ V (G̃), we always write Φ(σ,A) to mean
ΦG̃,Lϕ

(σ,A).

Proposition 10.2.4. Suppose that S⋆ ̸= ∅ and let u⋆ be the lone vertex of S⋆. Let P be a divisible subpath of C1 of

length at least one, where Spath
⋆ is a proper subpath of P . Let p, p′ be the endpoints of P and let q, q′ be the endpoints

of Spath
⋆ , where the (not necessarily distinct) vertices of {p, p′, q, q′} have the order p′, q′, q, p on the path P . Then the

following hold.

1) Link(P ) ̸= ∅; AND

2) If there is a vertex v† ∈ V (qPp) ∩ T<2, then there exist two elements ψ1, ψ2 of Link(P ) which use different

colors on p and which both restrict to the same partial Lϕ-coloring of p′Pq′.

Proof. Since S⋆ ̸= ∅, it follows from Co4d) of Definition 10.0.1 that every vertex of D2(C). has a neighborhood in
C1 consisting of a subpath of C1. Since G is K2,3-free, it follows that, for any w ∈ D2(C), no vertex of T<2 is an
internal vertex of the path G[N(w) ∩ V (C1)]. In the language of Definition 1.7.3, any vertex of V (P ) ∩ T<2 is a
P -hinge of C, and since u⋆ ̸∈ T<2, the proposition is an immediate consequence of Theorem 7.0.1.

The result above has the following compact corollary.

Corollary 10.2.5. aaaaaaaaaaaaaaaaaaaaa

1) For any divisible subpath Q of C1, Link(Q) ̸= ∅; AND

2) For any x ∈ V (C1), if C1 − x is a divisible subpath of C1, then there exists a ψ ∈ Link(C1 − x) such that

|Lϕ∪ψ(x)| ≥ 1

3) If S⋆ ̸= ∅ and let xx′ ∈ E(C1) \ E(Spath
⋆ ), where C1 − xx′ is a divisible subpath of C1, then there is a

σ ∈ Link(C1 − xx′) such that σ(x) ̸= σ(x′) (i.e particular, σ is a proper Lϕ-coloring of its domain in G̃)
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Proof. If S⋆ ∩ V (Q̊) = ∅, or there is a vertex u⋆ with S⋆ = {u⋆}, where Spath
⋆ intersects with Q on at most an

endpoint, then we are done by Theorem 1.7.5. If Spath
⋆ ⊆ Q, then we are done by Proposition 10.2.4. The only

remaining possibility is that there exist two vertices p, p′ of Spath
⋆ , where Spath

⋆ ∩ Q = pQp′, p is an endpoint of Q,
p′ is an internal vertex of Q and an endpoint of Spath

⋆ , and u⋆ is an internal vertex of pQp′. Let p∗ be the non-p
endpoint of Q. By Theorem 7.0.1, there is an element ψ of Link(pQp′) obtained by coloring p, p′. By Theorem 1.7.5,
there is a ψ∗ ∈ Link(p′Qp∗, C1, G̃) using ψ(p′) on p′. Since pQp′ is a path of length at least two, there is a unique
vertex w ∈ B2(C) such that Spath

⋆ = G[N(w) ∩ V (C1)]. Since N(w) ∩ V (Q) = V (pQp′), and p′ ̸∈ T int, we have
ψ ∪ ψ′ ∈ Link(pQp′). This proves 1).

Now we prove 2). Suppose first that x ̸∈ S⋆. By 1), there is a ψ ∈ Link(C1−x, ), and sinceC1 is an induced subgraph
of G and Lϕ(x)| ≥ 3, we have |Lϕ∪ψ(x)| ≥ 1. Now suppose that x ∈ S⋆. Thus, S⋆ = {x} and |Lϕ(xℓ)| ≥ 3, so,
there is a c ∈ Lϕ(xℓ) with |Lϕ(x) \ {c}| ≥ 2. By Theorem 1.7.5, there is a ψ ∈ LinkLϕ

(C1 − x) with ψ(xℓ) = c, so
we again have |Lϕ∪ψ(x)| ≥ 1.

Now we prove 3). Since S⋆ ̸= ∅, it follows from Co4c) of Definition 10.0.1 that T<2 ̸= ∅. Since xx′ is not an edge of
Spath
⋆ , then it immediately follows from Proposition 10.2.4 that there is a σ ∈ Link(C1−xx′) such that σ(x) ̸= σ(x′),

so σ is a proper Lϕ-coloring of its domain in G̃.

We now return to setting up the proof of Theorem 10.0.7. For each z ∈ D2(C
1), we associate to z a partition of G̃ in

the following way.

Definition 10.2.6. For each z ∈ D2(C
1), we let G̃small

z and G̃large
z be the unique subgraphs of G̃ such that G̃ =

G̃small
z ∪ G̃large

z , where the following hold.

1) Each vertex of G̃ \ C1 with an Lϕ-list of size less than five lies in V (G̃large
z ); AND

2) G̃small
z ∩ G̃large

z = Span(z); AND

3) If Span(z) is either a cycle or a proper 4-chord of C1, then G̃small
z ∪ G̃large

z is the natural Span(z)-partition of G̃;

AND

4) If Span(z) is a claw, then G̃small
z − z and G̃large

z are the two subgraphs of the natural partition of G̃ associated to
the 2-chord Span(z) \ {z} of G̃; AND

5) If Span(z) is a 2-path, then G̃small
z = Span(z) and G̃large

z = G̃.

By Co3 of Definition 10.0.1, these two graphs are uniquely specified.

Note that, if Span(z) is a proper 4-chord P of G̃, then G̃small
z = G̃small

P and G̃large
z = G̃large

P . If Span(z) is a 2-path,
then G̃small

z = Span(z) and G̃large
z = G̃. If Span(z) is a 4-cycle, the, since G is short-separation-free and z ∈ D2(C

1),
it follows from our triangulation conditions that G̃small

z consists of the 4-cycle Span(z) and an edge between the two
neighbors of z in V (Span(z)). Given the definitions above, there is a very natural way to associate to each z ∈ D2(C

1)

a cycle obtained from C1 by rerouting through a path in Span(z).

Definition 10.2.7. For each z ∈ D2(C
1), we associate to z a cycle C1

z in G in the following way. If Span(z) is either
a 2-path or a 4-cycle, then we set C1

z := C1. If Span(z) is a claw, then we set C1
z to be the cycle (C1∩ G̃large

z )+xwx′,
where xwx′ is the 2-path Span(z) \ {z}. Finally, if Span(z) is a proper 4-chord of C1, then we simply set C1

z to be
the cycle G̃large

z + Span(z).

We now have the following.
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Proposition 10.2.8. For any pentagonal z ∈ D2(C
1), the following hold.

1) C1
z is an induced subgraph of G̃small

z ; AND

2) No two vertices of V (Span(z)) ∩D2(C) have a common neighbor other than z in G̃1
z; AND

3) For any u ∈ N(z) ∩ V (G̃large
z \ Span(z)), the set N(u) ∩ (V (C1

z ) ∪ Span(z)) consists of z and at most one

vertex of Span(z) ∩D2(C).

Proof. We first prove 1). This is trivial if Span(z) is a 2-path or a 4-cycle, since in that case we have C1
z = C1 and

so the proposition follows from Co4a) of Definition 10.0.1. Now suppose that Span(z) is a claw, where Span(z) − z
is the 2-chord xwx′ of C1. We then have N(w) ∩ V (C1) ⊆ V (G̃small

z ), or else we contradict the maximality of the
2-chord xwx′, Thus, C1

z is again an induced subgraph in this case, since z ∈ D2(C
1).

Now suppose that Span(z) is a proper 4-chord xyzy′x′ of C1. W first show that x′y, xy′ ̸∈ E(G̃large
z ). Suppose this

does not hold, and suppose without loss of generality that x′y ∈ E(G̃large
z ). Then G̃ contains the 2-chord xyx′ of

C1, and since G is short-separation-free, the 4-cycle x′yzy′ does not separate x from any vertex of G \ B4(C) with
an Lϕ-list of size less than five. Thus, we have G̃small

z ⊆ G̃small
xyx′ , and z ∈ V (G̃small

xyx′), contradicting the fact that z is
pentagonal. Now suppose toward a contradiction that C1

z is not an induced subgraph of G̃large
z . Since C1 is an induced

subgraph of G, x′y, xy′ ̸∈ E(G̃large
z ), and z ∈ D2(C), it follows that there exists an edge e ∈ E(G̃large

z ) with one
endpoint in {y, y′} and the other endpoint in V (C1

z \ Span(z)). Without loss of generality, let e = yu, and note that
u ∈ V (C1) \ {x, x′}.

Now, in G̃large
z , the chord yu of C1

z separates zy′x′ from no vertex of G \B4(C) with an Lϕ-list of size less than five,
and, letting P ∗ := uyzy′x′, we have G̃small

z ⊆ G̃small
P∗ . Since u ̸∈ V (G̃small

z ), we have |V (G̃small
z )| < |V (G̃small

P∗ )|, so we
contradict the maximality of Span(z). This proves 1).

Now we prove 2) and 3) together. We first show that 2) and 3) hold if Span(z) is either a claw, a 4-cycle, or a
2-path. 2) is trivial if Span(z) is either a claw of a 2-path, since there is only vertex of Span(z) ∩ D2(C) in that
case, and, if Span(z) is a 4-cycle, then the claim immediately follows from the fact that G is K2,3-free. Now let u ∈
N(z)∩V (G̃large

z \Span(z)). If Span(z) is a 2-path, a claw, or a 4-cycle, then, by definition, we haveN(u)∩V (C1) = ∅,
so, by 2), N(u)∩ (V (C1

z )∪ Span(z)) consists of at most z and the lone vertex of D2(C)∩ V (Span(z)). Thus, 2) and
3) hold in the case where Span(z) is either a claw, a 4-cycle, or a 2-path.

Now we show that 2) and 3) hold in the case where Span(z) is a proper 4-chord xyzy′x′ of C1. We claim that, for
any u ∈ V (G̃large

z \ C1
z ) with u ∈ N(z), the set N(u) ∩ V (C1

z ) is either a subset of {z, y} or a subset of {z, y′}. Let
u ∈ V (G̃large

z − z) and suppose toward a contradiction that u is adjacent to each of y, y′. By 1), we have u ̸∈ V (C1),
and xyuy′x′ is a proper 4-chord of C1. In G \ C, this 4-chord of C1 separates z from a vertex of G \B4(C) with an
Lϕ-list of size less than five, since G is short-separation-free. This contradicts the fact that z is pentagonal. Thus, u is
adjacent to at most one of y, y′. Now let u ∈ V (G̃large

z \ C1
z ) with u ∈ N(z). Suppose toward a contradiction that u

has a neighbor u′ ∈ V (C1
z ) \ {z, y, z′}. Note that u′ ∈ V (C1). Consider the following cases:

Case 1: u ∈ {x, x′}

Suppose without loss of generality that u = x. Then, in G \ C, the 4-chord P ∗ := xuzy′x′ of C1 separates y
from a vertex of G \ B4(C) with an Lϕ-list of size less than five, since G is short-separation-free. In particular,
G̃small
z ⊆ G̃small

P∗ − u, contradicting the maximality of G̃small
z .

Case 2: u ̸∈ {x, x′}
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In this case, G̃ contains the proper 4-chords Q := u′uzyx and Q′ := u′uzy′x′ of C1, and we have either G̃small
z ⊆

G̃small
Q or G̃small

z ⊆ G̃small
Q′ . Suppose without loss of generality that G̃small

z ⊆ G̃small
Q . Since u′, u ̸∈ V (G̃small

z ), we have
|V (G̃small

z | < |V (G̃small
Q )|, contradicting the maximality of G̃small

z . Thus, u has no neighbors in V (C1
z ) \ {z, y, z′}.

Since u is adjacent to at most one of y, y′, N(u) ∩ V (C1
z ) is either a subset of {z, y} or a subset of {z, y′}.

The final proposition we prove in this section is short but extremely useful.

Proposition 10.2.9. Let k ≤ 2 ≤ 3 and let R be a proper k-chord of C1. Let P be a subpath of C1, where

C1 ∩ G̃small
R ⊆ P and each endpoint of R is a P -hinge. Then, for any ψ ∈ Link(P ), any extension of ψ to an

Lϕ-coloring of dom(ψ) ∪ V (R) extends to Lϕ-color all of G̃small
R as well.

Proof. Let u, u′ be the endpoints of R and let Q be the path C1 ∩ G̃small
R . Since each of u, u′ is a P -hinge, we

have u, u′ ∈ dom(ψ), and ψ restricts to an element ψ′ of LinkLϕ
(Q,C1, G̃). Now, G̃small

R contains a cyclic facial
subgraph F := Q+R, where each vertex of G̃small

R \ F has an Lϕ-list of size at least five, so ψ′ is also an element of
LinkLϕ

(Q,F, G̃small
R ). The desired result now follows immediately from 3b) of Theorem 1.7.4.

10.3 Matchable Colors

In order to prove Theorem 10.0.7 in the most difficult and general case, which is there case where we deal witha
z ∈ D2(C

1) such that Span(z) is a proper 4-chord of C1, (i.e Span(z) has no degeneracies) we need some results
about partial colorings of Span(z) which extend to G̃small

z . The purpose of Section 10.3 is to gather the results of this
form that we need. To state the lone main result of Section 10.3, we first introduce the following terminology.

Definition 10.3.1. Let k ≥ 3 and let P be a proper k-chord of C1 in G̃, where k ≥ 3. Let xy, x′y′ be the terminal
edges of P , where x, x′ ∈ V (C1). Let c ∈ Lϕ(x′) and let A be a subgraph of xy.

1) We say that c is (A,P )-matchable if there is at most on Lϕ-coloring of {x′} ∪ V (A) which uses c on x′ and
does not extend to an Lϕ-coloring of V (G̃small

P ); AND

2) We say that c is highly (A,P )-matchable if every Lϕ-coloring of {x′} ∪ V (A) which uses c on x′ extends to an
Lϕ-coloring of V (G̃small

P ).

Our lone result for Section 10.3 is the following.

Lemma 10.3.2. Let P be a proper k-chord of C1 in G̃, where 3 ≤ k ≤ 4. Let xy, x′y′ be the terminal edges of P ,

where x, x′ ∈ V (C1), and let Q := C1 ∩ G̃small
P . Suppose that G̃large

P has no chord of P , except possibly xx′. Then the

following holds.

Pm1) Suppose that V (Q̊)∩ S⋆ = ∅, and suppose further that either x′, y have no common neighbor in G̃small
P \ P , or

each of the sets V (Q̃)∩T<2 ̸= ∅ and S⋆ is nonempty. Then every color of Lϕ(x′). is highly (xy, P )-matchable.

Pm2) At most one color of Lϕ(x′) is not (x, P )-matchable; AND

Pm3) If |Lϕ(x′)| ≥ 4, then there is a color of Lϕ(x′) which is highly (x, P )-matchable; AND

Pm4) If N(y) ∩ S⋆ ∩ V (Q̊) = ∅ and x′, y have no common neighbor in G̃small
P \ P , then there is a color of Lϕ(x′)

which is highly (xy, P )-matchable.

Pm5) If N(y) ∩ S⋆ ∩ V (Q̊) = ∅ and V (Q̊) ∩ T<2 ̸= ∅, then at most one color in Lϕ(x′) is not highly (xy, P )-

matchable.
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Proof. In the proof of each of Pm1)-Pm5), whenever we have a partial Lϕ-coloring of V (P ) whose domain includes
x, x′, and we want to show that this extends to Lϕ-color V (G̃small

P ), it suffices to check that this partial coloring extends
to an Lϕ-coloring of G̃small

P , since G̃large
P has no chord of P , except possibly xx′. We now fix the following definitions.

A) Let p be the unique vertex of N(y) ∩ V (Q) which, on Q, is closest to x′ (possibly p = x′).

B) Let K be a subgraph of G, where K = yp if p = x, and otherwise K := G̃small
xyp .

C) Let v be the unique neighbor of x on Q and let v′ be the unique neighbor of x′ on Q.

D) Let D be the cyclic facial subgraph Q+ Span(z) of G̃small
P .

We begin by proving Pm1). Suppose that P satisfies the conditions of Pm1). We now have the following.

Claim 10.3.3. Any Lϕ-coloring of {x, x′, y} extends to an Lϕ-coloring of {x′} ∪ V (K).

Proof: Note that, if K is not an edge, then, since every internal vertex of pQx′ has an Lϕ-list of size three, we have
ZK(ψ(u), ψ(y), •) ̸= ∅.

Case 1: x′, y have no common neighbor in Q̊

In this case, we have either p = x or px′ ̸∈ E(Gsmall
P ). If p = x, then K is an edge and we are done, so suppose that

p ̸= x. Thus, we have px′ ̸∈ E(Gsmall
P ), and there is an extension of ψ to an Lϕ-coloring ψ∗ of {x′} ∪ V (K), even if

ZK,Lϕ
(ψ(u), ψ(y), •) = {ψ(x′)}.

Case 2: x′, y have a common neighbor a Q̊

In this case, by assumption, we have V (Q̊) ∩ T<2 ̸= ∅ and S⋆ ̸= ∅, and, by Co4d) of Definition 10.0.1, G[N(y) ∩
V (C1)] is a subpath of C1. Since G is K2,3-free, no internal vertex of the path G[N(y) ∩ V (C1)] lies in T<2, and
since C1 is an induced subgraph of G, it follows that v ∈ T<2 and px′ is the unique terminal edge of Q incident to
x′. Since |Lϕ(p)| ≥ 4, it follows from Theorem 0.2.3 that there is at least one color in ZK(ψ(u), ψ(y), •) other than
ψ(x′), so again, ψ extends to an Lϕ-coloring of {x′} ∪ V (K). ■

Suppose toward a contradiction that ψ does not extend to an Lϕ-coloring of K. Let H := G̃small
P \ (K \ {y, v}). By

Claim 10.3.3, ψ extends to an Lϕ-coloring ψ∗ of {x′} ∪ V (K). If p = x′, then H contains the cyclic facial subgraph
x′Pyx′ and x ̸∈ V (H), and, applying Theorem 0.2.3 to the edge yx′, we get that that ψ∗ extends to an Lϕ-coloring
of V (G̃small

P ), contradicting our assumption. Thus, we have p ̸= x′.

Claim 10.3.4. There is a vertex of H \ (P ∪Q) is adjacent to all three of {x′, p, y}.

Proof: Suppose not. Let H∗ be a planar embedding obtained by adding to H a vertex pnew adjacent to x′, y, so that H∗

has a facial cycle Dnew := x′pnewypQx′. Let S := {p, y, x′} and let L∗ be a list-assignment for H∗ where L∗(pnew) is
a lone color disjoint to all the Lϕ-lists of the vertices of V (H), and otherwise L∗ := LSϕ∪ψ∗ . Note that all the vertices
of H∗ \Dnew have L∗-lists of size at least five. Now, the path pypnewx′ admits an LSϕ∪ψ∗ -precoloring φ which is an
extension of ψ∗. Since Q is a chordless path and N(y) ∩ V (Dnew) = {p, pnew}, there is no chord of Dnew with an
endpoint in pypnewx′. By assumption, no vertex of H∗ \ Dnew is adjacent to all three of {x′, p, y}. Thus, by 1) of
Proposition 1.5.1, φ extends to an L∗-coloring of H∗, so ψ∗ extends to an Lϕ-coloring of H , which is false. ■

Let w† ∈ V (H) \ V (P ∪ Q) be adjacent to all three of x′, p, y. We now have V (Q̊) ∩ T<2 ̸= ∅ by assumption,
and, by Co4d) of Definition 10.0.1, every vertex of D2(C). has a neighborhood in C1 consisting of a subpath of
C1. Since no internal vertex of K − y and no internal vertex of the path G[N(w†) ∩ V (C1)] lies in T<2, we have
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v ∈ V (Q̊) ∩ T<2, and G contains the broken wheel K ′ with principal path vw†x′, where K ′ − w† = pQx′. Since
|Lϕ(v)| ≥ 4, we have |ZK(ψ(x), ψ(y), •)| ≥ 2. Since p ̸= x, we have |Lϕ∪ψ(w†)| ≥ 3, so there is a c ∈ Lϕ∪ψ(w†)

with |ZK(ψ(x), ψ(y), •) \ {c}| ≥ 2. By Observation 1.4.2, ZK(ψ(x), ψ(y), •) ∩ ZK′(•, c, ψ(x′)) ̸= ∅. Thus, ψ
extends to an Lϕ-coloring σ of V (K)∪V (K ′). Since every vertex of G \ (K ∪K ′) has an Lϕ-list of size at least five,
the precoloring (σ(y), σ(w†), σ(x′)) of yw†x′ extends to Lϕ-color G̃small \ (Q− x′), so σ extends to an Lϕ-coloring
of G̃small

P , contradicting our assumption. This proves Pm1).

Now we prove Pm2). If every internal vertex of Q has an Lϕ-list of size at least three, then it immediate from 2) of
Proposition 1.5.1 that any any Lϕ-coloring of {x, x′} extends to an Lϕ-coloring of G̃small

P , since all the vertices of P̊
have Lϕ-lists of size at least five, so we are done in that case. Now suppose there is an internal vertex of Q with an
Lϕ-list of size less than three. Thus there is a u⋆ ∈ V (Q) \ {x, x′} with S⋆ = {u⋆}.

Since every internal vertex of x′Qu⋆ has an Lϕ-list of size at least three, it follows from ii) of Theorem 1.7.5
that, for all but at most one c ∈ Lϕ(x

′), there is a ψ ∈ LinkLϕ
(x′Qu⋆, C

1, G̃) using c on x′. Thus, given a
ψ ∈ LinkLϕ

(x′Qu⋆, C
1, G̃), it suffices to show that ψ(x′) is (x, P )-matchable.

Note that ψ is also an element of LinkLϕ
(x′Qu⋆, D, G̃

small
P ), since every vertex of G̃small

P \ D has an Lϕ-list of size
at least five. Let H := G̃small

P \ (dom(ψ) ∪ Sh2,Lϕ
(x′Qu⋆, D, G̃

small
P )). Since u⋆ is an internal vertex of Q, three

is a unique vertex q on the path u⋆Qx which is adjacent to u⋆. Now, H has a unique facial subgraph F such that
V (D) \ V (x′Qu⋆) ⊆ V (F ), where all the vertices of H \ F have Lϕ∪ψ-lists of size at least five. By 2) of Theorem
1.7.4, each vertex of F \ D has a an list of size at least three, and each vertex of P̊ has an Lϕ∪ψ-list of size at least
three. Since C1 is an induced subgraph of G and u⋆ ∈ dom(ψ), each vertex of V (F ) \ {x, q} has an Lϕ∪ψ-list of size
at least three, and |Lϕ∪ψ(q)| ≥ 2. By our inertness condition, any Lϕ∪ψ-coloring of H extends to an Lϕ∪ψ-coloring
of G̃small

P \ dom(ψ). Let c := ψ(x′) and consider the following cases:

Case 1: q ̸= x

In this case, for any Lϕ-coloring σ of {x, x′} such that σ(x′) = c, the union ψ ∪ σ is a proper Lϕ-coloring of its
domain, since C1 is an induced subgraph of G. By Theorem 1.3.4, there is at most one color of Lϕ∪ψ(x) which is
not used by any Lϕ∪ψ-coloring of H , so there is at most one Lϕ-coloring of {x, x′} which uses c on x′ and does not
extend to an Lϕ-coloring of G̃small

P , so we are done in this case.

Case 2: q = x

In this case, u⋆x is a terminal edge of Q. We claim that any Lϕ-coloring of {x, x′} which uses c on x′ and does not
use ψ(u⋆) on x extends to an Lϕ-coloring of G̃. Then we are done. Let σ be an Lϕ-coloring of {x, x′} with σ(x′) = c

and σ(x) ̸= ψ(u⋆). Then ψ ∪ σ is a proper coloring of its domain in G, as C1 is an induced subgraph of G. Note
that since ψ ∈ LinkLϕ

(Q − x,D, G̃small
P ) as well, since every vertex of G̃small \D has an Lϕ-list of size at least five.

Since each internal vertex of P has an Lϕ∪ψ-list of size at least three, it follows from 3a) of Theorem 1.7.4 that ψ ∪ σ
extends to an Lϕ-coloring of G̃small

P , so we are done. This proves Pm2).

Before proving Pm3)-Pm5), we show the following.

Claim 10.3.5. Let q be a vertex of V (x′Qp) \ {p} and let q∗ be the unique neighbor of q which, on Q, is closer to p.

Let ψ ∈ LinkLϕ
(x′Qq,C1, G̃). Let ψ′ be an Lϕ-coloring of V (K) and suppose that ψ ∪ ψ′ is a proper Lϕ-coloring

of its domain. Suppose that at least one of the following holds.

1) |Lϕ∪ψ(q∗)| ≥ 3; OR
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2) S⋆ ⊆ V (x′Qq); OR

3) q∗ is the lone vertex of S⋆ and |Lϕ∪ψ(q∗)| ≥ 2.

Then ψ ∪ ψ′ extends to an Lϕ-coloring of V (G̃small
P ).

Proof: Let K† := G̃small
P \ (K \ {y, p}) and let D† be the facial cycle x′y′zypQx′ of K†. Now, ψ is also an element

of LinkLϕ
(x′Qq,D†,K†), since every vertex of K† \D† has an Lϕ-list of size at least five. If q∗p ∈ E(G), then q∗p

is an edge of Q, and in that case, it follows from 3a) of Theorem 1.7.4 that the precoloring (ψ′(y), ψ′(p)) of the edge
yp extends to an Lϕ-coloring of K† which is also an extension of ψ, so in that case, ψ ∪ ψ extends to an Lϕ-coloring
of V (G̃small

P ), and we are done. So now suppose that q∗p ̸∈ E(G).

Let σ := ψ∪ψ′ and letK†† := K†\Sh2,Lϕ
(x′Qq,C1, G̃). Note that dom(ψ∪ψ′) ⊆ V (G̃small

P )\Sh2,Lϕ
(x′Qq,C1, G̃).

We just need to show that ψ∪ψ′ extends to an Lϕ-coloring of V (K††), and then it follows from our inertness condition
that ψ∪ψ′ extends to an Lϕ-coloring of V (G̃small

P ). Now,K†† has a facial subgraph F such that every vertex ofK†\F
has an Lϕ∪σ-list of size at least five. Let p∗ be the unique neighbor of p on x′Qp. Since q∗p ̸∈ E(G), we have q∗ ̸= p∗.
Furthermore, each of y′, z has an Lϕ∪σ-list of size at least three. Consider the following cases.

Case 1: No vetex of q∗Qp∗ lies in S⋆

In this case, since C1 is an induced subgraph of G, it follows from our assumption that every vertex of F \ {p∗, q∗}
has an Lϕ∪σ-list of size at least three. Since p∗ ̸= q∗ and p∗, q∗ ̸∈ S⋆, each of p∗, q∗ has an Lϕ∪σ-list of size at least
two. By Theorem 1.3.4, σ extends to an Lϕ-coloring of K††.

Case 2: There is a vertex of q∗Qp∗ lies in S⋆

In this case, if S⋆ = {q∗}, then it follows from our choice of ψ that each of p∗, q∗ has an Lϕ∪σ-list of size at least
two, and, by Theorem 1.3.4, σ extends to an Lϕ-coloring of K††. Now suppose that S⋆ ̸= {q∗}. Thus, since C1 is an
induced subgraph of G, it follows from our choice of ψ that every vertex of F \ (S⋆ ∪ {p∗}) has an Lϕ∪σ-list of size
at least three and each vertex of S⋆ ∪ {p∗} has an Lϕ∪σ-list of size at least two. By Theorem 1.3.4, σ extends to an
Lϕ-coloring of K††, so we are done. ■

Now we prove Pm3). Suppose that |Lϕ(x′)| ≥ 4. Thus, there is a color c ∈ Lϕ(x
′) such that either |Lϕ(v′) \

{c}| ≥ 3 or both v′ ∈ S⋆ and c ̸∈ Lϕ(v
′). Now, any Lϕ-coloring of the singleton x′ is a trivially an element of

LinkLϕ
(x′, C1, G̃), so it follows from Claim 10.3.5 that c is (x, P )-matchable.

Now we prove Pm4). Suppose thatN(y)∩S⋆∩V (Q̊) = ∅ and that x′, y have no common neighbor in Q̊. Any choice
of color for x′ extend to an Lϕ-coloring of {x, y, x′}. Thus, if V (Q̊) ∩ S⋆ = ∅, then we are done by Pm1), so now
suppose there is a lone vertex u⋆ ∈ V (Q̊) such that {u⋆} = S⋆. Since u⋆ ̸∈ N(y), it follows that u⋆ is an internal
vertex of x′Qp. Thus, there is a unique neighbor v⋆ of u⋆ on x′Qu⋆. Since every vertex of x′Qv⋆ has an Lϕ-list of size
at least three, it follows from i) of Theorem 1.7.5 that there is a ψ ∈ LinkLϕ

(xQv⋆, C
1, G̃) such that ψ(v⋆) ̸∈ Lϕ(u⋆).

We claim now that ψ(x′) is (xy, P )-matchable. Let σ be an Lϕ-cloring of {x, y, x′} using ψ(x′) on x′.

By Theorem 0.2.3, the Lϕ-coloring (σ(x), σ(y)) of xy extends to an Lϕ-coloring σ∗ of V (K), since u⋆ ̸∈ V (K).
Since C1 is an induced subgraph of G and u⋆ is an internal vertex of x′Qp, the union σ∗ ∪ ψ is a proper Lϕ-coloring
of its domain, and an extension of σ. By Claim 10.3.5, σ∗ ∪ ψ extends to an Lϕ-coloring of V (G̃small

P ), so ψ(x′) is
indeed (xy, P )-matchable. This proves Pm4).

Now we prove Pm5). Suppose that N(y) ∩ S⋆ ∩ V (Q̊) = ∅ and let û ∈ V (Q̊) ∩ T<2. If S⋆ ∩ (V (Q̊) \N(y)) = ∅,
then, by Pm1), every color in Lϕ(x′) is (xy, P )-matchable, so we are done in that case. Now suppose that S⋆ ∩
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(V (Q) \N(y)) ̸= ∅ and let S⋆ = {u⋆}. Suppose toward a contradiction that there are at least two colors of Lϕ(x′)
which are not (xy, P )-matchable.

Claim 10.3.6. x′ has no neighbors in K and û ̸∈ V (x′Qu⋆).

Proof: Since at least two colors of Lϕ(x′) are not (xy, P )-matchable, there is an Lϕ-coloring σ of {x, y, x′} such that
σ(x′) = c and σ does not extend to an Lϕ-coloring of V (G̃small

P ).

Suppose that x′ has a neighbor in K. Firstly, if x′ ∈ N(y), then Q = G̃small
x′yx ∩ C1 = G[N(y) ∩ V (C1)] by Co4d)

of Definition 10.0.1, since S⋆ ̸= ∅, and furthermore, and û is an internal vertex of the path K − y, which is false,
since û ∈ T<2. Thus, we have x′ ̸∈ N(y), and x′ is adjacent to p. Since C1 is an induced subgraph of G, x′p is an
edge of Q. Since û is not an internal vertex of the path K − y, we have û = p = v′ and K is a broken wheel with
principal path xyp. Since |Lϕ(p)| ≥ 4, we have ZK(σ(x), σ(y), •) \ {σ(y′)} ̸= ∅, so σ extends to an Lϕ-coloring
of G̃small \ (K \ {y, p}). Now, x′Pypx′ is a cyclic facial subgraph of G̃small

P \ (K \ {y, p}), and every vertex of
G̃small
P \ (K \ {y, p}), except for x′, p, has an Lϕ-list of size at least five, so the precoloring (σ(x′), σ(p), σ(y)) of the

2-path x′py extends to Lϕ-color G̃small
P \(K\{y, p}). Thus σ extends to Lϕ-color G̃small

P , contradicting our assumption.
We conclude that x′ has no neighbors in K.

Since S⋆ ∩ V (K) = ∅ and x′ has no neighbors in K, it follows that σ extends to an Lϕ-coloring τ of V (K) ∪ {x′}.
Now suppose toward a contradiction that û ∈ V (x′Qu⋆). Let u† be the unique neighbor of û on x′Qû. Possibly
u† = x′, but, in any case, by i) of Theorem 1.7.5, there is a ψ ∈ Link(x′Qu†) with ψ(x′) = σ(x′), since very vertex
of V (x′Qu†) \ {x′} has an Lϕ-list of size at least three. Furthermore, we have |Lϕ∪ψ(û)| ≥ 3, since û ∈ T<2. Now,
y has no neighbors in dom(ψ), and since u⋆ ̸∈ V (K), we get that u⋆ is an internal vertex of u†Qp. Since C1 is an
induced subgraph of G, the union ψ ∪ τ is a proper Lϕ-coloring of its domain. By Claim 10.3.5, ψ ∪ τ extends to an
Lϕ-coloring of V (G̃small

P ), contradicting our choice of σ. ■

Now, by assumption, there exist two colors c0, c1 ∈ Lϕ(x
′) such that neither c0 nor c1 is (xy, P )-matchable. By

ii) of Theorem 1.7.5, there exists a ψ ∈ LinkLϕ
(x′Qu⋆, C

1, G̃) such that ψ(x′) ∈ {c0, c1}. Suppose without loss
of generality that ψ(x′) = c0. Since c0 is not (xy, P )-matchable, there exists an Lϕ-coloring σ of {x, y, x′} with
σ(x′) = c0, where σ does not extend to an Lϕ-coloring of V (G̃small

P ).

Claim 10.3.7. There exists an extension of σ to an Lϕ-coloring σ∗ of V (K) ∪ {x′}.

Proof: Firstly, by Claim 10.3.6, we have x′y ̸∈ E(G), and since K − y is disjoint to x′Qu⋆, y has no neighbors in
dom(ψ). If p also has no neighbors in dom(ψ), then we are immediately done, so suppose that p has a neighbor in
dom(ψ). Possibly p = x and xx′ ∈ E(G), but then we are done since x′, p are both precolored by σ. Since C1 is an
induced subgraph of G, the only remaining possibility is that u⋆p is an edge of C1. By Claim 10.3.6, û ̸∈ V (x′Qu⋆)

and since û is not an internal vertex of the path K − y, we have û = p (recall that, by Co4d) of Definition 10.0.1, K is
a broken wheel with principal path xyp, as S⋆ ̸= ∅). Since |Lϕ(û)| ≥ 4, we have ZK(σ(x), σ(y), •) \ {ψ(u⋆)} ≠ ∅,
so we are done. ■

Letting σ∗ be as in Claim 10.3.7, it now follows immediately from Claim 10.3.5 that σ∗ ∪ ψ extends to an Lϕ-
coloring, contradicting our assumption that σ does not extend to an Lϕ-coloring of V (G̃small

P ). This completes the
proof of Lemma 10.3.2.
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10.4 Non-End-Repelling Vertices

That is, throughout the remainder of Chapter 10, we reserve the Lemma environment exclusively for statements of the
form “if the following conditions hold, then there exists a (C, z)-opener”. We use the Proposition environment for any
other auxiliary facts we need to prove along the way.

In this section, we deal with the special case where we have a pentagonal z ∈ D2(C
1) such that Span(z) is part of a

cycle of length at most six which separates C from a vertex of G \ B4(C) with an Lϕ-list of size less than five. We
begin with the following definition.

Definition 10.4.1. Let z ∈ D2(C
1) be a pentagonal vertex. We say that z is end-repelling if |E(C1∩G̃large

z )| > 1, and,
letting e, e′ be the two edges of C1 ∩ G̃large

z which are incident to Span(z), there is no 2-chord of G[V (C1
z ∪ Span(z))]

which separates both of e, e′ from z.

The lemma below is the lone result of Section 10.4 and the first in the sequence of lemmas which make up the proof
of Theorem 10.0.7.

Lemma 10.4.2. Let z ∈ D2(C
1) be a pentagonal vertex and suppose that one of the following holds:

1) |E(C1 ∩ G̃large
z )| ≤ 1; OR

2) |E(C1 ∩ G̃large
z )| > 1 and, letting e, e′ be the two edges of C1 which are incident to Span(z), there exists a

2-chord of G[V (C1
z ∪ Span(z))] which separates both of e, e′ from z.

Then |E(C1 ∩ G̃small
z )| > 1 and there exists a (C, z)-opener.

Proof. We first show the following.

Claim 10.4.3. Span(z) is a proper 4-chord of C1.

Proof: Suppose not. Thus, Span(z) is either a 2-path, a 4-cycle, or a claw. If Span(z) is a claw, then |E(C1∩G̃large
z )| >

1, or else there is a triangle which separates C from an element of C. Likewise, if Span(z) is eitehr a 4-cycle or a
2-path, then |E(C1 ∩ G̃large

z )| > 1, since G is a simple graph. Thus, in any case, |E(C1 ∩ G̃large
z )| > 1, so there exist

two distinct edges e, e′ of C1∩ G̃large
z which are incident to Span(z), and there is a 2-chord of C1

z which separates each
of e, e′ from z. Since G has no repeated edges, Span(z) is a claw, and G contains a 4-cycle which separates z from C,
contradicting short-separation-freeness. ■

Since Span(z) is a proper 4-chord of C1, the graph C1 ∩ G̃large
z is a subpath of C1 (i.e not equal to all of C1).

S Let Span(z) := xyzy′x′. Now suppose toward a contradiction that there does not exist a (C, z)-opener. Let
Qsmall := C1 ∩ G̃small

z and Qlarge := C1 ∩ G̃large
z .

Claim 10.4.4. |E(Qsmall)| > 1.

Proof: Suppose not. Thus, we have Qsmall = xx′, and since G is a simple graph, |E(Qlarge)| > 1. By assumption,
there is a vertex w ∈ V (G̃large

z \ C1
z ) with at least one neighbor in {x, y} and at least one neighbor in {x′, y′}. By 2)

of Proposition 10.2.8, {y, y′} ̸⊆ N(w), so suppose without loss of generality that x ∈ N(w). Since w is adjacent to
at least one of x′, y′, G contains a 4-cycle which separates z from C, contradicting short-separation-freeness. ■

Let U be the set of vertices w ∈ V (G̃large
z \ C1

z ) such that N(w) has nonempty intersection with each of {x, y} and
{x′, y′}. By 3) of Proposition 10.2.8, we have U ∩N(z) = ∅.
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Claim 10.4.5. If |E(Qlarge)| ≤ 1 then there is a vertex w ∈ U with three neighbors on Span(z), and N(w) ∩
V (Span(z)) consists of {x, x′} and precisely one of y, y′.

Proof: In this case, we have Qlarge = xx′. Let H be the subgraph of G induced by V (C1 ∪ G̃small
z ). Every vertex of C1

has an Lϕ-list of size at least three, except for possibly a lone vertex with a list of size precisely two, so, by Theorem
0.2.3, H admits an Lϕ-coloring ψ. By assumption, the pair [G[V (H ∪ C)], ϕ ∪ ψ] is not a (C, z)-opener, so there
exists a vertex w ∈ V (G̃large

z \ C1
z ) such that |Lϕ∗(w)| < 3. Since C1

z is the 5-cycle xyzy′x′, it follows that w has at
least three neighbors in Span(z). Since z ̸∈ N(w). Since w is adjacent to at most of y, y′, we get that {x, x′} ⊆ N(w)

and precisely one of y, y′ lies in N(w). ■

We now have the following.

Claim 10.4.6. xy′, y′x ̸∈ E(G). Furthermore, there is a w† ∈ U such that no vertex of G̃large
z \ (C1

z ∪ Sh2(Q
large)),

except possibly w†, has more than two neighbors in C1
z .

Proof: If |E(Qlarge)| > 1, then we have U ̸= ∅ by assumption, and, if |E(Qlarge)| ≤ 1, then U ̸= ∅ by Claim 10.4.6,
so we have U ̸= ∅ in any case.

Subclaim 10.4.7. xy′, x′y ̸∈ E(G), and no vertex of V (G̃ \ C1
z ) \ U has more than two neighbors in C1

z .

Proof: Suppose toward a contradiction that E(G) contains one of xy′, x′y, say xy′ ∈ E(G) without loss of
generality. Since U ̸= ∅, let w ∈ U . By 1) of Proposition 10.2.8, we have x′y ∈ E(G̃small

z ), and thus x′wxy′

is a 4-cycle which separates C from a vertex of G \ B4(C) with an Lϕ-list of size less than five, contradicting
short-separation-freeness.

Now suppose toward a contradiction that there is a w ∈ V (G̃large
z \ C1

z ) with more than two neighbors in C1
z ,

where w ̸∈ U . Since V (G̃small
xw†x′) = V (Qsmall) ∪ {w†}, it follows that N(w) ∩ V (C1

z ) ⊆ {x, y, z, y′, x′}, so w
has at least three neighbors in Span(z). By 3) of Proposition 10.2.8, z ̸∈ N(w) and, by 2) of Proposition 10.2.8,
{y, y′} ̸⊆ N(w), so both of x, x′ lie in N(w), contradicting our assumption that w ̸∈ U . ■

To finish the proof of Claim 10.4.6, it just suffices to show that at most one vertex of U \Sh2(Qlarge) has more than two
neighbors in C1

z . Suppose toward a contradiction that there are two such vertices w,w∗. Note that neither of w,w∗

lies in N(x) ∩N(x′), or else, if each of w,w∗ is adjacent to both of x, x′, then one of x, x′ lies in Sh2(Qlarge), which
is false.

Since w ∈ U and w ̸∈ N(x) ∩ N(x′), suppose without loss of generality that x, y′ ∈ N(w). Thus, G̃ contains the
3-chord R := xwy′x′ of C1. Consider the following cases.

Case 1: w∗ ∈ V (G̃large
R ),

In this case, since z is pentagonal, we have N(w∗)∩ V (C1
z ) ⊆ {y′, z, y, x}. Since U ∩N(z) = ∅ and w∗ has at least

three neighbors on C1
z , it follows that w∗ is adjacent to each of y, y′, contradicting 2) of Proposition 10.2.8.

Case 2: w∗ ∈ V (G̃small
R ),

In this case, sincew∗ ∈ U ,N(w∗) has nonempty intersection with each of {x′, y′} and {y}. Sincew∗ ̸∈ N(x)∩N(x′),
it follows that w∗ is adjacent to each of x, y′, and we are back to Case 1 with the roles of w,w∗ interchanged, so we
are done. ■
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Letw† ∈ U be the vertex specified in Claim 10.4.6. Since no vertex of U lies inN(y)∩N(y′), suppose without loss of
generality that y′ ̸∈ N(w†), and thus x′ ∈ N(w†). Since U ∩N(z) = ∅, we have N(w†)∩V (Span(z)) ⊆ {x, y, x′}.
By Claim 10.4.4, |E(Qsmall)| > 1, so every element of Link(Qlarge) is a proper Lϕ-coloring of its domain in G̃.

Claim 10.4.8. For any σ ∈ Link(Qlarge), the following hold.

1) For any extension of σ to an Lϕ-coloring σ∗ of dom(σ)∪{y}, either |Lϕ∪σ∗(w†)| = 2 or σ∗ does not extend to

an Lϕ-coloring of V (G̃small
z ); AND

2) σ(x′) is not highly (xy,Span(z))-matchable; AND

3) If y ̸∈ N(w†), then σ(x′) is not highly (x,Span(z))-matchable.

Proof: Since w† ∈ U , w† has a neighbor in {x, y}, so, for some 2 ≤ k ≤ 3, G̃ contains a k-chord R of C1, where R
is either x′w†x or x′w†yx. Since z is pentagonal, we have G̃small

R ∩ G̃small
z ⊆ {x, y, x′}. Now, by Proposition 10.2.9,

V (G̃small
R − w†) is (L, ϕ ∪ σ)-inert in G.

We first prove 1). Let σ∗ be an extension of σ to an Lϕ-coloring of dom(σ) ∪ {y}. Suppose that |Lϕ∪σ∗(w†)| ≠ 2.
Since z ̸∈ V (C1) and |Lϕ∪σ(w†)| ≥ 3, we have |Lϕ∪σ∗)(w†)| > 2. Now suppose toward a contradiction that σ∗

extends to an Lϕ-coloring τ of V (G̃small
z ). Since N(w†) ∩ V (Span(z)) ⊆ {x, y, x′}, we have |Lϕ∪τ (w†)| ≥ 3. Let

H be the subgraph of G induced by dom(ϕ ∪ σ∗) ∪ V (G̃small
z ) ∪ V (−w†). As indicated above, V (G̃small

R − w†) is
(L, ϕ ∪ σ)-inert in G. By Claim 10.4.6, w† is the only vertex of G̃large

z \ (C1
z ∪ Sh2(Q

large)) with more than two
neighbors in C1

z , so [H,ϕ ∪ τ ] is a (C, z)-opener, contradicting our assumption.

Now we prove 2) and 3) together. If one of these does not hold, then, letting A := G[N(w†)∩{x, y}], σ(x′) is highly
(A,Span(z))-matchable. If y ̸∈ N(w†), then, by assumption, σ(x′) is highly (x,Span(z))-matchable, and since
V (G̃small

R )∩V (G̃small
z ) ⊆ {x, y, x′}, σ extends to an Lϕ-coloring τ of dom(σ)∪V (G̃small

z ). Since |Lϕ∪σ(w†)| ≥ 3 and
y ̸∈ N(w†), we have |Lϕ∪τ (w†)| ≥ 3, contradicting 1). Thus, we have y ∈ N(w†). By Claim 10.4.6, x′y ̸∈ E(G),
and sinceN(y)∩V (C1) ⊆ V (Qsmall), we have |Lϕ∪σ(y)| ≥ 4. Thus, σ extends to an Lϕ-coloring σ∗ of dom(σ)∪{y}
such that |Lϕ∪σ∗(w†)| ≥ 3. Since σ(x′) is highly (xy,Span(z))-matchable, we again contradict 1). ■

By 1) of Corollary 10.2.5, we have Link(Qsmall) ̸= ∅, so, by 2) of Claim 10.4.8, we immediately have the following.

Claim 10.4.9. At least one color of Lϕ(x′) is not highly (xy,Span(z))-matchable. Furthermore, if y ̸∈ N(w†), then

at least one color of Lϕ(x′) is not highly (x,Span(z))-matchable.

Now let p ∈ V (Qsmall) be the neighbor of y, which, on the path Qsmall, is closest to x′. Let K be a subgraph of G,
where K := xy if p = x, and otherwise K := G̃small

xyp .

Claim 10.4.10. N(w†) ∩ V (Span(z)) = {x, x′}.

Proof: Suppose not. Since y′, z ̸∈ N(w†) and w† ∈ U , we have y ∈ N(w†). We now note the following.

Subclaim 10.4.11. x′, y have no common neighbor in G̃small
z .

Proof: Suppose that x′, y have a common neighbor in G̃small
z . Possibly this common neighbor lies in Span(z), but,

in any case, since every chord of Span(z), except possibly xx′, lies in G̃small
z , and x′, y are both adjacent to w†, it

follows that G contains a 4-cycle which separates C from a vertex of G \B4(C) with an Lϕ-list of size less than
five, contradicting short-separation-freeness. ■

We now have the following.
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Subclaim 10.4.12. S⋆ ∩ V (Q̊small) ̸= ∅.

Proof: Suppose toward a contradiction that S⋆ ∩ V (Q̊small) = ∅. Thus, every internal vertex of Qsmall has an
Lϕ-list of size at least three. By Subclaim 10.4.11, x′, y have no common neighbor in G̃small

z , and thus, by Pm1)
of Lemma 10.3.2, every color of Lϕ(x′) is highly (xy,Span(z))-matchable, contradicting Claim 10.4.9. ■

Since yx′ ̸∈ E(G) , we get that, for each vertex v ∈ N(y)∩N(C1), G̃ contains the 3-chord Rv := vyw†x′ of C1 and
the 4-chord P v := vyzy′x′ of C1. Note that P x = Span(z). Since z is pentagonal, the 5-cycle x′y′zyw† separates C
from a vertex of G \ B4(C) with an Lϕ-list of size less than five. In particular, since N(y) ∩ V (C1) ⊆ V (Qsmall), it
follows that V (G̃small

Rv ∩ G̃small
Pv ) ⊆ {v, y, x′} for each v ∈ N(y) ∩ V (C1).

Subclaim 10.4.13. S⋆ ∩N(y) ̸= ∅.

Proof: Suppose toward a contradiction that S⋆ ∩ N(y) = ∅. By Subclaim 10.4.11 , x′, y have no common
neighbor in G̃small

z , so it immediately follows from Pm4) of Lemma 10.3.2 that there is a color c ∈ Lϕ(x
′)

is highly (xy,Span(z))-matchable. Since u⋆ ̸∈ V (Qlarge), it follows from i) of Theorem 1.7.5 that there is a
σ ∈ Link(Qlarge) using c on x′, contradicting 2) of Claim 10.4.8. ■

Since S⋆ ̸= ∅, it follows from Co4d) of Definition 10.0.1 thatK is either an edge or a broken wheel with principal path
xyp. Applying Subclaim 10.4.13, there is a lone vertex u⋆ ∈ N(y) such that S⋆ = {u⋆}. Since u⋆ ∈ V (Q̊small), K is
a broken wheel with principal path xyp. Possibly x ∈ N(w†), but the trick now is to leave x uncolored. By Subclaim
10.4.11, px′ ̸∈ E(G), so it follows that G̃small

Ru⋆ is an induced subgraph of G. Since |Lϕ(u⋆)| = 2, |Lϕ(x′)| ≥ 3,
and |Lϕ(y)| ≥ 5, it follows from 1) of Theorem 9.0.1 that there exists an Lϕ-coloring ψ of {u⋆, y, x′} such that any
extension of ψ to an Lϕ-coloring of V (Ru⋆) also extends to an Lϕ-coloring of G̃small

Ru⋆ .

Since u⋆ ∈ N(y), every internal vertex of u⋆Qsmallx′ has an Lϕ-list of size at least three, and, by Subclaim 10.4.11,
x′, y have no common neighbor in G̃small

z , so it follows from Pm1) of Lemma 10.3.2 that ψ extends to an Lϕ-coloring
ψ∗ of V (G̃small

Pu⋆ ). Let H be the subgraph of G induced by dom(ϕ∪ψ∗)∪V (G̃small
Ru† −w†). By our choice of ψ∗, we get

that V (G̃small
Ru⋆ ) is (L, ϕ ∪ ψ∗)-inert in G. Since x is uncolored, we have |Lϕ∪ψ∗(w†)| ≥ 3. Since S⋆ ̸= ∅ and every

vertex of D2(C) has a neighborhood on C1 consisting precisely of a subpath of C1, we have Sh2(Qlarge) ⊆ V (Qlarge),
and, by Claim 10.4.6, w† is the only vertex of G \ C1

z with more than two neighbors in C1
z . Thus, [H,ϕ ∪ ψ∗] is a

(C, z)-opener, contradicting our assumption. This completes the proof of Claim 10.4.10. ■

Note that, since z is pentagonal, the graphs G̃small
xw†x′ and G̃small

z intersect precisely on x, x′, and Qlarge = C1 ∩ G̃small
xw†x′ .

By Claim 10.4.9, there is a color of Lϕ(x′) which is not highly (x,Span(z))-matchable, since y ̸∈ N(w†).

If S⋆ ∩ V (Q̊small) = ∅, then, by 2) of Proposition 1.5.1, any Lϕ-coloring of {x, x′} extends to an Lϕ-coloring of
V (G̃small

z ), so every color of Lϕ(x′) is highly (x,Span(z))-matchable. Thus, we have S⋆ ∩ V (Q̊small) ̸= ∅. Since
S⋆ ∩ V (Q̊small) ̸= ∅, every vertex of Qlarge has an Lϕ-list of size at least three, so, by i) of Theorem 1.7.5, for every
d ∈ Lϕ(x′), there is an element of Link(Qsmall) using d on x′. Thus, no color of x′ is highly (x,Span(z))-matchable.

Let u⋆ be the lone vertex of S⋆. By Co4c)-d) of Definition 10.0.1, there is a û ∈ T<2, and every vertex ofD2(C) has a
neighborhood on C1 which consists precisely of a subpath of C1. Since no internal vertex of G[N(w†) ∩ V (C1)] lies
in T<2, we have û ∈ V (Qsmall). If û = x′, then, since |Lϕ(û)| ≥ 4, it follows from Pm3) of Lemma 10.3.2 that there
is a highly (x,Span(z))-matchable color in Lϕ(x′), contradicting Claim 10.4.9. Thus, we have û ∈ V (Qsmall − x′).
Consider the following cases:

Case 1: û = x
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By Pm2) of Lemma 10.3.2, there is an (x,Span(z))-matchable color c ∈ Lϕ(x
′). Since every internal vertex of

Qlarge has an Lϕ-list of size at least three, it follows from i) of Theorem 1.7.5 that there are two elements σ0, σ1
of Link(Qlarge) which use c on x′ and use different colors on x. Since c is (x,Span(z))-matchable, there exists an
i ∈ {0, 1} such that σ0 extends to an Lϕ-coloring of V (G̃small

z ). Since y ̸∈ N(w†), this contradicts 1) of Claim 10.4.8.

Case 2: û ∈ V Q̊small)

In this case, since no color of Lϕ(x′) is highly (x,Span(z))-matchable, it follows from Pm5) of Lemma 10.3.2 that
u⋆ ∈ N(y). Let P× := pyzy′x′. Now, applying Corollary 10.2.5, we fix a σ ∈ Link(pQsmallxQlargex′). By 2) of
Theorem 1.7.4, each of y, z, y′ has an Lϕ∪σ-list of size at least three, so, by 2) of Proposition 1.5.1 applied to G̃small

P× ,
we get that σ extends to an Lϕ-coloring σ∗ of dom(σ) ∪ V (G̃small

P× . Since σ restricts to an element of Link(xQsmallp),
the Lϕ-coloring (σ(x), σ∗(y), σ(p)) of xyp extends to Lϕ-color K as well, so σ extends to Lϕ-color an Lϕ-coloring τ
of dom(σ)∪V (G̃small

z ). Since y ̸∈ N(w†), we have dom(ϕ∪τ)∩N(w†) = {x, x′} and |Lϕ∪τ (w†)| = 3, contradicting
1) of Claim 10.4.8. This completes the proof of Lemma 10.4.2.

10.5 Obstruction Vertices

When we construct a (C, z)-opener for a given a pentagonal z ∈ D2(C
1), the main obstacle is the presence of vertices

of G̃large
z \ V (C1 ∪ Span(z)) which have neighbors on C1 and neighbors in Span(z), so we introduce the following

terminology.

Definition 10.5.1. Let z ∈ D2(C
1) be a pentagonal vertex and suppose that |E(C1 ∩ G̃large

z )| > 1. Let e = xx∗ be
one of the two edges of C1 ∩ G̃large

z which is incident to Span(z), where x ∈ V (Span(z) ∩ C1) and x∗ ∈ V (C1 ∩
G̃large
z ) \ V (Span(z)). We then have the following definitions.

1) An e-obstruction is a vertex w ∈ V (G̃large
z ) \ V (C1

z ∪ Span(z)) such that the following hold.

a) w is adjacent to at least one endpoint of the lone edge of Span(z) incident to x; AND

b) There is a 2-chord of G[V (C1
z ∪ Span(z))] with w as a midpoint, where, in G̃large

z , this 2-chord separates z
from the edge xx∗.

2) We denote the set of e-obstruction vertices by Obz(e). We say that an e-obstruction w is maximal if there does
not exist an e-obstruction w′ and a 2-chord of G[V (C1

z ∪ Span(z))] which has w′ as a midpoint and which
separates w from z.

Proposition 10.5.2. Let z ∈ D2(C
1) be a pentagonal, end-repelling vertex and let e be one of the two edges of

C1 ∩ G̃large
z which is incident to Span(z). Then Obz(e) ̸= ∅ and there exists a unique w ∈ Obz(e) and a 2-chord Re

ofG[V (C1
z ∪Span(z))] with w as a midpoint, where G̃large

z admits a partition G̃large
z = J0

e ∪J1
e , such that the following

hold.

1) J0
e ∩J1

e is the natural Re-partition of G̃large
z , where z ∈ V (J0

e ) and each vertex of G̃ \C1 with an Lϕ-list of size

less than five lies in V (J0
e ); AND

2) w is an e-obstruction and each e-obstruction lies in J1
e ; AND

3) N(w) ∩ V (C1) ⊆ V (J1
e )
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Proof. Let e = xx∗, where x ∈ V (Span(z)), and let xy be the unique edge of Span(z) incident to x. Note that, since
C1 is an induced subgraph of G, it follows that, for each endpoint e of C1 ∩ G̃large

z , an e-obstruction always exists,
since the endpoints of e have a common neighbor in D2(C). We break the remainder of the proof into two cases:

Case 1: There does not exist an element of Obz(xx∗) adjacent to y

In this case, we let P be the set of 2-chords P of C1 in G \ C such that P has x as an endpoint and the midpoint of
P lies in G̃large

z . There is a unique element of P which maximizes the quantity |V (G̃small
P )|, and the midpoint of this

element of P is the unique maximal obstruction vertex.

Case 2: There exists an element of Obz(xx∗) adjacent to y

In this case, let S be the set of proper 3-chords P of C1 in Glarge
z in which xy is a terminal edge, the non-y endpoint of

the middle edge of P is an e-obstruction, and the 3-chord P of C1 separates xu from z. By assumption, S ≠ ∅. Note
that each element of S is a 2-chord of G[V (C1

z ∪ Span(z))].

To show that the proposition holds in this case, it suffices to show that, for any Q,Q′ ∈ S, we have either G̃small
Q ⊆

G̃small
Q′ or G̃small

Q′ ⊆ G̃small
Q . If this holds, then, letting Q be the unique element of S which maximizes |V (G̃small

Q )|, the
choice Re = Q satisfies the proposition. If this total ordering of the elements of S does not hold, then there exists a
Q ∈ S which separates Gsmall

z \Q from a vertex of G \B4(C) with an Lϕ-list of size less than five, contradicting the
fact that z is pentagonal.

Given the result above, it is natural to introduce the following definition.

Definition 10.5.3. Given an end-repelling pentagonal vertex z ∈ D2(C
1) and an edge e of C1 ∩ G̃large

z which is
incident to Span(z), the notation J0

e , J
1
e always refers to the two subgraphs of G̃large

z specified in Proposition 10.5.2
and the notation Re always refers to the 2-chord of G[V (C1

z ∪ Span(z))] specified in Proposition 10.5.2. Note that Re
is either a 2-chord of a 3-chord of C1.

We now prove two propositions about obstruction vertices.

Proposition 10.5.4. Let z ∈ D2(C
1) be a pentagonal vertex, where |E(C1 ∩ G̃large

z )| > 1, and let e be an edge of

C1 ∩ G̃large
z incident to Span(z), where x ∈ V (Span(z)). Let wu be the lone edge of Re \ Span(z), where u ∈ V (C1)

and w is the unique maximal e-obstruction. Let B be a nonempty subset of D2(C) ∩N(w), where each w∗ ∈ B has

a neighbor in C1
z \ J1

e . Then there exists a proper 3-chord R of C1, where wu is one of the terminal edges of R, such

that. letting w∗w be the middle edge of R, the following hold.

1) G̃small
R ∩ J1

e = wu; AND

2) w∗ ∈ B, N(w∗) ∩ V (C1) ⊆ V (G̃small
R ), and B ⊆ V (G̃small

R ).

Proof. Since B ̸= ∅, G̃large
z contains a proper 3-chord of C1 in which wu is a terminal edge and the non-w endpoint

of the middle edge lies in B. Let S be the set of proper 3-chords of C1 satisfying these properties. To show that
Proposition 10.5.4 holds, it suffices to show that, for any R,R′ ∈ S, we have either G̃small

R ⊆ G̃small
R′ or G̃small

R′ ⊆ G̃small
R ,

and then the element of S which maximizes |V (G̃small
Q )| satisfies 1) and 2). If this total ordering of the elements of S

does not hold, then there exists a R ∈ S such that R separates z from a vertex of G \ B4(C) with an Lϕ-list of size
less than five, and since R is a 3-chord of C1, this contradicts the fact that z is pentagonal.

In general, when we construct (C, z)-openers, we want to avoid deleting the obstruction vertices but sometimes we
have to delete them, and Proposition 10.5.4 specifies a natural way to define maximal “second generation” obstruction
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vertices.

Definition 10.5.5. Let z ∈ D2(C
1) be a pentagonal vertex, where |E(C1 ∩ G̃large

z )| > 1, and let e be an edge of
C1 ∩ G̃large

z incident to Span(z), where x ∈ V (Span(z)). Let wu be the lone edge of Re \ Span(z), where u ∈ V (C1)

and w is the unique maximal e-obstruction. Let B be a nonempty subset of D2(C) ∩N(w), where each w∗ ∈ B has
a neighbor in C1

z \ J1
e . We call the 3-chord R of C1 defined in Proposition 10.5.4 the e-enclosure of B and we call the

lone edge of R \ {w, u} the e-wall of B.

We now have the following.

Definition 10.5.6. Let z ∈ D2(C
1) be an end-repelling pentagonal vertex, and let e be one of the two edges of

C1 ∩ G̃large
z which is incident to Span(z) ∩ C1. Let u be the unique non-Span(z) endpoint of Re. We say that e is

problematic if S⋆ is a nonempty subset (i.e a lone vertex) of (J1
e ∩ C1) \ {u}.

Proposition 10.5.7. Let z ∈ D2(C
1) be a pentagonal end-repelling vertex and let e = xv be one of the two edge

of C1 ∩ G̃large
z which is incident to Span(z), where x ∈ V (Span(z) ∩ C1). Let y be the lone neighbor of x in

Span(z) ∩ D2(C). Suppose that e is unproblematic and let uw be the lone edge of Re \ {x, y}, where u ∈ V (C1).

Then the following hold.

A) If at most one of x, y is adjacent to w, and there exists an Lϕ-coloring of {u, x, y} which does not extend to an

Lϕ-coloring of V (J1
e ), thenRe = uwyx and, in particular, J1

e is a wheel where there is a lone vertex of J1
e \Re

adjacent to all the vertices of the cycle (C1 ∩ J1
e ) +Re; AND

B) If x is not adjacent to w, then, for any two distinct colors c0, c1 ∈ Lϕ(x), any Lϕ-coloring of {u,w, z} extends

to an Lϕ-coloring of V (J1
e ) ∪ {z} using one of c0, c1 on x.

Proof. We first prove A). Let σ be an Lϕ-coloring of {u, x, y} which does not extend to an Lϕ-coloring of V (J1
e ).

Suppose first that y ̸∈ N(w). Thus, J1
e is a broken wheel with principal path uwx. Since y is not adjacent to w, we

have |Lϕ∪σ(w)| ≥ 3, and it follows from 1) of Proposition 1.5.1 that σ extends to Lϕ-color V (J1
e ), contradicting our

assumption. Thus, we have y ∈ N(w), and, by assumption, x ̸∈ N(w).

Let D be the cycle (C1 ∩ J1
e ) + Re. Note that D is a cyclic facial subgraph of J1

e . Since σ does not extend to Lϕ-
color V (J1

e ), it follows that σ(u) is not highly (xy,Re)-matchable. By Pm1) of Lemma 10.3.2, u, y have a common
neighbor p in J1

e \D. Since uy ̸∈ E(G), it follows from our triangulation conditions that p is adjacent to w as well.
In particular, w has no neighbors on D other than y, u, and since C1 is an induced cycle and there is no chord of D
with y as an endpoint. Thus, D is an induced cycle. We claim now p is adjacent to x.

Suppose that x ̸∈ N(p). In that case, |Lϕ∪σ(p)| ≥ 3 and no vertex of J1
e has more than two neighbors among {u, x, y}.

Since D is an induced subgraph of G and Lϕ(w)| ≥ 5, it follows that {v ∈ V (J1
e ) \ {u, x, y} : |Lϕ∪σ(v)| ≤ 2} either

consists of a lone vertex of D with an L-list of size at least one or two vertices of D with lists of size at least two.
Applying Theorem 0.2.3 in the first case or Theorem 1.3.4 in the second, we get that that σ extends to Lϕ-color V (J1

e ),
contradicting our assumption. Thus, p is adjacent to x.

To finish, we just need to check that G̃small
upx is a broken wheel with principal path upx. Suppose not. We have

|Lϕ∪σ(w)| ≥ 3 and |Lϕ∪σ(p)| ≥ 2. Since D is an induced subgraph of G, it follows from Theorem 1.5.3 that σ
extends to Lϕ-color V (J1

e ), contradicting our assumption. This proves A).

Now we prove B). Since x ̸∈ N(w), we have Re = uwy. Let σ be an Lϕ-coloring of {u,w, z}. Let v̂ be the lone
neighbor of w closest to x on (u, x)-path in J1

e ∩ C1. Since x is the only neighbor of y on this path and x ̸∈ N(w), it
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follows from our triangulation conditions that v is not adjacent to x. Furthermore, σ extends to an Lϕ-coloring σ∗ of
V (H) ∪ {z}, and J1

e \H has a facial subgraph F containing all the vertices of J1
e \H with Lϕ∪σ∗ -lists of size less

than five. Since C1 is an induced subgraph of G, and |Lϕ∪σ∗(y)| ≥ 3, every vertex of F has an Lϕ∪σ∗ -list of size at
least three, except for at most one vertex of C1 \{v̂, x}, which has n Lϕ∪σ∗ -list of size at least two. Thus, by Theorem
1.3.4, σ∗ extends to an Lϕ-coloring of V (J1

e ) ∪ {z} using one of c0, c1 on x.

10.6 The Trickiest Case

The trickiest case to deal with in the proof of Theorem 10.0.7 is the case where Span(z) is a proper 4-chord of C1

such that G̃large
z ∩C1 is a subpath of C1 which differs from C1 only by an edge (i.e G̃small

z is just an edge). In this case,
letting Q := G̃large

z ∩ C1, an element of Link(Q) is not necessarily be a proper Lϕ-coloring of its domain in G \ C,
because this partial coloring of Q possibly uses the same color on the endpoints of Q. This is the most difficult and
technical aspect of the proof of Theorem 10.0.7.

The purpose of Sections 10.6 and 10.7 is to deal with this obstacle. That is, we show in Sections 10.6-10.7 that, for
any pentagonal z ∈ D2(C

1), if Span(z) is a proper 4-chord of C1 and G̃small
z ∩ C1 is a path of length one, then there

exists a (C, z)-opener. We begin with the following observation, which we use repeatedly.

Observation 10.6.1. Let z ∈ D2(C
1) be a pentagonal vertex, where Span(z) is a proper 4-chord ofC1 and G̃small

z ∩C1

is a path of length one. Let Span(z) = xyzy′x′ for some edge xx′ of C1. If Span(z) has a chord other than xx′, then

G̃small
z either consists of Span(z) and the edges {xx′, xy′, yy′}, or Span(z) and the edges {xx′, x′y, yy′}.

Proof. The 5-cycle xyzy′x′x′ is a facial subgraph of G̃small
z . Since z ∈ D3(C), we have x, x′ ̸∈ N(z). Furthermore,

by Proposition 10.2.8, there is no chord of C1
z in G̃large

z . Since G is short-separation-free and x, x′ ̸∈ N(z), the
observation immediately follows from our triangulation conditions.

We now have the following.

Proposition 10.6.2. Let z ∈ D2(C
1) be a pentagonal vertex where Span(z) is a proper 4-chord of C1 and G̃small

z ∩C1

is a path of length one. Let Span(z) := xyzy′x′ for some x, x′ ∈ V (C1) and y, y′ ∈ D2(C). Then, for any

y∗ ∈ {y, y′}, the following hold.

a) For any Lϕ-coloring σ of {x, x′} there is an extension of σ to a proper Lϕ-coloring ψ of V (Span(z)− y∗) such

that |Lϕ∪ψ(y∗)| ≥ 3 and V (Gsmall
z ) \ V (Span(z)) is (L, ϕ ∪ ψ)-inert; AND

b) If there is no chord of C1 with y∗ as an endpoint other than yy′, then, for any Lϕ-coloring τ of V (Span(z)) \
{y∗, z} there is an extension of τ to a proper Lϕ-coloring ψ of V (Span(z)− y∗) such that |Lϕ∪ψ(y∗)| ≥ 3 and

V (Gsmall
z − y∗) is (L, ϕ ∪ ψ)-inert.

Proof. Suppose without loss of generality that y∗ = y′. We break this into two cases.

Case 1: There is a chord of C1
z with y′ as an endpoint

In this case we just need to prove a). Since C1
z is an induced cycle of G̃large

z , it follows from Observation 10.6.1 that
V (G̃small

z ) = {x, y, z, y′, x′}. If |Lϕ∪σ(y)| = 3, then Gsmall
z contains the edge yx′, so |Lϕ∪σ(y′)| ≥ 4. Thus, choosing

a color f ∈ Lϕ∪σ(z) such that |Lϕ∗(y′) \ {f}| ≥ 4, and coloring y with any remaining color, we have an extension of
ϕ ∪ σ to the edge yz which leaves behind at least three colors in the list of y′.
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Thus, if |Lϕ∪σ(y)| = 3, then we are done, so now suppose that |Lϕ∪σ(y)| > 3. Thus, there is a color f ∈ Lϕ∪σ(y)
such that |Lϕ∪σ(y′) \ {f}| ≥ 3, and since |Lϕ∪σ(z) \ {f}| ≥ 4, there is an extension of ϕ ∪ σ to the edge yz which
leaves behind at least three colors in the list of y′, so we are done.

Case 2: There is no chord of C1
z with y as an endpoint

In this case, since C1
z is an induced subgraph of G̃large

z , it follows that, for any extension ψ of ϕ∗ to an L-coloring of
V (C) ∪ {x, y, z, x′}, we have |Lψ(y′)| ≥ 3, since the only neighbors of y′ among the colored vertices are x′, z. Now
let τ be an Lϕ-coloring of {x, x′, y}.

If there does not exist a lone vertex of G̃small
z adjacent to all five vertices of Span(z), then, by Theorem 1.3.5, any

extension of ϕ∪τ to z satisfies the desired conditions. Now suppose that such a vertex v⋆ exists. SinceC1
z is an induced

subgraph of G̃large
z , and G̃small

z is a wheel with central vertex v⋆, xx′ is the only chord of C1
z in G. Furthermore, we

have |Lϕ∪τ (v⋆)| ≥ 2, and since |Lϕ∪τ (z)| ≥ 4, it immediately follows from Corollary 1.3.6 that there is an extension
of τ to an Lϕ-coloring of {x, y, z, x′} satisfying the desired properties.

Now we prove the first of two lemmas which make up the remainder of Section 10.6.

Lemma 10.6.3. Let z ∈ D2(C
1) be a pentagonal vertex, where Span(z) is a proper 4-chord ofC1 such that G̃small

z ∩C1

is a path of length one. Suppose that there does not exist a (C, z)-opener. If there is an element of Link(C1 − xx′)
such that σ(x) ̸= σ(x′), then V (G̃zsmall) = V (Span(z)). In particular, if S⋆ ̸= ∅, then V (G̃zsmall) = V (Span(z)).

Proof. By Lemma 10.4.2, z is end-repelling, since C1 ∩ G̃small
z is an edge. Let e, e′ be the two terminal edges of

C1 ∩ G̃large
z , where e is incident to x and e′ is incident to x′.

Let Q := C1 − xx′ and let σ ∈ Link(Q), where σ(x) ̸= σ(x′). Suppose toward a contradiction that V (G̃zsmall) ̸=
V (Span(z)). By Observation 10.6.1, there is no chord of the path xyzy′x′ in G except for xx′.

Applying Proposition 10.5.2, let w be the unique maximal e-obstruction and let w′ be the unique maximal e′-
obstruction. Let uw be the lone edge of Re \ {x, y} and let u′w′ be the lone edge of Re′ \ {x′, y′}. Since G has
no chord of Span(z) except for xx′, we have |Lϕ∪σ(y)| ≥ 4 and |Lϕ∪σ(y′)| ≥ 4. Since each of w,w′ has an Lϕ-list
of size at least three, we extend σ to an Lϕ-coloring of dom(σ) ∪ {y, y′} in the following way. We let f ∈ Lϕ∪σ(y)
and f ′ ∈ Lϕ∪σ(y′), where |Lϕ∪σ(w) \ {f}| ≥ 3 and |Lϕ∪σ(w′) \ {f ′}| ≥ 3. Possibly f = f ′, which is permissible
as yy′ ̸∈ E(G).

Since |Lϕ(z) \ {f, f ′}| ≥ 3, it immediately follows from Corollary 1.3.6 that there is an Lϕ-coloring τ of dom(σ) ∪
V (G̃small

z ) using f, f ′ on the respective vertices y, y′. Let H be the subgraph of G induced by dom(ϕ ∪ τ) ∪ V (J1
e ∪

J1
e′) ∪ Sh2(Q).

We claim now that [H \{w,w′}, ϕ∪τ ] is a (C, z)-opener. It suffices to check that each of V (J1
e −w) and V (J1

e′−w′)

is (L, ϕ ∪ τ)-inert in G. Without loss of generality, we just show that this holds for J1
e − w. If Re = uwx, then

V (J1
e \Re) ⊆ Sh2(Q) and so it immediately follows from the definition of Link(Q) that V (J1

e −w) is (L, ϕ∪τ)-inert
inG. On the other hand, ifRe = u′w′x′, then this immediately follows from Proposition 10.2.9 so we are done. Thus,
[H \ {w,w′}, ϕ ∪ τ ] is a (C, z)-opener, contradicting our assumption.

We conclude that, if there is an element of Link(Q) such that σ(x) ̸= σ(x′), then V (G̃zsmall) = V (Span(z)). In
particular, it immediately follows from 3) of Corollary 10.2.5 that either S⋆ = ∅ or V (G̃zsmall) = V (Span(z)).

Now we prove the main result of Section 10.6.
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Lemma 10.6.4. Let z ∈ D2(C
1) be a pentagonal vertex, where Span(z) is a proper 4-chord of C1 and G̃small

z ∩ C is

a path of length one. Suppose that there does not exist a (C, z)-opener. Suppose further that there is a u⋆ ∈ V (C1)

with S⋆ = {u⋆}. Then there exists a terminal edge e = xv of C1 ∩ G̃large
z , where x is an endpoint of Span(z), such

that the following hold.

1) xv is problematic; AND

2) There is a vertex of T<2 which, on the path C1 ∩ G̃large
z , separates u⋆ from the non-x endpoint of Span(z).

Proof. Since S⋆ ̸= ∅, it follows from Co4d) of Definition 10.0.1 that every vertex of D2(C) has a neighborhood on
C1 consisting precisely of a subpath of C1. By Lemma 10.4.2, z is end-repelling, since C1 ∩ G̃small

z is an edge. Let
e, e′ be the two terminal edges of C1 ∩ G̃large

z , where e is incident to x and e′ is incident to x′.

Let wu be the unique edge ofRe\{x, y} and let w′u′ be the unique edge ofRe′ \{x′, y′}, where w is an e-obstruction,
w′ is an e′-obstruction, u ∈ V (C1−x) and u′ ∈ V (C1−x′). By Lemma 10.4.2, we have u, u′ ̸∈ {x, x′} and w ̸= w′.
Let Q := C1 ∩ G̃large

z = C1 − xx′.

Suppose toward a contradiction that the lemma is not satisfied. By Co4c) of Definition 10.0.1, there is a vertex
v† ∈ T<2. Note that v† ̸= u⋆. Let q, q′ be the endpoints of Spath

⋆ (possibly q = q′ = u⋆), where the vertices of
{q, q′, x, x′} have the cyclic order x′, q′, q, x (possibly one of q, q′ lies in {x, x′}). Since G is K2,3-free, v† is not an
internal vertex of Spath

⋆ . Thus, suppose without loss of generality that v† ∈ V (qQx). Recall that w′u′ is the lone edge
of Re′ \ {x′, y′}. Since the lemma does not hold, and v† ∈ V (qQx), we have by assumption that u⋆ ̸∈ V (J1

e′ − u′),
or else e′ is problematic and, v† separates u⋆ from x on the path C1 − xx′. Now we have the following:

Claim 10.6.5. w′ is adjacent to each of x′, y′

Proof: We first show that w′y′ is an edge of Re′ . Suppose not. Then Re′ = u′w′x′ and w′ is the unique e′-obstruction.
Applying Proposition 10.2.4, there is a c′ ∈ Lϕ(x′) and an element ψ ∈ Link(Q) such that ψ(x) ̸= c′, so ϕ ∪ ψ is a
proper L-coloring of its domain in G. By 2) of Proposition 10.6.2, there is an extension σ of ϕ ∪ ψ to an L-coloring
of dom(ϕ ∪ ψ) ∪ {y′, z} such that |Lσ(y)| ≥ 3 and V (G̃small

z ) \ V (Span(z)) is (L, σ)-inert

LetH := dom(σ)∪V (G̃small
z −y)∪Sh2,(Q). By assumption, [H,σ] is not a (C, z)-opener, so there exists a p ∈ D1(H)

with |Lσ(p)| < 3. By Proposition 10.2.8, p is not adjacent to z, and since w′ is the unique e′-obstruction, we have
p = w′. Since w′ is not adjacent to x′, we have |Lσ(p)| ≥ 3, a contradiction. Thus, we indeed have Re′ = u′w′y′.

By Proposition 10.2.4, there is a d ∈ Lϕ(u′) and a pair of elements ψ1, ψ2 in Link(u′Qx) which use different colors
on x and color u′ with d. Note that x′w′ ̸∈ E(G), or else, since w′ ̸∈ N(x′) and G is short-separation-free, it
follows from our triangulation conditions that w′ ∈ N(x′), contradicting our assumption. Now we apply the work
of Section 1.6. Since u⋆ ̸∈ V (J1

e′ − u′) and N(y′) ∩ V (C1
z ) = {z, x′}, it follows from Theorem 1.6.1 that there is

a color f ∈ Lϕ(x′) such that any Lϕ-coloring of u′w′y′x′ using d, f on the respective vertices u′, x′ extends to an
Lϕ-coloring of J1

e′ . Since ψ1(x), ψ2(x) are distinct, suppose without loss of generality that ψ1(x) ̸= f .

Applying Proposition 10.6.2, let ϕ∗ be an extension of ϕ to V (C) ∪ {x′, y′, z, x}, where ϕ∗ uses the colors ψ1(x), f

on the respective vertices x, x′, such that |Lϕ∗(y)| ≥ 3 and V (Gsmall
z ) \ V (Span(z)) is (L, ϕ∗)-inert. Since C1

z is an
induced subgraph of G̃large

z , the union ϕ∗ ∪ ψ1 is a proper Lϕ-coloring of its domain.

LetH be the subgraph ofG induced by dom(ϕ∗∪ψ1)∪V (J1
e′−w′)∪Sh2(u

′Qx)∪V (Gsmall
z −y). By our construction

of ϕ∗ ∪ ψ1, V (H) \ dom(ϕ∗ ∪ ψ1) is Lϕ∗∪ψ1
-inert. By assumption, [H,ϕ∗ ∪ ψ1] is not a (C, z)-opener so there is a
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p ∈ D1(H) with |Lϕ∗∪ψ1
(p)| < 3. By Proposition 10.2.8, p is not adjacent to z, so p = w′. Since w′x′ ̸∈ E(G), we

have N(w′) ∩ dom(ϕ∗ ∪ ψ1) = {u′, y′}, so |Lϕ∗∪ψ1
(p)| ≥ 3, a contradiction. ■

Now we have the following:

Claim 10.6.6. Let ψ ∈ Link(Q) with ψ(x) ̸= ψ(x′). Let σ be an extension of ϕ ∪ ψ to an L-coloring of dom(ϕ ∪
ψ) ∪ {y′, z}. Suppose that σ is a proper L-coloring of its domain in G, |Lσ(y)| ≥ 3, and V (G̃small

z ) \ V (Span(z)) is

(L, σ)-inert. Then |Lσ(w′)| < 3.

Proof: Let H be the subgraph of G induced by dom(σ) ∪ V (G̃small
z − y) ∪ Sh2(Q). By our construction of σ, V (H) \

dom(σ) is Lσ-inert. By assumption, [H,σ] is not a (C, z)-opener, so there exists a p ∈ D1(H) with |Lσ(p)| < 3. By
Proposition 10.2.8, z ̸∈ N(p), so y′ ∈ N(p). Since w′ is the unique e′-obstruction, p = w′. ■

By Lemma 10.6.3, we have V (G̃small
z ) = V (Span(z)), so we get yy′ ∈ E(G̃small

z ) by Observation 10.6.1. Applying
Claim 10.6.5, J1

e′−y′w′ consists of a broken wheelK with principal path u′w′x. Since u⋆ ̸∈ V (J1
e′−u′), each vertex

on the path K − {u′, w′} has an Lϕ-list of size at at least three.

Claim 10.6.7. y′x ̸∈ E(G).

Proof: Suppose toward a contradiction that y′x ∈ E(G). Thus, G̃small
z consists of the path Span(z) and the edges

xx′, y′x, yy′. The key here is to leave x′ uncolored. Since u⋆ ̸∈ V (J1
e′ − u′), it follows from Proposition 10.2.4 that

there is a pair of colorings ψ0, ψ1 ∈ Link(u′Qx) which use the same color on u′ and use different colors on x. Since
x′ is uncolored, each of ψ0, ψ1 is a proper L-coloring of its domain in G. Let c be the colored used by ψ0, ψ1 on u′,
and, for each i = 0, 1, let di := ψi(x).

Now, for each i = 0, 1 and f ∈ L(y′) \ {di}, we define a partial Lϕ-coloring σfi of G̃ as follows. We extend ψi to an
Lϕ-coloring of dom(ψi)∪{y′, z} by coloring y′ with f and choose a color f ′ ∈ L(z) such that |Lψi

(y)\{f, f ′}| ≥ 3.
Such an f ′ exists since |Lψi

(z) \ {f}| ≥ 4 and |Lψi
(y) \ {f}| ≥ 3. Note that all of colorings of the form σfi have the

same domain in G̃ and each is a proper Lϕ-coloring of its domain. Let A ⊆ V (G̃) be the common domain of all of
these colorings and let H be the subgraph of G induced by V (C) ∪A ∪ Sh2(Q).

By assumption, for each i ∈ {0, 1} and f ∈ L(y′) \ {di}, the pair [H,σfi ∪ ϕ] is not a (C, z)-opener, and the only
condition which is violated is the inertness of V (K) \ {u′, w′} in G. Since yx′ ̸∈ E(G), it follows that, for each
i ∈ {0, 1} and f ∈ L(y′) \ {di}, there is an extension of σfi ∪ϕ to an L-coloring τfi of G \ (K \ {u′, w′}) which does
not extend to L-color the rest of K, so the following holds:

ZK(c, τfi (w
′), •) ⊆ {di, f} (†)

Note that all of these extensions use the color c on u′, since u′ is already colored.

Subclaim 10.6.8. {d0, d1} ⊆ (L(w′) ∩ Lϕ(x′)) \ {c}.

Proof: Since |L(y′)| ≥ 5, there exist two distinct colors f0, f1 ∈ L(y′) such that |Lϕ(x′) \ {f0, f1}| ≥ 3.
Since f0, f1 are distinct, suppose without loss of generality that f0 ̸= d0 and f1 ̸= d1. Now consider the two
L-colorings τf00 and τf11 of G \ (K \ {u′, w′}).

By Theorem 0.2.3, for each i = 0, 1, ZK(c, τfii (w′), •) contains a color of Lϕ(x′) \ {f0, f1}, since |Lϕ(x′) \
{f0, f1}| ≥ 3. Let L′ be a list-assignment for V (K) where L′(x′) = Lϕ(x

′) \ {f0, f1} and otherwise L′ = Lϕ.
By (†), it follows that, for each i = 0, 1, we have ZK,L′(c, τfii (w′), •) = {di}, so d0, d1 ∈ Lϕ(x

′). Since
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d0 ̸= d1 we have τf00 (w′), ̸= τf11 (w′). By 1) of Proposition 1.4.7 applied to K with the list-assignment L′, we
get that, for each i = 0, 1, τfii (w′) = {d1−i}. Thus, d0, d1 ̸= c, and {d0, d1} ⊆ (L(w′) ∩ Lϕ(x′)) \ {c}. ■

Now we return to the main proof of Claim 10.6.7. Applying Theorem 1.5.5, there is a color c′ ∈ Lϕ(x′), where c ̸= c′

if K is a triangle and any Lϕ-coloring of u′w′x′ using c, c′ on u′, x′ respectively extends to an Lϕ-coloring of K.

Subclaim 10.6.9. c′ ∈ {d0, d1}. Furthermore, L(w′) \ {c, c′} = L(y′) \ {d0, d1}.

Proof: Suppose that at least one of these conditions does not hold. Thus, there exists an i ∈ {0, 1} and an
extension ψ∗

i of ψi to a proper L-coloring of dom(ψi)∪{y′, x′} such that |Lψ∗
i
(w′)| ≥ 3. and ψ∗

i (x
′) = c′. Since

|Lψ∗
i
(z)| ≥ 4, there is an extension of ψ∗

i to an L-coloring ψ†
i of dom(ψi) ∪ {y′, x′, z} such that |Lψ†

i
(y)| ≥ 3.

Let H be the subgraph ofG induced by dom(ϕ∪ψ†
i )∪Sh2,(Q). Since xw ̸∈ E(G), each of w′, y has an Lψ†

i
-list

of size at least three, and [H,ϕ ∪ ψ†
i ] is a (C, z)-opener, contradicting our assumption. ■

Now we have enough to finish the proof of Claim 10.6.7. By Subclaim 10.6.9, we have c′ ∈ {d0, d1}, so suppose
without loss of generality that c′ = d0. By Subclaim10.6.8, we have d1 ̸= c and d1 ∈ L(w). Since d1 ̸= d0 we have
d1 ∈ L(w′)\{c, c′}. Yet, by Subclaim 10.6.9, we have L(w′)\{c, c′} = L(y′)\{d0, d1}, so we have a contradiction.
This completes the proof of Claim 10.6.7. ■

We now return to the main proof of Lemma 10.6.4. Since y′x ̸∈ E(G) and V (Gsmall
z ) = V (Span(z)), it follows from

Observation 10.6.1 that Gsmall
z consists of the path Span(z) and the edges {xx′, yx′, yy′}.

Claim 10.6.10. wy ∈ E(G).

Proof: Suppose toward a contradiction that wy ̸∈ E(G). Thus, J1
e is a broken wheel with principal path uwx.

Applying Proposition 10.2.4, there is an Lϕ-coloring ψ ∈ Link(Q) such that ψ(x) ̸= ψ(x′). Since |Lψ∪ϕ(y)| ≥ 4 and
|Lψ∪ϕ(z)| ≥ 5, there is an extension of ϕ ∪ ψ to an L-coloring σ of dom(ϕ ∪ ψ) ∪ {y, z} such that |Lσ∪ϕ(y′)| ≥ 3.
Since y ̸∈ N(w), we have |Lσ∪ϕ(w)| ≥ 3. Let H be the subgraph of G induced by V (C) ∪ Sh2(Q) ∪ {y, z}. By
our construction of σ, V (H) \ dom(σ ∪ ϕ) is Lσ∪ϕ-inert. Since each of y′, w has an Lσ∪ϕ-list of size at least three,
[H,σ ∪ ϕ] is a (C, z)-opener, contradicting our assumption. ■

Now we have the following:

Claim 10.6.11. v† ̸∈ V (J1
e − u), and u⋆ ̸∈ V (J1

e − u).

Proof: Suppose toward a contradiction that v† ∈ V (J1
e − u). Let v̂ be the unique neighbor of v† on the path x′Qv†.

Since v† ∈ V (J1
e − u), we have v̂ ∈ V (J1

e ), and furthermore, since v† lies in the unique subpath of Q which
has one endpoint in x and intersects with Spath

⋆ on precisely an endpoint common to the two paths, it follows that
Spath
⋆ ⊆ x′Qv†. Applying Proposition 10.2.4, we fix an element σ ∈ Link(x′Qv̂).

Subclaim 10.6.12. wx ̸∈ E(G)

Proof: Suppose toward a contradiction that wx ∈ E(G). Thus, J1
e −wy consists of a broken wheel with principal

path uwx. Since v† ∈ V (J1
e − u) and v† ̸∈ T int, we have v† = x in this case. Possibly, u⋆ is an internal vertex

of J1
e − w, i.e Spath

⋆ = uQx. Since v† = x, we have |Lϕ∪σ(x)| ≥ 2.

SinceN(y)∩V (Q) = {x, x′} andN(z)∩V (Q) = ∅, we have |Lϕ∪σ(y)| ≥ 4 and |Lϕ∪σ(z)| ≥ 5. Furthermore,
we have |Lϕ∪σ(y′)| ≥ 4. Since |Lϕ∪σ(x)| ≥ 2, we choose a color d ∈ Lϕ∪σ(y) such that |Lϕ∪σ(x) \ {d}| ≥ 2.
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Since |Lϕ∪σ(z)\{d}| ≥ 4 and xy′ ̸∈ E(G), there is an extension of ϕ∪σ to anL-coloring τ of dom(ϕ∪σ)∪{y, z}
such that τ(y) = d and |Lτ (y′)| ≥ 3.

Let H be the subgraph of G induced by dom(τ) ∪ V (J1
e ) ∪ Sh2(x

′Qv̂). Note that these three vertex sets are not
necessarily pairwise-disjoint. By assumption, the pair [H, τ ] is not a (C, z)-opener, so the inertness condition is
violated. That is, there is an extension of τ to an L-coloring τ∗ of G \ (H \ dom(τ)) such that τ∗ does not extend
to L-color H \ dom(τ).

By our construction of τ from σ, it follows that τ∗ extends to an L-coloring τ∗∗ of dom(τ∗) ∪ Sh2(x′Qv̂). Note
that, since J1

e is a broken wheel with principal path xwy, Sh2(x′Qv̂) contains all the vertices of J1
e − {w, y},

except for x. Thus, τ∗∗ is an L-coloring of G− x. Now, since y′x ̸∈ E(G), N(v†) ∩ V (G \ C) = {v̂, w, y, x′}.
Thus, by our choice of color τ(y), it follows that |Lτ∗∗(x)| ≥ 1, so there is a color left over for x, and τ∗∗ extends
to an L-coloring of G, contradicting our assumption. ■

Since wx ̸∈ E(G), we have Re = uwxy.

Subclaim 10.6.13. |N(w) ∩ V (C1)| > 1.

Proof: Suppose not. Thus, we have N(w) ∩ V (C1) = {u}. By 3) of Corollary 10.2.5, there is a ζ ∈ Link(Q)

with ζ(x) ̸= ζ(x′). By Claim 10.6.7, y′x ̸∈ E(G). Since |Lϕ∪ζ(y)| ≥ 4 and |Lϕ∪ζ(z)| ≥ 5, there is an extension
of ζ to an Lϕ-coloring ζ∗ of dom(ζ) ∪ {y, z} such that |Lϕ∪ζ∗(y′)| ≥ 3. Since N(w) ∩ V (C1) = {u}, we have
|Lϕ∪ζ∗(w)| ≥ 3. Letting H∗ be the subgraph of G induced by dom(ϕ ∪ ζ∗) ∪ Sh2(x′Qv̂) ∪ V (J1

e − w) ∪ {z},
the pair [H∗, ϕ ∪ ζ∗] is a (C, z)-opener, contradicting our assumption. ■

Since |Lϕ∪σ(y)| ≥ 4 and |Lϕ∪σ(z)| ≥ 5, there exists an extension of σ to an Lϕ-coloring ψ of dom(σ) ∪ {x, y, z}
with |Lϕ∪ψ(y′)| ≥ 3.

Let H be the subgraph of G induced by dom(ϕ ∪ ψ) ∪ V (J1
e − w) ∪ Sh2(x′Qv̂). By assumption, the pair [H,ϕ ∪ ψ]

is not a (C, z)-opener, so the inertness condition is violated. Thus, there is an extension of ψ to an L-coloring ψ∗ of
dom(ψ) ∪ {w} which does not extend to Lϕ-color J1

e .

Now, J1
e has a facial cycle D := uQxyw which contains all the vertices of dom(ϕ ∪ ψ∗) ∩ V (J1

e ). Let X :=

V (J1
e )∩ Sh2(uQv̂). Note that any extension of ψ∗ to dom(ψ)∪ V (J1

e \X) also extends to X , since X is (L, ϕ∪ σ)-
inert andX∩dom(ϕ∪ψ∗) = ∅. Thus, to prove the subclaim, it just suffices to show that ψ∗ extends to an Lϕ-coloring
of J1

e \X .

Consider the list-assignment Lϕ∪ψ∗ for J1
e \ X . There is a facial subgraph D′ of J1

e which contains all the vertices
of J1

e \X with Lϕ∪ψ∗ -lists of size less than five. Furthermore, dom(ϕ ∪ ψ∗) ∩ {u,w, y, x} = {u,w, y}. Note that x
remains uncolored. In particular, since |Lϕ(v†)| ≥ 4 and C1 is an induced cycle of G, any element of V (D′) with an
Lϕ∪ψ∗ -list of size less than three is either x or adjacent to all three of u,w, y. Note that there is no vertex of J1

e adjacent
to all three of u,w, y. To see this, suppose that such a vertex exists. In that case, since N(w) ∩ V (C1) ⊆ V (J1

e ), we
have N(w) ∩ V (C1) = {u}, contradicting Subclaim 10.6.13.

Since no vertex of J1
e is adjacent to all three of u,w, y, every vertex of D′ has an Lϕ∪ψ∗ -list of size at least three,

except for x. If x = v† then |Lϕ(x)| ≥ 4 and (N(x) ∩ dom(ψ∗)) \ V (C) = {x′, v̂, y}, so |Lψ∗(x)| ≥ 1. If x ̸= v†

then |Lϕ(x)| ≥ 3 and (N(x) ∩ dom(ψ∗)) \ V (C) = {x′, y}, so, again, Lϕ∪ψ∗(x)| ≥ 1. In any case, it follows from
Theorem 0.2.3 that ψ∗ extends to Lϕ-color J1

e \X and thus extends to J1
e , contradicting our choice of ψ∗.

Since v† lies in the unique subpath ofQ which has one endpoint in x and intersects with Spath
⋆ on precisely an endpoint

common to the two paths, it follows that Spath
⋆ ⊆ x′Qu, and, in particular, u⋆ ̸∈ V (J1

e − u). ■

259



We now have the following:

Claim 10.6.14. wx ∈ E(G).

Proof: Suppose toward a contradiction that wx ̸∈ E(G). Since w is an e-obstruction, we have y ∈ N(w). By Claim
10.6.11 v† ̸∈ V (J1

e − u). Thus, applying Proposition 10.2.4, we fix two elements ψ0, ψ1 of Link(x′Qu) which use
different colors on u, where ψ0(x

′) = ψ1(x
′) = c for some color c. Since we have not colored x, each of ψ0, ψ1 is a

proper Lϕ-coloring of its domain in G̃.

Since |Lϕ(x)| ≥ 3 and |Lϕ(y)| ≥ 5, it follows from 1) Theorem 9.0.1 that there is a σ ∈ Corner(Re, w), where
σ(u) ∈ {ψ0(u), ψ1(u)}, and σ(x) ̸= c, and σ(y) ̸= c.

Since σ(u) ∈ {ψ0(u), ψ1(u)}, suppose without loss of generality that σ(u) = ψ0(u). Since σ(y) ̸= c and σ(x) ̸= c,
the union ψ0 ∪ σ is a proper Lϕ-coloring of its domain in G. Now, since xy′ ̸∈ E(G), we have |Lσ∪ϕ(y′)| ≥ 3, and
since |Lσ∪ϕ(z)| ≥ 4, there is an extension of σ ∪ ϕ to an L-coloring σ∗ of dom(σ ∪ ϕ) ∪ {z}, where |Lσ∗(y′)| ≥ 3.
Since z, y ̸∈ N(w), we have N(w) ∩ dom(σ∗) = {x, u}, so |Lσ∗(w)| ≥ 3 as well.

Let H⋆ be the subgraph of G induced by dom(σ∗) ∪ V (J1
e − w) ∪ Sh2(x′Qu). By our construction of σ∗, V (H) \

dom(σ∗) is Lσ∗ -inert. Since each of w, y′ has an Lσ∗ -list of size at least three, the pair [H⋆, σ∗] is a (C, z)-opener, so
we contradict our assumption. ■

Recall that, by Co4d) of Definition 10.0.1, J1
e − wy consists of a broken wheel K∗ with principal path uwx. By

assumption, u⋆ ̸∈ V (J1
e′ − u′). Thus, by Claim 10.6.11, we have u⋆ ∈ V (u′Qu) and v† ∈ V (u⋆Qu). In particular,

each vertex of K∗ − {u,mw} has an Lϕ-list of size at least three. Applying Proposition 10.2.4, we fix two elements
ψ0, ψ1 of Link(x′Qu) such that ψ0(u

′) = ψ1(u
′), ψ0(x

′) = ψ0(x
′), and ψ0, ψ1 use different colors on u′. Let

ψ0(x
′) = ψ0(x

′) = c and ψ0(u
′) = ψ1(u

′) = d for some colors c, d. For each i = 0, 1, let si := ψi(u).

For each i ∈ {0, 1} and f ∈ Lϕ∪ψi
(y), we define an extension of ϕ∪ψi to an L-coloring σfi of dom(ϕ∪ψi)∪ {y, z}

in the following way. Since |Lϕ∪ψi
(z) \ {f}| ≥ 4 and xy′ ̸∈ E(G), there is an extension of ϕ ∪ ψi to an L-coloring

σfi of dom(ϕ ∪ ψi) ∪ {y, z} such that σfi (y) = f and |Lσi
f
(y′)| ≥ 3. Note that, for each i = 0, 1 and f ∈ Lϕ∪ψi

(y),

we have |Lσf
i
(w)| ≥ 3, since dom(σfi ) ∩N(w) = {u, y}.

We also note that the colorings of the form σfi all have the same domain for any i = 0, 1 and f ∈ Lϕ∪ψi
(y), so letA be

this common domain. LetH be the subgraph ofG induced byA∪V (K∗−w). By assumption, for each i ∈ {0, 1} and
f ∈ Lϕ∪ψi

(y), the pair [H,σfi ] is not a (C, z)-opener. The only condition that is violated is the inertness condition,
and since Sh2(x

′Qu) is (L, ϕ∪ψi)-inert for each i = 0, 1, it follows that, for each i ∈ {0, 1} and f ∈ Lϕ∪ψi
(y), there

is an extension of σfi to an L-coloring τfi of G \ (K∗ \ {u,w}) such that τfi does not extend to L-color the broken
wheel K∗. Since y′, z, ̸∈ N(x), it follows that N(x) ∩ V (G \ C) consists of y and the two neighbors of x in K∗.
Thus, for each i ∈ {0, 1} and f ∈ Lϕ∪ψi

(y), the following is satisfied.

ZK∗(si, τ
f
i (w), •) ⊆ {c, f} (†)

We now note the following:

Claim 10.6.15. {s0, s1} ⊆ L(w)∩ (Lϕ(x) \ {c}). Furthermore, for each v ∈ V (K∗ \ {u,w, x}), {s0, s1} ⊆ Lϕ(v).

Proof: Since |L(y)\{c}| ≥ 4, we fix a g ∈ L(y)\{c} with |Lϕ(x)\{g}| ≥ 3. Since L(y)\{c} = Lϕ∪ψi(y) for each
i = 0, 1, we have g ∈ Lϕ∪ψi(y). Let L′ be a list-assignment for V (K∗) where L′(x) = Lϕ(x) \ {g} and otherwise
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L′ = Lϕ. For each i = 0, 1, we get ZK∗,L′(si, τ
g
i (w), •) ̸= ∅ by applying Theorem 0.2.3. By (†), since g ̸∈ L′(x),

we have ZK∗,L′(si, τ
g
i (w), •) = {c} for each i = 0, 1. Applying 2) of Proposition 1.4.7, we have τgi (w) = s1−i

for each i = 0, 1. In particular, we have {s0, s1} ⊆ L(w). Since ZK∗,L′(si, τ
g
i (w), •) = {c} for each i = 0, 1, and

s0 ̸= s1, it follows from Proposition 1.4.4 that {s0, s1} ⊆ Lϕ(x) \ {c}.

Now we show that {s0, s1} ⊆ Lϕ(v) for each v ∈ V (K∗ \ {u,w, x}). If K∗ is a triangle, then we are done in that
case. Now suppose that K∗ is not a triangle. Since ZK∗,L′(si, τ

g
i (w), •) = {c} for each i = 0, 1, it follows from

Proposition1.4.4 that s0, s1 ∈ Lϕ(v) for each v ∈ V (K∗ \ {u,w, x}), as τgi (w) = s1−i for each i = 0, 1. ■

The last fact we need is the following:

Claim 10.6.16. {s0, s1} ∩ (L(y) \ {c}) = ∅.

Proof: Suppose toward a contradiction that {s0, s1} ∩ (L(y) \ {c}) ̸= ∅, and, without loss of generality, let s0 ∈
L(y) \ {c}.

Subclaim 10.6.17. K∗ is not a triangle

Proof: Suppose toward a contradiction that K∗ is a triangle. By Claim 10.6.15, {s0, s1} ⊆ Lϕ(x) \ {c}. Since
s0 ∈ L(y) \ {c}, we extend ϕ ∪ ψ0 to an L-coloring ψ∗ of dom(ϕ ∪ ψ∗) ∪ {x, y} by coloring x, y with the
respectove colors s1, s0. We then have |Lϕ∗(w)| ≥ 3, since ϕ∗ uses the same color on u, y. Thus, the pair
[H⋆, ϕ∗] is a (C, z)-opener, contradicting our assumption. ■

Since K∗ is not a triangle, let K∗ − w = uv1 · · · vtx for some t ≥ 1. Now, since s0 ∈ L(y) \ {c}, and L(y) \ {c} =
Lϕ∪ψi(y) for each i = 0, 1, consider the two L-colorings τs00 , τs01 of G \ (K∗ \ {u,w}). Applying (†), we have the
following:

ZK∗(s0, τ
s0
0 (w), •) ⊆ {c, s0}

ZK∗(s1, τ
s0
1 (w), •) ⊆ {c, s0}

Let h := τs01 (w). Since τs01 is a proper L-coloring of G \ (K∗ \ {w, u}), we have h ̸∈ {s0, s1}, as τs01 (y) = s0 and
τs01 (u) = s1. Furthermore, since K∗ is not a triangle, we have h ∈

⋂t
k=1 Lϕ(vk), or else, by Proposition 1.4.4, we

have s1 ∈ ZK∗(s1, h, •), contradicting the containment above. Applying Claim 10.6.15, we have {s0, s1, h} ⊆ L(vk)
for each k = 1, · · · , t.

Subclaim 10.6.18. t is odd.

Proof: Suppose toward a contradiction that t is even. Since s1 ∈ Lϕ(x) \ {c}, we now extend ϕ ∪ ψ0 to an
L-coloring σ∗ of dom(ϕ ∪ ψ0) ∪ {x, y} by coloring x, y with the respective colors s0, s1. Since s0, s1 ̸= c,
σ∗ is a proper L-coloring of its domain. By assumption, [H,σ∗] is not a (C, z)-opener. Since u, y are colored
with the same color, we have |Lσ∗(y)| ≥ 3, so the only condition which is violated is the inertness condition.
That is, there is an extension of σ∗ to an L-coloring τ of G \ (H \ dom(σ∗)) such that τ does not extend to
L-color H \ dom(σ∗). By our construction of σ∗, the set Sh2(x′Qu) is (L, σ∗) inert, so τ extends to an L-
coloring τ∗ of G \ (K \ {u,w, x}), where the principal path uwx of K∗ is colored with (s0, τ

∗(w), s1). Thus,
we have τ∗(w) ̸∈ {s0, s1}. We now extend this Lϕ-coloring of uwx to an Lϕ-coloring of K∗ by coloring each
of v1, v3, · · · , vt−1 with s1. This leaves a color for each of v2, v4, · · · , vt, since each of v2, v4, · · · , vt is adjacent
to two vertices colored with s1. But this shows that τ∗ extends to an L-coloring of G, which is false. ■

Since t is odd, we now extend the Lϕ-coloring (s1, h) of the edge uw to an Lϕ-coloring of K∗ in the following way.
We color each of u1, u3, · · · , ut with s0 and color x with s1, which leaves a color for each of u2, · · · , ut−1, as each

261



of these vertices has two neighbors of the same color. But then we have s1 ∈ ZK∗(s1, h, •), contradicting the fact that
ZK∗(s1, τ

s0
1 (w), •) ⊆ {c, s0}. This completes the proof of Claim 10.6.16. ■

Now we have enough to finish the proof of Lemma 10.6.4. It follows from Theorem 1.5.10 that one of ψ0, ψ1 extends
to an element of Link(Q) which uses a color other than c on x, thus, there is a σ ∈ Link(Q) using one of s0, s1 on u,
where σ(x) ̸= c and σ(x′) = c.

Suppose without loss of generality that σ is an extension of ψ0. We note that |Lσ∪ϕ(w)| = |Lσ∪ϕ(y)| = 3 and
Lσ∪ϕ(w) = Lσ∪ϕ(y). If one of these conditions does not hold, then there exists an extension of σ∪ϕ to an L-coloring
σ∗ of dom(σ ∪ ϕ) ∪ {y} such that Lσ∗(w)| ≥ 3, and thus [H,σ∗] is a (C, z)-opener, contradicting our assumption.
Thus, we indeed have |Lσ∪ϕ(w)| = |Lσ∪ϕ(y)| = 3 and Lσ∪ϕ(w) = Lσ∪ϕ(y). In particular, we have σ(x) ̸= s0, since
σ(u) = s0. If σ(x) = s1, then we have L(w) \ {s0, s1} = L(y) \ {c, s1}, and thus s1 ∈ L(y) \ {c}, contradicting
Claim 10.6.16. Thus, σ(x) ̸= s1. But then s1 ∈ Lσ∪ϕ(w), and since Lσ∪ϕ(w) = Lσ∪ϕ(y), we have s1 ∈ Lσ∪ϕ(y),
and thus s1 ∈ L(y) \ {c}, again contradicting Claim 10.6.16. This completes the proof of Lemma 10.6.4.

10.7 The Trickiest Case: Part II

This section consists of the following lone result.

Lemma 10.7.1. Let z ∈ D2(C
1) be a pentagonal vertex and suppose that Span(z) is a proper 4-chord of C1 and that

G̃small
z ∩ C1 is a path of length one. Then there exists a (C, z)-opener.

Proof. Let Span(z) = xyzy′x′ for some x, x′ ∈ V (C1) and y, y′ ∈ D2(C). Let e, e′ be the two terminal edges of
C1 ∩ G̃large

z , where e is incident to x and e′ is incident to x′.

Let wu be the unique edge ofRe\{x, y} and let w′u′ be the unique edge ofRe′ \{x′, y′}, where w is an e-obstruction,
w′ is an e′-obstruction, u ∈ V (C1−x) and u′ ∈ V (C1−x′). By Lemma 10.4.2, we have u, u′ ̸∈ {x, x′} and w ̸= w′.
Let Q := C1 ∩ G̃large

z = C1 − xx′. Finally, let Q := C1 ∩ G̃large
z . Now we apply the previous lemma. By Lemma

10.6.4, since there does not exist a (C, z)-opener, one of the following holds.

1) S⋆ = ∅; OR

2) There is a lone vertex u⋆ of S⋆ and a vertex v† ∈ T<2, where u⋆ either lies in J1
e − u or u⋆ lies in J1

e′ − u′. In
the former case, v† separates u⋆ from x′ on Q, and in the latter case, v† separates u⋆ from x on Q.

Thus, we suppose without loss of generality that either S⋆ = ∅, or, letting S⋆ = {u⋆}, we have u⋆ ∈ V (J1
e′ − u′),

and there is a v† ∈ T<2 which, on Q, separates u⋆ from x.

In the previous lemma, we didn’t color any vertices of V (G̃large
z )∩D2(C)) except for y, y′. The trick to this lemma is

that we also color w. Possibly, there is a 3-chord of C1 with wy as a terminal edge, where the other endpoint of this
3-chord does not lie in J1

e , but crucially, this 3-chord, if it exists, does not separate z from any vertex of S⋆, which was
not necessarily the case in the situation of Lemma 10.6.4.

Claim 10.7.2. ww′ ̸∈ E(G).

Proof: Suppose toward a contradiction that ww′ ∈ E(G). Thus, G̃large
z contains the 3-chord R := u′w′wu of C1

(possibly u = u′ and R is a triangle, i.e not a proper 3-chord of C1). We now define a subgraph H of G as follows. If
u = u′, we set H to be the triangle u′w′w, and otherwise R is a proper 3-chord of C1, and we set H := G̃small

R . Note
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that H intersects with J1
e′ precisely on the edge w′u′ and intersects with J1

e precisely on the edge wu. In particular,
by our assumption on S⋆, every vertex of H has an Lϕ-list of size at least three. We also have the following, which is
an immediate consequence of Proposition10.2.9.

Subclaim 10.7.3. For any σ ∈ Link(x′Qu) and τ ∈ Φ(σ, {w,w′, y′}), τ extends to an Lϕ-coloring of V (J1
e′ ∪

H).

We now define a cycle D in G in the following way. Let p, p′ be the respective endpoints of the edges Re − u

and Re′ − u′ and let D be the cycle consisting of the unique (p, p′)-path in Span(z) and the path pww′p′. Let
G = Ksmall ∪K large be the natural D-partition of G, where C ∪C1 ⊆ Ksmall. For any partial Lϕ-coloring ψ of Ksmall,
let Uψ be the set of vertices of K large \D with Lϕ∪ψ-lists of size less than three.

Subclaim 10.7.4. Span(z) has no chord in G other than xx′.

Proof: Suppose toward a contradiction that this does not hold. By Observation 10.6.1, there is a chord of the cycle
xyzy′x′x in G̃small

z , and yy′ is an edge of G̃small
z . Consider the following cases.

Case 1: wy ∈ E(G)

In this case, since yy′ ∈ E(G), we have Re′ = u′w′x′, i.e y′ ̸∈ N(w′). Thus, yx′ ̸∈ E(G), so y′x ∈ E(G).
Applying Corollary 10.2.5, let σ ∈ Link(x′Qu). Since u ̸= x, σ is a proper Lϕ-coloring of its domain. Since
|Lϕ∪σ(w′)| ≥ 3 and |Lϕ∪σ(w)| ≥ 4, let f ∈ Lϕ∪σ(w) with |Lϕ∪σ(w′) \ {f}| ≥ 3. Since w′x′ ∈ E(G), we
have wx ̸∈ E(G), or else xx′w′w is a separating cycle of length 4. Thus, by B) of Proposition 10.5.7, σ extends
to an Lϕ-coloring σ∗ of dom(σ) ∪ V (J1

e ) using f on w.

Now, for any ψ ∈ Φ(σ∗, {y′, z}), it follows from Subclaim 10.7.3 that V (Ksmall) is (L, ϕ ∪ ψ)-inert in G, and
furthermore, since |Lϕ∪ψ(w′)| ≥ 3, we have Uψ ̸= ∅, otherwise [Ksmall \ {w′}, ϕ ∪ ψ] is a (C, z)-opener,
contradicting our assumption that no such pair exists. For any such ψ and any w† ∈ Uψ , w† has at least three
neighbors in {w, y, z, y′}. Since w′, y have no common neighbor outside of Span(z), we have N(w†)∩dom(ϕ∪
ψ) = {w, y, z}, or else we contradict 1) of Proposition 10.6.2. In particular, there exists a w† such that {w†} =
Uψ for each ψ ∈ Φ(σ∗, {y′, z}). On the other hand, since |Lϕ∪σ∗(z)| ≥ 4, there is a ψ ∈ Φ(σ∗, {y′, z}) such
that |Lϕ∪ψ(w†)| ≥ 3, so we have a contradiction.

Case 2: wy ̸∈ E(G)

In this case, we have Re = uwx. Furthermore x′ ̸∈ N(w′), or else xx′w′w is a separating 4-cycle in G. Thus,
Re′ = u′w′y′. Furthermore, we have S⋆ ̸= ∅. To see this, note that if S⋆ = ∅, then J1

e and J1
e′ are symmetric,

and, applying the argument of the previous case with the roles of e, e′ interchanged, we havew′y′ ̸∈ E(G), which
is false. Furthermore, xy′ ̸∈ E(G̃small

z ), or else ww′y′x is a separating 4-cycle in G. Thus, by Observation 10.6.1,
G̃small
z consists of Span(z) and the edges {yy′, x′y, xx′}. Since S⋆ ̸= ∅, we have by the assumption of Lemma

10.7.1 that there is a vertex of T<2, which, on Q, separates x from the lone vertex of S⋆. By 2) of Proposition
10.2.4, there is a σ ∈ Link(Q) with σ(x) ̸= σ(x′), so σ is a proper Lϕ-coloring of its domain in Q.

Since |Lϕ∪σ(y)| ≥ 4, and |Lϕ∪σ(z)| ≥ 5, and xy′ ̸∈ E(G), there is a τ ∈ Φ(σ, {y, z}) such that |Lϕ∪τ (y′)| ≥ 3.
By Observation 10.7.3, V (Ksmall)\{y′, w, w′} is (L, ϕ∪τ)-inert inG. By Proposition 10.2.8, no vertex ofK large

has more than two neighbors among {x, y, z}. Since wy ̸∈ E(G), each of w,w′ has an Lϕ∪τ -list of size at least
three, so [Ksmall \ {w,w′, y′}, ϕ ∪ τ ] is a (Cz)-opener, contradicting our assumption. ■

Since Span(z) has no chord in G other than xx′, it follows from Lemma 10.6.3 that S⋆ = ∅. At least one of the
edges wx,w′x′ does not lie in E(G), or else ww′x′x is a separating 4-cycle. Since S⋆ = ∅, the two sides of Q are
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symmetric, so suppose without loss of generality that w′x′ ̸∈ E(G).

Since w′x′ ̸∈ E(G), we have Re′ = u′w′y′. Since Span(z) has no chord in G except for xx′, we have N(y′) ∩
V (C1) = {x′}. We now fix a color c ∈ Lϕ(u

′). By Theorem 1.6.1, since N(y′) ∩ V (C1) = {x′} and S⋆ = ∅,
there is a color f ∈ Lϕ(w′), where f ̸= c if u′x′ ∈ E(G̃small

x′y′w′u′), and any Lϕ-coloring of x′y′w′u′ using c, f on the
repsective vertices u′, x′ extends to an Lϕ-coloring of G̃small

x′y′w′u′). Likewise, since N(w) ∩ V (C1 ∩ G̃small
R ) = {u} by

definition of R, it again follows from Theorem 1.6.1 that there is a d ∈ Lϕ(u), where d ̸= c if u′u ∈ E(G̃small
R ), such

that any Lϕ-coloring of R using c, d on the respective vertices u′, u extends to an Lϕ-coloring of G̃small
R . Thus, let σ

be the Lϕ-coloring of {x′, u′, u} coloring these vertices with the respective colors f, c, d.

Subclaim 10.7.5. wy ∈ E(G).

Proof: Suppose not. In this case, Re = uwx. Since Span(z) has no chord in G except for xx′, we have
|Lϕ∪σ∗(y)| ≥ 4. Since |Lϕ∪σ(x)| ≥ 2, there is a color d∗ ∈ Lϕ∪σ(w) such that |Lϕ∪σ(x) \ {d∗}| ≥ 2. Thus, by
Observation 1.4.2, σ extends to an Lϕ-coloring σ∗ of {x′, u′} ∪ V (J1

e ).

Since Span(z) has no chord in G except for xx′, we have |Lϕ∪σ∗(y)| ≥ 4. Thus, there an extension of σ∗ to an
Lϕ-coloring τ of dom(σ∗) ∪ {y} such that either no vertex of K large \D is adjacent to all three of w, x, y, or, if
such a vertex exists, then it has an Lϕ∪τ -list of size at least three. In particular, since any such vertex is unique, we
haveUτ = ∅. For any extension of τ to an Lϕ-coloring τ∗ of dom(τ)∪{z}, we have |Lϕ∪τ∗(y′)| ≥ 3, since there
is no chord of Span(z) other than xx′. Likewise, since x′ ̸∈ N(w′), we have N(w′) ∩ dom(ϕ ∪ τ∗) = {u′, w},
and thus |Lϕ∪τ∗(w′)| ≥ 3.

Since |Lϕ∪τ (z)| ≥ 4, it follows from Corollary 1.3.6 that there exists a τ∗ ∈ Φ(τ, z) such that V (G̃small
z ) \

V (Span(z)) isLϕ∪τ∗ -inert inG, and thus, by our construction of σ, we get that V (Ksmall)\{w′, y′} is (L, ϕ∪τ∗)-
inert in G and thus [Ksmall \ {w′, y′}, ϕ ∪ τ∗] is a (C, z)-opener, contradicting our assumption. ■

Since wy ∈ E(G), we have Re = uwy.

Subclaim 10.7.6. For any τ ∈ Φ(σ, V (J1
e ) ∪ {z}), either Uτ ̸= ∅ or V (G̃− y′) is not (L, ϕ ∪ τ)-inert in G.

Proof: Suppose toward a contradiction that Uτ = ∅ and V (G̃− y′) is (L, ϕ∪ τ)-inert in G. By Subclaim 10.7.4,
there is no chord of Span(z) other than xx′. Thus, we have |Lϕ∪τ (y′)| ≥ 3. Since y′ is uncolored, we have
|Lϕ∪τ (w′)| ≥ 3, and since Uτ = ∅, the pair [Ksmall \ {w′, y′}, ϕ ∪ τ ] is a (C, z)-opener, contradicting our
assumption. ■

Now we return to the proof of Claim 10.7.2. Consider the following cases:

Case 1: G̃small
z is not a wheel

Since |Lϕ(x)\{σ(x′)}| ≥ 2, it follows that σ extends to anLϕ-coloring σ∗ of V (J1
e )∪{x′, u′}. Since |Lϕ∪σ∗(z)| ≥ 4,

there is a τ ∈ Φ(σ∗, z) such that, if there is a vertexw† ofK large\D adjacent to all three ofw, y, z, then |Lϕ∪τ (z)| ≥ 3.
Thus, Uτ = ∅. By Theorem 1.3.5, since G̃small

z is not a wheel, V (G̃small
z − y′) is (L, ϕ ∪ τ)-inert in G, contradicting

Subclaim 10.7.6.

Case 2: G̃small
z is a wheel

In this case, there is a lone vertex x† adjacent to all five vertives of Span(z), where V (G̃small
z ) = {x†} ∪ V (Span(z)).

We break this into two subcases.

Subcase 2.1 Lϕ∪σ(x) ⊆ L(x†)
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In this case, since |Lϕ∪σ(x)| ≥ 2 and |L(x†) \ {σ(x′)}| ≥ 4, there is a color g ∈ L(y) such that |Lϕ∪σ(x) \ {g}| ≥
2 and |Lϕ∪σ(x†) \ {g}| ≥ 4. Since |Lϕ∪σ(x) \ {g}| ≥ 2, there is an extension of σ to an Lϕ-coloring σ∗ of
dom(σ) ∪ V (J1

e ) such that σ∗(y) = g. By our choice of g, we get that {x†} is (L, ϕ ∪ σ∗)-inert in G.

As above, since |Lϕ∪σ∗(z)| ≥ 4, there is a τ ∈ Φ(σ∗, z) such that, if there is a vertex w† of K large \D adjacent to all
three of w, y, z, then |Lϕ∪τ (w†)| ≥ 3. Thus, Uτ = ∅. Since V (G̃small

z − y′) is (L, ϕ ∪ τ)-inert in G, we contradict
Subclaim 10.7.6.

Subcase 2.2 Lϕ∪σ(x) ̸⊆ L(x†)

In this case, there is a σ′ ∈ Φ(σ, x) with |Lϕ∪σ′(x†)| ≥ 4. As Span(z) has no chord other than xx′, we have
x′y ̸∈ E(G), so it follows from 2) of Proposition 1.5.1 that σ′ extends to an Lϕ-coloring σ∗ of dom(σ′) ∪ V (J1

e ).
Again, since Span(z) has no chord other than xx′, there is a τ ∈ Φ(σ∗, z) such that, if there is a vertex w† ofK large \D
adjacent to all three ofw, y, z, then |Lϕ∪τ (w†)| ≥ 3. Thus, Uτ = ∅. By our choice of σ′(x), we get that V (G̃small

z −y′)
is (L, ϕ ∪ τ)-inert in G, contradicting Subclaim 10.7.6. This completes the proof of Claim 10.7.2. ■

We now make the following definition.

Definition 10.7.7. A partial Lϕ-coloring τ of V (J1
e ) ∪ {x′, y, z} is called an anchor if the following hold.

1) V (G̃small
z ∪ J1

e ) \ {y′} is (L, ϕ ∪ τ)-inert; AND

2) |Lϕ∪τ (y′)| ≥ 3 and every vertex of N(w) \ dom(ϕ ∪ τ) has an Lϕ∪τ -list of size at least three.

We now have the following facts.

Claim 10.7.8. Let σ be a partial Lϕ-coloring of V (x′Qu), and let τ be an anchor such that, for each v ∈ {x′, u} ∩
dom(σ), we have σ(v) = τ(v). Then the following hold.

1) σ ∪ τ is a proper Lϕ-coloring of its domain in G; AND

2) Letting ψ∗ := ϕ ∪ σ ∪ τ and v⋆ ∈ V (G̃large
z ) \ dom(ψ∗), if v⋆ has a neighbor in {y, z}, then |Lψ∗(v⋆)| ≥ 3.

Proof: Let v̂ be the unique element of Q adjacent to x′. Since dom(τ) ⊆ V (J1
e ) ∪ {x′, z, y} and C1 is a chordless

cycle, it follows that any edge of G with one endpoint in V (x′Qu) \ dom(τ) and the other endpoint in dom(τ) lies in
{x′v̂, wu}. Thus, σ ∪ τ is indeed a proper Lϕ-coloring of its domain in G. This proves 1).

Now we prove 2). Let v⋆ ∈ V (G̃large
z ) \ dom(ψ∗), where v⋆ has a neighbor in {y, z}. Suppose that |Lψ∗(v⋆)| < 3.

Since N(y′) ∩ dom(ψ∗) ⊆ dom(τ) and τ is an anchor, we have |Lψ∗(y′)| ≥ 3, so v⋆ ̸= y′. Since τ is an anchor,
it follows that v⋆ has a neighbor v⋆⋆ ∈ dom(ϕ ∪ σ) \ {x′, u}. Suppose first that v⋆ ∈ N(z). Then v⋆ ̸∈ B1(C), so
v⋆⋆ ∈ dom(σ) \ {x′, u′}, contradicting Proposition 10.2.8. Thus, we have z ̸∈ N(v⋆), and y ∈ N(v⋆). Furthermore,
v⋆ has at least two neighbors in dom(σ), so v⋆ ∈ D2(C). But then v⋆ is an e-obstruction, and every e-obstruction lies
in V (J1

e ). Since V (J1
e ) ∩ dom(ψ∗) ⊆ dom(τ) and v⋆ ̸∈ dom(τ), we have a contradiction. ■

We now have the following.

Claim 10.7.9. There exists an Lϕ-coloring σ of {x′, u} which does not extend to an anchor.

Proof: We first set B := {v ∈ D2(C) \ V (J1
e ) : |N(v) ∩ V (x′Qu)| ≥ 2 and w ∈ N(v)}. Suppose toward a

contradiction that every Lϕ-coloring of {x′, u} extends to an anchor.
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Subclaim 10.7.10. B ̸= ∅.

Proof: Suppose that B = ∅. By 1) of Corollary 10.2.5, there is a σ ∈ Link(x′Qu). By assumption, there is an
anchor τ using the colors σ(x′), σ(u) on the respective vertices x′, u. By 1) of Claim 10.7.8, σ ∪ τ is a proper
Lϕ-coloring of its domain.Thus, let ψ∗ := σ ∪ τ ∪ ϕ.

Let H be the subgraph of G induced by (V (G̃small
z ∪J1

e ) \ {y′})∪Sh2(x′Qu)∪ dom(ϕ∪σ). By our construction
of ψ∗, V (H)\dom(ψ∗) is Lψ∗ -inert. By assumption, [H,ψ∗] is not a (C, z)-opener, so there exists a v ∈ D1(H)

with |Lψ∗(v)| < 3. By 2) of Claim 10.7.8, v ̸∈ N(y) ∪N(z). In particular, v ̸= y′, and v has a neighbor in w.

By our construction of J1
e , we haveN(w)∩V (C1) ⊆ V (J1

e ), so v ̸∈ B1(C). Since |Lψ∗(v)| < 3 and y ̸∈ N(v),
it follows that v has a neighbor in dom(σ∗) and v ∈ D2(C). Furthermore, z ̸∈ N(v), or else we contradict
Proposition 10.2.8. Since |Lψ∗(v)| < 3, it follows that v has at least two neighbors in V (x′Qu), so v ∈ B,
contradicting our assumption that B = ∅. ■

Applying Proposition 10.5.4, since B ̸= ∅, let R := xww∗v, where w∗v is the e-wall of B. By Claim 10.7.2, we
have w∗ ̸= w. Note that G̃small

R contains a cyclic facial subgraph F := vQxww∗v, where F contains all the vertices
of G̃small

R with Lϕ-lists of size less than five. Since uw is a terminal edge of R and N(w) ∩ V (Q) ⊆ V (J1
e ), and thus

N(w) ∩ V (F ) = {w∗, u}.

Let H be the subgraph of G induced by (V (G̃small
z ∪ J1

e ) − y′) ∪ Sh2(x′Qv) ∪ V (G̃small
R − w∗)dom(ϕ ∪ σ). By 1)

of Corollary 10.2.5, there is a σ ∈ Link(x′Qv). Since u ̸= x, we have |Lϕ∪σ(u)| ≥ 3. Furthermore, each vertex of
G̃small
R \ {v} has an Lϕ-list of size at least three, since S⋆ ⊆ V (J1

e′ −u′) by the assumption of Lemma 10.7.1. Now we
apply the work of Section 1.6. SinceN(w)∩V (F ) = {w∗, u}, it follows from Theorem 1.6.1 there is a d ∈ Lϕ∪σ(u),
where d ̸= σ(v) if vu ∈ E(Q), such that any Lϕ-coloring of R using σ(v), d on the respective vertices v, u extends to
an Lϕ-coloring of G̃small

R .

By assumption, there is an anchor τ using d, σ(x′) on the respective vertices u, x′. By Claim 10.7.8, the union
ψ∗ := ϕ ∪ σ ∪ τ is a proper L-coloring of its domain. By our construction of ψ∗, V (H) \ dom(ψ∗) is Lψ∗ -
inert. By assumption, [H,ψ∗] is not a (C, z)-opener, so there exists a v⋆ ∈ D1(H) with |Lψ∗(v⋆)| < 3. Since
N(w∗) ∩ dom(ψ∗) = {v, w}, we have |Lψ∗(w∗)| ≥ 3 Thus, we have v⋆ ̸= w∗. Since B \ {w∗} ⊆ V (G̃small

R − w∗),
it follows that v⋆ ̸∈ B. Since v⋆ has at least three neighbors in dom(ψ∗), we have v⋆ ∈ N(y) ∪N(z), contradicting
2) of Claim 10.7.8. ■

Claim 10.7.11. If at most one of x, y is adjacent to w, then every Lϕ-coloring of {u, x, y} extends to an Lϕ-coloring

of V (J1
e ).

Proof: Suppose not. By A) of Proposition 10.5.7, we have Re = uwyx, and there is a vertex p of J1
e \ Re adjacent

to all the vertices of the cycle D := Re + (C1 ∩ J1
e ). That is, J1

e is a wheel with central vertex p. In particular,
N(w) ∩ V (C1) = {u}.

Subclaim 10.7.12. For any σ ∈ Link(Q), we have σ(x) = σ(x′). In particular, S⋆ = ∅, and furthermore

Lϕ(x) = Lϕ(x
′) and |Lϕ(x)| = |Lϕ(x′)| = 3.

Proof: Suppose toward a contradiction that there is a σ ∈ Link(Q) with σ(x) ̸= σ(x′). Thus, σ is a proper
Lϕ-coloring of its domain in G̃. By a) of Proposition 10.6.2 10.6.2, there is an extension of σ to an Lϕ-coloring τ
of dom(σ)∪V (Span(z)− y′) such that |Lϕ∪τ (y′)| ≥ 3 and V (G̃small

z ) \V (Span(z)) is (L, ϕ∪ τ)-inert in G. Let
H be the subgraph of G induced by dom(ϕ∪ τ)∪Sh2(Q)∪V (J1

e −w)∪V (G̃small
z − y′). By Proposition 10.2.9,
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V (J1
e −w) is (L, ϕ∪τ)-inert inG, since y ∈ dom(ϕ∪τ). SinceN(w)∩V (C1) = {u}, we have |Lϕ∪τ (y)| ≥ 3.

Since |Lϕ∪τ (y′) ≥ 3 as well, the pair [H,ϕ ∪ τ ] is a (C, z)-opener, contradicting our assumption.

We conclude that there is no element σ of Link(C1 − xx′) with σ(x) ̸= σ(x′),and since S⋆ = ∅, we have
Lϕ(x) = Lϕ(x

′). and |Lϕ(x)| = |Lϕ(x′)| = 3. ■

Now let H∗ be the subgraph of G induced by V (C ∪C1)∪ Sh2(uQx′)∪ V (G̃small
z − y′)∪ V (J1

e −w). By Subclaim
10.7.12, we have Lϕ(x) = Lϕ(x

′). and |Lϕ(x)| = |Lϕ(x′)| = 3. Thus, there is a set c0, c1, c2 of three colors
such that {c0, c1, c2} = Lϕ(x) ∩ Lϕ(x′) ∩ Lϕ(y). Since |Lϕ(y)| ≥ 5, there is a set {a0, a1} of two colors with
{a0, a1} ⊆ Lϕ(y) \ {c0, c1, c2}.

Subclaim 10.7.13. xy′ ∈ E(G̃small
z )

Proof: Suppose not. Since every chord of Span(z) lies in G̃small
z , we have xy′ ̸∈ E(G). Let v̂ be the unique

neighbor of u on the path uQx. Since G is short-separation-free, we have v̂ ̸= x. Consider the following cases:

Case 1: Either Lϕ(x′) ̸⊆ Lϕ(y) or V (G̃small
z ) ̸= V (Span(z))

In this case, there is a c ∈ Lϕ(x′) such that either c ̸∈ Lϕ(y) or V (G̃small
z ) ̸= V (Span(z)). Since S⋆ = ∅. Since

S⋆ = ∅, it follows from Theorem 1.7.5 that there is a σ ∈ Link(uQx′) with σ(x′) = c.

Since |Lϕ∪σ(p)| ≥ 4, there is a d ∈ Lϕ∪σ(p) such that |Lϕ(v̂) \ {d}| ≥ 3. Since |Lϕ∪σ(x)| ≥ 2, it follows that
there is a σ′ ∈ Φ(σ, V (J1

e )\{w}). Since we have either σ(x′) ̸∈ Lϕ(y) or x′y ̸∈ E(G), we have |Lϕ∪σ′(y)| ≥ 4,
so there is a σ∗ ∈ Φ(y) such that |Lϕ∪σ∗(w)| ≥ 3.

By b) of Proposition 10.6.2, there is a τ ∈ Φ(σ∗, z) such that |Lϕ∪τ (y′)| ≥ 3 and V (G̃small
z − y′) is (L, ϕ ∪ τ)-

inert. Since z ̸∈ N(w), we have |Lϕ∪τ (w)| ≥ 3. Since J1
e − w is already colored, V (H∗) \ dom(ϕ ∪ τ) is

(L, ϕ ∪ τ)-inert in G and thus [H∗, ϕ ∪ τ ] is a (C, z)-opener, contradicting our assumption.

Case 2: Lϕ(x′) ⊆ Lϕ(y) and V (G̃small
z ) = V (Span(z))

In this case, since xy′ ̸∈ E(G), we have E(G̃small
z ) = E(Span(z)) ∪ {xx′, yy′, x′y}. Since S⋆ = ∅ and no

element of Link(uQx′) uses a color of {a0, a1} on x′, it follows that, for each d ∈ Lϕ(u), there is a partial
Lϕ-coloring σdi of V (uQx′) ∪ {y}, where σdi (y) = ai and the restriction of σ to V (uQx′) is an element of
Link(uQx′) which uses d on u.

For each d ∈ Lϕ(u) and i = 0, 1, since xy′ ̸∈ E(G), we have |Lϕ∪σd
i
(y′)| ≥ 3 and |Lϕ∪σd

i
(z)| ≥ 4, so there

exists a τdi ∈ Φ(σdi , z) such that |Lϕ∪τd
i
(z)| ≥ 3. We have |Lϕ∪τd

i
(w)| ≥ 3 as well. By assumption, for each

d ∈ Lϕ(u) and i = 0, 1, the pair [H∗, ϕ ∪ τdi ] is not a (C, z)-opener, and thus the inertness condition is violated.
since V (G̃small

z ) = V (Span(z)), it follows that, for each d ∈ Lϕ(u) and i = 0, 1, there is a ζdi ∈ Φ(τdi , w) which
does not extend to Lϕ-color V (J1

e ).

Since a0, a1 ̸∈ Lϕ(x), it follows that, for each i = 0, 1 and d ∈ Lϕ(u), we have |Lϕ∪ζdi (p)| = 2 and Lϕ∪ζdi (p) ⊆
{c0, c1, c2}, or else we contradict Observation 1.4.2. Furthermore, we have d ∈ Lϕ(v̂) and Lϕ∪ζdi (p) ⊆ Lϕ(v̂)

and |Lϕ(v̂)| = 3. Thus, we have |Lϕ(p)| = 5 and {a0, a1} ∪ Lϕ(u) = Lϕ(p) as a disjoint union. Furthermore,
since d ∈ Lϕ(u), suppose without loss of generality that, for some i ∈ {0, 1} and d ∈ Lϕ(u), we have {c0, c1} ⊆
Lϕ(p) ∩ Lϕ(v̂).

By Theorem 1.7.5, since S⋆ = ∅, there is a ψ ∈ Link(uQx′) with ψ(x′) = c2. Thus, there is a ψ′ ∈ Φ(ψ, {x, y})
which colors the edge xy with the colors c0, c1. Since |Lϕ∪ψ′(y′)| ≥ 3 and |Lϕ∪ψ′(z)| ≥ 4, there is a ψ∗ ∈
Φ(ψ′, z) with |Lϕ∪ψ∗(y′)| ≥ 3.
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Since [H∗, ψ∗] is not a (C, z)-opener and V (G̃small
z ) = V (Span(z)), there exists a ψ† ∈ Φ(ψ∗, w) which does

not extend to Lϕ-color V (J1
e ). Thus, we have ψ∗(u) ∈ Lϕ(v̂). Since |Lϕ(v̂)| = 3 and {c0, c1} ⊆ Lϕ(v̂), there

is a color in Lϕ∪ψ∗(p) \ Lϕ(v̂). Note that this is true even if ψ∗(u) ∈ {c0, c1}, since, in that case, we have
|Lϕ∪ψ∗(p)| ≥ 2. In any case, ψ∗ extneds to Lϕ-color V (J1

e ), a contradiction. ■

It follows from Subclaim 10.7.13 that V (G̃small
z ) = V (Span(z)) and E(G̃small

z ) = E(Span(z))∪{xx′, yy′, xy′}. Let x̂
be t he unique neighbor of x on the pathC1∩J1

e . Since p is the central vertex of a wheel andG is short-separation-free,
we have x̂ ̸= u.

Subclaim 10.7.14. Lϕ(x̂) = {c0, c1, c2}

Proof: Suppose not and suppose without loss of generality that |Lϕ(x̂) \ {c0}| ≥ 3. Since S⋆ = ∅, there is a
σ ∈ Link(uQx′) with σ(x′) ∈ {c1, c2}, so there is a σ∗ ∈ Φ(σ, x) with σ∗(x) = c0. By a) of Proposition 10.6.2,
there is a τ ∈ Φ(σ∗, {y, z}) such that |Lϕ∪τ (y′)| ≥ 3. Note that |Lϕ∪τ (w)| ≥ 3 as well. By our choice of
color for x, we get that V (J1

e − w) is (L, ϕ ∪ τ)-inert in G, so [H∗, ϕ ∪ τ ] is a (C, z)-opener, contradicting our
assumption. ■

Now we fix a σ ∈ Link(uQx′). Without loss of generality, let σ(x′) = c2. Thus, we have Lϕ∪σ(x′) = {c0, c1}. Since
|Lϕ∪σ(p)| ≥ 4, let d0, d1 ∈ \{c0, c1}. By Subclaim 10.7.14, we have d0, d1 ̸∈ Lϕ(x̂).

Now, since |Lϕ∪σ(y)| ≥ 5, there is a σ∗ ∈ Φ(σ, y) such that σ∗(y) ̸∈ {c0, c1, d0, d1}. The idea here is to leave
J1
e \ {u, y} uncolored. Since |Lϕ∪σ∗(z)| ≥ 4, there is a τ ∈ Φ(σ∗, z) such that |Lϕ∪τ (y′)| ≥ 3. By assumption,

the pair [H∗, ϕ ∪ τ ] is not a (C, z)-opener. Since each of w, y′ has an Lϕ∪τ -list of size at least three, the inertness
condition is violated. Thus, there is a τ∗ ∈ Φ(τ, {y′, w}) which does not extend to Lϕ-color V (J1

e ). But by our choice
of color for y we have {d0, d1} ∩ Lϕ∪τ∗(p) ̸= ∅, so τ∗ does indeed extend to Lϕ-color V (J1

e ), a contradiction. This
completes the proof of Claim 10.7.11. ■

LetUy be the set of vertices of V (G̃large
z )\V (Span(z)∪J1

e )) with at least three neighbors among V (J1
e∪Span(z))\{y′}.

Claim 10.7.15. |Uy| = 1, and furthermore, letting w† be the lone vertex of Uy , the following hold.

1) If wy ∈ E(G) then (N(w†) \ {y′}) ∩ V (J1
e ∪ Span(z)) = {w, y, z}; AND

2) If wy ̸∈ E(G) and w† ∈ Uy , then (N(w†) \ {y′}) ∩ V (J1
e ∪ Span(z)) = {w, x, y}.

Proof: Applying Claim 10.7.9, we fix an Lϕ-coloring σ of {x′, u} which does not extend to an anchor. We break this
into two cases.

Case 1: wy ̸∈ E(G).

Since wx′ ̸∈ E(G), we have |Lσ∪ϕ(w)| ≥ 4, so there is a a d ∈ Lσ∪ϕ(w) \ {c0c1}. Thus, by Observation 1.4.2, there
is an extension of σ to an Lϕ-coloring σ′ of V (J1

e ) ∪ {x′}. By Proposition 10.6.2, σ′ extends to an Lϕ-coloring τ of
V (J1

e ) ∪ {x′, y, z} such that |Lτ∪ϕ(y′)| ≥ 3 and V (G̃small
z ) \ V (Span(z)) is (L, ϕ ∪ τ)-inert. By assumption, τ is not

an anchor, so there exists a vertex w† of N(w) \ dom(ϕ ∪ τ) such that |Lϕ∪τ (w†)| < 3. Thus, w† has at least two
neighbors among {u, x, y, z, x′}. If w† is adjacent to x′, then G contains a 4-cycle xww†x

′ which separates z from C,
contradicting the fact that T is a tessellation. Thus, x′ ̸∈ N(w†) and w† has at least two neighbors among {u, x, y, z}.

Suppose now that u ∈ N(w†). In that case, by definition of Span(z), we have z ̸∈ N(w†). Furthermore, since w
is a maximal e-obstruction, we have x ̸∈ N(w†), so w† is adjacent to each of u,w, y, and G contains the 4-cycle
ww†yx. Since wy ̸∈ E(G) by assumption, we have x ∈ N(w†), which is false, so u ̸∈ N(w†), and w† has at least
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two neighbors among {x, y, z}. By Proposition 10.2.8, w† is adjacent to at most one of x, z. Thus, if z ∈ N(w†), then
w† is adjacent to w, y, z, and G contains the 4-cycle ww†yx. As above, it follows from our triangulation conditions
that x ∈ N(w†), contradicting the fact that w† ̸∈ N(x) ∩ N(z). We conclude that there is a vertex w† ∈ Uy , and
furthermore, w† is the unique vertex of Uysince G is K2,3-free and any vertex of Uy is adjacent to w, y, z.

Case 2: wy ∈ E(G).

This case is trickier. Let c0, c1 ∈ Lϕ(x) \ {σ(x′)}. We begin with the following.

Subclaim 10.7.16. If Uy = ∅ then the following hold.

1) x ∈ N(w) and J1
e − y is not a triangle; AND

2) xy′ ∈ E(G) and c0, c1 ∈ Lϕ∪σ(y′).

Proof: Suppose that Uy = ∅ and suppose toward a contradiction that either N(w) ∩ {x, y} = {y} or J1
e − y =

uxw. By 2a) of Proposition 10.6.2, there is an extension of σ to an Lϕ-coloring σ∗ of {u, x, x′, y, z}, where
|Lσ∗(y′)| ≥ 3 and V (G̃small

z ) \ V (Span(z)) is (L, ϕ ∪ σ∗)-inert.

Note that σ∗ extends to an Lϕ-coloring τ of dom(σ∗) ∪ V (J1
e ). If N(w) ∩ {x, y} = {y}, then this follows from

Claim 10.7.11, and if J1
e − wy = uxw, then this just follows from the fact that there is a color left over for w.

We have |Lϕ∪τ (y′)| ≥ 3 and V (G̃small
z ) \ V (Span(z)) is (L, ϕ∪ τ)-inert. Since U = ∅, τ is an extension of σ to

an anchor, contradicting our choice of σ. Thus, x ∈ N(w).

Now suppose toward a contradiction that there is a c ∈ {c0, c1} such that either c ̸∈ Lϕ∪σ(y′) or xy′ ̸∈ E(G).
Since J1

e − wy is not a triangle and C1 is an induced subgraph of G, it follows from 2) of Proposition 1.5.1 that
there is an extension of σ to an Lϕ-coloring σ∗ of {x′} ∪ V (J1

e ) using c on x. By 2) of Proposition 10.6.2, since
either c ̸∈ Lϕ∪σ(y′) or xy′ ̸∈ E(G), σ∗ extends to an anchor, contradicting our choice of σ. ■

We now show that Uy ̸= ∅. Suppose that Uy = ∅. By Subclaim 10.7.16, we have x, y ∈ N(w) and c0, c1 ∈
Lϕ∪σ(y

′). Furthermore, G̃ consists of Span(z) and the edges xx′, yy′, xy′. In particular, we have |Lϕ∪σ(y)| ≥ 5,
so there is an f ∈ Lϕ∪σ(y) \ {c0, c1} such that |Lϕ∪σ(y′) \ {f}| ≥ 4. Since |Lϕ∪σ(w)| ≥ 4, there is a color
f∗ ∈ Lϕ∪σ(w) \ {c0, c1, f}, and, by Observation 1.4.2, the Lϕ-coloring (σ(w), f∗) of the edge uw extends to an
Lϕ-coloring of J1

e using f on y and one of c0, c1 on x. But by our choice of f , since Uy = ∅¡ it follows that σ extends
to an anchor, contradicting our choice of σ. Thus, Uy ̸= ∅.

Let w† ∈ Uy . By definition, w† has at least three neighbors in {w, y, z, x′}. If x′ ∈ N(w†), then, by 3) of Proposition
10.2.8, w† is not adjacent to z, and since x′y ̸∈ E(G), we have x′ ̸∈ N(w†) and w† is the unique vertex adjacent to
all three of w, y, z. Let τ be an extension of σ to an Lϕ-coloring of V (J1

e ) ∪ {x′, y, z}. Since Uy = {w†}, it follows
that, if τ satisfies neither 1) nor 2), then τ is an extension of σ to an anchor, contradicting our choice of σ. ■

Applying Claim 10.7.15 and Claim 10.7.9 and , we fix an Lϕ-coloring σ olf {x′, u} which does not extend to an
anchor, and we fix a vertex w† such that Uy = {w†}. Since x ̸∈ S⋆, we fix two colors c0, c1 ∈ Lϕ(x) \ {σ(x′)}.
(Possibly J1

e is a triangle and σ(u) ∈ {c0, c1}).

Claim 10.7.17. E(G) contains at most one of wx,wy.

Proof: Suppose toward a contradiction that wx,wy ∈ E(G). Applying Claim 10.7.15, w† is adjacent to each of
w, y, z. Let K := G̃small

uwx. Note that K = J1
e − y.
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Subclaim 10.7.18. G has a chord of Span(z) other than xx′.

Proof: Suppose not. The trick now is to leave y uncolored. Choosing a color of Lϕ(w) \ {c0, c1, σ(u)}, it follows
from Observation 1.4.2 that there is a σ∗ ∈ Φ(σ, J1

e − y) using one of c0, c1 on x. Since |Lϕ∪σ∗(z)| ≥ 5 and
|Lϕ∪σ∗(y)| ≥ 3, there is an extension of σ∗ to a τ ∈ Φ(σ∗, z) such that |Lϕ∪τ (y)| ≥ 3. We claim now that
V (J1

e ∪ G̃small
z ) \{y′} is (L, ϕ∪ τ)-inert in G. Applying Corollary 1.3.6, this is immediate if G̃small

z is not a wheel
with a central vertex adjacent to all five vertices of xyzy′x′, so suppose that G̃small

z is a wheel with central vertex
v∗.

By our choice of color for z, any extension of ϕ ∪ τ to an L-coloring of G \ {v∗, y} also extends to the edge
v∗y. Thus, in any case, V (J1

e ∪ G̃small
z ) \ {y′} is (L, ϕ ∪ τ)-inert in G. Furthermore, |Lϕ∪τ (y′)| ≥ 3, since

x, y ̸∈ N(y′). Thus, τ in an anchor, contradicting the fact that σ does not extend to an anchor. ■

We now have the following.

Subclaim 10.7.19. xy′ ∈ E(G)

Proof: Suppose not. By Subclaim 10.7.18 G has a chord of Span(z) other than xx′. Since xy′ ̸∈ E(G), it follows
from Observation 10.6.1 that G̃small

z consists of Span(z) and the edges {xx′, yy′, x′y}. Since wx ∈ E(G), G
contains a 7-wheel in which each vertex of the cycle wxx′y′zw† is adjacent to y. Consider the following cases.

Case 1: K is a triangle

In this case, we leave w uncolored. Since x ̸∈ S⋆, |Lϕ∪σ(x)| ≥ 1. Since |Lϕ∪σ(y)| ≥ 4 and |Lϕ∪σ(z)| ≥ 5,
there is an extension of σ to an Lϕ-coloring τ of {x′, x, u, y, z} such that |Lϕ∪τ (y′)| ≥ 3. Since w is uncolored,
|Lϕ∪τ (w†)| ≥ 3, so τ is an anchor, contradicting our choice of σ.

Case 2: K is not a triangle.

In this case, we first claim that there exists an f ∈ Lϕ∪σ(w) such that {c0, c1} ⊆ ZK(σ(u), f, •). If K is not
a broken wheel, then, since C1 is an induced subgraph of G,it just follows from Theorem 1.5.3 that such an f
exists. If K is a broken wheel, then, since K is not a triangle, it follows from Proposition 1.4.4 that such an f
exists, or else there is a vertex of K \{u,w, x} with an Lϕ-list of size three which contains both {c0, c1} and two
colors of Lϕ∪σ(w) \ {c0, c1}, a contradiction.

Let τ be an extension of σ to an Lϕ-coloring of {x′, u, w, z} such that τ(w) = f , where f is as above. Since y is
uncolored, each of w†, y

′ has an Lϕ∪τ -list of size at least three, and, by our choice of τ , V (G̃small
z ∪ J1

e ) \ {y′} is
(L, ϕ ∪ τ)-inert in G, so τ is an anchor, contradicting our choice of σ. ■

Since xy′ ∈ E(G), it follows from Observation 10.6.1 that G̃small
z consists of Span(z) and the edges {xx′, yy′, xy′}.

Thus, G contains a 6-wheel with central vertex y adjacent to all five vertices of the cycle xww†zy
′.

Case 1: K is a triangle

In this case, the trick is to leave y uncolored. Since |Lϕ∪σ(x)| ≥ 1, we let σ′ be an extension of σ to an Lϕ-
coloring of {x′, x, u}. Since |Lϕ∪σ′(y′)| ≥ 3 and |Lϕ∪σ(z)| ≥ 5, let f0, f1 ∈ Lϕ∪σ(z), where, for each i = 0, 1,
|Lϕ∪σ′(y′) \ {fi}| ≥ 3. Now, since |Lϕ∪σ′(w)| ≥ 3 and |Lϕ∪σ′(y)| ≥ 4, there is an extension of σ′ to an Lϕ-coloring
τ of {u, x, x′, w, z} such that τ uses one of f0, f1 on z and such that |Lϕ∪τ (y)| ≥ 3. By our choice of τ , we have
|Lϕ∪τ (y′)| ≥ 3 and {y} is (L, ϕ ∪ τ)-inert. Thus, τ is an anchor, contradicting our choice of σ.

Case 2: K is not a triangle
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As above, we choose an f ∈ Lϕ∪σ(w) with {c0, c1} ⊆ ZK(σ(u), f, •). The trick is to leave K−{u,w, y} uncolored.
Since |Lϕ∪σ(y) \ {f}| ≥ 4, there is an f ′ ∈ Lϕ∪σ(y) \ {f, c0, c1}. Let σ∗ be an extension of σ to {x′, u, w, y}
obtained by coloring w, y with the respective colors f, f ′. Since |Lϕ∪σ∗(z)| ≥ 4, there is an extension of σ∗ to an
Lϕ-coloring τ of {x′, x, u, w, y, z} such that |Lϕ∪τ (w†)| ≥ 3. Since x is uncolored, we have |Lϕ∪τ (y′)| ≥ 3 as well.
By our choice of τ , V (K) \ {w, y} is (L, ϕ∪ τ)-inert in G, so V (J1

e ∪ G̃small
z ) \ {y′} is (L, ϕ∪ τ)-inert in G. Thus, τ

is an anchor, contradicting our choice of σ. This completes the proof of Claim 10.7.17. ■

Now we have the following.

Claim 10.7.20. If wy ̸∈ E(G), then xy′ ∈ E(G).

Proof: Suppose that wy ̸∈ E(G). Thus, w is the lone vertex of Obe(z), and J1
e = G̃small

uwx. Furthermore, it follows from
Lemma 10.4.2 that w has no neighbor in Span(z) other than x. Applying Claim 10.7.15, w† is adjacent to each of
w, x, y.

Subclaim 10.7.21. G has a chord of Span(z) other than xx′.

Proof: Suppose not. Applying Observation 1.4.2, we extend σ to an Lϕ-coloring σ′ of V (J1
e )∪{x′} by choosing

a d ∈ Lσ∪ϕ(w) \ {c0, c1}. Then |Lϕ∪σ′(w†)| ≥ 3 and, since x′y ̸∈ E(G), |Lϕ∪σ′(y)| ≥ 4, so there is an
extension of σ′ to an Lϕ-coloring σ∗ of dom(σ′) ∪ {y} such that |Lσ∗(w†)| ≥ 3.

For any extension τ of σ∗ to an Lϕ-coloring of dom(σ∗) ∪ {z}, we have |Lϕ∪τ (y′)| ≥ 3, since G̃small
z has no

chord of Span(z) other than xx′. By 2b) of Proposition 10.6.2, there is an extension τ of σ∗ to an Lϕ-coloring of
dom(σ∗) ∪ {z} such that V (G̃small

z ) \ V (Span(z)) is (L, ϕ ∪ τ)-inert, so τ is an anchor, contradicting our choice
of σ. ■

Since G̃small
z has a chord of Span(z) other than xx′, it follows from Observation 10.6.1 that G̃small

z consists of Span(z)
and the edges xx′, yy′, yx′. We note now the following.

For any σ′ ∈ Φ(σ, V (J1
e )), we have |Lσ′∪ϕ(w†)| = 2 (‡)

To see this, note that if |Lσ′∪ϕ(w†)| ≥ 3, then, since |Lσ′∪ϕ(z)| ≥ 4 and |Lσ′∪ϕ(y
′)| ≥ 3, there is an extension of

σ′ to an τ ∈ Φ(σ, V (J1
e ) ∪ {z}) such that each of y′, w† has an Lϕ∪τ -list of size at least three, so τ is an anchor,

contradicting our choice of σ.

Recall that we have fixed two colors c0, c1 ∈ Lϕ(x) \ {σ(x′)}. Since Lϕ∪σ(w)| ≥ 4, let f0, f1 ∈ Lϕ∪σ(w) \ {c0c1}.
It follows from Observation 1.4.2 that, for each i = 0, 1, there is a color of {c0, c1} in ZJ1

e
(σ(u), fj , •). Thus, by

(‡), we have {f0, f1} ⊆ L(w†) and |L(w†)| = 5. Furthermore, f0, f1 ̸∈ Lϕ∪σ(y), or else we color w, y with the
same color f ∈ {f0, f1} ∩ Lϕ∪σ(y), which leaves a color of {c0, c1} in ZJ1

e
(σ(u), f, •), contradicting (‡). Since

{f0, f1} ⊆ L(w), there is a c ∈ Lϕ∪σ(y) with c ̸∈ L(w†).

Since x′y ∈ E(G), we have c ̸= σ(x′), and since ZJ1
e
(σ(u), fj , •) \ {σ(x′)} ≠ ∅ for each j = 0, 1, we have

ZJ1
e
(σ(u), fj , •) \ {σ(x′)} = {c} for each j = 0, 1, or else we contradict (‡). Furthermore, L(w†) is the disjoint

union {f0, f1} and L(y) \ {σ(x′), c}, or else, again, we contradict (‡).

Since |Lϕ∪σ(w)| ≥ 4, let g0, g1 be two colors inLϕ∪σ(w)\{f0, f1}. If there is a g ∈ {g0, g1} such that ZJ1
e
(σ(u), g, •) ̸=

{σ(x)}, then, since ZJ1
e
(σ(u), g, •) ̸= ∅ and L(w†) is the disjoint union {f0, f1} and L(y) \ {σ(x′), c}, there

is an element σ′ of Φ(σ, V (J1
e )), using g on w, such that |Lϕ∪σ′(w†)| ≥ 3, contradicting (‡). We thus have

ZJ1
e
(σ(u), g0, •) = ZJ1

e
(σ(u), g1, •) = {σ(x)}.
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We note now that there is an f ∈ {f0, f1} such that Lϕ(x) \ {σ(x)} ⊆ ZJ1
e
(σ(u), f, •). If K is a broken wheel, then

this just follows from 2) of Proposition 1.4.5, and if K is not a broken wheel, then this follows from Theorem 1.5.3.
In any case, we contradict the fact that ZJ1

e
(σ(u), f, •) \ {σ(x′)} = {c}. ■

Now we have the following:

Claim 10.7.22. x′y ̸∈ E(G).

Proof: Suppose that x′y ∈ E(G). By 1) of Proposition 10.2.8, x′y is a chord of Span(z) in G̃small
z , and, by Observation

10.6.1, G̃small
z consists of Span(z) and the edges xx′, yy′, x′y. In particular, we have xy′ ̸∈ E(G), and thus, by Claim

10.7.20, wy ∈ E(G). Applying Claim 10.7.15, w† is adjacent to each of w, y, z.

By Claim 10.7.17, wx ̸∈ E(G). Since xy′ ̸∈ E(G), we have |Lϕ∪σ(y′)| ≥ 4. Since C1
z is an induced subgraph of

G and wx ̸∈ E(G), it follows from our triangulation conditions that ux ̸∈ E(G). Since x ̸∈ S⋆ and ux ̸∈ E(G), we
have |Lϕ∪σ(x)| ≥ 2. Since |Lϕ∪σ(y)| ≥ 5, there is an extension of σ to an Lϕ-coloring σ′ of {x′, u, x, y} such that
|Lϕ∪σ′(y′)| ≥ 3.

By Claim 10.7.11, σ′ extends to an Lϕ-coloring σ′′ of V (J1
e ) ∪ {x′}, as wx ̸∈ E(G). Since |Lϕ∪σ′′(z)| ≥ 4, there is

an extension of σ′′ to an Lϕ-coloring τ of V (J1
e ) ∪ {x′, z} such that |Lϕ∪τ (w†)| ≥ 3. By our choice of σ′′, we have

|Lϕ∪τ (y′)| ≥ 3 as well, so τ is an anchor, contradicting our choice of σ. ■

Now we have the following.

Claim 10.7.23. xy′ ∈ E(G)

Proof: Suppose toward a contradiction that xy′ ̸∈ E(G). By Claim 10.7.20, we have wy ∈ E(G). Thus, we have
Re = ywu. By Claim 10.7.22, we have x′y ̸∈ E(G). Since neither xy′ nor x′y lies in E(G), it follows from
Observation 10.6.1 that xyzy′x is an induced cycle of G. Applying Claim 10.7.15, w† adjacent to each of w, y, z.

We claim now that G̃small
z is a wheel with a central vertex adjacent to all five vertices of Span(z). Suppose not.

Applying 2) of Proposition 1.5.1, we extend σ to an Lϕ-coloring σ∗ of {x′} ∪ V (J1
e ). Since |Lϕ∪σ∗(z)| ≥ 4, there is

a τ ∈ Φ(σ∗, z) such that |Lϕ∪τ (w†)| ≥ 3. Since G has no chord of Span(z) except for xx′, we have |Lϕ∪τ (y′)| ≥ 3,
and, by Corollary 1.3.6, V (G̃small

z ) \ V (Span(z)) is Lϕ∪τ -inert. Thus, τ is an anchor, contradicting our choice of σ, so
let v⋆ be the lone vertex of G̃small

z \ Span(z).

Since yw ∈ E(G), it follows from Claim 10.7.17 that xw ̸∈ E(G). Since xw ̸∈ E(G) and C1
z is an induced subgraph

of G, it follows from our triangulation conditions that ux ̸∈ E(G). Since |Lϕ∪σ(v⋆)| ≥ 4 and |Lϕ∪σ(y)| ≥ 5, there is
a d ∈ Lϕ∪σ(y) such that Lϕ∪σ(v⋆) \ {d}| ≥ 4.

At least one of c0, c1 is distinct from d, and since xw ̸∈ E(G), it follows from Claim 10.7.11 that there is a σ∗ ∈
Φ(σ, J1

e ) such that σ∗(y) = d. Since |Lϕ∪σ(w†)| ≥ 3 and |Lϕ∪σ∗(z)| ≥ 4, there is an extension of σ∗ to an Lϕ-
coloring τ of dom(σ∗) ∪ {z} such that |Lϕ∪τ (w†)| ≥ 3. By our choice of σ∗(y), v⋆ is Lϕ∪τ -inert, and thus τ is an
anchor, contradicting our choice of σ. ■

Since xy′ ∈ E(G), it follows from Observation 10.6.1 that G̃small
z consists of Span(z) and the edges yy′, xy′, xx′.

Furthermore, we immediately get S⋆ ̸= ∅, or else J1
e , J

1
e′ are symmetric, and, interchanging the roles of the two sides

in the above, we obtain x′y ∈ E(G̃small
z ), which is false. Since S⋆ ̸= ∅, it follows from 3) of Corollary 10.2.5 that

there is a ψ ∈ Link(Q) with ψ(x) ̸= ψ(x′)
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Claim 10.7.24. wy ∈ E(G).

Proof: Suppose that wy ̸∈ E(G). Thus, Re = uwx, and w† is adjacent to each of w, x, y. The trick now is to keep
w uncolored. By 2a) of Proposition 10.6.2, there is an extension of ψ to an Lϕ-coloring τ of dom(ψ) ∪ {y, z} such
that |Lϕ∪τ (y′)| ≥ 3. Let H be the subgraph of G induced by dom(ϕ ∪ τ) ∪ Sh2(Q). Since wy ̸∈ E(G) and w is
uncolored, each of w,w† has an Lϕ∪τ -list of size at least three. Thus, [H,ϕ ∪ τ ] is a (C, z)-opener, contradicting our
assumption. ■

Since wy ∈ E(G), we have Re = uwy. By Claim 10.7.17, we have wx ̸∈ E(G). Furthermore, w† is adjacent to each
of w, y, z. Furthermore, N(w) ⊆ V (J1

e ) ∪ {z, y′}. The trick now is to keep y uncolored. Since |Lϕ∪ψ(z)| ≥ 5 and
|Lϕ∪ψ(y)| ≥ 4, there is an extension of ψ to an Lϕ-coloring τ of dom(ψ) ∪ {z} such that |Lϕ∪τ (y)| ≥ 4. Let H be
the subgraph ofG induced by dom(ϕ∪τ)∪Sh2(x

′Qu)∪V (J1
e ). Since y is uncolored, each of y′, w† has an Lϕ∪τ -list

of size at least three. By assumption [H,ϕ∪ τ ] is not a (C, z)-opener. By construction of ϕ∪ τ , any extension of ϕ∪ τ
to an L-coloring of dom(ϕ∪ τ)∪ V (G \H) extends to an L-coloring τ∗ of dom(ϕ∪ τ)∪ Sh2,(x

′Qu). By our choice
of color for z, τ∗ also extends to {y}, and, by Proposition 10.2.9, the resulting L-coloring of G \ (J1

e \Re) extends to
J1
e \ Re as well. We conclude that V (H) is (L, ϕ ∪ τ)-inert in G, so [H,ϕ ∪ τ ] is a (C, z)-opener, contradicting our

assumption. This completes the proof of Lemma 10.7.1.

10.8 Dealing With Span(z) as a 4-chord: Part III

In this section, we deal with the last difficult case in the proof of 1) of Theorem 10.0.7. The remaining cases are easier
and are obtained by similar arguments.

Lemma 10.8.1. Let z ∈ D2(C
1) be a pentagonal vertex, where Span(z) := xyzy′x′ is a proper 4-chord of C1.

Suppose further that E(G) contains one of x′y, xy′. Then there exists a (C, z)-opener.

Proof. By 1) of Proposition 10.2.8, we have x′y, xy′ ̸∈ E(G̃large
z ), so G contains at most one of x′y, xy′. Without loss

of generality, let x′y ∈ E(G̃small
z ). LetQsmall := C1∩G̃small

z and letQlarge := C1∩G̃large
z . By Lemma 10.4.2, since there

is no (C, z)-opener z is end-repelling. By Lemma 10.7.1, since there is no (C, z)-opener, we have |E(Qsmall)| > 1.
Crucially, since |E(Qsmall)| > 1, every element of Link(Qlarge) is a proper Lϕ-coloring of its domain in G. Since
|E(Qlarge| > 1, let e be the unique terminal edge of Qlarge incident to x and let e′ be the unique terminal edge of Qlarge

incident to x′.

Let K := G̃small
x′yx. Since G is short-separation-free, we have V (G̃small

z ) = V (K) ∪ {y′, z}. Since z ∈ D2(C
1), we

have E(G̃small
z ) = E(K) ∪ {yy′, x′y} by our triangulation conditions. In particular, N(y′) ∩ V (C1) = {x′}, and we

immediately have the following.

Claim 10.8.2. For any partial Lϕ-coloring ψ of V (C1)∪{y}, ψ extends to an Lϕ-coloring ψ∗ of dom(ψ)∪{z} such

that |Lϕ∪ψ∗(y′)| ≥ 3.

Proof: Since N(y′) ∩ V (C1) = {x′} and z ∈ D2(C
1), we have |Lϕ∪ψ(y′)| ≥ 3 and |Lϕ∪ψ(z)| ≥ 4, so the claim is

immediate. ■

Recall that, by Co4d) of Definition 10.0.1, if S⋆ ̸= ∅, then every vertex ofD2(C) has a neighborhood onC1 consisting
precisely of a subpath of C1. In particular, if S⋆ ̸= ∅, then K is a broken wheel with principal path x′yx. Since G is
K2,3-free, it immediately follows from Co4 c) and d) of Definition 10.0.1 that the following hold.
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Claim 10.8.3. If S⋆ ̸= ∅, then T<2 ∩ V (Qlarge) ̸= ∅.

Now we have the following.

Claim 10.8.4. Re is a 3-chord of C1, i.e the middle edge of Re is incident to y.

Proof: Suppose not. Thus, there is no e-obstruction adjacent to y. Let H† be the subgraph of G induced by
Sh2(Qlarge) ∪ dom(ϕ ∪ τ), and consider the following cases:

Case 1: S⋆ ∩ V (Q̊small) = ∅

In this case, applying 1) of Corollary 10.2.5, we fix a σ ∈ Link(Qlarge). By 2) of Proposition 1.5.1, since S⋆ ∩
V (Q̊small) = ∅, there is an extension of σ to an Lϕ-coloring σ∗ of dom(σ) ∪ V (K). By Claim 10.8.2, σ∗ extends
to an Lϕ-coloring τ of dom(σ∗) ∪ {z} such that |Lϕ∪τ (y′)| ≥ 3. Since there is no e-obstruction adjacent to y, and
|Lϕ∪τ (y′)| ≥ 3, the pair [H†, ϕ ∪ τ ] is a (C, z)-opener, contradicting our assumption.

Case 2: S⋆ ∩ V (Qsmall) ̸= ∅.

In this case, by Claim 10.8.3 there is a v̂ ∈ T<2 ∩ V (Qlarge). By Co4d) of Definition 10.0.1, every vertex of D2(C)

has a neighborhood on C1 consisting precisely of a subpath of C1. In particular K is a broken wheel.

By 2) of Proposition 10.2.4, there exists a pair of elements σ0, σ1 of Link(Qlarge) using the same color on x′ and
different colors on x. By Proposition 1.4.10, there is an i = 0, 1 such that σi extends to an Lϕ-coloring σ∗ of
dom(σi)∪V (K). By Claim 10.8.2 σ∗ extends to an Lϕ-coloring τ of dom(σ∗)∪{z} such that |Lϕ∪τ (y′)| ≥ 3. Since
there is no e-obstruction adjacent to y, and |Lϕ∪τ (y′)| ≥ 3, the pair [H†, ϕ ∪ τ ] is a (C, z)-opener, contradicting our
assumption. ■

Applying Claim 10.8.4, let Re := xywu for some w ∈ D1(C
1) and u ∈ V (Qlarge). Since z is end-repelling, we have

u ∈ V (Q̊large). For the remainder of the proof of Lemma 10.8.1, we fix the following notation.

Definition 10.8.5. aaaaaaaaaaaaaaaaaaaaaaaaa

1) We set px′ to be the unique vertex of the path Qsmall which is adjacent to x′ and set qx′ to be the unique vertex
of Qlarge which is adjacent to x′. Since K is not a triangle, px′ ̸= x.

2) We set H to be the subgraph of G induced by V (x′Qlargeu)∪ Sh2(x
′Qlargeu)∪ V (J1

e −w)∪ V (K ∪C)∪ {z}.

Claim 10.8.6. Suppose that wx ∈ E(G) and let Ĵ be the broken wheel J1
e − y with principal path xwu. Let τ be a

partial Lϕ-coloring of V (Q) ∪ {y, z} with u, x′, y ∈ dom(τ) and |Lϕ∪τ (y′)| ≥ 3. Then there exists an extension of τ

to an Lϕ-coloring τ∗ of dom(τ) ∪ {w} such that ZK(τ(x′), τ(y), •) ∩ ZĴ(•, τ∗(w), τ(u)) = ∅.

Proof: Suppose there is a τ for which this does not hold. Since dom(ϕ∪τ)∩N(w) = {y, u}, we have |Lϕ∪τ (w)| ≥ 3,
and our assumption on τ implies that any extension of τ to an Lϕ-coloring of dom(τ) ∪ {w} also extends to Lϕ-color
V (K ∪ Ĵ), so the inertness condition is satisfied. Since |Lϕ∪τ (y′)| ≥ 3 as well, it follows that [H,ϕ ∪ τ ] is a
(C, z)-opener, contradicting our assumption. ■

The claim below is the most difficult part of Lemma 10.8.1.

Claim 10.8.7. S⋆ ∩ V (Q̊small) = ∅.
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Proof: Suppose not, and let S⋆ = {u⋆} for some u⋆ ∈ V (Q̊small). By Co4d) of Definition 10.0.1, every vertex of
D2(C) has a neighborhood on C1 consisting precisely of a subpath of C1. In particular K¡ is a broken wheel. By
Claim 10.8.3, there is a v̂ ∈ T<2 ∩ V (Qlarge). Now, G̃ contains the 3-chord M⋆ := uwyu⋆ of C1. Let K⋆ be the
broken wheel with principal path u⋆yx′, where K⋆ − y = u⋆Q

smallx′.

Subclaim 10.8.8. For any f ∈ Corner(M⋆, w) and σ ∈ Link(x′Qlargeu), we have σ(x′) ̸∈ ZK⋆
(f(u⋆), f(y), •).

Proof: Suppose there is an f ∈ Corner(M⋆, w) and a σ ∈ Link(x′Qlargeu) such that this does not hold. Thus,
σ ∪ f extends to an Lϕ-coloring σ† of dom(σ ∪ f) ∪ V (K⋆). By Claim 10.8.2, σ† extends to an Lϕ-coloring τ of
dom(σ⋆)∪ {z} such that |Lϕ∪τ (y′)| ≥ 3. Since N(w)∩ dom(ϕ∪ τ) = {y, u}, we have |Lϕ∪τ (w)| ≥ 3 as well.
Thus, the pair [H,ϕ ∪ τ ] is a (C, z)-opener, contradicting our assumption. ■

We also have the following.

Subclaim 10.8.9. v̂ ̸∈ V (uQx) \ {u}

Proof: Suppose toward a contradiction that v̂ ∈ V (uQx)\{u}. Thus, v̂ is an internal vertex of the pathC1∩G̃small
M⋆

.
Let P := u⋆Q

smallx′Qlargeu. By Corollary 10.2.5, there is a σ ∈ Link(P ), and σ is a proper Lϕ-coloring of its
domain, since uu⋆ is not an edge of C1. Since x′ is a P -hinge, we have x′ ∈ dom(σ). Since |Lϕ(y)| ≥ 5, it
follows from 2) of Theorem 9.0.1 that there is an f ∈ Corner(M⋆, w) using σ(u⋆), σ(u) on the respective vertices
u⋆, u, where f(y) ̸= σ(x′). Since x′ is a P -hinge, σ restricts to an element of Link(u⋆Qsmallx′), so we have
σ(x′) ∈ ZK⋆(σ(u⋆), f(y), •). Since σ also restricts to an element of Link(x′Qlargeu), we contradict Subclaim
10.8.8. ■

We now have the following.

Subclaim 10.8.10. Lϕ(x′) ⊆ Lϕ(px′) and |Lϕ(px′)| = 3.

Proof: Suppose not. Thus, there is a d ∈ Lϕ(x
′) such that either |Lϕ(px′) \ {d}| ≥ 3, or px′ = u⋆ and

d ̸∈ Lϕ(px′). By i) of Theorem 1.7.5, there is a σ ∈ Link(xQlargeu) with σ(x′) = d. Consider the following
cases.

Case 1: wx ̸∈ E(G)

In this case, by Theorem 1.6, there is an extension σ to an Lϕ-coloring σ† of dom(σ) ∪ {x} such that V (J1
e ) \

{w, y} is (L, ϕ∪σ†)-inert inG. Now, Lϕ∪σ†(y)| ≥ 3, so there is a color left inLϕ∪σ†(y)\Lϕ(u⋆).Thus, by Claim
10.8.2, σ† extends to an Lϕ-coloring τ of dom(σ†) ∪ {y, z} such that τ(y) ̸∈ Lϕ(u⋆) and |Lϕ∪τ (y′)| ≥ 3. Note
that, since wx ̸∈ E(G), we have dom(ϕ ∪ τ) ∩ N(w) = {u, y}, and |Lϕ∪τ (y)| ≥ 3. By our choice of d, τ(y),
we get that τ extends to an Lϕ-coloring τ∗ of dom(τ) ∪ V (K). Thus, the pair [H,ϕ ∪ τ∗] is a (C, z)-opener,
contradicting our assumption.

Case 2: wx ∈ E(G)

This case is harder. In this case, J1
e − y is a broken wheel Ĵ with principal path xwu. The trick in this case is

just to leave x uncolored. By Claim 10.8.2, we get that, for each c ∈ Lϕ(y) \ {d}, there is an extension of σ to
an Lϕ-coloring τ c of dom(σ) ∪ {y, z} such that τ c(y) = c and |Lϕ∪τc(y′)| ≥ 3. It follows from Claim 10.8.6
that for each c ∈ Lϕ∪σ(y), there exists an extension of τ c to an Lϕ-coloring τ c∗ of dom(τ c) ∪ {w} such that
ZK(d, c, •) ∩ ZĴ(•, τ c∗(w), σ(u)) = ∅.

By our choice of color for x′, we get that, for each c ∈ Lϕ(y) \ Lϕ(u⋆), we have ZK(d, c, •) = Lϕ(x) \ {c}.
Now, there exist two colors c0, c1 ∈ Lϕ(y) \ {σ(x′)} with c0, c1 ̸∈ Lϕ(u⋆). Thus, for each i = 0, 1, we have
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ZĴ(•, τ ci∗ (w), σ(u)) = {ci}. By 1) of Proposition 1.4.7, we have τ ci∗ (w) = c1−i for each i = 0, 1, and, by
Proposition 1.4.4, {c0, c1} lies in the Lϕ-list of each vertex of Ĵ \ {u, y}.

Note that, for each h ∈ Lϕ∪σ(y) \ {c0, c1}, we have h ∈ Lϕ(u⋆), or else, if there is an h for which this does not
hold, then ZK(σ(x′), h, •) = L(x)\{h} and ZĴ(•, τh∗ (w), σ(u)) = {h}, so τh∗ (w) ̸∈ {c0, c1} and we contradict
1) of Proposition 1.4.5. Let Lϕ(u⋆) = {r, s}. Thus, we have Lϕ∪σ(y) = {r, s, c0, c1}. Recalling that σ(x′) = d,
this implies that Lϕ(y) = {r, s, c0, c1} and, in particular, d ̸∈ {r, s}. The trick now is simply to switch the colors
on x′, y. By i) of Theorem 1.7.5, there exist two elements ζ0, ζ1 ∈ Link(x′Qlargeu) where ζ0(x′), ζ1(x′) are two
distinct colors of Lϕ(x′) \ {d}.

By Claim 10.8.2, for each j = 0, 1, ζj extends to anLϕ-coloring ζ†j of dom(ζj)∪{y, z} such that |Lϕ∪ζ†j (y
′)| ≥ 3.

It follows from Claim 10.8.6 that, for each j = 0, 1, there is an extension of ϕ ∪ ζ†j to an Lϕ-coloring ζ∗j of
dom(ϕ ∪ ζ†j ) ∪ {w} such that ζ∗j does not extend to Lϕ-color the pair of broken wheels Ĵ ∪K.

Since d ̸∈ Lϕ(px′) ∪ {r, s}, we have {c0, c1} ⊆ ZK(ζj(x
′), d, •) for each j = 0, 1. Note that this is true even

if u⋆ is adjacent to x, since {c0, c1} ∩ {d, r, s} = ∅. Let h ∈ Lϕ(x′) \ {c0, c1}. For each j = 0, 1, we have
ZĴ(•, d, ζj(u)) = {h} and thus ZK(•, d, h) ∩ {ζ0(x′), ζ1(x′)} = ∅. Since d ̸∈ Lϕ(u⋆) and {ζ0(x′), ζ1(x′)}| =
2, it follows from Observation 1.4.2 that ZK(•, d, h) ∩ {ζ0(x′), ζ1(x′)} ≠ ∅, a contradiction. ■

The subclaim below is an immediate consequence of Subclaim 10.8.10.

Subclaim 10.8.11. K⋆ is not a triangle and v̂ ∈ V (x′Qlargeu) \ {x′}.

Proof: By Subclaim 10.8.9, v̂ ∈ V (x′Qlargeu), and, by Subclaim 10.8.10, |L(x′)| < 4, so x′ ̸∈ T<2. Thus,
v̂ ∈ V (x′Qlargeu) \ {x′}. Since |Lϕ(x′)| ≥ 3, it also follows from Subclaim 10.8.10 that K⋆ is not a triangle. ■

Applying Subclaim 10.8.10, we fix a set A ⊆ Lϕ(y) with A ∩ (Lϕ(x
′) ∪ Lϕ(px′)) = ∅ and |A| ≥ 2.

Subclaim 10.8.12. No element of Corner(M⋆, w) uses a color of A on y.

Proof: Suppose toward a contradiction that there is an f ∈ Corner(M⋆, w) with f(y) ∈ A. Since f(y) ̸∈ Lϕ(x′)
and f(y) ̸∈ Lϕ(px′) we have ZK⋆

(f(u⋆, f(y), •) = Lϕ(u), contradicting Subclaim 10.8.8. ■

Now we have the following.

Subclaim 10.8.13. A = Lϕ(u⋆)

Proof: Suppose not. Since |A| ≥ 2, let a ∈ A \ Lϕ(u⋆). Let c0, c1, c2 be three distinct colors in Lϕ(u).

By i) of Theorem 1.7.5, for each i ∈ {0, 1, 2}, there is a σi ∈ Link(x′Qlargeu) with σi(u) = ci. Since a ̸∈ Lϕ(x′),
the color a is left over in Lϕ∪σi(y) and thus, by Claim 10.8.2, there is an extension of σi to an Lϕ-coloring τ i of
dom(σi)∪ {y, z} such that τ i(y) = a and |Lϕ∪τ i(y′)| ≥ 3. Since we have not colored any vertex of J1

e \ {u, y},
we have |Lϕ∪τ i(w)| ≥ 3 as well. Now consider the following cases.

Case 1: wx ∈ E(G)

In this case, J1
e − w is a broken wheel Ĵ with principal path xwu. Applying Claim 10.8.6, we get that, for

each i = 0, 1, 2, there is an extension of τ i to an Lϕ-coloring τ i∗ of dom(τ i) ∪ {w} such that ZK(τ i(x′), a, •) ∩
ZĴ(•, τ i∗(w), ci) = ∅.

For each i = 0, 1, 2, since a ̸∈ Lϕ(u⋆) and a ̸∈ Lϕ(px′), we have ZK(τ i(x′), a, •) = Lϕ(x) \ {a} and thus
ZĴ(•, τ i∗(w), ci) = {a}. But since c0, c1, c2 are three distinct colors, this contradicts 2) of Proposition 1.4.7 1.4.7.

Case 2: wx ̸∈ E(G)
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SinceN(y)∩V (C1) = V (Qsmall), it follows from Theorem 1.6.1 that, for each i = 0, 1, 2, there is a di ∈ Lϕ(x),
where di ̸= ci if ux is an edge of J1

e , such that any Lϕ-coloring of uwyw using ci, di on the respective vertices
u,w extends to an Lϕ-coloring of J1

e . Consider the following subcases.

Subcase 2.1 There exists an i ∈ {0, 1, 2} such that di ̸= a

In this case, there is an extension of τi to an Lϕ-coloring ζ of dom(τi) ∪ {x} such that ζ(x) = di. Since
wx ̸∈ E(G), we have |Lϕ∪ζ(w)| ≥ 3. Since a ̸∈ Lϕ(u⋆) and a ̸∈ Lϕ(px′), the Lϕ-coloring (ζ(x′), a, di) of
x′yx extends to Lϕ-color K, and so ζ extends to an Lϕ-coloring ζ ′ of dom(ζ) ∪ V (K). Since each of w, y′ has
an Lϕ∪ζ′ -list of size at least three, [H,ϕ ∪ ζ ′] is a (C, z)-opener, contradicting our assumption.

Subcase 2.2 di = a for all i = 0, 1, 2

In this case, we choose a color d∗ ∈ Lϕ(y) \ (Lϕ(u⋆) ∪ {a}). Let K⋆⋆ be the broken wheel with principal path
u⋆yx

′, where K⋆ ∪K⋆⋆ = K.

By Observation 1.4.2, since d∗ ̸∈ Lϕ(u⋆), the Lϕ-coloring (d, d∗) of xy extends to an Lϕ-coloring of K⋆⋆, and
thus extends to Lϕ-color K, so let ζ be an Lϕ-coloring of K with ζ(x) = d and ζ(y) = d∗. By i) of Theorem
1.7.5, there is a ψ ∈ Link(x′Qlargeu) with ψ(x′) = ζ(x′) and ψ(u) ∈ {c0, c1, c2}, and ζ∗ := ψ ∪ ζ is a proper
Lϕ-coloring of its domain. Since x ̸∈ N(w), we have |Lϕ∪ζ∗(w)| ≥ 3. Since each of w, y′ has an Lϕ-list of size
at least three and V (J1

e − w) is (L, ϕ ∪ ζ∗)-inert in G, the pair [H,ϕ ∪ ζ∗] is a (C, z)-opener, contradicting our
assumption. ■

Let p⋆ be the unique neighbor of u⋆ on K⋆ − y. By Subclaim 10.8.11, K⋆ is not a triangle, so p⋆ ̸= x′.

Subclaim 10.8.14. For any two f0, f1 ∈ Corner(M⋆, w), we have f0(u⋆) = f1(u⋆).

Proof: Suppose not. Thus, by Subclaim 10.8.13, there exist f0, f1 ∈ Corner(M⋆, w) such that Lϕ(u⋆) =

{f0(u⋆), f1(u⋆)} = A. Applying i) of Theorem 1.7.5, for each i = 0, 1, let σi ∈ Link(x′Qlargeu), where σi(u) =
fi(u). By Subclaim 10.8.8, for each i = 0, 1, we have σi(x′) ̸∈ ZK⋆(f

i(u⋆), f
i(y), •). Since K⋆ is not a triangle,

it follows from Proposition 1.4.4 that |Lϕ(p⋆)| = 3, {f0(y), f1(y)} ⊆ Lϕ(p⋆) and {f0(u⋆), f1(u⋆)} ⊆ Lϕ(p⋆).
Since A = Lϕ(u⋆), we have {f0(y), f1(y)}∩{f0(u⋆), f1(u⋆)} = ∅ by Subclaim 10.8.12. Since f0(u⋆) ̸= f1(u⋆),
we have f0(y) = f1(y) = c for some color c and Lϕ(p⋆) = Lϕ(u⋆) ∪ {c}.

Since Lϕ(y)| ≥ 5, it thus follows from 1) of Theorem 9.0.1 that there exists a g ∈ Corner(M⋆, w) with g(y) ̸= c.
By i) of Theorem 1.7.5, there is a τ ∈ Link(x′Qlargeu) with τ(u) = g(u). Again by Subclaim 10.8.8, we have
τ(x′) ̸∈ ZK(g(u⋆), g(y), •), so, since K⋆ is not a triangle, we have g(y) ∈ Lϕ(p⋆). Since A = Lϕ ∗ u⋆), we get
g(y) ̸∈ Lϕ(u⋆) by Subclaim 10.8.12. Since Lϕ(p⋆) = Lϕ(u⋆) ∪ {c}, we have a contradiction. ■

Now we have enough to finish the proof of Claim 10.8.7. Applying Subclaim10.8.14, let r ∈ Lϕ(u⋆), where f(u⋆) = r

for all f ∈ Corner(M⋆, w). Let P := u⋆Q
smallx′Qlargeu⋆. By Subclaim 10.8.11, v̂ ∈ V (x′Qlargeu) \ {x′}. Thus, by

Proposition 10.2.4, there exist two elements σ0, σ1 ∈ Link(P ), each of which use the color r on Lϕ(u⋆), where σ0, σ1
use different colors on u and restrict to the same Lϕ-coloring of {u⋆, x′}. Since x ∈ V (C1 \ P ), each of σ0, σ1 is a
proper Lϕ-coloring of its domain. Let c ∈ Lϕ(x′), where c = σ0(x

′) = σ1(x
′). By Theorem 9.0.1, since |Lϕ(y) ≥ 5,

there is a g ∈ Corner(M⋆, w) with g(u) ∈ {σ0(u), σ1(u)} and g(y) ̸= c. Recall that g(u⋆) = r. Since each of σ0, σ1
restricts to an element of Link(x′Qu⋆), and g(y) ̸= c, r, the Lϕ-coloring (r, g(y), c) of u⋆yx′ extends to Lϕ-color K⋆,
contradicting Subclaim 10.8.8. This completes the proof of Claim 10.8.7. ■

Now we have the following.
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Claim 10.8.15. e is problematic.

Proof: Suppose not. Thus, every vertex of V (uQlargex) \ {u} has an Lϕ-list of size at least three. We now have the
following.

Subclaim 10.8.16. wx ∈ E(G).

Proof: Suppose that wx ̸∈ E(G). Applying 1) of Corollary 10.2.5, we first fix a σ ∈ Link(x′Qlargeu). By
Theorem 1.6.1 since u ̸= x′ and N(y) ∩ V (uQlargex) = {x}, there is an extension of σ to an Lϕ-coloring σ† of
dom(σ) ∪ {x}, such that any extension of σ† to an Lϕ-coloring of dom(σ†) ∪ {w, y} also extend to Lϕ-color all
of J1

e . By Claim 10.8.7, we have S⋆∩V (Q̊small) = ∅, so it follows from 2) of Proposition 1.5.1 that σ† extends to
Lϕ-color V (K) as well, and thus, by Claim 10.8.2, σ† extends to an Lϕ-coloring τ of dom(ϕ∪σ†)∪V (K)∪{z}
such that |Lϕ∪τ (y′)| ≥ 3. Since wx ̸∈ E(G), we have |Lϕ∪τ (w)| ≥ 3 as well, and the pair [H,ϕ ∪ τ ] is a
(C, z)-opener, contradicting our assumption. ■

Since wx ∈ E(G), let Ĵ := G̃small
xwu. Since G is short-separation-free, we have Ĵ = J1

e − y. Applying 1) of Corollary
10.2.5, we fix a σ ∈ Link(x′Qlargeu). We now leave x uncolored. Applying Claim 10.8.2 again, we have that, for each
c ∈ Lϕ(y) \ {σ(x′)}, there is an Lϕ-coloring τ c of dom(σ) ∪ {y, z} with |Lϕ∪τc(y′)| ≥ 3. Applying Claim 10.8.6,
we get that, for each c ∈ Lϕ(y)\{σ(x′)}, there exists an extension of τ c to an Lϕ-coloring τ c∗ of dom(τ c)∪{w} such
that ZK(σ(x′), c, •) ∩ ZĴ(•, τ c∗(w), σ(u)) = ∅.

Subclaim 10.8.17. Each of K and Ĵ is a broken wheel.

Proof: We first show that K is a broken wheel. Suppose not. Since |Lϕ(y) \ {σ(x′)}| ≥ 4, it follows from
Theorem 1.5.3 that there exist three distinct colors c0, c1, c2 ∈ Lϕ(y) \ {σ(x′)} such that, for each i = 0, 1, 2,
we have ZK(σ(x′), c, •) = Lϕ(x) \ {ci}. Thus, for each i = 0, 1, 2, we have ZĴ(•, τ ci∗ (w), σ(u)) = {ci}. In
particular {τ ci∗ (w) : i = 0, 1, 2} are three distinct colors, and, applying Theorem 1.5.3 again, Ĵ is a broken wheel.
But since {τ ci∗ (w) : i = 0, 1, 2} are three distinct colors, we contradict 1) of Proposition 1.4.5 applied to Ĵ . Thus,
K is a broken wheel with principal path x′yx.

Now we show that Ĵ is a broken wheel. Suppose not. Since |Lϕ(y) \ {σ(x′)}| ≥ 4, we choose a c ∈
Lϕ(y) \ {σ(x′)} with |Lϕ(x) \ {c}| ≥ 3. By Observation 1.4.2, we have |ZK(σ(x′), c, •)| ≥ 2. Thus, we
have |ZK(σ(x′), c, •)| = 2 and |ZĴ(•, τ c∗(w), σ(u))| = 1. In particular, since |Lϕ(x) \ {c}| ≥ 3 and K is
a broken wheel but not a triangle, we have c, σ(x′) ∈ Lϕ(px′) and |Lϕ(x)| = 3, or else ZK(σ(x′), c, •) ∩
ZĴ(•, τ c∗(w), σ(u)) ̸= ∅, which is false.

Let d ∈ ZK(σ(x′), c, •) \ {τ c∗(w)}. Since Ĵ is not a broken wheel, it follows that τ c∗(w) ∈ Lϕ(x) and, by
Theorem 1.5.3, (d, τ c∗(w), σ(u)) is the unique Lϕ-coloring of xwu which does not extend to Lϕ-color Ĵ . Thus,
for each s ∈ Lϕ(y) \ {σ(x′)}, we have ZK(σ(x′), s, •) ⊆ {τs∗ (w), d}.

Since |Lϕ(y)| ≥ 5 and {σ(x′), c} ⊆ Lϕ(px′), there exist two distinct colors s0, s1 ∈ Lϕ(y) \ Lϕ(px′), and
s0, s1 ̸∈ {σ(x′), c}.

For each i = 0, 1, since si ̸∈ Lϕ(px′) and K is a broken wheel, but not a triangle, we have ZK(σ(x′), si, •) =
Lϕ(x) \ {si} = {tausi∗ (w), d}. Since (d, τ c∗(w), σ(u)) is the unique Lϕ-coloring of xwu which does not extend
to Lϕ-color Ĵ , we have τs0∗ (w) = τs1∗ (w) = τ c∗(w) = r for some color r. But then {d, s0, s1, r} are four distinct
colors all lying in Lϕ(x), which is false, since |Lϕ(x)| = 3. ■

Let XĴ :=
⋂
(Lϕ(v); v ∈ V (Ĵ) \ {x,w, u}). Since |Lϕ∪σ(y)| ≥ 4, there exist two colors d0, d1 ∈ Lϕ∪σ(y) such

that, for each i = 0, 1, Lϕ(px′) \ {σ(x′), di}| ≥ 2. Since K is not a triangle, it follows that, for each i = 0, 1 we have
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Z = L(x) \ {di} and ZĴ(•, τdi∗ (w), σ(u)) = {di}. Thus, {d0, d1} ⊆ XĴ .

By 1) of Proposition 1.4.7, we have τdi∗ (w) = d1−i for each i = 0, 1, and, thus d0, d1 are the only vertices in
{d ∈ Lϕ(y) \ {σ(x′) : |Lϕ(px′) \ {σ(x′), d}| ≥ 2}. In particular, letting h0, h1 ∈ Lϕ \ {d0, d1}, we have Lϕ(px′) =

{σ(x′), h0, h1}.

By Proposition 1.4.4 applied to Ĵ , we have {d0, d1} ⊆ Lϕ(x) and |Lϕ(x)| = 3. Thus, we suppose without loss that
h0 ̸∈ Lϕ(x). By Observation 1.4.2, |ZK(σ(x′), h0, •)| ≥ 2, so ZK(σ(x′), h0, •)| = 2 and |ZĴ(•, τh0

∗ (w), σ(u))| = 1.
Thus, τh0

∗ (w) ∈ {d0, d1} so suppose without loss of generality that τh0
∗ (w) = d0. Let px be the unique neighbor of

x on Qsmall. Since K is not a triangle, we have px ̸= x′. Since ZĴ(•, d0, σ(u)) = {d1}, we have ZK(σ(x′), h0, •) =
Lϕ(x) \ {d1} and Lϕ(px) = {h0, h1, d0}.

Now let pu be the lone neighbor of u on the path Ĵ − w. Possibly Ĵ is a triangle and pu = x. In any case, since
ZĴ(•, di, σ(u)) = {d1−i} for each i = 0, 1, we have Lϕ(pu) = {σ(u), d0, d1}. That is, we have the following.

1. Lϕ(px) = {h0, h1, d0} and Lϕ(px′) = {σ(x′), h0, h1}; AND

2. Lϕ(pu) = {σ(u), d0, d1}

Now we have the following.

Subclaim 10.8.18. aaaaaaaaaaaaaaaaaa

1. Every element of Link(x′Qlarge) uses a color of Lϕ(px′) on x′; AND

2. Every element of Link(x′Qlargeu) uses σ(u) on u.

Proof: We first prove 1). Suppose toward a contradiction that there is a ζ ∈ Link(x′Qlargeu) such that ζ(x′) ̸∈
Lϕ(px′). Thus, ζ(x′) ̸∈ Lϕ(px′). Since |Lϕ∪ζ(y)| ≥ 4 and |Lϕ∪ζ(x)| = 3, it follows from Claim 10.8.2 that
there is an extension of ζ to an Lϕ-coloring ζ ′ of dom(ζ) ∪ {y, z} such that ζ ′(y) ̸∈ Lϕ(x) and |Lϕ∪ζ′(y′)| ≥ 3.

By Claim 10.8.6, there is an extension of ζ ′ to anLϕ-coloring ζ ′′ of dom(ζ ′)∪{w} such that ZK(ζ ′′(x′), ζ ′′(y), •)∩
ZĴ(•, ζ ′′(w), ζ ′′(u)) = ∅. But since ζ ′′(y) ̸∈ Lϕ(x) and ζ ′′(x′) ̸∈ Lϕ(px′), we have ZK(ζ ′′(x′), ζ ′′(y), •) =

Lϕ(x). Since ZĴ(•, ζ ′′(w), ζ ′′(u)) ̸= ∅, we have a contradiction. This proves 1).

Now we prove 2). Suppose toward a contradiction that there is a ζ ∈ Link(x′Qlargeu)with ζ(u) ̸= σ(u). By 1),
since N(y) ∩ dom(ϕ ∪ ζ) = {x′} and d0, d1 ̸∈ Lϕ(x′), we have {d0, d1} ⊆ Lϕ∪ζ(y), so, by Claim 10.8.2, ζ
extends to an Lϕ-coloring ζ ′ of dom(ζ) ∪ {y, z} with ζ ′(y) ∈ {d0, d1} and |Lϕ∪ζ′(y′)| ≥ 3.

By Claim 10.8.6, there is an extension of ζ ′ to anLϕ-coloring ζ ′′ of dom(ζ ′)∪{w} such that ZK(ζ ′′(x′), ζ ′′(y), •)∩
ZĴ(•, ζ ′′(w), ζ ′′(u)) = ∅. Since ζ ′′(y) ∈ {d0, d1}, we have ZK(ζ ′′(x′), ζ ′′(y), •) = Lϕ(x) \ {ζ ′′(y)} and
ZĴ(•, ζ ′′(w), ζ ′′(u)) = {ζ ′(y). Since L(pu) = {σ(u), d0, d1} and ζ ′′(u) ̸= σ(u), it follows that ζ ′′(u) ∈
{d0, d1}, i.e ζ(u) ∈ {d0, d1}.

Now we construct a (C, z)-opener in the following way. We extend ζ to an Lϕ-coloring ζ∗ of dom(ζ) ∪
V (uQlargex) ∪ {y} by 2-coloring the path uQlargexy with {d0, d1}. By 1), we have ζ(x′) ̸∈ {d0, d1}, so this
2-coloring is indeed permissible, since uQlargexy is an induced path in G.

Since ζ∗(y) ∈ {d0, d1}, ζ∗ extends to Lϕ-color K as well, and, by Claim 10.8.2, ζ∗ extends to an Lϕ-coloring
ζ∗∗ of dom(ζ∗)∪ V (K)∪ {z} such that |Lϕ∪ζ∗∗(y′)| ≥ 3. Since only d0, d1 are used among the neighbors of w
in dom(ϕ∪ ζ∗∗), we have |Lϕ∪ζ∗∗(w)| ≥ 3, so the pair [H, ζ∗∗] is a (C, z)-opener, contradicting our assumption.
This proves 2). ■

Now we have the following.
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Subclaim 10.8.19. S⋆ ∩ V (x′Qsmallu) ̸= ∅, and, letting S⋆ = {u⋆}, we have T<2 ∩ V (x′Qu⋆) ̸= ∅.

Proof: If S⋆ = ∅, then it immediately follows from Theorem 1.7.5 that there is an element of Link(x′Qsmallu)

using a color other than σ(u) on u, contradicting 2) of Subclaim 10.8.18. Thus, S⋆ ̸= ∅. By Claim 10.8.7, we
have u⋆ ∈ V (Qlarge). By assumption, e is unproblematic so u⋆ ∈ V (x′Qlargeu). By Claim 10.8.3, there is a
v̂ ∈ T<2 ∩ V (Qlarge).

Since |Lϕ(x)| = 3, we have x ̸∈ T<2, and since no internal vertex of Ĵ−y lies in T<2, we have v̂ ∈ V (x′Qlargeu).
If T<2 ∩ V (u⋆Q

largeu) ̸= ∅, then, by Proposition 10.2.4, there is an element of Link(x′Qlargeu) using a color
other than σ(u) on u, contradicting 2) of Subclaim 10.8.18. Thus, we have v̂ ∈ V (x′Qlargeu⋆). ■

Let u⋆ be the lone vertex of S⋆ and let v̂ ∈ T<2 ∩ V (x′Qlargeu⋆). By Proposition 10.2.4, there are two elements
ψ0, ψ1 of Link(x′Qlargeu) which use the same color on u and different colors on x′. By 2) of Subclaim 10.8.18, there
is a c ∈ Lϕ(u) such that c = σ(u) = ψ0(u) = ψ1(u). At least one of ψ0(x

′), ψ1(x
′) is distinct from σ(x′) so

let ψ0(x
′) ̸= σ(x′). Recall that Lϕ(px′) = {σ(x′), h0, h1}. By 1) of Subclaim 10.8.18, ψ0(x

′) ∈ {h0, h1}, since
ψ0(x

′) ̸= σ(x′). Thus, there is a color f ∈ Lϕ(y) \ {ψ(x′), d0, d1, h0, h1}. By Claim 10.8.2, ψ0 extends to an
Lϕ-coloring ψ∗ of dom(ψ0) ∪ {y, z} with ψ∗(y) = f and |Lϕ∪ψ∗(y

′)| ≥ 3. By Claim 10.8.6, there is an extension of
ψ∗ to an Lϕ-coloring ψ∗∗ of dom(ψ∗) ∪ {w} such that ZK(ψ0(x

′), f, •) ∩ ZĴ(•, ψ∗∗(w), c) = ∅.

Recall that Lϕ(px) = {h0, h1, d1}. Thus, f ̸∈ Lϕ(px). Now, K is not a triangle, and thus, as f ̸∈ {d0, d1} and
{d0, d1} ⊆ Lϕ(x), it follows that {d0, d1} ⊆ ZK(ψ0(x

′), f, •). Recall now that ZĴ(•, di, c) = {d1−i} for each
i = 0, 1, since c = σ(u). It follows that ψ∗∗(w) ̸∈ {d0, d1} or else ZK(ψ0(x

′), f, •) ∩ ZĴ(•, ψ∗∗(w), c) ̸= ∅, which
is false. Thus, we get ψ∗∗(w) ̸∈ {d0, d1}. But then, since {d0, d1} ⊆ ZK(ψ0(x

′), f, •) and the path Ĵ \ {y, u} admits
a 2-coloring using {d0, d1}, we again have ZK(ψ0(x

′), f, •)∩ZĴ(•, ψ∗∗(w), c) ̸= ∅, a contradiction. This completes
the proof of Claim 10.8.15. ■

Applying Claim 10.8.15, we now fix u⋆ ∈ V (uQlargex) \ {u} with S⋆ = {u⋆}. Since S⋆ ̸= ∅, it follows from Claim
10.8.3 that T<2 ∩ V (Qlarge) ̸= ∅. By Co4d) of Definition 10.0.1, every vertex of D2(C) has a neighborhood on C1

consisting precisely of a subpath of C1. In particular K is a broken wheel. An analogous argument to that of Claim
10.8.15 shows the following.

Claim 10.8.20. No vertex of uQlargex lies in T<2. In particular, T<2 ∩ V (x′Qlargeu) \ {u} ≠ ∅.

We now have the following.

Claim 10.8.21. For any ψ ∈ Link(Qlarge) and any extension of ψ to an Lϕ-coloring ψ∗ of dom(ψ) ∪ {y}, either

|Lϕ∪ψ∗(w)| = 2 or ψ∗ does not extend to Lϕ-color V (K).

Proof: Suppose there is a ψ for which this does not hold. Thus, there is an extension ψ∗ of ψ to an Lϕ-coloring of
dom(ψ) ∪ {y} such that |Lϕ∪ψ∗(w)| ≥ 3, where ψ∗ also extends to Lϕ-color V (K). By Claim 10.8.2, there is a
ψ′ ∈ ΦLϕ

(ψ∗, V (K) ∪ {z}) such that |Lϕ∪ψ′(y′)| ≥ 3. Note that |Lϕ∪ψ′(w)| ≥ 3 as well, since dom(ψ′) ∩N(w) ⊆
dom(ψ∗). Since u is a Qlarge-hinge, ψ restricts to an element of Link(uQlargex). By Proposition 10.2.9, V (J1

e − w) is
(L, ϕ∪ψ′)-inert inG. Since each ofw, y′ has an Lϕ∪ψ′-list of size at least three, the pair [H,ϕ∪ψ′] is a (C, z)-opener,
contradicting our assumption. ■

The above has the following simple consequence.
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Claim 10.8.22. For each σ ∈ Link(Qlarge), we have |Lϕ∪σ(w)| = 3. In particular, |N(w) ∩ V (C1)| > 1.

Proof: Suppose not and let σ ∈ Link(Qlarge) with |Lϕ∪σ(w)| ≥ 4. By 2) of Proposition 1.5.1, σ extends to an Lϕ-
coloring σ∗ of dom(σ) ∪ V (K), as S⋆ ∩ V (Q̊small) = ∅, and, since |Lϕ∪σ(w)| > 3, we have |Lϕ∪σ∗(w)| ≥ 3,
contradicting Claim 10.8.21. ■

Applying Claim 10.8.22, we introduce the following.

Definition 10.8.23. We define a vertex p† of (N(w) ∩ V (C1)) as follows. If u⋆ ∈ N(w), then we set p† = u⋆.
Otherwise, we set p† to be the non-u endpoint of the path G[N(w) ∩ V (C1)]. Since e is problematic and |N(w) ∩
V (C1)| > 1, we have p† ∈ V (uQx) \ {u}.

We now introduce the following terminology.

Definition 10.8.24. Given a subpath P of Q with uQx ⊆ P and a family F of elements of Link(P ), a d ∈ Lϕ(y) is
called F-universal if, for each ψ ∈ F , there is a ψ∗ ∈ ΦLϕ

(ψ, y) with ψ∗(y) = d and |Lϕ∪ψ∗(w)| ≥ 3.

Claim 10.8.25. For any subpath P of Qlarge − x′ and any ψ ∈ LinkLϕ
(P ), there is a ψ∗ ∈ ΦLϕ

(ψ, y) such that

|Lϕ∪ψ∗(w)| ≥ 3. In particular, if uQlargex ⊆ P and F is a family of elements of Link(P ) which all restrict to the

same element of Link(uQlargex), then there is an F-universal color in Lϕ(y).

Proof: For any subpath P ofQlarge and any ψ ∈ Link(P ), we have |Lϕ∪ψ(w)| ≥ 3. SinceN(y)∩V (Qlarge−x′) = {x},
we have |Lϕ∪ψ(y)| ≥ 4, so both parts of the claim trivially follow. ■

We now set u′w′ to be the unique edge of Re′ \ {x′, y}, where u′ ∈ V (Qlarge − x′) and w′ ∈ D2(C). Since z is
end-repelling, we have u′ ∈ V (x′Qlargeu) \ {x′}, and J1

e ∩ J1
e′ is either empty or u = u′ and the intersection consists

of this lone vertex. Let B := {w∗ ∈ N(w)∩ : N(w∗) ∩ V (Q \ J1
e ) ̸= ∅}.

Claim 10.8.26. ww′ ̸∈ E(G).

Proof: Suppose toward a contradiction that ww′ ∈ E(G). Note that w′ ̸∈ N(y′), or else, since yy′ ∈ E(G̃small
z ), the

4-cycle ww′y′y separates C from a vertex of G \ B4(C) with an Lϕ-list of size less than five. Thus, Re′ = u′w′x′.
Since x′y ∈ E(Gsmall

z ), the 4-cycle ww′x′y separates C from a vertex of G \ B4(C) with an Lϕ-list of size less than
five. In any case, we contradict short-separation-freeness. ■

We now have the following.

Claim 10.8.27. x′ ∈ N(w′).

Proof: Suppose not. Thus, Re′ is a 3-chord of C1, and Re′ = u′w′y′x′. Let H2 be the subgraph of G induced by
V (x′Qlargeu′) ∪ Sh2(x′Qlargeu′) ∪ V (J1

e ∪K) ∪ V (J1
e′ − w′) ∪ {y′, z}.

Note that x′u′ ̸∈ E(G), or else since N(y) ∩ V (C1) ⊆ V (Qsmall), we have w′ ∈ N(x′) by our triangulation
conditions, contradicting our assumption. Let YK :=

⋂
(Lϕ(v) : v ∈ V (K) \ {x′, y, x}) and let Base(J1

e′) be the set
of Lϕ-colorings f of {u′, x′} with the property that any extension of f to all of R1

e′ extends to Lϕ-color all of J1
e′
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Subclaim 10.8.28. B ̸= ∅.

Proof: Suppose toward a contradiction thatB = ∅. Applying 1) of Corollary 10.2.5, we fix a σ ∈ Link(u′Qlargex).
By Theorem 1.6.1, there is an element f of Base(J1

e′) such that f(u′) = σ(u′). By 2) of Proposition 1.5.1, since
S⋆ ∩ V (Q̊small) = ∅, σ extends to an Lϕ-coloring σ′ of dom(σ) ∪ V (K) with σ′(x′) = f(x′). Now, since
V (J1

e ) \ {w, y} is (L, ϕ ∪ σ)-inert in G, we get that σ′ extends to an Lϕ-coloring σ′′ of dom(σ′) ∪ V (J1
e ).

Crucially, for any τ ∈ ΦLϕ
(σ′′, {y′, z}), we have |Lϕ∪τ (w′)| ≥ 3, since x′, z ̸∈ N(w′).

Case 1: w, z have no common neighbor other than y.

In this case, for any τ ∈ ΦLϕ
(σ′′, {y′, z}), the pair [H2, ϕ∪τ ] is an (C, z)-opener, sinceB = ∅. This contradicts

our assumption.

Case 2: w, z have a common neighbor w† other than y

In this case, w† is unique, and, since |Lϕ∪σ′′(w†)| ≥ 3 and |Lϕ∪σ′′(z)| ≥ 4, there is a τ ∈ ΦLϕ
(σ′′, {y′, z})

such that |Lϕ∪τ (w†)| ≥ 3, and, as indicated above, |Lϕ∪τ (w′)| ≥ 3 as well. Since B = ∅, [H2, ϕ ∪ τ ] is a
(C, z)-opener, contradicting our assumption. ■

Applying Propsotion 10.5.4, let w∗v∗ be the e-wall of B, where v∗ ∈ V (C1), and let P := v∗w∗wu. By Claim
10.8.26, w∗ ̸= w′, so v∗ ∈ V (u′Qlargeu) \ {u}. Now we have a nice trick to finish the proof of Claim 10.8.27.
Recalling Definition 10.8.23, let P † := v∗w∗wp

†. Note that, by our choice of p†, each vertex of p†Qlargex \ {x} has
an Lϕ-list of size at least three. Furthermore, each vertex of x′Qlargep†) \ {p†} has an Lϕ-list of size at least three.

Subclaim 10.8.29. There exists a f ∈ Corner(P †, w∗) such that, for any g ∈ Base(J1
e′), the union f ∪ g extends

to an Lϕ-coloring of dom(f ∪ g) ∪ V (J1
e ∪K).

Proof: Since |Lϕ(p†)| ≥ 2 and |Lϕ(u∗)| ≥ 3, it follows from 1) of Theorem 9.0.1 that Corner(P †, w∗) ̸= ∅.
Consider the following cases.

Case 1: p† ̸= x

In this case, we claim that any f ∈ Corner(P †, w∗) satisfies the subclaim. Let g ∈ Base(J1
e′) and let ψ :=

f ∪ g; It just suffices to show that the precoloring ψ of {p†, w, x′} extends to Lϕ-color G̃small
p†wyx′ . Firstly, D :=

p†QlargexQsmallx′ywp† is a cyclilc facial subgraph of G̃small
p†wyx′ , and every vertex of D \ {p†, w, y, x′} has an Lϕ-

list of size at least three. By our choice of p†, we have N(w) ∩ V (D) = {p†, y}, i.e there is no chord of D
with w as an endpoint. Since p† ̸= x, we have N(y) ∩ dom(ϕ ∪ ψ) = {x′, x} and |Lϕ∪ψ(y)| ≥ 3, so, by 2) of
Proposition 1.5.1, we get that ϕ ∪ ψ extends to Lϕ-color V (G̃small

p†wyx′), as desired.

Case 2: p† = x

In this case, x is the lone vertex of S⋆ and J1
e − y ⊆ G̃small

P † . Since |Lϕ(y)| ≥ 5, it follows from 1) of Theorem
9.0.1 there exist two elements f0, f1 of Corner(P †, w∗) with f0(w) ̸= f1(w). We show now that one of f0, f1
satisfies the subclaim. Suppose not. Since J1

e − y ⊆ G̃small
P † , it follows that, for each i = 0, 1, there exists a

gi ∈ Base(J1
e′) such that fi ∪ gi does not extend to Lϕ-color {x,w, y′} ∪ V (K). In particular, for each i = 0, 1,

letting Xi := Lϕ(y) \ {f, f, g}, we have ZK(g(x′), •, f(x)) ∩ Xi = ∅. Thus, recalling that px, px′ are the
respective neighbors of x, x′ on K − y, and K is not a triangle, we have Lϕ(px) = Xi ∪ {fi(x)} as a disjoint
union and Lϕ(px′) = Xi ∪ {gi(x′)} as a disjoint union, as |Xi| ≥ 2.

Subcase 2.1: f0(x) = f1(x)
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In this case, let f = f0(x) = f1(x). We have X0 = X1 and g0(x
′) = g1(x

′) = g for some color g. By 2) of
Proposition 1.5.1, the precoloring of {x, x′} using f, g on x, x′ respectively extends to Lϕ-color all of K, and
since f0(w) ̸= f1(w), the color used on y is distinct from at least one of f0(w), f1(w). Thus, for some i = 0,
fi ∪ gi extends to Lϕ-color K, contradicting our assumption.

Subcase 2.2: f0(x) ̸= f1(x)

In this case, we have f0(x) ∈ X1 and f1(x) ∈ X0, and furthermore, X0 ̸= X1 and |X0| = |X1| = 2. Thus,
we have g0 ∈ X1 and g1 ∈ X0, so {f0(x), f1(x), g1(x′), g1(x′)} ⊆ X0 ∪ X1. Since |X0| = |X1| = 2, there
is a d ∈ Lϕ(y) with d ̸∈ X0 ∪ X1. Since f0(w) ̸= f1(w), there is an i ∈ {0, 1} with d ̸= fi(w), and since
d ̸= fi(x), gi(x

′), we have d ∈ Xi, a contradiction ■

Let f ∈ Corner(P †, w∗) be as in Subclaim 10.8.29. Since S⋆ ⊆ V (J1
e ) \ {u}, it follows from i) of Theorem 1.7.5

that there exists a σ ∈ Link(u′Qlargeu∗) with σ(u∗) = f(u∗). By Theorem 1.6.1, there is a g ∈ Base(J1
e′) such that

g(u′) = σ(u′). Note that the union ψ := f ∪ σ ∪ g is a proper Lϕ-coloring of its domain. Since all the neighbors of
V (K ∪ J1

e ) \ dom(ψ) in dom(ψ) lie in dom(f∪ g), it follows from Subclaim 10.8.29 that ψ extends to an Lϕ-coloring
ψ∗ of dom(ψ) ∪ V (J1

e ).

LetH2
+ be the subgraph ofG induced by dom(ϕ∪ψ∗)∪V (G̃small

P † −w∗)∪V (J1
e′−w′)∪Sh2(u′Qlargeu∗)∪{z}. Since

x′ ̸∈ N(y′), it follows that, for any τ ∈ Φ(ψ∗, {y′, z}), we have |Lϕ∪τ (w′)| ≥ 3, as N(w′)∩ dom(ϕ∪ τ) = {u′, y′}.
Furthermore, since p† ∈ V (uQx) \ {u}, we have |Lϕ∪τ (w∗)| ≥ 3 as well, as N(w∗) ∩ dom(ϕ ∪ τ) = {u∗, w}.
Each of V (G̃small

P † − w∗) and V (J1
e′ − w′) is (L, ϕ ∪ τ)-inert by our choice of f, g. If w, z have no common neighbor

other than y, then, for any τ ∈ Φ(ψ∗, {y′, z}), the pair [H2
+, ϕ ∪ τ ] is a (C, z)-opener, contradicting our assumption.

Thus, there is a w† ∈ (N(w) ∩N(z)) \ {y}, and w† is unique. We have |Lϕ∪ψ∗(w†)| ≥ 3, and |Lϕ∪ψ∗(y′)| ≥ 3 and
|Lϕ∪ψ∗(z)| ≥ 4. Since y′ ̸∈ N(w†), there is a τ ∈ ΦLϕ

(ψ∗, {y′, z} such that |Lϕ∪τ (w†)| ≥ 3, and [H2
+, ϕ ∪ τ ] is a

(C, z)-opener, contradicting our assumption. ■

We now have the following.

Claim 10.8.30. J1
e′ − y′ is not a triangle. In particular, the non {x′, y′}-endpoint of Re′ is not adjacent to x′.

Proof: Suppose that either J1
e′ = ∅ or J1

e′ − y′ is a triangle. Applying Claim 10.8.20, we fix a v̂ ∈ V (x′Qlargeu) \ {u}.
Recall that qx′ is the unique neighbor of x′ on Qlarge. Note that, if there is an e′-obstruction, then, letting u′w′ be the
unique edge ofRe′ \{x′, y′}, wherew′ ∈ D2(C), we have u′ = qx′ , since J1

e′−y = u′y′x′. In either case, we get that,
for any σ ∈ Link(Qlarge − x′), any extension of σ ot an Lϕ-coloring of dom(σ) ∪ {x′} is an element of Link(Qlarge).

Subclaim 10.8.31. For any σ ∈ Link(qx′Qlargex) and any d ∈ Lϕ∪σ(y) with |Lϕ∪σ(y)| ≥ 3, we have {σ(qx′)} =
ZK(•, d, σ(x))

Proof: Suppose toward a contradiction that {σ(qx′)} = ZK(•, d, σ(x)). Since ZK(•, d, σ(x)) ̸= ∅, and any
σ′ ∈ ΦLϕ

(σ, x′) lies in Link(Qlarge), we contradict Claim 10.8.21. ■

By 1) of Corollary 10.2.5, Link(qx′Qlargex) ̸= ∅, and, for any σ ∈ Link(qx′Qlargex), we have N(y) ∩ dom(ϕ ∪ σ) =
{x} and thus, |Lϕ∪σ(y)| ≥ 4, so there is a d ∈ Lϕ∪σ(y) such that |Lϕ∪σ(w) \ {d}| ≥ 3. Thus, it immediately
follows from Subclaim 10.8.31 that v̂ ̸= x′, or else, letting σ ∈ Link(qx′Qlargex), we have |ZK(•, σ(y), σ(x))| > 1,
as |Lϕ(v̂)| ≥ 4. Since v̂ ̸= x′, we have v̂ ∈ V (qx′Qlargeu) \ {u} by Claim 10.8.20. Thus, by Proposition 10.2.4, there
exist two elements ψ0, ψ1 of Link(qx′Qlargex) which use different colors on qx′ and restrict to the same element of
Link(uQlargex). By Claim 10.8.25, there is a {ψ0, ψ1}-universal d ∈ Lϕ(y). Since ψ0(qx′) ̸= ψ1(qx′), this contradicts
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Subclaim 10.8.31. We conclude that J1
e′ ̸= ∅ and J1

e′ − y′ is not a triangle. Since C1 is an induced subgraph of G, the
non {x′, y′}-endpoint of Re′ is not adjacent to x′. ■

Analogous to the set B specified above, we now set B′ := {w∗ ∈ N(w′)∩ : N(w∗) ∩ V (Q \ J1
e′) ̸= ∅. By Claim

10.8.27, x′ ∈ N(w′). Possibly y′ ∈ N(w′) as well, but in any case, J1
e′ − y′ is a broken wheel Ĵ with principal path

u′w′x′, and w′ is the unique e′-obstruction

Claim 10.8.32. B′ ̸= ∅

Proof: Suppose that B′ = ∅. Applying 1) of Corollary 10.2.5, we fix a σ ∈ Link(u′Qx). By Claim 10.8.25, there
is a σ′ ∈ ΦLϕ

(σ, y) with |Lϕ∪σ′(w)| ≥ 3. Since ZK(•, σ′(y), σ′(x)) ̸= ∅, let f ∈ ZK(•, σ′(y), σ′(x)). Let H∗ be
the subgraph of G induced by V (H) ∪ V (J1

e′) and let H∗∗ be the subgraph of G induced by V (H) ∪ V (J1
e′) ∪ {z}.

Consider the following cases.

Case 1: y′ ̸∈ N(w′)

In this case, J1
e′ is a broken wheel with principal path u′w′x′. By Claim 10.8.30, J1

e′ is not a triangle, so it follows
from 2) of Proposition 1.5.1 that there is an Lϕ-coloring of V (J1

e′) using σ(u′), f on the respective vertices u′x′, so σ′

extends to an Lϕ-coloring σ† of dom(σ′)∪ V (J1
e′ ∪K). Since y′, z ̸∈ N(w′) and σ†(x′) ∈ ZK it follows from Claim

10.8.2 that σ† extends to an Lϕ-coloring τ of dom(σ†) ∪ {z} such that |Lϕ∪τ (y′)| ≥ 3. We have |Lϕ∪τ (w)| ≥ 3 as
well, since N(w) ∩ dom(ϕ ∪ τ) ⊆ dom(σ′). Since B′ = ∅, every vertex of D1(H

∗) has an Lϕ∪τ -list of size at least
three, and [H∗, ϕ ∪ τ ] is a (C, z)-opener, contradicting our assumption.

Case 2: y′ ∈ N(w′)

In this case, if w′, y′, z have no common neighbor in G, then, for any τ ∈ ΦLϕ
(σ†, {y′, z}), the pair [Haug, ϕ ∪ τ ] is a

(C, z)-opener, so now suppose that w′, y′, z have a common neighbor p. Thus, G contains a wheel with central vertex
y′ adjacent to all the vertices of the 5-cycle w′pzyx′. Note that |Lϕ∪σ†(w′)| ≥ 2, and since |Lϕ∪σ†(z)| ≥ 4, there is a
τ ∈ ΦLϕ

(σ†, z) such that {y′} is (L, ϕ ∪ τ)-inert. Since B = ∅, every vertex of D1(H
∗∗) has an Lϕ∪τ -list of size at

least three, and the pair [H∗∗, ϕ ∪ τ ] is a (C, z)-opener, contradicting our assumption. ■

Applying Proposition 10.5.4, let w∗v∗ be the e′-wall of B′, where v∗ ∈ V (C1). Note that v∗ ∈ V (u′Qsmallx) \ {u′}
andw∗ ∈ D2(C)∩N(w′). Let P := v∗w∗w

′u′. By Claim 10.8.26,w∗ ̸= w, so v∗ ∈ V (u′Qlargeu)\{u}. Furthermore,
G̃ contains the 3-chord P× := v∗w∗w

′x′ of C1, with G̃small
P ⊆ G̃small

P× .

Claim 10.8.33. Let σ ∈ Link(v∗Qlargex) and let σ′ ∈ ΦLϕ
(σ, y), where |Lϕ∪σ′(w)| ≥ 3. Let d′ ∈ ZK(•, σ′(y), σ′(x)).

Then there is no element of Corner(P×, w∗) which uses σ(v∗), d′ on the respective vertices v∗, x′.

Proof: Suppose toward a contradiction that such an element of Corner(P×, w∗) exists. Thus, σ′ extends to an Lϕ-
coloring τ of dom(σ′) ∪ {w′}, where τ restricts to an element of Corner(P×, w∗). Let H† be the subgraph of G
induced by dom(ϕ∪ τ)∪ Sh2(v∗Q

largex)∪ V (J1
e −w)∪ V (J1

e′)∪ V (G̃small
P −w∗)∪ V (K)∪ {z}. Now consider the

following cases.

Case 1: w′y′ ̸∈ E(G)

Since y′w′ ̸∈ E(G) and |Lϕ∪τ (z)| ≥ 4, there is a τ ′ ∈ Φ(τ, z) such that |Lϕ∪τ ′(y′)| ≥ 3. We also get that each of
w∗, w has an Lϕ∪τ ′ -list of size at least three, since N(w)∩ dom(ϕ∪ τ ′) ⊆ dom(ϕ∪ σ), and N(w∗)∩ dom(ϕ∪ τ) =
{v∗, w′}. Thus, [H†, ϕ ∪ τ ′] is a (C, z)-opener, contradicting our assumption.
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Case 2: w′y′ ∈ E(G)

In this case, if w′, y′, z do not have a common neighbor, then we simply color y′ as well, and, for any τ ′ ∈
Φ(τ, {y′, z}), the pair [H†, ϕ ∪ τ ′] is a (C, z)-opener, contradicting our assumption. Now suppose that w′, y′, z

have a common neighbor w†. We have |Lϕ∪τ (z)| ≥ 4 and |Lϕ∪τ (y′)| ≥ 2, and since y′ is the universal vertex of
a wheel with a 5-cycle,there is a τ ′ ∈ Φ(τ, z) such that {y′} is (L, ϕ ∪ τ ′)-inert. Since y′ is uncolored, we have
|Lϕ∪τ ′(w†)| ≥ 3 as well, and [H†, ϕ ∪ τ ′] is a (C, z)-opener, contradicting our assumption. ■

Since u is aQlarge-hinge, it follows from Propositoon 10.2.4 that there exist a pair of elementsψ0, ψ1 of Link(v∗Qlargex)

which use different colors on u′ and restrict to the same element of Link(uQlargex). By Claim 10.8.25, there is a
{ψ0, ψ1}-universal d ∈ Lϕ(w). Let c := ψ0(x) = ψ1(x) and let d′ ∈ ZK(•, d, c). For each i = 0, 1, let ψ†

i be an
Lϕ-coloring of dom(ψi) ∪ {y, x′} using d, d′ on the respective vertices y, x′.

Claim 10.8.34. u′ ∈ N(w∗).

Proof: Suppose that u′ ̸∈ N(w∗). Since J1
e′ is not a triangle, we have N(u′) ∩ dom(ψ†

0) ⊆ {v∗}, and since N(w′) ∩
V (G̃small

P ∩ C1)) = {u′}, it follows from Theorem 1.6.1 applied to G̃small
P that there is an extension of ψ†

0 to an Lϕ-
coloring τ of dom(ψ0

† ) ∪ {u′} such that any extension of τ to V (P ) extends to Lϕ-color all of V (G̃small
P ). Possibly

τ(u′) = d′, but in any case, since u′w′ ̸∈ E(G), it follows from 2) of Proposition 1.5.1 that τ extends to anLϕ-coloring
τ ′ of dom(τ) ∪ V (J1

e′ − w′), where τ ′(x′) = d′.

Since u′ ̸∈ N(w∗), it follows that, for any Lϕ-coloring of V (P×) which uses τ ′(u⋆), τ ′(w′), τ ′(x′) on the on the
respective vertices v∗, w′, x′, this coloring leaves τ(u′) for u′, so τ ′ restricts to an element of Corner(P×, w∗), con-
tradicting Claim 10.8.33. ■

It follows from Claim 10.8.34 that G̃small
P −w′ is a broken wheelKP with principal path v∗w∗u

′. LetXP :=
⋂
(Lϕ(v) :

v ∈ V (KP ) \ {v∗, w∗}). Recall that Ĵ is the broken wheel J1
e′ − y′ with principal path u′w′x′, and recall that qx′ is

the unique neighbor of x′ on Qlarge.

Let ℓ ∈ {0, 1}. It now follows from Claim 10.8.33 that, for each r ∈ Lϕ(w′)\{d′}, there is anLϕ-coloring τ r of V (P∗)

such that τ r uses ψℓ(v∗), r, d′ on the respective vertices v∗, w′, x′, where ZKP
(ψℓ(v∗), τ

r(w∗), •)∩ZĴ(•, r, d′) = ∅.
In particular, there is no r ∈ Lϕ(w

′) \ {d} such that ZĴ(•, r, d′) = Lϕ(u
′). Thus, each internal vertex of the

path Ĵ − w′ has an Lϕ-list of size precisely three and d ∈ Lϕ(qx′). In particular, since |Lϕ(w′)| ≥ 5, there exist
r0, r1 ∈ Lϕ(w′) \ {d′} with r0, r1 ̸∈ Lϕ(qx′). Since Ĵ is not a triangle, it follows that, for each i = 0, 1, we have
ZĴ(•, ri, d′) = Lϕ(u

′) \ {ri} and ZKP
(ψ(v∗)τ

ri(w∗), •) = {ri}. By Proposition 1.4.7, we have τ ri(w∗) = r1−i

for each i = 0, 1, and, in particular, letting pv∗ be the unique neighbor of v∗ on the path G̃small
P − w∗, we have

Lϕ(pv∗) = {r0, r1, ψℓ(v∗)}. Now, since ψ0(v∗) ̸= ψ1(v∗) and {r0, r1} is independent of the choice of ℓ, we have a
contradiction. This completes the proof of Lemma 10.8.1.
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Chapter 11

Constructing a Smaller Counterexample

In this chapter, we complete the proof of Theorem 2.1.7 by starting with a critical mosaic and constructing a smaller
counterexample. Chapter 11 consists of four sections. In Sections 11.1 and 11.2, we prove two theorems, which
together show that, when we construct a new mosaic from a critical mosaic by deleting a path between two rings (one
of which is the outer face) with some additional specified conditions, the resulting graph still satisfies the distance
conditions of Definition 2.1.6. In Section 11.1, we deal with the case where the outer face is a closed ring. In Section
11.2, we deal with the case where the outer face is an open ring. The deletion sets we construct in Sections 11.1 and
11.2 possibly require some slight modification away from the outer face in order to construct a desirable coloring of
this set. This obstacle is dealt with in Section 11.3 with a technical lemma. The overview of Section 11.4, which is
the final section in the proof of Theorem 10.0.7, is as follows: Given a critical mosaic T = (G, C, L, C∗), we delete a
path in G between C∗ and the ring C ∈ C \ {C∗} in such a way as to produce a smaller counterexample. To do this,
we apply Theorem 6.0.9 and Theorem 10.0.7.

In Theorems 6.0.9 and Theorem 10.0.7 we showed that, given a C ∈ C, there is a way to associate a pair consisting of
a subgraph of G and a partial coloring of G to vertex of distance two from a specified cycle close to C. We introduce
the following terminology to deal with open and closed rings without excessive repetition.

Definition 11.0.1. Let T = (G, C, L, C∗) be a critical mosaic. Given a C ∈ C, we define a cycle A called the collar

of C as follows. If C is a closed ring, then we set A to be the 1-necklace of C, and if C is an open ring, then we set A
to be the 2-necklace of C. We define a subgraphs of G called the large side and small side of A as follows: If C is the
outer face of G then we call Int(A) the large side of A and call Ext(A) the small side of A, and vice-versa if C is not
the outer face of G.

Note that the terms “large side” and “small side” in the definition above are consistent with their uses in Definition
6.0.2.

Observation 11.0.2. Let T = (G, C, L, C∗) be a critical mosaic, let C ∈ C, and let A be the collar of C. Let G′ be

the large side of A. Then A is (4, L)-short in G′.

Proof. For any generalized chord Q of A in G′ which separates two vertices of G′ \ Q, we get that Q is a proper
generalized chord ofG′, sinceG′ is short-separation-free. Thus, there is a well-defined side ofQ inG′ which contains
all the elements of C \ {C}, as specified in Definitions 6.0.4 and 8.0.3.

Given Observation 11.0.2 it is convenient to introduce the following compact notation.

Definition 11.0.3. Let T = (G, C, L, C∗) be a critical mosaic and let C ∈ C. Let A be the collar of C and let G′ be
the large side of A. We set Ann(C) := V (C) ∪ Sh4,L(A,G′) ∪B1(A,G).
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The terminology in Definitions 11.0.1 and 11.0.3 allows us to deal with the settings of Theorems 6.0.9 and Theorem
10.0.7 together. In each of these theorems, given a critical mosaic T = (G, C, L, C∗), a C ∈ C with collar A, and a
vertex z on the large side of A which is of distance two from A, we associate to z a pair consisting of a subgraph K of
G and a partial L-coloring of K, where V (K) ⊆ {z} ∪ Ann(C).

11.1 Dealing With a Closed Outer Face

The lone result of this section is the following.

Theorem 11.1.1. Let T = (G, C, L, C∗) be a critical mosaic and suppose that C∗ is a closed T -ring. Let Cm be

a ring which minimizes the quantity dG(wT (C), wT (C∗)) among all the C ∈ C \ {C∗}. Let A be the collar of

Cm and let A∗ be the collar of C∗. Let H be a connected subgraph of G, where H \ (Ann(Cm) ∪ Ann(C∗)) is a

shortest (D2(A), D2(A∗))-path in G. Let F be the outer face of G \H . Then, for each C ′ ∈ C \ {Cm, C∗}, we have

d(wT (C
′), V (F )) ≥ β

3 + 4Nmo.

Proof. LetH† be the subgraph ofG induced by V (C∗∪Cm)∪V (H), and letQ be the pathH\(Ann(Cm)∪Ann(Cm)).

Claim 11.1.2. For any C ′ ∈ C \ {C∗, Cm} we have d(wT (C
′), C∗)+ d(wT (Cm), C∗) ≥ β+ 3Nmo

2 . In particular, we

have d(wT (C
′), C∗) ≥ β

2 + 3Nmo
4 .

Proof: By our distance conditions, we have d(wT (C
′), wT (Cm)) ≥ β + 2Nmo. Since C∗ is a closed T -ring, any two

vertices of C∗ are of distance at most Nmo
2 -apart, so we have d(wT (C

′), C∗) + d(wT (Cm), C∗) ≥ β + 3Nmo
2 . Now

suppose toward a contradiction that d(wT (C
′), C∗) <

β
2+

3Nmo
4 . By the minimality ofCm, we have d(wT (Cm), C∗) <

β
2 + 3Nmo

4 as well, so d(wT (C
′), C∗) + d(wT (Cm), C∗) < β + 3Nmo

2 , which is false, as indicated above. ■

We now have the following:

Claim 11.1.3. For any C ′ ∈ C \ {C∗, Cm}, we have d(wT (C
′), H†) > β

3 + 6Nmo.

Proof: Suppose toward a contradiction that there is a C ′ ∈ C \ {C∗, Cm} violating this inequality. Let P be a shortest
(wT (C

′), H†)-path inG, and let P := v1 · · · vt, where v1 ∈ V (wT (C
′)) and vt ∈ V (H†). Then |E(P )| ≤ β

3+6N . If
vt ∈ Ann(Cm), then there is a (wT (C

′), B4(Cm))-path in G of length at most β3 +6N . Since each vertex of B4(Cm)

is of distance at most 4 + Nmo
3 from wT (Cm), we have d(wT (C

′), wT (Cm)) ≤ β
3 + 6N + Nmo

3 + 4, contradicting our
distance conditions. Thus, we have vt ̸∈ Ann(Cm), so vt ∈ Ann(C∗) ∪ V (Q). Consider the following cases:

Case 1: vt ∈ Ann(C∗)

In this case, if vt ∈ B4(C∗), then we have d(wT (C
′), C∗) ≤ β

3 + 6Nmo + 4, contradicting Claim 11.1.2 Likewise, if
vt ∈ Ann(C∗) \ B4(C∗), then there exists a generalized chord R of C1 in Int(C1), where |E(R)| ≤ 4, such that, in
Int(C1), R separates vt from each element of C \ {C∗}. In that case, since each vertex of R lies in B4(C∗), it follows
that there exists a (wT (C

′), C∗)-path of length at most β3 + 6N + 4, contradicting Claim 11.1.2.

Case 2: vt ̸∈ Ann(C∗)

In this case, we have vt ∈ V (Q). Since Q is a (D2(A), D2(A∗))-path by assumption, we let Q := w1 · · ·ws,
where w1 ∈ D2(A) and ws ∈ D2(A∗). There exists an index i ∈ {1, · · · , s} such that vt = wi. Let P1 :=

v1PvtQws and let P2 := v1PvtQw1. Since P2 is a (wT (C
′), D2(A))-path, we have |E(P2)| ≥ (β− 4)− Nmo

3 . Since
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|E(P1)| + |E(P2)| = 2|E(P )| + |E(Q)|, we obtain the inequality 2|E(P )| + |E(Q)| ≥ |E(P1)| + (β − 4) − Nmo
3 .

Since |E(P )| ≤ β
3 + 6N , we then have

|E(Q)| − |E(P1)| ≥ (β − 4)−
(
2β

3
+ 12Nmo

)
− Nmo

3
≥

(
β

3
− 13Nmo − 4

)
Since Q is a shortest (D2(A), D2(A∗)-path in G, we have d(wT (Cm), C∗) ≥ |E(Q)| + 8. Likewise, we have
|E(P1)| ≥ d(wT (C

′), C∗)− 4, so we obtain

d(wT (Cm), C∗) ≥ |E(P1)|+
(
β

3
+ 4− 13Nmo

)
≥ d(wT (C

′), C∗) +

(
β

3
− 13Nmo

)
By the minimality of d(wT (Cm), C∗), we then have β

3 − 13Nmo ≤ 0. Recall that β := 17
15N

2
mo and Nmo ≥ 96, so the

inequality β ≤ 39Nmo is false, giving us our desired contradiction. This completes the proof of Claim 11.1.3. ■

We now return to the proof of Theorem 11.1.1. Applying Claim 11.1.3, for each vertex v ∈ V (H), every facial
subgraph G containing v, except possibly Cm, C∗, is a triangle, as all the other elements of C are far from H†. Thus,
it immediately follows from Theorem 1.3.2 that V (F ) \ V (Cm ∪ C∗) ⊆ D1(H), so we have V (F ) ⊆ B1(H

†).
Combining this with Claim 11.1.3, it immediately follows that, for any C ′ ∈ C \ {Cm, C∗}, we have d(F,wT (C

′)) ≥
β
3 + 4Nmo. This completes the proof of Theorem 11.1.1.

11.2 Dealing With an Open Outer Face

We now prove an analogue to Theorem 11.1.1 for the case where the outer face is an open ring. This is surprisingly
technical, and considerable harder than the proof of Theorem 11.1.1. The central obstacle is the fact that, given a
critical mosaic T := (G, C, L, C∗), it is possible that two elements of C \ {C∗} are both close to C∗ even though they
are far from each other. This is not the case when C∗ is closed because the length of C∗ is bounded in that case. This
obstacle is the reason for the technical conditions in 5) of Definition 6.0.8 which deal with the distance between the
precolored path of the outer face and the deletion set we constructed Theorem 6.0.9. We begin this section with the
following definition.

Definition 11.2.1. Let Let T = (G, C, L, C∗) be a critical mosaic and suppose that C∗ is an open T -ring. Let C2
∗ be

the 2-necklace of C, and let C ∈ C \ {C∗}. A path P is called C-monotone if P is a (wT (C), D3(C
2
∗))-path which

satisfies the following.

1) P is a quasi-shortest path; AND

2) |V (P ) ∩D4(C
2
∗)| = 1; AND

3) |E(P )| ≤ d(wT (C), D3(C
2
∗)) + 3.

We now have the following.

Definition 11.2.2. Let T = (G, C, L, C∗) be a critical mosaic and suppose that C∗ is an open T -ring. Let C1
∗ be the

1-necklace of C∗ and let C2
∗ be the 2-necklace of C. Given a C ∈ C \ {C}, we introduce the following terminology.

1) A subgraph H of G is called a C-seam if there is a unique vertex z ∈ V (H) ∩D2(C
2
∗) such that the following

hold:

a) H \ (Ann(C∗) ∪ {z}) is a C-monotone path and the D3(C
2
∗)-endpoint of this path is adjacent to z; AND
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b) The subgraph of G induced by V (H)∩ (Ann(C∗)∪{z}) is the underlying graph of a (C∗, z)-opener. The
head of this (C∗, z)-opener is also called the head of H .

2) The vertex z is called the join of H . The path H \ (Ann(C∗) ∪ {z}) is called the tail of H .

Note that the head of H is indeed well-defined, since, by Definition 6.0.8, C2
∗ ∩ H is a path which contains both

Pin(z) and P1
∗. This section is short but somewat technical. The proof of the theorem below, which is an analogue to

Theorem 11.1.1 for the case where the outer face is open, makes up the remainder of this section.

Theorem 11.2.3. Let T = (G, C, L, C∗) be a critical mosaic and suppose that C∗ is an open T -ring. Let C1
∗ be the

1-necklace of C∗ and let C2
∗ be the 2-necklace of C∗. Then there exists a C ∈ C \ {C∗} and a C-monotone path P

such that, for any z ∈ D2(C
2
∗) which is adjacent to the D3(C

2
∗)-endpoint of P , there exists a C-seam H such that the

following hold.

1) P is the tail of H and z is the join of H; AND

2) Letting F be the outer face of G \ H , every C ′ ∈ C \ {C,C∗} satisfies the inequality d(F,wT (C
′)) ≥ β

3 +

2Nmo + Rk(T |C ′).

Proof. Suppose toward a contradiction that the theorem does not hold. Given a C ∈ C \ {C} and a C-seam H , an
element C ′ ∈ C \ {C ′, C∗} is called an H-blocker if, letting F be the outer face of G \H , we have d(F,wT (C

′)) <
β
3 + 2Nmo + Rk(T |C ′).

Claim 11.2.4. Let C ∈ C \ {C∗} and let P be a (wT (C), D3(C
2
∗))-path. Then B1(P ) ∩ Ann(C∗) = ∅.

Proof: Suppose that B1(P ) ∩ Sh4(C2
∗ , Int(C2

∗)) ̸= ∅. Since P is a (wT (C), D3(C
2
∗))-path, there is a generalized

chord R of C2
∗ in Int(C2

∗) such that |E(R)| ≤ 4 and V (R ∩ P ) ̸= ∅. Each vertex of R has distance at most two from
V (C2

∗) so V (R)∩B2(C
2
∗) ̸= ∅. Since D3(C

2
∗) separates C from B2(C

2
∗), there is an internal vertex of R in D3(C

2
∗),

contradicting the fact that R is a (wT (C), D3(C
2
∗))-path. Thus, we have B1(P ) ∩ Sh4(C2

∗ , Int(C2
∗)) = ∅

Now suppose that B1(P ) ∩ Ann(C∗) ̸= ∅. S In that case, since B1(P ) ∩ Sh4(C
2
∗ , Int(C2

∗)) = ∅, there is a vertex
p of P of distance at most one from B1(C

2
∗) ∪ V (C∗), so p ∈ B2(C

2
∗). Since the endpoints of P lie in wT (C) and

D3(C
2
∗), p is an internal vertex of P . Since the deletion of D3(C∗) disconnects wT (C) from B2(C

2
∗), there is an

internal vertex of P lying in D3(C
2
∗), contradicting the fact that P is a (wT (C), D3(C

2
∗))-path. ■

Now we have the following.

Claim 11.2.5. Let C ∈ C \ {C∗}, let P be a C-monotone path, and let z be a vertex of D2(C
2
∗) which is adjacent to

the D3(C
2
∗)-endpoint of P . Then there exists a C-seam H such that P is the tail of H and z is the join of H .

Proof: Since P is C-monotone, it follows from Claim 11.2.4 that z ∈ D2(C
2
∗)\Sh4(C

2
∗ , Int(C2

∗)) by definition. Thus,
by Theorem 6.0.9, there exists a (C∗, z)-opener. Let K be the underlying graph of a (C∗, z)-opener, let p be the
D3(C

2
∗)-endpoint of P , and consider the graph H := (P ∪K) + zp. We claim that H is a C-seam in which z is the

uniquely specified join. By 5a) of Definition 6.0.8, z is the only vertex of (V (K) ∩D2(C
2
∗)) \ Sh4(C2

∗ , Int(C2
∗)). By

Claim 11.2.4, we have G[V (H) ∩ (V (Ann(C∗) ∪ {z})] = K, so H is a C-seam in which z is the uniquely specified
join of H and P is the tail of H . ■

Now we introduce the following notation.
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Definition 11.2.6. We set S to be the set of triples (C,P,H) such that the following hold.

1) C ∈ C \ {C∗} and P is a C-monotone path of length at most β3 + 2Nmo + Rk(T |C); AND

2) H is a C-seam with tail P , and there exists an H-blocker.

Now we have the following:

Claim 11.2.7. Let (C,P,H) ∈ S and let F be the outer face of G \H . Let C ′ ∈ C \ {C} be an H-blocker and let R

be a shortest (wT (C
′), F )-path in G \H . Then the following holds:

1) d(R,H \ Ann(C∗)) >
β
4 + 2; AND

2) The F -endpoint of R is of distance precisely one from V (H) ∩ Ann(C∗), and V (R) ∩ V (C∗) = ∅.

Proof: Suppose toward a contradiction that d(R,H \ Ann(C∗)) ≤ β
4 + 2. By assumption, R is a path of length at

most β3 + 2Nmo + Rk(T |C ′) − 1, and since (C,P,H) ∈ S, it follows that H \ Ann(C∗) is a path of length at most
β
3 + 2Nmo + Rk(T |C) + 1. Thus, we have d(wT (C

′), wT (C)) ≤ 2β
3 + 4Nmo + Rk(T |C) + Rk(T |C ′) + β

4 + 2.
Since C ̸= C ′ and C,C ′ ∈ C \ {C∗}, it follows from our distance conditions on T that β4 + 4Nmo + 2 ≥ β

3 , and thus
48Nmo + 24 ≥ β, which is false.

It follows from Theorem 1.3.2 that V (F ) ⊆ D1(H)∪V (C∗\H)∪V (C \H). Since |E(R)| < β
3 +2mo+Rk(T |C ′), it

follows from our distance conditions on T that the F -endpoint ofR does not lie in C∗ \ P̊∗ and does not lie in wT (C).
SinceR ⊆ G\H , no vertex ofR lies in C∗∩H . SinceR is a shortest, it follows that V (R)∩V (C∗) = ∅. Let z be the
join ofH . By assumption, the subgraph ofG induced by V (H)∩(Ann(C∗)∪{z}) is the underlying graph of a (C∗, z)-
opener, so it follows from 5a) of Definition 6.0.8 that V (P∗) ⊆ V (H)∩Ann(C∗). Since d(R,H \Ann(C∗)) >

β
4 +2,

it follows that the F -endpoint of R is of distance one from V (H) ∩ Ann(C∗). ■

We now have the following.

Claim 11.2.8. Let (C,P,H) ∈ S, let z be the join of H , and let F be the outer face of G \H . Let C ′ ∈ C \ {C} be

an H-blocker and let R := p1 · · · ps be a shortest (wT (C
′), F )-path in G \H , where ps is the F -endpoint of R. Then

H ∩ C2
∗ is a path, and the following hold.

1) There is a vertex of pj ∈ V (R) of distance at most two from H ∩ C2
∗ , where j ∈ {s− 2, s− 1, s}; AND

2) The path Pin(z) is a terminal subpath of H ∩ C2
∗ , and Pin(z) ∩P1

∗ = ∅; AND

3) The head of H is a path of length at least β4 −Nmo.

Proof: . Since G[V (H) ∩ Ann(C∗)] is the underlying graph of a (C∗, z)-opener, there is a subpath Q of C2
∗ such that

H ∩ C2
∗ = Q, where each of the paths P∗

1 and Pin(z) is a subpath of Q.

Subclaim 11.2.9. There is a vertex of ps−2ps−1ps of distance at most two from Q.

Proof: By Claim 11.2.7, ps is of distance precisely one from V (H) ∩ Ann(C∗), and V (R) ⊆ V (G \ C∗). If the
F -endpoint of R lies in C1 \P1

∗ then, by Condition 5e) of Definition 6.0.8, the F -endpoint of R has distance at
most two from Q, so we are done in that case. Now suppose that the F -endpoint of R does not lie in C1 \ P∗

1.
Since V (R) ⊆ V (G \ C∗), the F -endpoint of R lies in D1(V (H) ∩ Ann(C∗)) ∩ V (Ext(C2

∗)). Let p′ be a
neighbor of ps of distance one from V (H) ∩ Ann(C∗). If p′ ∈ B1(C

2
∗) ∩ V (H), then, again by Condition 5e)

of Definition 6.0.8, the F -endpoint of R has distance at most two from Q, so we are done in that case. Since

290



ps ∈ V (Ext(C2
∗) and P∗ ⊆ H , ps has no neighbors in C∗ \ H , so we just need to deal with the case where

p′ ∈ Sh4(C
2
∗ , Int(C2

∗)). By Claim 11.2.7, we have d(z, ps) > β
4 , so, by Condition 5a) of Definition 6.0.8, we

have p′ ∈ Sh4(Q,C
2
∗ , Int(C2

∗)). Thus, there is a subpath of R with one endpoint in wT (C
′) and one endpoint q

in a generalized chord of C2
∗ of length at most four, where the endpoints of this generalized chord lie in Q. Thus,

q has distance at most two from Q. We just need to check that q ∈ {ps−2, ps−1, ps}.

Suppose toward a contradiction that q ̸∈ {ps−2, ps−1, ps}. By assumption, we have |E(R)| < β
3 + 2Nmo +

Rk(T |C ′), and thus E(p1Rq)| < β
3 +2Nmo +Rk(T |C ′)−3. Since q has distance at most two from Q, there is a

(q, C∗)-path of length at most four. If this path has an endpoint in C∗ \ P̊, then we have (wT (C
′), wT (C∗))-path

of length at most β3 +2Nmo +Rk(T |C ′)− 1, contradicting the distance conditions on T . Thus, no such (q, C∗)-
path exists, and thus there is a (q, C∗)-path which has length at most three and contains an internal vertex of P1

∗.
But since P1

∗ ⊆ Q, it follows that q has distance at most one from F . Since q ∈ V (p1Rps−3), this contradicts
the fact that R is a shortest (wT (C

′), F )-path. ■

The above proves 1).Now we prove 2). Applying Subclaim 11.2.9, let p̂ be a vertex of R of distance at most two from
Q. Suppose toward a contradiction that Pin(z) is not a terminal subpath of Q. In that case, by 5b) of Definition 6.0.8,
every vertex of Q is of distance at most 8 from P∗, so the join z of H has distance at most 10 from P∗. Since any
two vertices of P∗ are of distance at most 2Nmo

3 apart, we have d(p̂, z) ≤ 20+ 2Nmo
3 . Since z ∈ V (H) \Ann(C∗), this

contradicts Claim 11.2.7. Thus Pin(z) is indeed a terminal subpath of H ∩ C2
∗

Subclaim 11.2.10. R has distance at most three from Q \ Sh4(Q,C
2
∗ , Int(C2

∗)).

Proof: By Subclaim 11.2.9, there is a vertex v ∈ V (Q) of distance at most two from R. If v ∈ V (Q) \
Sh4(Q,C

2
∗ , Int(C2

∗)), then we are done, so suppose that v ∈ V (Q)∩Sh4(Q,C2
∗ , Int(C2

∗)). In that case, since one
endpoint of R lies in wT (C

′), there is a subpath R′ of R with one endpoint in wT (C
′) and the other endpoint of

distance at most one from a proper generalized chord M of C2
∗ in Int(C2

∗), where M has length at most four and
the endpoints of M lie in Q \ Sh4(Q,C2

∗ , Int(C2
∗)). Since each vertex of M has distance at most two from the

endpoints of M , it follows that R has distance at most three from Q \ Sh4(Q,C2
∗ , Int(C2

∗)). ■

Now suppose toward a contradiction that Pin(z) ∩ P1
∗ ̸= ∅. In that case, by 5d) of Definition 6.0.8, every vertex

of Q \ Sh4(Q,C
2
∗ , Int(C2

∗)) has distance at most 14 from P∗. Since Pin(z) is a terminal subpath of Q, it follows
that z has distance at most two from Q \ Sh4(Q,C

2
∗ , Int(C2

∗)). By Subclaim 11.2.10, R has distance at most three
from Q \ Sh4(Q,C

2
∗ , Int(C2

∗)). Since any two vertices of P∗ are of distance at most 2Nmo
3 apart, it follows that

d(z,R) ≤ 2Nmo
3 + 19, contradicting Claim 11.2.7. Thus, we have Pin(z) = ∅. This proves 2).

Now we prove 3). Let Q− be the head of H . Since Pin(z) ∩ P1
∗ = ∅, it follows from 5c) of Definition 6.0.8 that

every vertex of Q \ (P1
∗ ∪Q−) has distance at most 8 from P∗, so each vertex of Q \ P has distance at most 8 from

P∗. By Subclaim 11.2.9, there is a vertex p̂ of R of distance at most two from Q. Suppose toward a contradiction that
|E(P )| < β

4 −Nmo. In that case, since each of p̂, z has distance at most two from Q, and each vertex of Q \Q− has
distance at most 8 from P∗, we have d(p̂, z) < 12+ |E(P∗)|+ β

4 −Nmo,. Since |E(P∗)| ≤ 2Nmo
3 and 2N

3 +12 < Nmo,
we have d(p̂, z) < β

4 , contradicting Claim 11.2.7. Thus, Q− is indeed a path of length at least β4 −Nmo. ■

Now we have the following:

Claim 11.2.11. Let C ∈ C \ {C∗}, let P be a C-monotone path, let H be a C-seam with tail P , and let C† ∈ C \ {C}
be an H-blocker. Then there exists a (wT (C

†), D3(C
2
∗)) path R† such that the following hold.

A) R† is a C†-monotone path and is of length at most β3 + 2Nmo + Rk(T C†); AND
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B) d(P,R†) ≥ β
4 ; AND

C) If |E(P )| ≤ β
3 + 2Nmo + Rk(T |C), then the D3(C

2
∗)-endpoint of R† is of distance at most 11 from H ∩ C2

∗ .

Proof: Let z be the join of H . By definition, G[V (H)∩ (Ann(C∗)∪{z})] is the underlying graph of a (C∗, z)-opener,
so H ∩ C2

∗ is a path Q by 5) of Definition 6.0.8. Let F be the outer face of G \ H and let R := p1 · · · ps, where
p1 ∈ wT (C

†) and ps ∈ V (F ).

Subclaim 11.2.12. V (R) ∩B2(C
2
∗) ̸= ∅.

Proof: By 2) of Claim 11.2.7, ps has a neighbor in V (H) ∩ Ann(C∗). If pshas a neighbor in V (C∗) ∪ B1(C
2
∗),

then we immediately have V (R)∩B2(C
2
∗) ̸= ∅. Now suppose that ps has a neighbor in Sh4(C

2
∗ , Int(C2

∗)). Then
there is a j ∈ {1, · · · , s} such that pj lies on a generalized chord of C2

∗ of length at most four, so pj ∈ B2(C
2
∗)

and we again have V (R) ∩B2(C
2
∗) ̸= ∅. ■

Since V (R) ∩ B2(C
2
∗) ̸= ∅ and D4(C

2
∗) disconnects C† from B2(C

2
∗), there is an index m ∈ {1, · · · , s} such that

pm ∈ D4(C
2
∗). Let m be the minimal index with this property. Since D4(C

2
∗) disconnects C† from B3(C

2
∗), we have

V (p1Rpm)∩B3(C
∗
2 ) = ∅, and, in particular, p1Rpm is a (wT (C

†), D4(C
2
∗))-path and, for any q ∈ D3(C

2
∗)∩N(pj),

p1Rpmq is a (wT (C
†), D3(C

2
∗))-path. Furthermore, since V (R) ∩B2(C

2
∗) ̸= ∅, we have m < s− 1.

Subclaim 11.2.13. For any q ∈ D3(C
2
∗) ∩N(pj), the following hold:

1. p1Rpmq is an induced path in G; AND

2. Either |E(P )| > β
3 + 2Nmo + Rk(T |C) or d(q, C2

∗ ∩H) ≤ 8

Proof: Firstly, since q ∈ D3(C
2
∗) ∩ N(pj) and |V (p1Rpmq) ∩ B4(C

2
∗) = {pm, q}, it immediately follows that

pm is the only vertex of p1Rpjq adjacent to q. Since R is a shortest (wT (C
†), F )-path, it is an induced path, so

p1Ppmq is also an induced path.

Now we prove 2). Suppose that |E(P )| ≤ β
3 + 2Nmo + Rk(T |C). Thus, we have (C,P,H) ∈ S . We claim that

d(q,Q) ≤ 8. If pm has distance four from P1
∗, then we are done, since P1

∗ ⊆ Q by 5a) Definition 6.0.8. Now
suppose that pm does not have distance three from P1

∗. Thus, pj has distance four from a vertex of C2
∗ \ P1

∗.
By assumption |E(R)| < β

3 + 2Nmo + wT (C
†). Since each vertex of C2 \ P1

∗ has distance at most two from
wT (C∗), we have s− 5 ≤ m ≤ s, or else we contradict the distance conditions on T . Combining this with 1) of
Claim 11.2.8 it follows that pm has distance at most 7 from from Q, so q has distance at most 8 from H ∩C2

∗ , as
desired. This proves 2). ■

We now have the following.

Subclaim 11.2.14. For any q ∈ D3(C
2
∗), we have |E(p1Rpmq)| ≤ d(wT (C

†), D3(C
2
∗)) + 3.

Proof: Suppose toward a contradiction that |E(p1Rpmq)| > d(wT (C
†), D3(C

2
∗))+3. Sincem < s−1, we have

|E(p1Rpmq)| ≤ β
3 +2Nmo+Rk(T |C†)−1, so it follows that d(wT (C

†), D3(C
2
∗)) <

β
3 +2Nmo+Rk(T |C†)−4.

Thus, there exists a (wT (C
†), D3(C

2
∗))-path Rshort of length at most β3 + 2Nmo + Rk(T |C†) − 5. Since every

vertex of C2
∗ \P1

∗ is of distance two from wT (C∗), it follows that the D3(C
2
∗)-endpoint of Rshort lies in D3(P

1
∗),

or else we contradict the distance conditions on T .

Since B1(P
1
∗) ⊆ V (H ∪ F ), the D3(C

2
∗)-endpoint of Rshort is of distance at most two from V (H ∪ F ). Since

D1(H) ⊆ V (F ), there is a (wT (C
†, F )-path of length at most |E(Rshort)|+3. By assumption, |E(Rshort)|+3 <

|E(p1Rpmq)| ≤ E(R), so this contradicts the fact that R is a shortest (wT (C
†), F )-path. ■
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Given a path T := w1 · · ·wt, we now introduce the following. We set Def(T ) to be the set of v ∈ D1(T ) such that
G[N(v) ∩ V (T )] is not a subpath of T of length at most two.

Subclaim 11.2.15. Let T := w1 · · ·wt be an induced (wT (C
†), D3(C

2
∗))-path in G.

1) If T is not a quasi-shortest path, then Def(T ) ̸= ∅; AND

2) For any v ∈ Def(T ), letting wi, wj ∈ V (T ) be the respective vertices of minimal and maximal index in

N(v) ∩ V (T ), we have |i− j| > 2

Proof: Since G is short-separation-free and no internal vertex of T lies in any element of C, it follows from our
triangulation conditions that any vertex of D1(T ) which is adjacent to two vertices of distance two apart on T is
also adjacent to the unique neighbor of these two vertices on T . Both 1) and 2) follow immediately. ■

Since pm ∈ D4(C
2
∗), we have N(pm) ∩ D3(C

2
∗) ̸= ∅, so let q ∈ N(pm) ∩ D3(C

2
∗). Let R† := p1Rpmq. Now

suppose toward a contradiction that does not exist a (wT , D3(C
2
∗))-path which satisfies all of Conditions A), B), and

C) of Claim 11.2.11.

Subclaim 11.2.16. Def(R†) ̸= ∅ and Def(R†) ⊆ D4(C
2
∗) ∩N(q)

Proof: Suppose that Def(R†) = ∅. By 1) of Claim 11.2.13, R† is an induced path, so R† is a quasi-shortest path.
Furthermore, by construction of R†, we have V (R†) ∩D4(C

2
∗) = {pm}, and, by Subclaim 11.2.14, |E(R†)| ≤

d(wT (C
†), D3(C

2
∗)) + 3. Thus R† is a C†-monotone path. Since R has length at most β3 + 2Nmo + Rk(T C†),

R† also has length at most β3 + 2Nmo + Rk(T C†), so R† satisfies Condition A). Since |V (R†) \ V (R)| ≤ 1, it
follows from 1) of Claim 11.2.7 that d(R†, P ) ≥ β

4 , so R† satisfies B). Finally, by 2) of Subclaim 11.2.13, R†

also satisfies C), contradicting our assumption.

Now, since R is a shortest path between its endpoints, p1Rpm is also a shortest path between its endpoints, so we
have Def(R†) ⊆ N(q), and there exists a j ∈ {1, · · · ,m− 2} with pj ∈ N(v). Since |V (R†)∩D4(C

2
∗)| = 1, it

follows that v has a neighbor in D3(C
2
∗) and and a neighbor in R† \B4(C

2
∗), so we have v ∈ D4(C

2
∗). ■

For each v ∈ Def(R†), letmv be the minimal index among {1 ≤ i ≤ s : pi ∈ N(v)}. Since Def(R†) ̸= ∅, we choose
a v ∈ Def(R†) which minimizes the quantity mv . Possibly there are two vertices of Def(R†) adjacent to pmv , but we
just pick one arbitrarily). Let R†

1 := p1Rpmvvq.

Subclaim 11.2.17. All of the following hold.

1) V (R†
1) ∩D4(C

2
∗) = {v} and R†

1 is an induced (wT (C
†), D3(C

2
∗))-path; AND

2) Def(R†
1) ̸= ∅; AND

3) For each w ∈ Def(R†
1), we have w ∈ N(v) \N(q).

Proof: Since |V (R†) ∩ D4(C
2
∗) = {pm}, it follows that v ∈ D4(C

2
∗), since v has a neighbor in D3(C

2
∗)

and a neighbor in G \ B4(C
2
∗). Since mv < m, it also follows that |V (R†

1) ∩ D4(C
2
∗) = {v}, and R†

1 is a
(wT (C

†), D3(C
2
∗))-path. By Subclaim 11.2.13, R† is an induced path, so, by our choice of index mv , R†

1 is also
an induced path

Suppose that Def(R†
1) = ∅. Thus, R†

1 is a quasi-shortest path. Since |E(R†
1)| < |E(R†)|, it follows from

Subclaim 11.2.14 thatR† is aC†-monotone path of length at most β3+2Nmo+Rk(T C†), soR†
1 satisfies Condition

A). Since |V (R†
1)\V (R)| ≤ 2, it follows from 1) of Claim 11.2.7 that d(R†

1, P ) ≥
β
4 , so R†

1 satisfies B). FInally,
by 2) of Subclaim 11.2.13, R†

1 also satisfies C), contradicting our assumption. Thus, we have Def(R†
1) ̸= ∅.
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Since R is a shortest path between its endpoints, p1Rpmv is also a shortest path between its endpoints, so we
have Def(R†

1) ⊆ N(q) ∪N(v). Let w ∈ Def(R†
1). To finish, we just need to show that w ̸∈ N(q). Suppose that

w ∈ N(q). If w ∈ V (R†), then, since R† is an induced path, we have w = pm. Since w is adjacent to a vertex of
{p1, · · · , pmv−1} and mv < m, this contradicts the fact that R† is an induced path. Thus, we have w ∈ Def(R†).
Since w ∈ D1(R

†) ∩N(q), and w is adjacent to a vertex of {p1, · · · , pmv−1}, this contradicts the minimality of
mv . We conclude that w ̸∈ N(q), as desired. ■

We now have the following:

Subclaim 11.2.18. Def(R†
1) ∩B4(C

2
∗) = ∅.

Proof: Let w ∈ Def(R†). Since {p1, · · · , pm−1} ⊆ V (G)\B4(C
2
∗) and w has a neighbor in {p1, · · · , pmv−1, we

have w ̸∈ B3(C
2
∗), so we just need to check that w ̸∈ D4(C

2
∗). Suppose toward a contradiction that w ∈ D4(C

2
∗).

Thus, we have N(w) ∩D3(C
2
∗) ̸= ∅, so let w∗ ∈ N(w) ∩D3(C

2
∗).

Let n be the minimal index of {1 ≤ i ≤ mv : pi ∈ N(w)}. By 3) of Subclaim 11.2.17, we have w ∈ N(v), and,
by Subclaim 11.2.15, we have n ≤ mv − 2. Now, we have mv ≤ m − 2 as well, so it follows from Subclaim
11.2.14 that p1Rpnww∗ is a shortest (wT (C

†), D3(C
2
∗))-path. Since p1Rpnww∗ is a (wT (C

†), D3(C
2
∗))-path,

we get by assumption that R†
∗ := p1Rpnww

∗ violates one of A), B), or C).

Since R†
∗ is a shortest (wT (C

†), D3(C
2
∗))-path and |E(R†

∗)| ≤ |E(R)|, it follows that R†
∗ is a C†-monotone

path and satisfies Condition A). Since |V (R†
∗) \ V (R)| ≤ 2, it follows from 1) of Claim 11.2.7 that R†

∗ satisfies
Condition B). Since G contains the path w∗wvq, it follows from 2) of Subclaim 11.2.13 that R†

∗ also satisfies
Condition C), contradicting our assumption. ■

It follows from 3) of Subclaim 11.2.17 that each w ∈ Def(R†
1) is adjacent to v and to a vertex of {p1, · · · , pmv−2}, so

there exists a minimal index nw among {1 ≤ i ≤ mv − 2 : pi ∈ N(w)}. As above, we choose a w ∈ Def(R†
1) which

minimizes the quantity nw and let R†
2 := qvwpnwRp1. We claim now that R†

2 is a (wT (C
†), D3(C

2
∗))-path which

satisfies all of A), B), and C).

By Subclaim 11.2.18, have w ̸∈ B4(C
2
∗) and since nw < m, we have {p1, · · · , pnw , w} ⊆ G \ B4(C

2
∗). Thus, we

have V (R2
†) ∩D4(C

2
∗)| = {v}, and V (R2

†) ∩D3(C
2
∗) = {q}. In particular, R†

2 is a (wT (C
†), D3(C

2
† ))-path. Since

R†
1 is induced, it follows from our choice of index nw that R†

2 is also an induced path.

Subclaim 11.2.19. Def(R†
2) = ∅.

Proof: Suppose toward a contradiction that there is a w∗ ∈ Def(R†
2). Since p1Rpnw is a shortest path between

its endpoints, we have w∗ ∈ N(w) ∪ N(v) ∪ N(q). We claim now that w∗ ̸∈ N(v) ∪ N(q). Suppose that
q ∈ N(w∗). By Subclaim 11.2.15, q is adjacent to a vertex of {p1, · · · , pnw}, and since R† is an induced path,
we have q ̸= pm and q ∈ Def(R†). But since nw < mv , this contradicts the minimality of mv . Thus, we have
w∗ ̸∈ N(q).

Now suppose that w∗ ∈ N(v). Thus, again by Subclaim 11.2.15, w∗ is adjacent to a vertex of {p1, · · · , pnw−1}.
Since nw − 1 < mv − 1 and R† is an induced path, we have w∗ ̸∈ V (R†

1), so w∗ ∈ Def(R†
1). But since w∗ is

adjacent to each v and a vertex of {p1, · · · , pnw−1}, this contradicts the minimality of mw.

Thus, we conclude thatw∗ ̸∈ N(v)∪N(q), sow∗ is adjacent tow and also to a vertex of p ∈ {p1, · · · , pnw−2}. It
follows thatG contains the path pw∗wvqpm. Since nw ≤ mv−2 andmv ≤ m−2, we have p ∈ {p1, · · · , pm−6}.
Since p1Rpm is a shortest path between its endpoints, we have a contradiction. ■
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Since Def(R†
2) = ∅ andR†

2 is induced, we get thatR†
2 is a quasi-shortest path. Since |ER†

2)| < |E(R†
1)| < |E(R†)| ≤

|E(R)|, it follows that R†
2 is a C†-monotone path and satisfies Condition A). Since |V (R†

2 \ R)| ≤ 3, it follows from
1) of Claim 11.2.7 that R†

2 also satisfies Condition B). Since G contains the path wvq, it follows from 2) of Subclaim
11.2.13 that R†

2 also satisfies Condition C), contradicting our assumption that no such path exists. This completes the
proof of Claim 11.2.11. ■

We now define a subset S◦ of S and a binary relation ⊗ on S in the following way:

Definition 11.2.20. aaaaaaaaaaaaaaaaaaaaaaaaaaa

1) We set S◦ be the set of triples (C,P,H) ∈ S such that, letting q be the D3(C
2
∗)-endpoint of P we have

dG(q,P∗) ≥ 22.

2) We define a binary relation ⊗ on S, where (C,P,H)⊗ (C ′, P ′, H ′) if C ′ is an H-blocker, and, letting z′ be the
join of H ′, we have d(z′, H ∩ C2

∗) ≤ 12 and d(P, P ′) ≥ β
4 .

Now we have the following facts.

Claim 11.2.21. aaaaaaaaaaaaaaaa

1) S ≠ ∅; AND

2) For each (C,P,H) ∈ S, there exists a (C ′, P ′, H ′) ∈ S with (C,P,H)⊗ (C ′, P ′, H ′); AND

3) If (C,P,H) ∈ S \ S◦ and (C ′, P ′, H ′) ∈ S with (C,P,H)⊗ (C ′, P ′, H ′), then (C ′, P ′, H ′) ∈ S◦.

Proof: Since we have assumed that Theorem 11.2.3 does not hold, it follows from Claim 11.2.5 that, for each C ∈
C \ {C∗} and each C-monotone path P , there is a C-seam H such that there exist an H-blocker and such that P is the
tail of H .

Since C \ {C∗} ≠ ∅, let C ∈ C \ {C∗} and let P be a C-monotone path. Such a path exists, since a shortest
(wT (C), D3(C

2
∗))-path is a candidate. Thus, there is a C-seam H with tail P such that there exists an H-blocker C ′,

and it follows from Claim 11.2.11 that there exists a C ′-monotone path R′ of length at most β3 + 2Nmo + Rk(T |C ′)

such that d(P,R′) ≥ β
4 . Since Theorem 11.2.3 does not hold, it follows from Claim 11.2.5 that there exists a C ′-seam

H ′ with tail R′ such that there exists an H ′-blocker. Thus, we have (C ′, R′, H ′) ∈ S. This proves 1).

Now we prove 2). Let (C,P,H) ∈ S. By definition of S, there exists an H-blocker C ′. By definition, we have
C ̸= C ′ by definition, since C ′ is an H-blocker. Since |E(P )| ≤ β

3 + 2Nmo + Rk(T |C), it follows from Claim
11.2.11 that there is a C ′-monotone path R′ of length at most β3 +2Nmo +Rk(T |C ′) such that d(P,R′) ≥ β

4 and such
that the D3(C

2
∗)-endpoint of R′ is of distance at most 11 from H ∩ C2

∗ .

Since Theorem 11.2.3 does not hold, it follows from Claim 11.2.5 that there exists a C ′-seam H ′ with tail R′ such that
there exists anH ′-blocker. Since |E(R′)| ≤ β

3 +2Nmo +Rk(T |C ′) and since there exists anH ′ blocker, we thus have
(C ′, P ′, H ′) ∈ S. As indicated above, we have d(P,R′) ≥ β

4 and, letting q be the D3(C
2
∗)-endpoint of R′, we have

d(q,H ∩C2
∗) ≤ 11, so the join of H ′ has distance at most 12 from H ∩C2

∗ . Thus, we have (C,P,H)⊗ (C ′, P ′, H ′).
This proves 2).

Now we prove 3). Suppose that (C ′, P ′, H ′) ̸∈ S◦. In that case, each of P, P ′ has distance at most 20 from V (P∗),
so d(P, P ′) ≤ 42 + 2Nmo

3 , contradicting the fact that d(P, P ′) ≥ β
4 . ■
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We now fix pleft and pright as the endpoints of P1
∗. Since |E(P1

∗)| ≥ |E(P∗)| − 2, these are distinct vertices. It follows
from 2) of Claim 11.2.8 that, for each (C,P,H) ∈ S, the head of H is a path of length at least β4 −Nmo whose unique
P1

∗-endpoint is one of pleft, pright. Thus, we have the following natural way to partition S. We let S = Sleft ∪ Sright,
where these two sets are defines as follows. Given a (C,P,H) ∈ S, where z is the join ofH , we have (C,P,H) ∈ Sleft

if pleft is the unique P1
∗-endpoint of the (Pin(z),P1

∗)-subpath of C2
∗ ∩H . Likewise, (C,P,H) ∈ Sright if pright is the

unique P1
∗-endpoint of the (Pin(z),P1

∗)-subpath of C2
∗ ∩H .

We now have the following.

Claim 11.2.22. Let (C,P,H) ∈ S and (C ′, P ′, H ′) ∈ S◦, where (C,P,H) ⊗ (C ′, P ′, H ′). Let Q be the head

of H and let Q′ be the head of H ′. Then Q,Q′ have the same unique P1
∗-endpoint and Q′ ⊆ Q. Furthermore,

|E(Q) \ E(Q′)| ≥ β
4 .

Proof: Since (C,P,H) and (C ′, P,H ′) both lie in S, it follows from 3) of Claim 11.2.8 that each of the paths Q,Q′

has length at least β4 −Nmo. Thus, one of pleft, pright is the unique P1
∗-endpoint ofQ, and one of pleft, pright is the unique

P1
∗-endpoint of Q′. Suppose without loss of generality that pright is the unique P1

∗-endpoint of Q. Let z be the join of
H and let z′ be the join of H ′. By 2) of Claim 11.2.8, Pin(z) is a terminal subpath of C2

∗ ∩H . Likewise, Pin(z′) is a
terminal subpath of H ′ ∩ C2

∗ . Since d(P, P ′) ≥ β
4 , we have d(z, z′) ≥ β

4 − 2.

Again by 2) of Claim 11.2.8, we have Pin(z) ∩ P1
∗ = ∅. By 5c) of Definition 6.0.8, (C2

∗ ∩H) \ (Q ∪ P1
∗) consists

of a path Qclose such that every vertex of Qclose has distance at most 8 from V (P∗). Likewise, C2 ∩ H \ (Q′ ∪ P1
∗)

consists of a path Q′
close such that every vertex of Q′

close has distance at most 8 from V (P∗).

Now, by definition of ⊗, we have d(z′, C2
∗ ∩H) ≤ 12. Since each vertex of Qclose ∪ P1

∗ has distance at most 8 from
V (P∗), and (C ′, P ′, H ′) ∈ S◦, any (z′, C2

∗ ∩H)-path of length at most 12 has its C2
∗ ∩H-endpoint in Q \ {pright}, or

else we have a (z′,P∗)-path of length at most 20. Thus, let M be a (z′, Q \ {pright})-path of length at most 9 with its
non-z′-endpoint lying in Q \ {pright}. Since each vertex of Q \ {pright} has distance two from C \ P∗, it follows that
M extends to a graph M ′ such that the following hold:

1. M ′ is either a cycle of length at most 15 which contains at least one vertex of V (C∗ ∪C1
∗) \ V (P∪P1

∗), or M ′

is a path of length at most 15 with both endpoints in C∗ \P∗; AND

2. M ′ contains a path of length four with z′ as an endpoint and the other endpoint in C∗ ∩D2(Span(z′) ∩ C2
∗)

Note thatM ′ possibly intersects with C∗ on many vertices, so if it is not a cycle, then it is not necessarily a generalized
chord of C∗. In any case, since z′ has distance at least β4 − 2 from V (P ) ∪ {z}, we have d(z,M ′) ≥ β

4 − 17 and
d(P,M ′) ≥ β

4 − 17. Furthermore, since d(z′,P∗) ≥ 21, we have M ′ ∩ (P∗ ∪P1
∗) = ∅.

Given a subpath M ′′ of M ′, we say that M ′′ is a touring subpath of M ′ if M ′′ is a generalized chord of C∗, where
M ′′ ∩Q ̸= ∅ and M ′′ also has nonempty intersection with each of V (C∗) ∩D2(Q̊) and V (C∗) ∩D2(C

2
∗ \Q).

Subclaim 11.2.23. There is no touring subpath of M ′.

Proof: . Suppose that there exists a touring subpath M ′′ of M ′. Since M ′′ ∩ Q ̸= ∅ , and M ′′ has nonempty
intsersection with each of V (C∗) ∩D2(Q̊) and V (C∗) ∩D2(C

2
∗ \ Q), it follows that Gsmall

M ′′ contains a terminal
vertex of Q. Since C \ {C∗} ≠ ∅ and P∗ ∩M ′′ = ∅, we have P∗ ∩Gsmall

M ′′ = ∅. Since d(z,M ′′) ≥ β
4 − 17 and

Pin(z) is a terminal subpath of Q, it follows that z ∈ V (Gsmall
M ′′ ) \ V (M ′′). Since d(P,M ′′) ≥ β

4 − 17, we have
C ′ ⊆ Gsmall

M ′′ , which is false. ■
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By our construction of M ′, there is a subpath Mtrunc of length two, where Mtrunc has one endpoint in Pin(z′) and
the other endpoint in V (C∗) ∩ D2(Pin(z′)). Let K := Ext(C2

∗) \ (P∗ ∪ P1
∗). Since K ∩ (P ∪ P) = ∅, we have

Mtrunc ⊆ K. Let q be the unique non-P1
∗-endpoint of Q and let q′ be the non-P1

∗-endpoint of Q′.

Now suppose toward a contradiction that either pleft is the unique P1
∗-endpoint of Q′, or, if pright is the unique P1

∗-
endpoint of Q′, then Q′ ̸⊆ Q. In the latter case, since q ∈ Span(z) and q′ ∈ Span(z′), it follows from the definition of
⊗ that |E(Q′) \E(Q)| ≥ β

4 − 4. Note that, in K, B2(q) disconnects B2(Q̊) from V (C2
∗ ∩K) \V (Q̊). Thus, in either

case, it follows that, in K, the set the set B2(q) separates B2(Span(z′)) from B2(Q̊). Since no touring subpath of M ′

exists, it follows that M ′ contains a path M ′′ with M ′′ ⊆ K, where one endpoint of M ′′ lies in V (C2
∗ ∩K) \ V (Q̊),

the other endpoint of M ′′ lies in B2(Q̊). Thus, we have d(M ′, q) ≤ 2. Since d(q, z) ≤ 2, we have d(M ′, z) ≤ 4,
which is false.

Thus, our assumption that Q ⊆ Q′ is false. Since Q,Q′ share an endpoint P1
∗, and since Span(z) contains the non-P1

∗

endpoint of Q and Span(z′) contains the non-P1
∗ endpoint of Q′, it follows that |E(Q) \ E(Q′)| is a path of length at

least β4 − 4, since d(P, P ′) ≥ β
4 . This completes the proof of Claim 11.2.22. ■

The claim above has the following immediate consequence;

Claim 11.2.24. Each of S◦ and S \ S◦ is nonempty.

Proof: We first show that S◦ is nonempty. By 1) of Claim 11.2.21, S ≠ ∅ so let (C,P,H) ∈ S. If (C,P,H) ∈ S◦,
then we are done, so suppose that (C,P,H) ̸∈ S◦. By 2) of Claim 11.2.21, there exists a (C ′, P ′, H ′) ∈ S with
(C,P,H)⊗ (C ′, P ′, H ′). By 3) of Claim 11.2.21, we have (C ′, P ′, H ′) ∈ S◦, so we are done. Thus, we indeed have
S◦ ̸= ∅. Now we show that S \ S◦ ̸= ∅. Since S◦ ̸= ∅, we choose an element (C,P,H) ∈ S◦ which minimizes
the length of the head of H . Let Q be the head of H . By 2) of Claim 11.2.21, there is a (C ′, P ′, H ′) ∈ S with
(C,P,H) ⊗ (C ′, P ′, H ′). We claim now that (C ′, P ′, H ′) ∈ S \ S◦. Let Q′ be the head of H ′. Suppose toward a
contradiction that (C ′, P ′, H ′) ∈ S◦. In that case, by Claim 11.2.22, we have |E(Q′)| < |E(Q)|, contradicting the
minimality of Q. Thus, we indeed have (C ′, P ′, H ′) ∈ S \ S◦, so S \ S◦ ̸= ∅. ■

We now have the following.

Claim 11.2.25. aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa

1) Let (C,P,H) ∈ Sleft ∩ (S \S◦) and let z be the join of H . Then there is no (Pin(z), pleft)-path of length at most

16 on the small side of C2
∗ ; AND

2) Let (C,P,H) ∈ Sright ∩ (S \ S◦) and let z be the join of H . Then there is no (Pin(z), pright)-path of length at

most 16 on the small side of C2
∗ .

Proof: These two statements are symmetric so we just prove 1). Let Q be the head of C2 ∩H . By 3) of Claim 11.2.8,
Q is a path of length at least β4 −Nmo. Let v, v⋆ be the vertices of Span(z) ∩ C2

∗ (possibly v = v⋆). By 2) of Claim
11.2.8, one of v, v⋆ is also the non-pleft endpoint of Q.

Suppose toward a contradiction that there is a (Pin(z), pleft) path in Ext(C2
∗) of length at most 16. LetK := Ext(C2

∗)\
V (P̊∗ ∪ P̊1

∗). Every vertex of P1
∗ is adjacent to a subpath of P∗ of length at most one, so it follows from 2) of

Corollary 2.3.14 that each of P∗ and P have length at least 2Nmo
3 − 2. Furthermore, in K, the set B2({v, v⋆})

disconnects B2(Q) from B2(K ∩ (C2
∗ \ Q)) and disconnects B2(C

2
∗ ∩ Span(z)) from V (K) \ B2({v, v⋆}). Thus,

there exists a (B2({v, v⋆}), pleft)-path M in K, where M has length at most 16.
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By 2) of Claim 11.2.21, there is a (C ′, P ′, H ′) ∈ S with (C,P,H) ⊗ (C ′, P ′, H ′). By 3) of Claim 11.2.21, since
(C,P,H) ∈ S \ S◦, we have (C ′, P ′, H ′) ∈ S◦. Let z′ be the join of H ′ and let Q′ be the head of H ′. Since
(C ′, P ′, H ′) ∈ S◦, it follows from Claim 11.2.22 that (C ′, P ′, H ′) ∈ Sleft as well, and Q′ is a proper subpath of Q.
Let q′ be the unique non-P1

∗ endpoint of Q′. Note that, in K, the set B2(q
′,K) separates Pin(z) from P∗. Thus, we

have d({v, v⋆}, q′) ≤ |E(M)|+ 4. On the other hand, by definition of Span(z), we have d(v, v⋆) ≤ 4, and thus since
d(P, P ′) ≥ β

4 , we have d(q, q′) ≥ β
4 − 10, a contradiction. ■

With the above in hand, we prove the following:

Claim 11.2.26. Let C ∈ C \ {C} and let P be a C-monotone path of length at most β3 + 2Nmo + Rk(T |C). Let q be

the and suppose that d(q,P∗) < 22. Then there exist a pair of elements of S \S◦ of the form (C,P,H) and (C,P,H ′)

for some C-seams H and H ′, where (C,P,H) ∈ Sleft ∩ (S \ S◦) and (C,P,H ′) ∈ Sright ∩ (S \ S◦), and H,H ′ have

the same join.

Proof: By assumption, Theorem 11.2.3 does not hold, so it follows that there exists a z ∈ D2(C
2
∗) ∩N(q) such that,

for any C-seam H with tail P and join z, there exists an H-blocker. In particular, for any C-seam H with tail P and
join z, we have (C,P,H) ∈ S◦\S . By Claim 11.2.5, there is at least one C-seamH with tail P and join z, so suppose
without loss of generality that (C,P,H) ∈ (S \ S◦) ∩ Sleft. Combining Claim 11.2.25 with 2) of Theorem 6.0.9, it
follows that there exists an element of (S \ S◦) ∩ Sright of the form (C,P,H ′) for some C-seam H ′, where H ′ also
has join z, so we are done. ■

By Claim 11.2.24, S \ S◦ ̸= ∅, so there exists a C ∈ C \ {C∗} and a C-monotone path P such that, letting q be
the D3(C

2
∗)-endpoint of P , we have |E(P )| ≤ β

3 + 2Nmo + Rk(T |C) and d(q,P∗) < 22. By Claim 11.2.26, there
exists a pair of elements of S \ S◦ of the form (C,P,

←−
H ) and (C,P,

−→
H ), where (C,P,

←−
H ) ∈ (S \ S◦) ∩ Sleft and

(C,P,
−→
H ) ∈ (S \ S◦) ∩ Sright, and

←−
H,
−→
H have the same join.

Let z be the common join of
←−
H and

−→
H . Let

←−
Q be the head of

←−
H and let

−→
Q be the head of

−→
H . Note that

←−
Q ∪

−→
Q =

P1
∗ \ {pleft, pright}, and

←−
Q ∩

−→
Q = Span(z) ∩ C2

∗ .

Now, by 2) of Claim 11.2.21, there exist a (Cℓ, P ℓ, Hℓ) ∈ S and a (Cr, P r, Hr) ∈ S such that (C,P,
←−
H ) ⊗

(Cℓ, P ℓ, Hℓ) and (C,P,
−→
H )⊗ (Cr, P r, Hr). By 3) of Claim 11.2.21, each of (Cℓ, P ℓ, Hℓ) and (Cr, P r, Hr) lies in

S◦. Let Qℓ be the head of Hℓ, let Qr be the head of Hr, and let zℓ, zr be the respective joins of Hℓ, Hr.

By Claim 11.2.22, Qℓ is a proper subpath of
←−
Q with pleft as an endpoint, and, by 2) of Claim 11.2.8, the other endpoint

is a vertex of Span(zℓ) ∩ C2
∗). Likewise, Qℓ is a proper subpath of

←−
Q with pleft as an endpoint and the other endpoint

is a vertex of Span(zℓ)∩C2
∗ . Let vℓ be the vertex of Span(zℓ)∩C2

∗ which is closest to Span(z)∩C2
∗ and let vr be the

vertex of Span(zr) ∩ C2
∗ which is closest to Span(z) ∩ C2

∗ on the path C2
∗ \P1

∗.

LetM be the unique subpath of C2
∗ \P̊1

∗ with endpoints vℓ, vr. As Pin(z) is a subpath ofM , let xℓ, xr be the endpoints
of this subpath, where the sequence pright, vr, xr, xℓ, vℓ, pleft indicates the ordering of these vertices on the pathC2

∗ \P̊1
∗.

Possibly xr = xℓ, but, in any case, by definition of ⊗, each of xr, xℓ has distance at least β4 − 12 from {vr, vℓ}, as
each of xr, xℓ has distance two from z.

Claim 11.2.27. Cℓ ̸= Cr

Proof: Suppose toward a contradiction that there is a C† ∈ C \ {C∗, C} such that Cr = Cℓ = C†. Thus, each
of P r, P ℓ is a (C†, D3(C

2
∗))-path. Now, there exists a (zℓ, C∗ \ P∗)-path T ℓ of length four, where vℓ ∈ V (T ℓ).

Likewise, there exists a (zr, C∗ \P∗)-path T r of length four, where vr ∈ V (Tr). Let K be the subgraph of G induced
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by V (C† ∪ P ℓ ∪ P r) ∪ V (T ℓ ∪ T r). Now, K is a connected subgraph of G, since zℓ has a neighbor in P ℓ and zr has
a neighbor in P r. Since each of (C†, P ℓ, Hℓ) and (C†, P r, Hr) lies in S◦, we have K ∩ P∗ = ∅, and K separates
Pin(z) from P∗. Since (C,P,H) ∈ S \ S◦, there is a (z,P∗)-path of length at most 22, so we have d(z,K) ≤ 20.
By Observation 2.1.8, we have d(z, C†) ≥ β

3 − 3, so z has distance at most 26 from V (P ℓ ∪ P r) ∪ V (T ℓ ∪ T r). By
definition of⊗, z has distance at least β4 −1 from P ℓ∪P r and thus has distance at least β4 −5 from P ℓ∪P r∪T ℓ∪T r,
so we have a contradiction. ■

We now have the following.

Claim 11.2.28. There is no proper generalized chord of C2
∗ in Int(C2

∗) which has length at most Nmo
3 − 3 and which

satisfies both of the following conditions.

1) d(q,R) ≤ β
5 ; AND

2) R has one endpoint in M̊ and one endpoint in C2
∗ \M

Proof: Suppose toward a contradiction that such a proper generalized chordR ofC2
∗ exists. Firstly, since q has distance

at least β4 from each of P ℓ and P r and q ∈ D3 ∗ C2
∗), it follows from Observation 2.1.8 that q has distance at least β4

from each of P ℓ ∪ Cℓ and P r ∪ Cr. Consider the following cases:

Case 1: Each endpoint of R lies in C2
∗ \ P̊1

∗

In this case, there exists a graph R′ with R ⊆ R′, where R′ is either a cycle of length at most Nmo
3 + 1 or a proper

generalized chord of C∗ of length at most Nmo
3 + 1 which has both endpoints in C∗ \ P̊∗. If R′ is a proper generalized

chord of C∗, then, since q has distance at least β4 from each of P ℓ ∪ Cℓ and P r ∪ Cr, it follows that R′ separates at
least one of Cr, Cℓ from P∗, contradicting 3) of Theorem 2.2.4. If R′ is a cycle, then at least one of Cr, Cℓ lies in
Int(R′), which is again a consequence of the fact that q has distance at least β4 from each of P ℓ ∪ Cℓ and P r ∪ Cr.
Since d(R′, wT (C∗)) ≤ 2, this contradicts Corollary 2.1.30.

Case 2: The C2
∗ \M -endpoint of R lies in P̊1

∗

In this case, there exists a proper generalized chord R′ of C∗ with R ⊆ R′, where R′ has length at most Nmo
3 , one

endpoint of R lies in D2(M̊)∩ (C∗ \P∗), and the other endpoint of R′ lies in P∗. Since q has distance at least β4 from
each of P ℓ ∪ Cℓ and P r ∪ Cr, it follows that R′ separates Cℓ from Cr. Since |E(P∗)| ≤ 2Nmo

3 and E(R′)| ≤ Nmo
3 ,

this contradicts 4) of Theorem 2.2.4. ■

Now we enough to finish the proof of Theorem 11.2.3. Recall that d(q,P∗) < 22. Thus, there exists a ({xℓ, xr},P∗)-
path R in G of length at most 24. Since Nmo

3 − 3 ≥ 24 and each vertex of R has distance at most 24 from q, it follows
from Claim 11.2.28 that no subpath of R is a proper generalized chord of C2

∗ in Int(C2
∗) which has one endpoint in

M̊ and one endpoint in C2
∗ \M . Since {vℓ, vr} has distance at least β4 − 12 from {xℓ, xr}, it follows that there is a

subpath R′ of R such that R′ ⊆ Ext(C2
∗), where R′ has an one endpoint in M̊ and one endpoint in B2(C

2
∗ \M). Now,

in Ext(C2
∗), the set B2({vℓ, vr}) separates M̊ from C2

∗ \M , so d(R, {vr, vℓ}) ≤ 2, contradicting the fact that {vℓ, vr}
has distance at least β4 − 12 from {xℓ, xr}. This completes the proof of Theorem 11.2.3.

11.3 A Path-Rerouting Result

In the previous two sections, we showed how to construct a deletion set in a critical mosaic by deleting a path between
the outer face and an internal ring in such a way that the resulting outer face is sufficiently far away from the remaining
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internal rings. The path we construct possibly requires some slight modification in a region away from the outer face
in order for this path to admit a coloring with desirable properties. The lone result of this short section shows that this
is always possible.

Definition 11.3.1. Let T = (G, C, L, C∗) be a critical mosaic. Let C ∈ C and let A,A∗ be the respective collars of
C,C∗. A path P is called an ideal C-route if it is a (D2(A), D2(A∗))-path such that the following hold.

1) |V (P ) ∩D3(A)| = 1 and |V (P∗) ∩D3(A)| = 1; AND

2) P is a quasi-shortest path; AND

3) |E(P )| ≤ d(D2(A), D2(A∗)) +
2Nmo
3 .

We now have the following, which is the lone result of this section.

Lemma 11.3.2. Let T be a critical mosaic, let C ∈ C \{C} and let A,A∗ be the respective collars of C,C∗. Let P be

an ideal C-route. Let xy, x∗y∗ be the two terminal edges of P and let σ be an L-coloring of {x, y, x∗, y∗}. Then there

exists a (D2(A), D2(A∗))-path P ′ which also has terminal edges xy, x∗y∗, a v ∈ D1(P
′), and a τ ∈ ΦG,L(σ, V (P ′))

such that the following hold.

1) |N(v)| ∩ V (P̊ ′)| ≥ 2; AND

2) P ′ is also an ideal C-route, and V (P ′) \ V (P ) ⊆ B20Nmo(A); AND

3) |Lτ (v)| ≥ 2 and, for every w ∈ D1(P
′) \ {v}, we have |Lτ (w)| ≥ 3.

Proof. Let Pideal be the set of ideal C-routes with terminal edges xy, x∗y∗, where x ∈ D2(A) and y ∈ D3(A), and
likewise, x∗ ∈ D2(A∗) and y∗ ∈ D2(A∗). Given a P ′ ∈ Pideal, a v ∈ D1(P

′) with |N(v) ∩ V (P̊ ′)| ≥ 2, and a
τ ∈ ΦL(σ, V (P ′)), we say that ⟨v, τ⟩ is a P ′-target if |Lτ (v)| ≥ 2 and every vertex of D1(P

′) \ {v} has an Lτ -list
of size at least three. By our distance conditions and by Condition 3) of Definition 11.3.1, we immediately have the
following.

Claim 11.3.3. For every P ′ ∈ Pideal, every vertex of B2(P
′) has an L-list of size at least five.

We show that either there exists a P -target, or there exists a P ′ ∈ Pideal such that there exists a P ′-target, where P ′

differs from P by precisely one vertex, and this deviant vertex lies in B20Nmo(A). Recalling Definition 1.2.2, we first
have the following.

Claim 11.3.4. For any P ′ ∈ Pideal, if there exist two P ′-gap vertices of distance either precisely two or precisely four

apart in P ′, then there exists a P ′-target.

Proof: We apply the work of Section 1.2. Let P ′ := p1 · · · ps, where p1 ∈ D2(A) and ps ∈ D2(A∗). Note that
{p1, p2, ps−1, ps} = {x, y, x∗, y∗}. Let j ∈ {2, 4} and suppose now that there is an i ∈ {2, · · · , s − j} such
that each of pi and pi+j is a P ′-gap. Since pi, pi+j are internal vertices of P ′, we have xy ∈ E(p1P

′pi) and
x∗y∗ ∈ E(pi+jP

′ps).

Since no vertex ofB1(P
′) lies in a ring of C, and P ′ is a quasi-shortest path, it follows from our triangulation conditions

that, for every w ∈ D1(P ), the graph G[N(w) ∩ V (P ′)] is a subpath of P ′ of length at most two.
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By Claim 11.3.3, every vertex of B1(p1P
′pi) has an L-list of size at least five. By Proposition 1.2.3, there exists an

extension of σ|xy to an L-coloring ψ ∈ Avoid(p1P ′pi). Likewise, there is an extension of σ|x∗y∗ to an L-coloring
ψ∗ ∈ Avoid(pi+jP ′ps) of V (pi+jP

′ps).

Since P ′ is an induced path, the union ψ ∪ ψ∗ is a proper L-coloring of V (p1P
′pi) ∪ V (pi+jP

′ps). If j = 2, then,
since |Lψ∪ψ∗(pi+1)| ≥ 3 and each of pi, pi+2 is a P ′-gap, there is an extension of ψ∪ψ∗ to an element of Avoid†(P ′).
Likewise, if j = 4, then, applying Proposition 1.2.4, since P ′ is a quasi-shortest path and each of pi, pi+4 is a P ′-gap,
it follows that there is an extension of ψ ∪ ψ∗ to an element of Avoid†(P ′). In either case, there exists an extension of
σ to a τ ∈ Avoid†(P ′) and a v ∈ D1(P

′) such that N(v) ⊆ V (piP
′pi+j) and such that ⟨v, τ⟩ is a P ′-target, so we are

done. ■

We now introduce one more piece of terminology. The idea here is that because of Condition 3) of Definition 11.3.1,
there is a bound on how much an ideal C-route differs from a shortest (D2(A), D2(A∗))-path, so there are regions
near C in which an ideal C-route behaves like a shortest (D2(A), D2(A∗))-path.

Definition 11.3.5. Let P ′ ∈ Pideal. Given an integer 1 ≤ t ≤ 20 and a subpath Q ⊆ P ′, we say that Q is a vertical

P ′-strip of length t if Q is a path of length t and there exists an integer 3 ≤ k ≤ 7Nmo such that, for each i = 0, · · · , t,
we have |V (P ′) ∩Dk+i(A)| = 1, and the lone vertex of V (P ′) ∩Dk+i(A) lies in V (Q).

We now have the following by a simple counting argument.

Claim 11.3.6. There exists a vertical P -strip Q of length 20.

Proof: For each integer 3 ≤ r ≤ 7Nmo, let Jr := {v ∈ V (P ) : r ≤ d(v,A) ≤ r + 20}. The family {J3+21t : t ∈
{0, 1, · · · , ⌈ 2Nmo

3 ⌉+ 1}} is a collection of pairwise-disjoint sets. It immediately follows from our distance conditions
on T that Dk(A) ∩ V (P ) ̸= ∅ for each 3 ≤ k ≤ 20Nmo. In particular, for each t = 0, 1, · · · , ⌈ 2Nmo

3 ⌉ + 1, there
exists a subpath Pt of P where Pt is a (D3+21t(A), D23+21t(A))-path, so V (Pt) ⊆ J3+21t. Since there does not exist
a vertical P -strip of length 20, each of pairwise-disjoint paths in {Pt : t ∈ {0, 1, · · · , ⌈ 2Nmo

3 ⌉ + 1}} has a nonzero
contribution to |E(P )| − d(D2(A), D2(A∗)), so we have |E(P )| ≥ d(D2(A), D2(A∗)) +

2Nmo
3 + 1, contradicting

Condition 3) of Definition 11.3.1. ■

Now suppose toward a contradiction that Lemma 11.3.2 does not hold. In particular, there does not exist a P -target.
Applying Claim 11.3.6, let Q be a vertical P -strip of length 20. Let Q := q0 · · · q20.

Claim 11.3.7. For any five consecutive vertices of Q, at least one of them is a P -gap.

Proof: Suppose not. Thus, there exists a 0 ≤ i ≤ 16 such that no vertex of viQvi+4 is a P -gap. Let w be the unique
vertex ofD1(P ) such thatG[N(w)∩V (P )] = vi+1vi+2vi+3 and let P ′ be the path obtained from P by replacing vi+2

with w. Since Q is a shortest path between its endpoints and a vertical P -strip, and since vi+1, vi+2, vi+3 ∈ V (Q̊),
we have P ′ ∈ Pideal, and it follows from Proposition 1.2.7 that each of vi+1, vi+3 is a P ′-gap. By Claim 11.3.4, there
exists a P ′-target, contradicting our assumption that Lemma 11.3.2 does not hold. ■

Likewise, we have the following.

Claim 11.3.8. For any 0 ≤ i ≤ 15, if vi is a P -gap, then at least one vi+1, vi+3 is not a P -gap.
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Proof: Suppose there is an index 0 ≤ i ≤ 15 such that vi is a P -gap and neither of vi+1, vi+3 is a P -gap.

Since Lemma 11.3.2 does not hold, it follows from Claim 11.3.4 that vi+2 is not aP -gap, and thus none of vi+1, vi+2, vi+3

is a P -gap. In particular, there is a w ∈ D1(P ) such that G[N(w) ∩ V (P )] = vi+2vi+3vi+4. Let P ′ be the path ob-
tained from P by replacing vi+3 with w. Since each of vi+1, vi+3 is an internal vertex of Q and Q is a vertical P -strip,
P ′ is a quasi-shortest path, and P ′ ∈ Pideal. Since Q is a vertical P -strip, it follows from Proposition 1.2.6 that vi+2 is
a P ′-gap. Since vi is also a P ′-gap, it follows from Claim 11.3.4 there exists a P ′-target, contradicting our assumption
that Lemma 11.3.2 does not hold. ■

By Claim 11.3.4, for any two vertices of Q which are of distance precisely two or four apart on Q, at least one of these
two vertices is not a P -gap. Combining this with Claims 11.3.7 and 11.3.8, we have the following.

Claim 11.3.9. There exists a subpath Q′ of Q of length six such that the midpoint of Q and each endpoint of Q′ is

P -gap.

Let Q′ be as in Claim 11.3.9 and let 0 ≤ i ≤ 14, where vi, vi+6 are the endpoints of Q′. Let Pxy, Px∗y∗ be the
two components of P \ Q̊′, where xy ∈ E(Pxy) and x∗y∗ ∈ E(Px∗y∗). Suppose without loss of generality that
vi ∈ V (Pxy) and vi+6 ∈ V (Px∗y∗)

By Proposition 1.2.3, there is an extension of σ|xy to a ψ ∈ Avoid(Pxy) and an extension of σ|x∗y∗ to a ψ∗ ∈
Avoid(Px∗y∗). Since P is a quasi-shortest path, ψ ∪ ψ∗ is a proper L-coloring of its domain. By Proposition 1.2.5,
there is a ψ′ ∈ Avoid†(Q′) which colors vi, vi+6 with the respective colors ψ(vi), ψ∗(vi+6). Since P is a quasi-
shortest path, the union ψ ∪ ψ∗ ∪ ψ′ is a proper L-coloring of its domain and lies in Avoid†(P ). Thus, there exists a
P -target, contradicting our assumption. This completes the proof of Lemma 11.3.2.

11.4 Completing the Proof of Theorem 2.1.7

In this short section, we bring together all the work of the previous chapters to complete the proof of Theorem 2.1.7,
which we restate below.

Theorem 2.1.7. Let T = (G, C, L, C∗) be a mosaic. Then G is L-colorable.

Proof. Suppose not, and let T := (G, C, L, C∗) be a critical mosaic. In Sections 11.1 and 11.2, we showed how to
construct deletion sets which connect the outer face to an internal ring. In Section 11.3, we showed how to modify
these deletion sets slightly away from the outer face in order to produce a desirable coloring. The modifications made
in the previous section have no effect on the desired distance conditions, as the following simple result shows.

Claim 11.4.1. LetK be a connected subgraph ofG with V (K∩C∗) ̸= ∅ and letC ∈ C\{C∗}, where every ring of C\
{C,C∗} is disjoint to V (K). Let F be the outer face ofG\K and suppose that d(wT (C

′), F ) ≥ β
3+2Nmo+Rk(T |C ′)

for all C ′ ∈ C \ {C,C∗}. Let K† be a connected subgraph of G such that V (K†) \ V (K) ⊆ Ann(C) ∪ B20Nmo(C).

Letting F † be the outer face of G \K†, we have d(wT (C
′), F †) ≥ β

3 + 2Nmo + Rk(T |C ′) for all C ′ ∈ C \ {C,C∗}.

Proof: Suppose toward a contradiction that there is a C† ∈ C \ {C,C∗} such that d(F †, wT (C
†)) < β

3 + 2Nmo +

Rk(T |C ′). It follows from Theorem 11.2.3 that there is a shortest (F †, wT (C
†))-path Q with an endpoint in V (F †) \

V (F ). Let q be the F †-endpoint of Q and let q∗ be the wT (C
†)-endpoint of Q. Since q ̸∈ V (F ), it follows from

Theorem 1.3.2 that q ̸∈ V (C∗ \K)∪D1(K). We have q ̸∈ V (C†), or else, since C,C† ∈ C \ {C∗}, we contradict 1)
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of Observation 2.1.8. Possibly, K† has nonempty intersection with V (C). In any case, applying Theorem 1.3.2 again,
we have q ∈ D1(K

† \K) ∪ V (C \K†).

Now, we have V (K† \K) ∪ V (C \K†) ⊆ B20Nmo(A). Furthermore, any generalized chord of A of length at most
four has all of its vertices in B4(C), and B4(C) ⊆ B20Nmo(A). By 1) of Observation 2.1.8, V (C†) ∩ (Ann(C) ∪
B8Nmo(A)) = ∅. Since q∗ ∈ wT (C

†), there is a subpath of Q with q∗ as an endpoint and the other endpoint in
B20Nmo(A). Since |E(P )| < β

3 + 4Nmo, we again contradict 1) of Observation 2.1.8. ■

Note now that, applying the terminology introduced at the start of Chapter 11, we have the following combined form
of 2) of Theorem 10.0.7 and 1) of Theorem 6.0.9.

Claim 11.4.2. Let C ∈ C, let A be the collar of C, let G′ be the large side of A, and let z be a vertex of V (G′) \
Sh4,L(A,G′) which is of distance precisely two from A. Then there exists a (C, z)-opener. In particular, letting [H,ψ]

be a (C, z)-opener, H is a subgraph of G and ψ is a partial L-coloring of V (H) such that the following hold.

1) H is connected, PT (C) ⊆ H , and V (K) ⊆ Ann(A) ∪ {z}; AND

2) z ∈ dom(ψ) and, for all v ∈ D1(H), |Lψ(v)| ≥ 3; AND

3) V (H) \ dom(ψ) is Lψ-inert in G \ dom(ψ); AND

4) There is at most one vertex of (dom(ψ) ∩D1(A,G
′)) \ Sh4(A,G′) which does not lie in Span(z); AND

5) For any v ∈ V (H) ∩ Sh4(A,G′), either v ∈ Sh3(A,G
′), or Span(z) is a proper 4-chord of A which, in G′,

separates v from each element of C \ {C}.

We also have the following simple facts.

Claim 11.4.3. Let C ∈ C \ {C∗} and let A,A∗ be the respective collars of C,C∗. Let Q := zp1 · · · psz∗ be a

(D2(A), D2(A∗))-path. Then the following hold.

1) Q is disjoint to Ann(C) ∪ Ann(C∗) and no vertex of p1 · · · ps has a neighbor in Ann(C) ∪ Ann(C∗); AND

2) Given a (C, z)-opener [H,ψ] and a (C∗, z∗)-opener [H∗, ψ∗], the subgraph of G induced by V (H ∪H∗ ∪ Q)

is connected.

3) If p1 · · · ps is a (D3(A), D3(A∗))-path, then there is no v ∈ V (G) with a neighbor in p2Qps−1 and a neighbor

in Ann(C) ∪ Ann(C∗)

Proof: Note that Ext(A) is the large side of A and Int(A∗) is the large side of A∗. For any generalized chord R of A in
Ext(A) with |E(R)| ≤ 4, each vertex of R lies in B2(A)∩ V (Ext(A)). Likewise, for any generalized chord R∗ of A∗

in Int(A∗) with |E(R∗)| ≤ 4, each vertex ofR∗ lies inB2(A∗)∩V (Int(A∗)). SinceQ intersects withD2(A)∪D2(A∗)

precisely on its endpoints, it immediately follows that Q is disjoint Sh4(A,Ext(A)) ∪ Sh4(A∗, Int(A∗)), and that no
internal vertex ofQ has a neighbor in Sh4(A,Ext(A))∪Sh4(A∗, Int(A∗)). Likewise,Q is disjoint toB1(A)∪B1(A∗),
and no internal vertex of Q is adjacent to any vertex of B1(A) ∪ B1(A∗) It immediately follows that Q is disjoint to
Ann(C) ∪ Ann(C∗), and no internal vertex of Q is adjacent to a vertex of Ann(C) ∪ Ann(C∗). This proves 1).

By Claim 11.4.2, each of H,H∗ is connected, and z ∈ V (H) and z∗ ∈ V (H∗), so it immediately follows that
the subgraph of G induced by V (H ∪ H∗ ∪ Q) is connected. Now we prove 3). Let v ∈ V (G) with a neighbor
p ∈ {p2, · · · , ps}. Since p1Qps is a (D3(A), D3(A∗))-path, we have d(p,A ∪ A∗) ≥ 4, so d(v,A ∪ A∗) ≥ 3.
Suppose toward a contradiction that v has a neighbor v′ ∈ Ann(C) ∪ Ann(C∗). Suppose without loss of generality
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that v′ ∈ Ann(C). Since d(v,A) ≥ 3, there is a generalized chord R of A in Ext(A) of length at most four which
separates v′ from p1 · · · ps. Since V (R) ⊆ B2(A) and vv′ ∈ E(G), we have a contradiction. ■

Recalling Definition 1.2.8, we have the following.

Claim 11.4.4. Let C ∈ C \ {C∗} and let A,A∗ be the respective collars of C,C∗. Let z ∈ D2(A) \ Sh4(A,Ext(A))
and let z∗ ∈ D2(A∗) \ Sh4(A∗, Int(A∗)). Let [H,ψ] be a (C, z)-opener and let [H∗, ψ∗] be a (C∗, z∗)-opener. Let

p ∈ (N(z) ∩D3(A)) \ Sh4(A,Ext(A)) and let p∗ ∈ (N(z∗) ∩D3(A∗)) \ Sh4(A∗, Int(A∗)), where |BarA(pz)| ≤ 1

and |BarA∗(p∗z∗)| ≤ 1. Then there exists a φ ∈ ΦG,L(ψ ∪ ψ∗, {p, p∗}) such that each vertex of BarA(pz) ∩D1(H)

and each vertex of BarA∗(p∗z∗) ∩D1(H∗) has an Lφ-list of size at least three.

Proof: Firstly, for any 1 ≤ k ≤ 4 and any k-chord R of A in Ext(A), we have p ̸∈ V (R), since d(p,A) = 3. Since
p ̸∈ Sh4(A,Ext(A)), it follows from Claim 11.4.3 that N(p) ∩ dom(ψ) = {z}. Likewise N(p∗) ∩ dom(ψ∗) = {z∗},
so it immediately follows from opur distance conditions that each of N(p) and N(p∗) intersect with dom(ψ ∪ ψ∗)

on a lone vertex, as d(A,A∗) ≥ β
3 − 4, and thus each of p, p∗ has an Lψ∪ψ∗ -list of size at least four. By 2) of

Claim 11.4.2, each vertex of BarA(pz) ∩ D1(H) and each vertex of BarA∗(p∗z∗) ∩ D1(H∗) has an Lψ∪ψ∗ -list of
size at least three. Since each of these vertex sets has size at most one, it immediately follows that there exists a
φ ∈ ΦG,L(ψ ∪ ψ∗, {p, p∗}) which satisfies the claim. ■

Claim 11.4.5. Let C ∈ C \ {C∗} and let A,A∗ be the respective collars of C,C∗. Let P := p1 · · · ps be a

(D3(A), D3(A∗))-path, where p1 ∈ D3(A) and ps ∈ D3(A∗). Suppose further that B1(P ) contains no vertices of

any ring of C. Let z ∈ D2(A)∩N(p1) and let z∗ ∈ D2(A∗)∩N(ps), where |BarA(p1z)| ≤ 1 and |BarA∗(psz∗)| ≤ 1.

Let [H,ψ] be a (C, z)-opener and let [H∗, ψ∗] be a (C∗, z∗)-opener. Let φ be a extension of ψ ∪ ψ∗ to an L-coloring

of dom(ψ ∪ψ∗)∪{p1, ps} which satisfies Claim 11.4.4, and let F be the outer face of G \V (H ∪H∗ ∪P ). Then, for

any φ† ∈ ΦG,L(ψ ∪ ψ∗, V (P )), if there is a w ∈ V (F ) with |Lφ†(w)| < 3, then N(w) ∩ dom(φ†) ⊆ V (zp1Ppsz∗).

Proof: Let w ∈ V (F ) with |Lφ†(w)| < 3. By 1) of Claim 11.4.2, we have PT (C) ∪ PT (C∗) ⊆ H ∪ H∗. Since
B1(P ) contains no vertices of any ring of C, it follows from Theorem 1.3.2 that w has at least three neighbors in
dom(φ†). Furthermore, N(w)∩ dom(φ†) ̸⊆ dom(ψ) and N(w)∩ dom(φ†) ̸⊆ dom(ψ∗). It immediately follows from
our distance conditions that N(w) ∩ dom(φ†) ̸⊆ dom(ψ ∪ ψ∗), so w has a neighbor in P .

Suppose toward a contradiction that N(w) ∩ dom(φ†) ̸⊆ V (zp1Ppsz∗). Thus, by 1) of Claim 11.4.2, there is a
neighbor of w in dom(φ†)) ∩ (Ann(C) ∪ Ann(C∗)). Since p1 · · · ps is a (D3(A), D3(A∗))-path, it follows from 3)
of Claim 11.4.3 that w has no neighbor in V (P̊ ). Thus, it immediately follows from our distance conditions that
N(w)∩ dom(φ†) is contained in one of dom(ψ)∪{p1} or dom(ψ∗)∪{ps}, so suppose without loss of generality that
N(w) ∩ dom(φ†) ⊆ dom(ψ) ∪ {p1}. Thus, p1 is the unique neighbor of w on P . Note that, since p1 ∈ N(w) and
d(p1, A) = 3, we have N(w) ∩ V (A) = ∅.

Subclaim 11.4.6. w has no neighbor in Span(z).

Proof: We first show that z ̸∈ N(w). Suppose toward a contradiction that z ∈ N(w). If w has a neighbor in
D1(A), then w ∈ BarA(psz), and thus |Lφ†(w)| ≥ 3 by our choice of φ, contradicting our assumption. Thus, w
has no neighbor in D1(A), so w ̸∈ D2(A). Since w ∈ N(p1) ∩N(z), we thus have w ∈ D3(A), as p1 ∈ D3(A)

and z ∈ D2(A). Since |Lφ†(w)| < 3, it follows that w has a neighbor in dom(ψ) ∩D2(A)) \ {z}, so, by 1) of
Claim 11.4.2, w has a neighbor v in D2(A)∩Sh4(A,Ext(A)). But since w ∈ D3(A), there is no 1 ≤ k ≤ 4 such
that w lies on a k-chord of A, and since V (P ) ∩ Ann(C) = ∅, this contradicts the fact that wv ∈ E(G).
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Now suppose toward a contradiction that w has a neighbor w′ in Span(z). Since N(w) ∩ V (A) = ∅ and
z ̸∈ N(w), we have w′ ∈ D1(A) ∩ V (Span(z)), so zw′ ∈ E(G) and G contains the 4-cycle p1zw′w. Since
w′ ∈ D1(A), we have p1w′ ̸∈ E(G), and since G is short-separation-free, it follows from our triangulation
conditions that wz ∈ E(G), which has been ruled out above. Thus, w has no neighbor in Span(z). ■

We now note the following:

Subclaim 11.4.7. N(w) ∩ dom(ψ) ⊆ D1(A) \ Sh4(A,Ext(A)).

Proof: Since z ̸∈ N(w) and N(w) ∩ A = ∅, we have N(w) ∩ dom(ψ) ⊆ D1(A) ∪ Sh4(A,Ext(A)) by 1) of
Claim 11.4.2. We just need to show that no vertex of N(w) ∩ dom(ψ)) lies in Sh4(A,Ext(A)). Suppose toward
a contradiction that there is a v ∈ N(w) ∩ dom(ψ)) with v ∈ Sh4(A,Ext(A)). Since w has no neighbors in
Span(z), it follows from 5) of Claim 11.4.2 that, for some 1 ≤ k ≤ 3, there is a k-chord R of A such that, in
Ext(A), R separates v from each element of C \ {C}. But since w ∈ N(p1), we have w ̸∈ V (R), so R separates
v from w and vw ̸∈ E(G). ■

Now, since |Lφ†(w)| < 3 and N(w) ∩ dom(φ†) ⊆ {p1} ∪ dom(ψ), it follows from Subclaim 11.4.7 that w has two
neighbors v, v′ ∈ (dom(ψ) ∩D1(A)) \ Sh4(A,Ext(A)), and, by Subclaim 11.4.6, v, v′ ̸∈ V (Span(z)), contradicting
4) of Claim 11.4.2. This completes the proof of Claim 11.4.5. ■

By 2) of Corollary 2.2.29, we have |C \ {C∗}| > 1. We now have the following.

Claim 11.4.8. C∗ is an open T -ring.

Proof: Suppose toward a contradiction that C∗ is a closed T -ring. Now we apply the work of Section 11.1. We now
choose a ring which minimizes the quantity dG(wT (C), wT (C∗)) over all C ∈ C \ {C∗}. Let Cm be this element of
C \{C∗}. LetAm be the collar of Cm and letA∗ be the collar of C∗. Since C∗ is a closed T -ring, A∗ is the 1-necklace
of C∗.

Let P := p1 · · · ps be a shortest (D3(Am), D3(A∗))-path in G, where p1 ∈ D3(Am) and ps ∈ D3(A∗). By Observa-
tion 1.2.9, there exist z ∈ D2(Am) and z∗ ∈ D2(A∗) with |BarAm(p1z)| ≤ 1 and |BarA∗(psz∗)| ≤ 1. Furthermore
P ′ := zp1 · · · psz∗ is a shortest (D2(Am), D2(A∗))-path in G, as d(D2(Am), D2(A∗)) = d(D3(Am), D3(A∗)) + 2.

By Claim 11.4.3, we have z, p1 ̸∈ Sh4(A,Ext(Am)) and z∗, ps ̸∈ Sh4(A∗, Int(A∗)). Thus, by Claim 11.4.2, there
exists a (Cm, z)-opener [H,ψ], and there exists a (C∗, z∗)-opener [H∗, ψ∗]. Furthermore, by Claim 11.4.4, there is an
extension of ψ ∪ ψ∗ to an L-coloring φ of dom(ψ ∪ ψ∗) ∪ {p1, ps} such that each vertex of BarA(p1z) ∩D1(H) and
each vertex of BarA∗(psz∗)∩D1(H∗) has an Lφ-list of size at least three. Let f be the restriction of φ to {z, p1, ps, z∗}

Now, it follows from Theorem 11.1.1 that no vertex B2(P
′) lies in an element of C, as each endpoint of P ′ is of

distance at least three from Cm ∪ C∗. Since P ′ is a shortest (D2(Am), D2(A∗))-path, it is an ideal Cm-route. By
Lemma 11.3.2, there exists a (D2(Am), D2(A∗))-path P † with terminal edges zp1, z∗ps, a vertex v ∈ D1(P

†), and a
τ ∈ ΦG,L(f, V (P †)) such that the following hold.

1) P † is also an ideal Cm-route; AND

2) V (P † \ P ′) ⊆ B20Nmo(Cm); AND

3) |Lτ (v)| ≥ 2 and |N(v) ∩ {p1, · · · , ps}| ≥ 2.

Let K† be the subgraph of G induced by V (H ∪H∗ ∪ P †) and let F † be the outer face of G \K†.
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Subclaim 11.4.9. For each C ∈ C \ {C∗, Cm}, we have d(wT (C), F
†) ≥ β

3 + 2Nmo + Rk(T |C).

Proof: Let C ∈ C \{Cm, C∗} and letK be the subgraph ofG induced by V (H ∪H∗∪P ). By 2) of Claim 11.4.3,
K is connected. Let F be the outer face ofG\K. By Theorem 11.1.1, we have d(C,F ) ≥ β

3 +2Nmo+Rk(T |C),
and, by Claim 11.4.1, we have d(C,F †) ≥ β

3 + 2Nmo + Rk(T |C). ■

It follows from 1) of Claim 11.4.3 that φ† := τ ∪ ψ ∪ ψ∗ is a proper L-coloring its domain. It follows from Subclaim
11.4.9 that no vertex of B1(P

†) lies in a ring of C, as P † has distance at least three from each of C∗, Cm. Since P †

is an ideal Cm-route it follows from Claim 11.4.5 that every vertex of V (F † − v has an Lφ† -list of size at least three,
and furthermore, since |N(v) ∩ {p1, · · · , ps}| ≥ 2, it follows from our distance conditions that v has a neighbor in
{p2, · · · , ps−1}, and, by 3) of Claim 11.4.3, we have N(v) ∩ dom(φ†)) = N(v†) ∩ dom(τ), so |Lφ†(v)| ≥ 2.

Let Cred := C \ {Cm, C∗}) and let Tred := (G \K†, Cred ∪ {F †}, Lφ† , F †). Removing some colors from the Lφ† -list
of v so that |Lφ†(v)| = 1, we get that Tred is a tessellation in which the outer face is an open ring, and PTred(F

†) is
the path v. We claim now that Tred is a mosaic. It immediately follows from Subclaim 11.4.9 that Tred satisfies the
distance conditions of Definition 2.1.6, since every ring of C \ {Cm, C∗} has the same rank in T and Tred. Since F †

is an open Tred-ring, and PTred(F ) is a lone vertex, Tred trivially satisfies M0)-M2). Thus, Tred is indeed a tessellation.
Since |V (G\K†)| < |V (G)|, it follows from the minimality of T thatG\K† is Lφ† -colorable. Thus, there extension
of φ† to an L-coloring σ of V (G \K†) ∪ dom(φ†). By 3) of Claim 11.4.2, σ extends to L-color V (H) \ dom(ψ)) ∪
(V (H∗) \ dom(ψ∗)) as well, so σ extends to an L-coloring of G, contradicting the fact that T is critical. ■

Since C∗ is an open T -ring, there is a C ∈ C \ {C} and a C-monotone path P which satisfy Theorem 11.2.3.
Let C2

∗ be the 2-necklace of C∗. By definition, P is a (wT (C), D3(C
2
∗))-path. By Observation 1.2.9, there is a

z∗ ∈ D2(C
2
∗)∩N(ps) such that |BarC2

∗
(psz∗)| ≤ 1. By our choice of P , there exists a C-seam K with tail P and join

z∗ such that the distance conditions in 2) of Theorem 11.2.3 are satisfied. Thus, there is a (C∗, z∗)-opener [H∗, ψ∗]

such that H∗ is the subgraph of G induced by V (K) ∩ (Ann(C∗) ∪ {z∗}). Let A be the collar of C.

Claim 11.4.10. There exist an integer 3 ≤ k ≤ 9 and an index j ∈ {1, · · · , s− 2} such that Dk(A) ∩ V (P ) = {pj}
and Dk+1(A) ∩ V (P ) = {pj+1}.

Proof: Firstly, since P is a (wT (C), D3(C
2
∗))-path, it is immediate from our distance conditions that, for each 3 ≤

k ≤ 9, {p1, · · · , ps−2} has nonempty intersection with each of Dk(A) and Dk+1(A). Thus, if the claim does not
hold, then |E(P )| ≥ d(wT (C), D3(C

2
∗)) + 4, contradicting the fact that P is a C-monotone path. ■

Let 3 ≤ k ≤ 9 and j ∈ {1, · · · , s− 2} be integers satisfying Claim 11.4.10. Let R be a shortest (D3(A), pj)-path and
let q be the D3(A)-endpoint of R. By Observation 1.2.9, there is a z ∈ D2(A) ∩N(q) such that |BarA(qz)| ≤ 1. Let
R′ := zqRpjPpsz∗.

Claim 11.4.11. R′ is an ideal C-route.

Proof: Note that pjPpsz∗ intersects with Bk(A) precisely on pj , so R′ is a path. Since R is a shortest (D3(A), pj)-
path and P is a C-monotone path, R′ intersects with D2(A) precisely on z and intersects with D2(C

2
∗) precisely on

z∗. Thus, R′ is a D2(A), D2(C
2
∗))-path. Since P is a C-monotone path, we have V (R′) ∩ D3(C

2
∗) = {ps} and

V (R”) ∩D4(C
2
∗) = {ps−1}. Thus, there is no chord of R′ with z∗ as an endpoint.

Since R is a shortest path between its endpoints and V (R) ∩ D3(A) = {pj}, zqRpj is also a shortest path between
its endpoints. Since zqRpj is a shortest path and V (P ) ∩ Dk+1 = {pj+1}, there is no chord of R′ incident to a
vertex of {z} ∪ V (R). Since P is an induced path, it follows that R′ is also an induced path. Suppose toward a
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contradiction that R′ is not a quasi-shortest path. Thus, there is a v ∈ D1(R
′) such that v has two neighbors which are

of distance greater than two apart on R′. Since P is a quasi-shortest path, v has a neighbor in V (R \ {pj}) ∪ {z, z∗}.
Since V (R′)∩ = {pj} and V (R′′) ∩ D4 = {ps−1}, we have z ̸∈ N(v). Since zqRpj is a shortest path between its
endpoints, v has a neighbor w ∈ V (R \ {pj}) and a neighbor w′ ∈ V (P ) \ {pj}, where w,w′ are of distance greater
than two apart on R′′, contradicting the fact that Dk(A) ∩ V (P ) = {pj} and Dk+1(A) ∩ V (P ) = {pj+1}.

Thus, R′ is a quasi-shortest path and a (D2(A), D2(C
2
∗))-path. Since R′ \{z, z∗} is a (D3(A), D3(C

2
∗))-path, we just

need to check the distance bound in Definition 11.3.1. Recall that |E(P )| ≤ d(wT (C), D3(C
2
∗)) + 3, as P is a C-

monotone path. Every vertex of C \wT (C) has distance at most Nmo
3 from wT (C), so |E(P )| ≤ d(V (C), D3(C

2
∗))+

Nmo
3 + 3, so |E(R′′)| ≤ d(D2(A), D2(C

2
∗)) +

Nmo
3 + 3. We conclude that R′ is indeed an ideal C-route. ■

It follows from our choice of P that B2(P ) contains no vertices of any ring in C \ {C,C∗}, so it follows from our
distance conditions that B2(R

′) contains no vertices of any ring of C. Since R′ is a (D2(A), D2(C
2
∗))-path, B2(R

′)

contains no vertices of any ring of C. By 1) of Claim 11.4.3, z, q ̸∈ Ann(C) and z∗, ps ̸∈ Ann(C∗). By Claim 11.4.2,
there exists a (C, z)-opener [H,ψ], and, by Claim 11.4.4, there exists a φ ∈ ΦG,L(ψ ∪ ψ∗, {q, ps}) such that every
vertex of BarA(zq)∩D1(H) and every vertex of BarC2

∗
(z∗ps)∩D1(H∗) has an Lφ† -list of size at least three. Let f be

the restriction of φ to {z, q, ps, z∗}. By Lemma 11.3.2, there exists an ideal C-route R′′ with terminal edges zq, z∗ps,
a vertex v ∈ D1(R

′′), and a τ ∈ ΦG,L(f, V (R′′)) such that the following hold.

1) V (R′′ \R′) ⊆ B20Nmo(C); AND

2) |Lτ (v)| ≥ 2 and |N(v) ∩ {q, pj , · · · , ps}| ≥ 2.

Let K ′′ be the subgraph of G induced by V (H ∪H∗ ∪R′′) and let F ′′ be the outer face of G \K ′′.

Claim 11.4.12. For each C† ∈ C \ {C,C∗}, we have d(C,F ′′) ≥ β
3 + 2Nmo + Rk(T |C†).

Proof: Let C† ∈ C \ {C,C∗}. Let F be the outer face of G \ K and let F ′ be the outer face of G \ (H∗ ∪ R′).
By our choice of P,K, it follows from Theorem 11.2.3 that d(C†, F ) ≥ β

3 + 2Nmo + Rk(T |C†). By Claim 11.4.1,
we have d(C†, F ′) ≥ β

3 + 2Nmo + Rk(T |C†), and, by a second application of Claim 11.4.1, we have d(C†, F ′′) ≥
β
3 + 2Nmo + Rk(T |C†). ■

It follows from 1) of Claim 11.4.3 that φ† := τ ∪ ψ ∪ ψ∗ is a proper L-coloring its domain. It follows from Claim
11.4.12 that no vertex of B1(R

′′) lies in a ring of C, as R′′ has distance at least three from each of C∗, C. Since R′′

is an ideal C-route it follows from Claim 11.4.5 that every vertex of V (F ′′ − v) has an Lφ† -list of size at least three,
and furthermore, since |N(v) ∩ {q, pj , · · · , ps}| ≥ 2, it follows from our distance conditions that v has a neighbor in
{pj , · · · , ps−1}, and, by 3) of Claim 11.4.3, we have N(v) ∩ dom(φ†) = N(v†) ∩ dom(τ), so |Lφ†(v)| ≥ 2.

Let Cred := C \ {C,C∗} and let Tred := (G \K ′′, Cred ∪ {F ′′}, Lφ† , F ′′). Removing some colors from the Lφ† -list of
v so that |Lφ†(v)| = 1, we get that Tred is a tessellation in which the outer face is an open ring, and PTred(F

′′) is the
path v.

We claim now that Tred is a mosaic. It immediately follows from Claim 11.4.12 that Tred satisfies the distance conditions
of Definition 2.1.6, as each element of C \{C,C∗} has the same rank in T and Tred. Since F ′′ is an open Tred-ring, and
PTred(F

′′) is a lone vertex, Tred trivially satisfies M0)-M2). Thus, Tred is indeed a tessellation. Since |V (G \K ′′)| <
|V (G)|, it follows from the minimality of T thatG\K ′′ is Lφ† -colorable. Thus, there extension of φ† to an L-coloring
σ of V (G \K ′′)∪ dom(φ†). By 3) of Claim 11.4.2, σ extends to L-color (V (H) \ dom(ψ))∪ (V (H∗) \ dom(ψ∗)) as
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well, so σ extends to an L-coloring of G, contradicting the fact that T is critical. This completes the proof of Theorem
2.1.7.

308



Chapter 12

Lenses and Roulette Wheels

12.1 Introduction

The goal of Chapters 12 and 13 is to complete the proof of Theorem 1.1.3 by reducing from charts to mosaics, i.e we
show that Theorem 2.1.7 implies Theorem 1.1.3.

We now provide a brief overview of how this works. Let α be a sufficiently large constant (whose precise value is
determined later), and suppose toward a contradiction that there is an (α, 1)-chart (G, C, L) which is not colorable,
where this chart has chosen to be vertex-minimal with respect to this property. We show that G contains a family of
short separating cycles B1, · · · , Bt such that the graph H :=

⋂t
i=1 Ext(Bi) is short-separation-free, and the graph

K :=
⋃
i=1t Int+(Bi) is admits an L-coloring ϕ such that H is the underlying graph of a mosaic with respect to the

list-assignment LKϕ . It then follows that H is LKϕ -colorable, and thus ϕ extends to an L-coloring of G, producing the
desired contradiction.

The trickiest part of the argument above is dealing with a short-separation-free subgraph G∗ of G obtained from G

in the following way: Let D be a separating cycle in G of length at most four, and suppose that {D1, · · · , Ds} is a
collection of separating cycles inG of length at most four, with Int(Di) ⊊ Int(D) for each i = 1, · · · , s, and the graphs
of {D1, · · · , Ds} are pairwise far apart. LetG∗ := Int(D)∩(

⋂s
i=1 Ext(Di)). Since the elements of {D1, · · · , Ds} are

pairwise far apart, there is at most element D∗ of {D1, · · · , Ds} which is close to D (for a definitition of “close” that
is made precise later). The main difficulty which arises at the end of Chapter 13 is coloring and deleting a connected
subgraph ofBk(V (D∗∪D), G∗), for some sufficiently small value of k, such that we obtain a graph containing a lone
Thomassen facial subgraph which is sufficiently far away from the cycles of {D1, · · · , Ds} \ {D∗}.

In order to perform the steps above, we prove a sequence of general results about short-separation-free graphs which
we need in Chapter 13. The purpose of Chapter 12 is to prove these general results. That is, the work of Chapter 12
is outside of the context of charts with pairwise far-apart rings. We only return to the context of charts with pairwise
far-apart rings in Chapter 13

In Section 12.2, we show how, given a short-separation-free graph with a precolored outer cycle, we can color and
delete some vertices to produce a Thomassen facial subgraph within a bounded distance of the outer cycle under
specified conditions. In Sections 12.3, 12.4, and 12.5, we finally turn our attention to a short-separation-free annulus
with two precolored cycles F0, F1, each of length at most four, and show that an analogous coloring and deletion can
be performed. Finally, in Chapter 13, we apply the results of Chapter 12 to complete the reduction from charts to
mosaics described above.
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12.2 Precolored Cycles Which Create Many Lists of Size Two

We begin this section by introducing the following natural definition.

Definition 12.2.1. Given a 2-connected planar graph H with outer cycle C, and a facial subgraph D of H , we say that
D is inward-facing if one the following holds:

1) H = D = C; OR

2) H ̸= C and D ̸= C.

We now provide a brief overview of this section. In Section 13.4, where we complete the proof of Theorem 1.1.3, there
is a step where we need to deal with the following situation: Suppose we have a short-separation-free 2-connected
planar graph G with a specified list-assignment L. Suppose further that G contains a 2-connected subgraph K such
that C ⊆ K, whereK is precolored by L, and each vertex ofH \K sufficiently close toK has an L-list of size at least
five. Suppose further that, for each inward-facing facial subgraph D of K, and each vertex v lying in the open disc
bounded by D, the subgraph of K induced by N(v) ∩ V (D) is a subpath of D of length at most two. In this section,
we show that, in this situation, under some specified additional conditions, we can perform some coloring and deletion
of the vertices lying Int(D) which are of distance at most one from D, such that, within the closed disc bounded by D,
we obtain a graph whose outer face is a Thomassen facial subgraph of the resulting graph, with respect to the resulting
list-assignment. Intuitively, the graph K is a skeleton which partitions G into a collection of closed regions, where we
can perform the described coloring and deletion within each of the given regions. We now define the main object of
study for Section 12.2.

Definition 12.2.2. Let k ≥ 0 be an integer. A 4-tuple L = (G,C,L, ψ) is called a k-lens if G is a connected,
short-separation-free graph with cyclic outer face C, L is a list-assignment for V (G), and the following conditions are
satisfied.

1) ψ is an L-coloring of V (C); AND

2) Bk(C,G) is L-colorable, and, in particular, ψ extends to an L-coloring of Bk(C,G); AND

3) |L(v)| ≥ 5 for all v ∈ Bk+1(C,G) \ V (C); AND

4) For every v ∈ Bk(C,G), every facial subgraph of G containing v, except possibly C, is a triangle.

We call L a lens if there exists a k ≥ 0 such that L is a k-lens.

Note that the definition of a lens does not require the vertices of G outside of the ball of distance k from C to have
lists of size at least 5. We begin by analyzing those vertices in the interior of C which have at least three neighbors on
C. Thus, we introduce the following useful definition:

Definition 12.2.3. Given a short-separation-free graph G and a cycle C in G, we let U≥3(C) := {u ∈ V (Int(C)) \
V (C) : |N(v)∩ V (C)| ≥ 3} and we let U2p(C) be the set of u ∈ U≥3(C) such that C[N(v)∩ V (C)] is a subpath of
C of length two. Given a vertex w ∈ U2p(C), we set PwC to be the graph G[N(w) ∩ V (C)]. Note that PwC is a path,
unless |V (C)| = 3.

We build up some more machinery for studying lenses, and then we state the main theorem for Section 12.2. We now
introduce the following useful notation.

Definition 12.2.4. Let G be a graph with outer face C, and let S ⊆ D1(C,G). We let CS denote the subgraph of G
obtained from C by adding to C the vertices of S and all edges of G with one endpoint in S and the other in V (C). If
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S = {u} is a single vertex, then we denote this graph as Cu.

We also use the following simple observation repeatedly:

Observation 12.2.5. Let G be a planar graph with outer cycle C and let u ∈ U≥3(C). Let D1, · · · , Dr be the

inward-facing facial subgraphs of Cu, where |E(D1)| ≤ |E(D2)| ≤ · · · ≤ |E(Dr)|. Then the following hold:

1) If |E(Dr)| = |E(D)|, then u ∈ U2p(C); AND

2) If |E(Dr)| = |E(C)| − 1, then one of the following holds.

i) n = 3, |E(D1)| = 3, and |E(D2)| = 4; OR

ii) n = 4 and C[N(u)] is a subpath of C of length 3.

Proof. This is an immediate consequence of the equality
∑r
i=1 |E(Di)| = |E(C)| + 2r, which holds since the sum

on the left counts each edge of E(G) \ E(C) precisely twice.

Given a lens L = (G,C,L, ψ), there is a natural way to associate to L an ascending sequence of subgraphs of G. We
have the following by a simple induction argument:

Observation 12.2.6. Let L = (G,C,L, ψ) be a lens. Then there is a sequence of cycles (Ci : i = 0, 1, 2 · · · ) in G,

and a sequence of subgraphs (Hi : i = 0, 1, 2, · · · ) of G, such that H0 = C, C0 = C, H0 ⊆ H1 ⊆ · · · , and, for

each i = 0, 1, 2, · · · , the following hold.

1) Hi is 2-connected and Hi = Ext(Ci); AND

2) |E(Ci)| = |E(C)| and every facial subgraph of Hi, except possibly C,Ci, is a triangle; AND

3) Hi+1 := (Ci)T , where T := U2p(Ci) ∩B1(C); AND

4) V (Ci \ C) ⊆ V (Ci+1 \ C).

Given a lens L := (G,C,L, ψ), since G is a finite graph, there exists an index j such that U2p(Cj) ∩ B1(C) = ∅,
and, in particular, Hr = Hj for all r ≥ j. We denote the minimal index with this property by R(L) and we call
this the breadth of L. In some cases, we denote the elements of respective sequences as C0

L, C
1
L, · · · and H0

L, H
1
L, · · ·

respectively, where we write the subscript if we need to make clear what the underlying lens is. We are primarily
interested in the case where the precolored cycle in a lens admits a subgraph which can be deleted to produce a
Thomassen facial subgraph:

Definition 12.2.7. Let L = (G,C,L, ψ) be a lens. We then have the following definitions.

1) We say that L is 0-reducible if one of the following two statements holds:

i) ψ extends to an L-coloring of G; OR

ii) There exists a subpath P ⊆ C of length at most one such that G \ (C \ P ) contains a Thomassen facial
subgraph F with respect to the list-assignment LPψ , where V (F ) = D1(P,G).

2) If P is a subpath of C satisfying condition ii) above, then we call C \ P a reducing path for L.

Now we define the following.

Definition 12.2.8. Let L = (G,C,L, ψ) be a lens and let k ≥ 1. We say that L is k-reducible if there exists a
2-connected subgraph H ⊆ G[Bk(F0 ∪F1, G)], with C ⊆ H , and a ψ′ ∈ Φ(ψ,H) such that, for every inward-facing
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facial subgraphD ofH , the tuple (Int(D), D, L, ψ′|V (D)) is a 0-reducible lens. The pair (H,ψ′) is called a k-reducing

pair for L.

In general, given a k-lens L = (G,C,L, ψ), a 2-connected subgraph H ⊆ G[Bk(F0 ∪ F1)], with C ⊆ H , and a
ψ′ ∈ Φ(ψ,H), the primary obstacle preventing (H,ψ′) from being a k-reducing pair for L is the existence of an
inward-facing facial subgraph D of H such that Int(D) contains many vertices of U2p(D). One way to deal with
this obstacle is to partially Lψ′ -color B1(Int(D)) in such a way that we obtain from Int(D) a graph whose outer face
is a Thomassen facial subgraph with respect to the resulting list-assignment. We thus introduce the following useful
notion analogous to k-reducibility.

Definition 12.2.9. Let L = (G,C,L, ψ) be a lens and let k ≥ 1. We say that L is k-partionable if there exists a
2-connected subgraph K ⊆ G[Bk−1(C)], with C ⊆ K, and a ψ′ ∈ Φ(ψ,K), such that, for every inward-facing facial
subgraph D of K, conditions 1) and 2) below are satisfied. We call the pair (K,ψ′) a k-partitioning pair for L.

1) LD := (Int(D), D, L, ψ′|V (D)) is a lens; AND

2) There exist a j ∈ {0, · · · , R(LD)}, a subset Z ⊆ V (CjLD
) \ V (D), a subpath A of CjLD

\ Z of length at most
one, and a partial Lψ′ -coloring ϕ of V (CjLD

) \ (V (D)∪Z), such that conditions i)-iii) below hold. We call the
tuple (j, Z,A, ϕ) a (K,ψ′)-boundary cutter for D.

i) V (A) ⊆ V (CjLD
) \ (Z ∪ dom(ϕ)); AND

ii) Z is (L,ψ′ ∪ ϕ)-inert in G; AND

iii) The outer face of Int(D) \ ((dom(ψ′ ∪ ϕ) ∪ Z) \ V (A)) is a Thomassen facial subgraph with respect to
the list-assignment LAψ′∪ϕ.

Note that if k ≥ 1 and L is k-reducible, then L is k-partitionable. To see this, suppose that L is k-reducible, and let
(H,ψ′) be a k-reducing pair for L. Let D be an inward-facing facial subgraph of H . Then (Int(D), D, L, ψ′|V (D)) is
a 0-reducible lens. Thus, (0,∅,∅, ψ′) is a (H,ψ′)-boundary cutter for D. Thus, (H,ψ′) is also a 1-partitioning pair
for L. With the above machinery in hand, we are finally ready to state our main result for Section 12.2.

Theorem 12.2.10. Let L = (G,C,L, ψ) be an 11-lens with |V (C)| ≤ 11. Then L is 11-partitionable.

The majority of the proof of Theorem 12.2.10 consists of an intermediate result which we state below. To state this
result, we first introduce the following two definitions:

Definition 12.2.11. Let L := (G,C,L, ψ) be a lens of breadth r.

1) We say that L is non-split if it satisfies i) and ii) below.

i) Cr is a chordless cycle and U≥3(Cr) = U 2p(Cr); AND

ii) For any ϕ ∈ Φ(ψ, V (Cr)), the tuple (Int(Cr), Cr, L, ϕ|V (Cr)) is a lens.

2) We say that L is split if it not non-split.

One particular property of non-split lens that we use is the following simple observation.

Observation 12.2.12. Let L = (G,C,L, ψ) be a non-split lens of breadth r. Then any two vertices of U2p(C) are

nonadjacent in G.

Proof. By definition of the sequence C0, C1, · · · , Cr, for each i ∈ {0, · · · , r}, there is no edge ww′ in E(Ci) such
that each of w,w′ lies in Ci \ C and is adjacent to a subpath of C of length two. Since Cr is an induced subgraph of
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G, any two vertices of U2p(C) are nonadjacent in G.

We now introduce the following notation:

Definition 12.2.13. Let L = (G,C,L, ψ) be a lens. Given a subgraph H of G, we let Part(H) denote the graph⋃
(PwC : w ∈ V (H) ∩ U2p(C)).

We now state our intermediate result, the proof of which takes up the majority of Section 12.2.

Proposition 12.2.14. Let L = (G,C,L, ψ) be a non-split lens of breadth r such that either:

1) Part(Cr) has at most two connected components; OR

2) Part(Cr) has precisely three connected components, at least one of which is a subpath of C of length two.

Then L is 1-partitionable, and, in particular, (C,ψ) is a 1-partitioning pair for L.

The proof of Proposition 12.2.14 consists of a sequence of four lemmas, which we state and prove below. We begin
by introducing the following notation.

Definition 12.2.15. Given a non-split lens L = (G,C,L, ψ) of breath r and a subgraph Q of Cr \ C, we have the
following notation.

1) Let V ≥1p(Q) := {v ∈ V (Q) : |N(v) ∩ V (C)| ≥ 2}.

2) Let Mid(Q) be the set of vertices v ∈ V (Q) such that there exists a w ∈ U 2p(Cr) with PwCr ⊆ Q and v is the
middle vertex of PwCr .

3) If Q is a path, let E(Q) denote the set of pairs (Z, ϕ) satisfying the following conditions.

i) ϕ is a partial Lψ-coloring of Q, and Z ⊆ V (Q) \ dom(ϕ); AND

ii) Each endpoint of Q lies in dom(ϕ); AND

iii) For each w ∈ U2p(Cr) with PwCr ⊆ Q, we have |Lψ∪ϕ(w)| ≥ 3. Furthermore, for each v ∈ V (Q) \
(dom(ϕ) ∪ Z), we have |Lψ∪ϕ(v)| ≥ 3; AND

iv) Z ⊆ Mid(Q), and furthermore, for any y ∈ Z, if w is the unique vertex of U2p(Cr) such that y is the
midpoint of PwCr , then the endpoints of PwCr lie in dom(ϕ), and |Lψ∪ϕ(w)| ≥ 2.

4) If Q is a path, then let Ecol(Q) be the set of partial Lψ-colorings ϕ of Q such that there exists a Z ⊆ V (Q) \
dom(ϕ) with (Z, ϕ) ∈ E(Q).

Given a pair (Z, ϕ), if Z is a singleton {a}, then we generally write (a, ϕ) to mean ({a}, ϕ). Note that, for any
(Z, ϕ) ∈ E(Q), Z is Lψ-inert.

Given a non-split lens L = (G,C,L, ψ) of breath r, the majority of the work needed to prove Proposition 12.2.14
consists of finding partial Lψ-colorings of subpaths of Cr \ C. Possibly, the entire set D1(C) consists of vertices
of Cr, so a path Q in Cr possibly differs from all of Cr by precisely an edge and induces all of Cr. Much of the
analysis below deals with the case of subpaths Q of Cr \ C for which this does not happen and thus, in particular, it
is permissible to construct partial colorings of Q in which the endpoints share a color. This is the motivation for the
definition below:
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Definition 12.2.16. Let L = (G,C,L, ψ) be a non-split lens of breadth r. A subpath Q of Cr \ C is called end-

separated if V (Q) ̸= V (Cr) and furthermore, either |V (Q)| ≤ 3, or the endpoints of Q do not have a common
neighbor in C.

We also note the following:

Observation 12.2.17. Let L = (G,C,L, ψ) be a non-split lens of breadth r. For any end-separated subpath Q of

Cr \ C, we have Mid(Q) ⊆ V ≥1p(Q).

Proof. If this does not hold, then there is a vertex w with three consecutive neighbors x1x2x3 on Q, such that x2
has only one neighbor on C. Thus, by our triangulation conditions, x1, x2, x3 have a common neighbor in C, and G
contains a copy of K2,3, contradicting the fact that G is short-separation-free.

We now prove the first of four lemmas that we need for Proposition 12.2.14:

Lemma 12.2.18. Let L = (G,C,L, ψ) be a non-split lens of breadth r and let Q be an end-separated subpath of

Cr \ C. Then the following facts hold.

1) Let w be an endpoint of Q, and, for each v ∈ V (Q) \ {w}, let Bv ⊆ Lψ(v) be a set of colors with |Bv| ≥ 3.

Then Col(w, Ecol(Q)) = Lψ(w) and, in particular, for each c ∈ Lψ(w), there exists a pair (Z, ϕ) ∈ E(Q) such

that ψ(w) = c, Z ∪ dom(ϕ) = V (Q), and ϕ(v) ∈ Bv for each v ∈ dom(ϕ) \ {w}; AND

2) Let x1x2x3 be a subpath of Q and suppose that at least one of x2, x3 lies in V (Q)\V ≥1p(Q). Let A ⊆ Lψ(x1)
with |A| ≥ 2. Then there is a (Z, ϕ) ∈ E(x1x2x3) with ϕ(x1) ∈ A.

Proof. We first prove the following intermediate result.

Claim 12.2.19. Let x1x2x3 be a subpath of Cr \C and suppose that x2 ∈ Mid(Q). Suppose further that both x2, x3
have Lψ-lists of size at least three, and let B ⊆ Lψ(x3) with |B| ≥ 3. Then Col(x1, Ecol(P

w
Cr )) = Lψ(x1) and, in

particular, for each c ∈ Lψ(x1), there is a pair (Z, ϕ) ∈ E(PwCr ) with ϕ(x1) = c, Z = {x2}, and ϕ(x3) ∈ B.

Proof: Let c ∈ Lψ(x1). We show there is a pair (Z, ϕ) ∈ E(x1x2x3) with ϕ(x1) = c, Z = {x2}, and ϕ(x3) ∈ B. If
either c ̸∈ Lψ(x2) or |Lψ(x2)| ≥ 4, then, for each d ∈ B, there is a pair (x2, ϕ) ∈ E(x1x2x3) such that ϕ(x1) = c

and ϕ(x3) = d, so we are done in that case. Now suppose that c ∈ Lψ(x2) and |Lψ(x2)| = 3. If there is a color
d ∈ B \ Lψ(x2), then, again, there is a pair (x2, ϕ) ∈ E(x1x2x3) with ϕ(x1) = c and ϕ(x3) = d, so we are done in
that case. So now suppose that B ⊆ Lψ(x2). Since |B| ≥ 3 and |Lψ(x2)| = 3, we have Lψ(x2) = B. Thus, there is
a pair (x2, ϕ) ∈ E(x1x2x3) with ϕ(x1) = ϕ(x3) = c, and c ∈ B. ■

Let Q := v1 · · · vk and let c ∈ L(v1). We show by induction on the length of k that there is a pair (Z, ϕ) ∈ E(Q) such
that ϕ(v1) = c, dom(ϕ) ∪ Z = V (Q), and ϕ(v) ∈ Bv for all v ∈ dom(ϕ) \ {v1}. If k = 1, then the claim is trivial.
Now let 1 ≤ i < k, and let (Z, ϕ) ∈ E(Qvi) such that ϕ(v1) = c, Z ∪ dom(ϕ) = V (Qvi), and ϕ(v) ∈ Bv for each
v ∈ dom(ϕ) \ {v}.

It suffices to show that there exists a pair (Z†, ϕ†) ∈ E(Qvi+1), such that ϕ†(vi+1) = c, Z† ∪ dom(ϕ†) = V (Qvi+1),
and ϕ†(v) ∈ Bv for all v ∈ dom(ϕ) \ {v}. If vi ̸∈ Mid(Q), then any extension of ϕ to v1Qvi+1 lies in Ecol(Q

′vi+1),
so we are done in that case.
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Now suppose that vi ∈ Mid(Q). We then have vi−1 ̸∈ Z, since vi−1 ̸∈ Mid(Q). Thus, vi−1 ∈ dom(ϕ). Let ϕ′ be the
restriction of ϕ to Qvi−1. By Claim 12.2.19, there is a pair (vi, ϕ∗) ∈ E(vi−1vivi+1) with ϕ∗(vi−1) = ϕ′(vi−1), and
ϕ∗(vi+1) ∈ Bvi+1

.

Since V (Q) ̸= V (Cr) and Cr is a chordless cycle, ϕ′ ∪ ϕ∗ is a proper Lψ-coloring of its domain, and the pair
(Z ∪ Z∗, ϕ ∪ ϕ∗) lies in Ecol(Qvi+1). Furthermore, (Z ∪ Z∗) ∪ dom(ϕ′ ∪ ϕ∗) = V (Qvi+1), and (ϕ′ ∪ ϕ∗)(v) ∈ Bv
for each v ∈ dom(ϕ′ ∪ ϕ∗) \ {v1}. This completes the proof of Fact 1.

Now we prove Fact 2. Suppose toward a contradiction that no element of Ecol(x1x2x3) colors x1 with a color from A.
If x2 ̸∈ Mid(Q), then any Lψ-coloring of x1x2x3 lies in Ecol(x1x2x3), contradicting our assumption. Thus, we have
x2 ∈ Mid(Q). By Observation 12.2.17, we then have x2 ∈ V ≥1p(Q) and thus x3 ∈ V (Q) \ V ≥1p(Q).

Since x2 ∈ Mid(Q), let w ∈ U2p(Cr) with PwCr = x1x2x3. If |L(w)| > 5, then any Lψ-coloring of x1x2x3 lies
in Ecol(Q), contradicting our assumption. Thus, we get |L(w)| = 5. Since |A| ≥ 2, let c1, c2 ∈ A. If there is a
c ∈ Lψ(x2) with c ̸∈ Lψ(w), then, taking i ∈ {1, 2} with ci ̸= c, and letting d ∈ Lψ(x3) \ {c}, the coloring
(ci, c, d) of Q lies in Ecol(x1x2x3), contradicting our assumption. Since c1, c2 are distinct and |Lψ(x3)| ≥ 4, there
is an i ∈ {1, 2} and a q ∈ Lψ(x3) with |L(w) \ {ci, q}| ≥ 4. Since Lψ(x2) ⊆ L(w) and |L(w)| = 5, we have
Lψ(x2) ̸= {ci, q}. Thus, there is an Lψ-coloring ϕ of x1x2x3 with ϕ(x1) = ci and ϕ(x3) = q, contradicting our
assumption. This completes the proof of Fact 2.

The second lemma we need is the following.

Lemma 12.2.20. Let L = (G,C,L, ψ) be a non-split lens of breadth r and let Q be an end-separated subpath of

Cr \C. Let Q := v1 · · · vk and let A ⊆ Lψ(v1) with |A| ≥ 2. Suppose that V ≥1p(Q̊) ⊆ U2p(C), and suppose further

that there is an internal vertex v′ of Q such that V (Q̊) \ V ≥1p(Q) = {v′}. Let B′ ⊆ Lψ(v
′) and B′′ ⊆ Lψ(vk),

where |B′| ≥ 3 and |B′′| ≥ 3. Then at least one of the following two statements holds.

1) There exists a pair (Z, ϕ) ∈ E(v1Qv′) such that ϕ(v1) ∈ A and ϕ(v′) ∈ B′; OR

2) There exists a pair (Z, ϕ) ∈ E(v1Qvk) such that ϕ(v1) ∈ A and ϕ(vk) ∈ B′′.

Proof. By Observation 12.2.12, no two vertices of U2p(C) are adjacent in G. Since V ≥1p(Q − v1) ⊆ U2p(C), and
V (Q− v1) \V ≥1p(Q) = {v′, vk}, it follows that |V (Q)| ≤ 5, or else there are two vertices of V (Q)∩U2p(C) which
are consecutive in Q. Now suppose toward a contradiction that the lemma does not hold.

Claim 12.2.21. k = 5, v′ = v3, and v2, v4 ∈ Mid(Q).

Proof: We first show that |V (Q)| = 5. We have |V (Q)| ≥ 3, since v′ is an internal vertex ofQ. If |V (Q)| = 3, then we
have v′ = v2. But then, since |Lψ(v′)| ≥ 4, there exists a pair (Z, ϕ) ∈ E(v1Qv3) with ϕ(v1) ∈ A and ϕ(v3) ∈ B′′

by Fact 1 of Lemma 12.2.18, so 2) is satisfied, contradicting our assumption. Suppose now that |V (Q)| = 4. Thus,
at least one of v2, v3 lies in V (Q) \ V ≥1p(Q). On the other hand, at least one of v2, v3 lies in Mid(Q), or else every
Lψ-coloring of Q lies in Ecol(Q), contradicting our assumption.

Suppose that v2 ∈ V (Q) \ V ≥1p(Q). Thus v3 ∈ Mid(Q) by Observation 12.2.17. Since v2 ̸∈ V ≥1p(Q), we apply
Fact 2 of Lemma 12.2.18 to obtain a pair (Z, ϕ) ∈ E(v2v3v4) with ϕ(v4) ∈ B′′. Since |A| ≥ 2, let c ∈ A \ {ϕ(v2)}.
Recalling Definition 1.1.9, we have the following. Since v2 ̸∈ Mid(Q), the pair (Z, ϕ⟨v1 : c⟩) lies in E(Q), and colors
v1 with a color of A, and v4 with a color of B′′, contradicting our assumption.
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Now suppose that v2 ∈ Mid(Q) and v3 ∈ V (Q) \ V ≥1p(Q). By Fact 2 of Lemma 12.2.18, there is a pair ϕ ∈
Ecol(v1Qv3) with ϕ(v1) ∈ A. For any b ∈ B′′ \ {ϕ(v3)}, we then have ϕ⟨vk : b⟩ ∈ Ecol(Q), which again contradicts
our assumption. We conclude that |V (Q)| > 4. Since |V (Q)| ≤ 5, we have |V (Q)| = 5.

We now rule out the possibility that v3 ∈ Mid(Q). Suppose toward a contradiction that v3 ∈ Mid(Q). Since |V (Q)| =
5, we then have {v3} = Mid(Q). Since V ≥1p(Q)\{v1, v5} ⊆ U2p(C), we have v3 ∈ U2p(C) by Observation 12.2.17,
and thus v2, v4 ∈ V (Q) \ V ≥1p(Q), contradicting our assumption that |V (Q \ {v1, v5}) \ V ≥1p(Q)| = 1. Thus, we
have v3 ̸∈ Mid(Q), so Mid(Q) ⊆ {v2, v4}. We claim now that Mid(Q) = {v2, v4}.

Suppose toward a contradiction that v2 ̸∈ Mid(Q). Thus, every Lψ-coloring of v1v2v3 lies in Ecol(v1v2v3), contra-
dicting our assumption, so we have v2 ∈ Mid(Q). Now suppose toward a contradiction that v4 ̸∈ Mid(Q).

Subclaim 12.2.22. v3 ̸∈ V ≥1p(Q).

Proof: If v3 ∈ V ≥1p(Q), then, by assumption, we have v3 ∈ U2p(C), since v3 ∈ V (Q̊) and V ≥1p(Q̊) ⊆ U2p(C).
Since v2 ∈ Mid(Q), we have v2 ∈ V ≥1p(Q) by Observation 12.2.17, and thus, since v2 ∈ V (Q̊) as well, we
have v2 ∈ U2p(C), contradicting Observation 12.2.12. ■

Since v3 ̸∈ V ≥1p(Q), there is a pair (Z, ϕ) ∈ E(v1v2v3) with ϕ(v1) ∈ A, by Fact 2 of Lemma 12.2.18. Since
v4 ̸∈ Mid(Q), every extension of ϕ to dom(ϕ) ∪ {v4, v5} lies in Ecol(Q), so there is a ϕ′ ∈ Ecol(Q) with ϕ′(v1) ∈ A
and ϕ′(v5) ∈ B′′, contradicting our assumption. Thus, we have v2, v4 ∈ Mid(Q). By Observation 12.2.17, we thus
have v2, v4 ̸∈ V (Q) \ V ≥1p(Q), so we have v′ = v3. This completes the proof of Claim 12.2.21. ■

Now we have the following:

Claim 12.2.23. aaaaaaaaaaa

1) |Lψ(v2)| = |Lψ(v4)| = 2; AND

2) Lψ(v3) is the disjoint union of Lψ(v2) and Lψ(v4); AND

3) A ∩ Lψ(v2) = ∅.

Proof: Suppose toward a contradiction that there exists a pair (q, q′) ∈ Lψ(v2)×Lψ(v4) such that |Lψ(v3)\{q, q′}| ≥
3. Since |A| ≥ 2, let a ∈ A \ {q}, and likewise, since |B′′| ≥ 3, let b ∈ B′′ \ {q′}. Now let ϕ be an Lψ-coloring of
{v1, v2, v4, v5} with ϕ(v1) = a, ϕ(v2) = q, ϕ(v4) = q′, and ϕ(v5) = b. Then (∅, ϕ) ∈ E(Q), with ϕ(v1) ∈ A and
ϕ(v5) ∈ B′′, contradicting our assumption. Thus, there does not exists such a pair of colors (q, q′) ∈ Lψ(v2)×Lψ(v4).

Since v3 ̸∈ V ≥1p(Q), we have |Lψ(v3)| ≥ 4, and thus, since no pair of colors (q, q′) satisfying the conditions above
exists, Lψ(v3) is the disjoint union of Lψ(v2) and Lψ(v4), and furthermore, |Lψ(v3)| = 4 and |Lψ(v2)| = |Lψ(v4)| =
2. This proves 1) and 2).

Now we prove 3). Suppose toward a contradiction that there is a color c ∈ A ∩ Lψ(v2). By 2), we have c ∈ Lψ(v3)
and c ̸∈ Lψ(v4). Since |B′′| ≥ 3 and |Lψ(v4)| = 2, there is a b ∈ B′′ \ Lψ(v4). Let d ∈ Lψ(v2) \ {c}, and let ϕ be
an Lψ-coloring of {v1, v2, v3, v5} obtained by setting ϕ(v1) = ϕ(v3) = c, ϕ(v2) = d, and ϕ(v5) = b. Then the pair
(v4, ϕ) lies in E(Q). Yet ϕ(v1) ∈ A and ϕ(v5) ∈ B′′, so this contradicts our assumption. This completes the proof of
Claim 12.2.23. ■

Now we return to the main proof of Lemma 12.2.20. By 2) of Claim 12.2.23, |Lψ(v2)| = 2. Since |B′| ≥ 3 , there
is a b ∈ B′ such that b ̸∈ Lψ(v2). Let a ∈ A and let ϕ be an Lψ-coloring of {v1, v3} obtained by setting ϕ(v1) = a
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and ϕ(v3) = b. By 3) of Claim 12.2.23, we have a ̸∈ Lψ(v2), and thus the pair (v2, ϕ) lies in E(v1v2v3). Yet since
ϕ(v1) ∈ A and ϕ(v3) ∈ B′, this contradicts our assumption. This completes the proof of Lemma 12.2.20.

We now combine the two lemmas above in the third lemma in our sequence of four lemmas in the proof of Proposition
12.2.14. We begin by introducing the following definition.

Definition 12.2.24. Let L = (G,C,L, ψ) be a non-split lens of breadth r. For any subpath Q of Cr \ C, let Eend(Q)

denote the set of pairs (Z, ϕ) obtained by dropping from E(Q) the condition that the endpoints of Q lie in dom(ϕ).
That is, Eend(Q) is the superset of E(Q) consisting of pairs (Z, ϕ) satisfying the following conditions:

1) ϕ is a partial Lψ-coloring of Q, and Z ⊆ V (Q) \ dom(ϕ); AND

2) For each w ∈ U2p(Cr) with PwCr ⊆ Q, we have |Lψ∪ϕ(w)| ≥ 3. Furthermore, for each v ∈ V (Q) \ (dom(ϕ)∪
Z), we have |Lψ∪ϕ(v)| ≥ 3; AND

3) Z ⊆ Mid(Q), and furthermore, for any y ∈ Z and w ∈ U2p(Cr) such that y is the midpoint of PwCr , the
endpoints of PwCr lie in dom(ϕ) and |Lψ∪ϕ(y)| ≥ 2.

Let Eend
col (Q) be the set of partial Lψ-colorings ϕ of Q such that there exists a Z ⊆ V (Q) \ dom(ϕ) with (Z, ϕ) ∈

Eend(Q).

The third lemma we need for Proposition 12.2.14 is the following. This lemma is the lengthiest of the four lem-
mas.

Lemma 12.2.25. Let L = (G,C,L, ψ) be a non-split lens of breadth r. LetQ be an end-separated subpath of Cr \C,

with Q = v1 · · · vk. Let f : V (Cr \ C)→ N be a function defined as follows:

f(v) :=

{
|Lψ(v)| if v ∈ U2p(C)

|Lψ(v)| − 1 otherwise

Then the following facts hold.

1) If V ≥1p(Q) ⊆ U2p(C) and w is an endpoint of Q, then |Col(w, Ecol(Q))| ≥ f(w); AND

2) If Part(Q) has at most one connected component, then, for each w ∈ V (Q), we have |Col(w, Eend
col (Qw))| ≥

f(w) and |Col(w, Eend
col (wQ))| ≥ f(w).

Proof. Note that, for each v ∈ V (Cr \ C), we have f(v) ≥ 2. We now have the following simple fact.

Claim 12.2.26. LetQ = v1 · · · vk be an end-separated subpath ofCr\C, and let j ∈ {1, · · · , k}with vj+1 ̸∈ Mid(Q).

Then the following hold.

1) If |Col(vi, Ecol(viQ))| ≥ 2 for all i ∈ {j + 1, · · · , k}, then Col(vj , Ecol(vjQ)) = Lψ(vj); AND

2) If |Col(vi, Eend
col (viQ))| ≥ 2 for all i ∈ {j + 1, · · · , k}, then Col(vj , Eend

col (vjQ)) = Lψ(vj).

Proof: Let c ∈ Lψ(vj). Since |Col(vj , Ecol(vj+1Q))| ≥ 2, let (Z, ϕ) ∈ E(vj+1Q) with ϕ(vj+1) ̸= c. Since vj+1 ̸∈
Mid(Q), the pair (Z, ϕ⟨vj : c⟩) lies in Ecol(vjQ), and thus Col(vj , Ecol(vjQ)) = Lψ(vj). An identical argument shows
the analogous statement with Ecol replaced by Eend

col . ■

Now we prove Fact 1. We first have the following:
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Claim 12.2.27. Let Q be an end-separated subpath of Cr \ C with V ≥1p(Q) ⊆ U2p(C) and |V (Q)| ≤ 3. Then

|Col(w, Ecol(Q))| ≥ f(w) for each w ∈ V (Q).

Proof: If |V (Q)| ≤ 2, for each w ∈ V (Q) and each c ∈ Lψ(w), there is an element of Ecol(wQ) using c on w, as any
remaining vertex w′ of Q has at least one color left in |Lψ(w′) \ {c}. Thus, in that case, we have |Col(w, Ecol(Q))| ≥
f(w).

Now suppose that k = 3, so that Q = v1v2v3. If the claim does not hold, then there is an endpoint w of Q such
that |Col(w, Ecol(Q))| < f(w). Suppose toward a contradiction that such a w exists, and suppose without loss of
generality that w = v1. Note then that v2 ∈ Mid(Q), or else every Lψ-coloring of Q lies in Ecol(Q), contradicting
our assumption. Thus, by Observation 12.2.17, we have v2 ∈ U2p(C), and thus v1, v3 ̸∈ V ≥1p(Q). Thus, since
|Col(v1, Ecol(Q)| < f(v1) ≤ 3, there is a set A ⊆ Lψ(v1) with A ∩ Col(v1, Ecol(Q)) = ∅. Yet, by Fact 2 of Lemma
12.2.18, there is a (Z, ϕ) ∈ E(Q) with ϕ(v1) ∈ A, so we have a contradiction. ■

Now let Q := v1 · · · vk be an end-separated subpath of Cr with V ≥1p(Q) ⊆ U2p(C). By Claim 12.2.27, we have
|Col(vj , Ecol(vjQ))| ≥ f(vj) for all j ≥ k − 2. If |V (Q)| ≤ 3, then we are done, so suppose that |V (Q)| > 3. Let
j ∈ {1, · · · , k− 3}, and suppose that, for each index i ∈ {j, · · · , k}, we have |Col(vi, Ecol(viQ))| ≥ f(vi). It suffices
to show now that |Col(vj , Ecol(vjQ))| ≥ f(vj).

If vj+1 ̸∈ Mid(Q), then we are immediately done by Claim 12.2.26, so suppose now that vj+1 ∈ Mid(Q). By
Observation 12.2.17, we have vj+1 ∈ U2p(C), and thus vj ∈ V (Q)\V ≥1p(Q) and vj+2 ∈ V (Q)\V ≥1p(Q). Suppose
that j = k − 4. Applying Claim 12.2.27, we have |Col(vj , Ecol(vjQvk−1))| ≥ f(vj). Let (Z, ϕ) ∈ Ecol(vjQvk−1).
Since |Lψ(vk)| ≥ 2, let a ∈ Lψ(vk) \ {ϕ(vk−1)}. Then (Z, ϕavk) ∈ E(vjQ), since vk−1 ̸∈ Mid(Q). Thus, in that
case, we have Col(vj , Ecol(vjQvk−1)) ⊆ Col(vj , Ecol(vjQ)), and thus |Col(vj , Ecol(vjQ))| ≥ f(vj), so we are done.

Now suppose that |V (Q)| > 4 and that j ≤ k − 4. By Observation 12.2.12, no two vertices of U2p(C) are adjacent
in G. Thus, since j ≤ k − 4, there is a minimal index t ∈ {j + 3, · · · , k} such that vt ̸∈ U2p(C). Suppose toward a
contradiction that Col(vj , Ecol(vjQ))| < f(vj) = |Lψ(vj)| − 1. Now we apply Lemma 12.2.20 to the path vjQvt. In
the statement of Lemma 12.2.20, we set v′ := vj+2, and we set

A := Lψ(vj) \ Col(vj , Ecol(vjQ))

B′ := Col(vj+2, Ecol(vj+2Q))

B′′ := Col(vt, Ecol(vtQ))

Note that vj+2 is an internal vertex of vjQvt, and vj+2 ̸∈ U2p(C). By definition of t, we have V (vjQvt \ {vj , vt}) \
V ≥1p(Q) = {vj+2}, and by assumption, we have V ≥1p(Q − {vj , vt}) ⊆ U2p(C). Furthermore, since vj+2, vt ̸∈
V ≥1p(Q), we have f(vj+2) ≥ 3 and f(vt) ≥ 3, and thus |B′| ≥ 3 and |B′′| ≥ 3. By assumption, we have
|Col(vj , Ecol(vjQ))| < f(vj), so |A| ≥ 2. Thus, either Statement 1 or Statement 2 of Lemma 12.2.20 applies to the
given sets A,B′, B′′ above.

Suppose first that Statement 1 holds. Thus, there is a pair (Z, ϕ) ∈ Ecol(vjQvj+2) with ϕ(vj) ∈ A and ϕ(vj+2) ∈ B′.
In that case, there is a pair (Z∗, ϕ∗) ∈ Ecol(vj+2Q) with ϕ∗(vj+2) = ϕ(vj+2). But then, since vj+2 ̸∈ Mid(Q), we
have (Z ∪ Z∗, ϕ ∪ ϕ∗) ∈ Ecol(vjQ), contradicting the fact that ϕ(vj) ∈ A. Thus, since no such pair (Z, ϕ) exists,
Statement 2 of Lemma 12.2.20 holds, and there exists a pair (Z ′, ϕ′) ∈ Ecol(vjQvt) with ϕ′(vj) ∈ A and ϕ′(vt) ∈ B′′.
Thus, there is a pair (Z∗, ϕ∗) ∈ E(vtQ) with ϕ∗(vt) = ϕ′(vt). But then, since vt ̸∈ Mid(Q), the pair (Z ′∪Z∗, ϕ′∪ϕ∗)
lies in E(vjQ), contradicting the fact that ϕ(vj) ∈ A. This completes the proof of Fact 1 of Lemma 12.2.25.
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In order to prove Fact 2, we first prove the following intermediate result:

Claim 12.2.28. If there is an index m ∈ {1, · · · , k} such that U2p(C) ⊆ V (Qvm) and V ≥1p(Q) \ U2p(C) ⊆
V (vm+1Q), then, for each w ∈ V (Qvm), we have |Col(w, Eend

col (wQ))| ≥ f(w), and furthermore, for each w ∈
V (vm+1Q), we have |Col(w, Ecol(Qw))| ≥ f(w).

Proof: We first deal with the possibility that vm is an endpoint of Q. If m = k, then the claim immediately follows
from Fact 1, so we are done in that case. If m = 1, then we have |Lψ(v)| ≥ 3 for all v ∈ V (Q) \ {v1}, and thus
the claim follows from Fact 1 of Lemma 12.2.18, so we suppose for the remainder of the proof of Claim 12.2.28 that
1 < m < k.

Subclaim 12.2.29. For each j ∈ {m− 1,m}, we have |Col(vj , Eend
col (vjQ))| ≥ f(vj).

Proof: Firstly, for each j ∈ {m, · · · , k}, we have |Col(vj , Eend
col (vjQ))| ≥ f(vj) by Fact 1 of Claim 12.2.18.

Suppose toward a contradiction that |Col(vm−1, Eend
col (vm−1Q))| < f(vm−1). In that case, by Claim 12.2.26,

we have vm ∈ Mid(Q). Furthermore, we have Lψ(vm) ⊆ Lψ(vm+1). To see this, suppose there is a c ∈
Lψ(vm) with c ̸∈ Lψ(vm+1). Then, for each color d ∈ Lψ(vm−1) \ {c}, the coloring (c, d) of vm−1vm

lies in Eend
col (vm−1Q), and thus |Col(vm−1, Eend

col (vm−1Q))| ≥ |Lψ(vm−1)| − 1 = f(vm−1), contradicting our
assumption, so we indeed have Lψ(vm) ⊆ Lψ(vm+1).

Furthermore, if c ∈ Lψ(vm−1) \ Lψ(vm), then c ∈ Col(vm−1, Eend
col (vm−1Q)). To see this, note that, since

|Lψ(vm+1)| ≥ 3, there is a d ∈ Lψ(vm+1) such that |Lψ(vm) \ {d}| ≥ 2, and, by Fact 1 of Lemma 12.2.18,
there is a pair (Z, ϕ) ∈ E(vm+1Q) with ϕ(vm+1) = d. Then the pair (Z ∪ {vm}, ϕcvm−1

) lies in E(vm−1Q), so
we indeed have Lψ(vm−1) \ Lψ(vm) ⊆ Col(vm−1, Eend

col (vm−1Q)).

We also have Lψ(vm−1) ∩ Lψ(vm) ⊆ Col(vm−1, Eend
col (vm−1Q)). To see this, let c ∈ Lψ(vm−1) ∩ Lψ(vm).

Since Lψ(vm) ⊆ Lψ(vm+1), we have c ∈ Lψ(vm+1). Let d ∈ Lψ(vm) \ {c} and let ϕ be the coloring (c, d, c)

of vm−1vmvm+1. Then (∅, ϕ) ∈ E(vm−1vmvm+1). Furthermore, by Fact 1 of Lemma 12.2.18, there is a pair
(Z ′, ϕ′) ∈ E(vm+1Q) with ϕ′(vm+1) = c. Since vm+1 ̸∈ Mid(Q), the pair (Z ∪ Z ′, ϕ ∪ ϕ′) lies in E(vm−1Q),
so we indeed have Lψ(vm−1) ∩ Lψ(vm) ⊆ Col(vm−1, Eend

col (vm−1Q)).

Combining the facts above, we have Col(vm−1, Eend
col (vm−1Q)) = Lψ(vm−1), contradicting our assumption that

|Col(vm−1, Eend
col (vm−1Q))| < |f(vm−1). This completes the proof of Subclaim 12.2.29. ■

Now we return to the proof of Claim 12.2.28. We first show that |Col(vi, Eend
col (viQ))| ≥ f(vi) for all i ∈ {1, · · · ,m}.

If m ≤ 2, then we are done by applying Subclaim 12.2.29, so suppose now that m ≥ 3. Let i ∈ {1, · · · ,m}. If
i ∈ {m − 1,m}, then we are again done by Subclaim 12.2.29, so suppose that i ≤ m − 2 and that, for each index
j ∈ {i+ 1, · · · ,m}, we have |Col(vj , Eend

col (vjQ))| ≥ f(vj). It suffices to show that |Col(vi, Eend
col (viQ))| ≥ f(vi).

Suppose toward a contradiction that |Col(vi, Eend
col (viQ))| < |f(vi)|. By Claim 12.2.26, we have vi+1 ∈ Mid(Q).

Since i+1 ≤ m, and vi+1 ∈ V ≥1p(Q) by Observation 12.2.17, we have vi ∈ U2p(C), and thus, since i+2 ≤ m, we
have vi+2 ̸∈ V ≥1p(Q).

Let p be the minimal index among {i+3, · · · , k} such that vp ̸∈ U2p(C). By Observation 12.2.12, no two vertices of
U2p(C) are adjacent in G, so we have |V (viQvp)| ≤ 5, and p ∈ {i+ 3, i+ 4}. Now consider the following cases:

Case 1: vp ∈ Mid(Q)

In this case, we have vp ∈ V ≥1p(Q)\U2p(C) by Observation 12.2.17, and thusm = p−1. Note that |Col(vi, Ecol(viQvp−1)| ≥
f(vi) by Fact 1, so there exists a (Z, ϕ) ∈ Ecol(viQvp−1) such that ϕ(vi) ̸∈ Col(vi, Eend

col (viQ)). Since |Lψ(vp)| ≥ 3

319



and |Lψ(vp+1)| ≥ 3, there is a c ∈ Lψ(vp+1) such that |Lψ(vp) \ {c, ϕ(vp−1)}| ≥ 2. By Fact 1 of Lemma 12.2.18,
there is a pair (Z ′, ϕ′) ∈ Ecol(vp+1Q) with ϕ′(vp+1) = c, and thus the pair (Z ∪ {vp} ∪ Z ′, ϕ ∪ ϕ′) lies in E(viQ),
contradicting the fact that ϕ(vi) ̸∈ Col(vi, Eend

col (viQ)). This completes Case 1.

Case 2: vp ̸∈ Mid(Q)

In this case, we apply Lemma 12.2.20. We have V (viQvp \ {vi, vp}) \ V ≥1p(Q) = {vi+2} by the choice of p, and
we have V ≥1p(viQvp−{vi, vp}) ⊆ U2p(C), again, by the definition of p. In the statement of Lemma 12.2.20, we set
v′ := vi+2 and we set

A := Lψ(vi) \ Col(vi, Eend
col (viQ))

B′ := Col(vi+2, Eend
col (vi+2Q))

B′′ := Col(vp, Eend
col (vpQ))

Since vi ̸∈ U2p(C) and |Col(vi, Eend
col (viQ))| < f(vi), we have |A| ≥ 2. By induction, we have |B′| ≥ f(vi+2).

Since vi+2 ̸∈ V ≥1p(Q), we have |B′| ≥ 3. Thus, we just need to check that |B′′| ≥ 3. If vp ̸∈ V ≥1p(Q), then this
immediately follows by induction, since |B′′| ≥ f(vp) and, if vp ̸∈ V ≥1p(Q) then f(vp) ≥ 3. Now suppose that
vp ∈ V ≥1p(Q). In that case, we have m = p − 1, and |Lψ(vj)| ≥ 3 for all j ∈ {m, · · · , k}. Thus, by Fact 1 of
Lemma 12.2.18, we have Col(vp, Ecol(vpQ)) = Lψ(vp), and thus Col(vp, Eend

col (vpQ)) = Lψ(vp), so again, we have
|B′′| ≥ 3.

Thus Lemma 12.2.20 applies to the sets A,B′, B′′, so there is either a pair (Z ′, ϕ′) ∈ Ecol(viQvi+2) with ϕ′(vi) ∈ A
and ϕ′(vi+2) ∈ B′, or there is a pair (Z ′, ϕ′) ∈ Ecol(viQvp) with ϕ′(vi) ∈ A and ϕ′(vp) ∈ B′′. In either case, since
vi+2, vp ̸∈ Mid(Q), the pair (Z ′, ϕ′) can be combined with a pair (Z∗, ϕ∗) ∈ Eend

col (vi+2Q) ∪ Eend
col (vpQ), where the

right endpoint of dom(ϕ′) coincides with the left endpoint of dom(ϕ∗), and the two colorings agree on this vertex. In
both cases, we produce an element ϕ′ ∪ ϕ∗ of Eend

col (viQ) which colors vi with an element of A, a contradiction. This
completes Case 2, and thus completes the proof of the first statement of Claim 12.2.28.

Now we prove the second part of Claim 12.2.28 using an indiction argument similar to the one above, but proceeding
in the other direction along the path. The base case in this induction argument deals with the vertex vm+1.

Subclaim 12.2.30. |Col(vm+1, Ecol(Qvm+1))| ≥ f(vm+1).

Proof: Let A := Lψ(vm+1) \Col(vm+1, Ecol(Qvm+1)). Suppose toward a contradiction that |A| ≥ 2. By Fact 1,
we have |Col(vj , Ecol(Qvj))| ≥ f(vj) for each j ∈ {1, · · · ,m}. Thus, by Claim 12.2.26, we have vm ∈ Mid(Q),
and furthermore, by definition of m, we have vm ∈ U2p(C), or else we contradict Observation 12.2.17. Since
vm ∈ Mid(Q), we have m ≥ 2. Now consider the following cases:

Case 1: m = 2

In this case, we have v1 ̸∈ V ≥1p(Q). Thus, we simply apply Fact 2 of Lemma 12.2.18 to obtain a pair (Z, ϕ) ∈
Ecol(v1v2v3) with ϕ(v3) ∈ A, contradicting the definition of A.

Case 2: m = 3

In this case, we have v2 ̸∈ V ≥1p(Q). Thus, we simply apply Fact 2 of Lemma 12.2.18 to obtain a pair (Z, ϕ) ∈
Ecol(v2v3v4) with ϕ(v4) ∈ A. Since |Lψ(v1)| ≥ 2, let c ∈ Lψ(v1) \ {ϕ(v2)}. Since v3 ∈ Mid(Q), we have
v2 ̸∈ Mid(Q), and thus the pair (Z, ϕcv1) lies in Ecol(Qv4), contradicting the fact that ϕcv1(v4) ∈ A.

Case 3: m > 3

In this case, let p be the maximal index among {1, · · · ,m − 2} such that vp ̸∈ V ≥1p(Q). Such a p exists, since
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m − 2 ≥ 2 and no two vertices of U2p(C) are adjacent in G. Now we set B′ := Col(vm−1, Ecol(Qvm−1)) and
B′′ := Col(vp, Ecol(Qvp)). Since vm−1, vp ̸∈ V ≥1p(Q), we have |B′| ≥ 3 and |B′′| ≥ 3 by Fact 1, so at least
one of Statement 1 or Statement 2 of Lemma 12.2.20 applies to the sets A,B′, B′′.

Thus, there is either a pair (Z ′, ϕ′) ∈ Ecol(vm−1Qvm+1) with ϕ′(vm−1) ∈ A and ϕ′(vm−1) ∈ B′, or there is a
pair (Z ′, ϕ′) ∈ Ecol(vpQvm+1) with ϕ′(vm+1) ∈ A and ϕ′(vp) ∈ B′′. In either case, since vm−1, vp ̸∈ Mid(Q),
the pair (Z ′, ϕ′) can be combined with a pair (Z∗, ϕ∗) ∈ Ecol(Qvm−1) ∪ Ecol(Qvp), where the right endpoint
of dom(ϕ′) coincides with the left endpoint of dom(ϕ∗), and the two colorings agree on this vertex. In both
cases, we produce an element ϕ′ ∪ ϕ∗ of Ecol(Qvm+1) which colors vm+1 with an element of A, contradicting
the definition of A.

Thus, our assumption that |A| ≥ 2 is false. Since Lψ(vm+1) ̸∈ U2p(C), we have f(vm+1) = |Lψ(vm+1)| − 1,
and thus |Col(vm+1, Ecol(Qvm+1))| ≥ f(vm+1). This completes the proof of Subclaim 12.2.30. ■

Combining Subclaim 12.2.30 with Fact 1, we have |Col(vi, Ecol(Qvi))| ≥ f(vi) for each i ∈ {1, · · · ,m+1}. We now
finish the proof of Claim 12.2.28 by induction. If k = m+ 1, then we are done, so suppose now that k > m+ 1. Let
j ∈ {m+ 2, · · · , k − 1} and suppose that, for each index i ∈ {1, · · · , j − 1}, we have |Col(vi, Ecol(Qvi))| ≥ f(vi).
It suffices to show that |Col(vj , Ecol(Qvj))| ≥ f(vj).

Suppose toward a contradiction that |Col(vj , Ecol(Qvj))| < f(vj). Thus, by Claim 12.2.26, we have vj−1 ∈ Mid(Q).
Let A := Lψ(vj) \ Col(vj , Ecol(Qvj)). Since |Lψ(vj)| ≥ 3, we have |A| ≥ 2. Yet, by induction, we have
|Col(vj−2, Ecol(Qvj−2))| ≥ f(vj−2) ≥ 2. Since j − 1 ≥ m + 1, we have |Lψ(vj−1)| ≥ 3. Thus, there is a pair of
colors (c, d) with c ∈ Col(Qvj−2, Ecol(vj−2)) and d ∈ A such that |Lψ(vj) \ {c, d}| ≥ 2. Let (Z, ϕ) ∈ E(Qvj−2)

with ϕ(vj−2) = c. Then the pair (Z ∪ {vj−1}, ϕ⟨vj : d⟩) lies in Ecol(Qvj), contradicting the fact that d ∈ A. This
completes the proof of Claim 12.2.28. ■

With the intermediate result above in hand, we prove Fact 2 of Lemma 12.2.25.

Claim 12.2.31. Let Q be an end-separated subpath of Cr \ C such that Part(Q) has one connected component. If

w ∈ V ≥1p(Q)\U2p(C), then there exists a connected component Q′ of Q\{w} such that V (Q)∩U2p(C) ⊆ V (Q′).

Proof: If w is an endpoint of Q, then there is nothing to prove, so suppose that |V (Q)| ≥ 3 and w is an internal vertex
of Q. Since w ∈ V (Cr) \ U2p(C), there is an edge xy ∈ E(C) such that N(w) ∩ V (C) = {x, y}. Let P1, P2 be the
connected components of Q \ {w}, and suppose towards a contradiction that V (Pi) ∩ U2p(C) ̸= ∅ for each i = 1, 2.
Since the endpoints of Q do not share a neighbor in C, Part(Q) is a subpath of C. It follows that the edge xy lies in
E(Part(Q)), or else the deletion of xy separates Part(P1) from Part(P2) in C. Thus, there is a w′ ∈ U≥3(C) ∩ V (Q)

such that xy ∈ E(Pw
′

C ). Since w ̸= w′, we contradict short-separation-freeness. ■

Now we return to the proof of Fact 2. Let Q = v1 · · · vk. It suffices to show that Col(vi, Eend
col (viQ))| ≥ f(vi) for each

i ∈ {1, · · · , k}. If U2p(C) = ∅, then we have |Lψ(v)| ≥ 3 for each v ∈ V (Q). In that case, for each i ∈ {1, · · · , k},
we have Col(vi, Ecol(viQ)) = Lψ(vi) by Fact 1 of Lemma 12.2.18, so we are done in that case. So now suppose that
U2p(C) ∩ V (Q) ̸= ∅.

We call a subpath Q′ of Q an alternating subpath of Q if V ≥1p(Q′) is nonempty and V ≥1p(Q′) ⊆ U2p(C). Let Q′

be a vertex-maximal alternating subpath of Q. Such a Q′ exists since U2p(C) ∩ V (Q) ̸= ∅. Let s, t ∈ {1, · · · , k} be
indices such thatQ′ = vsQvt. Note that if either s = 1 or t = k, then Fact 2 immediately follows from Claim 12.2.28,
so we suppose now that 1 < s ≤ t < k.
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Claim 12.2.32. For each i ∈ {1, · · · , s− 1}, we have vi ̸∈ U2p(C). Likewise, for each j ∈ {t+ 1, · · · , k}, we have

vj ̸∈ U2p(C).

Proof: If s = 1, then the first statement is vacuously true, so suppose that 1 < s. By the maximality of Q′, we have
vs−1 ∈ V ≥1p(Q) \U2p(C). Thus, by Claim 12.2.31, we have {v1, · · · , vs−1}∩U2p(C) = ∅. An identical argument
shows the analogous statement for vt+1Qvk. ■

Combining Claim 12.2.32 with Claim 12.2.28, we have Col(vj , Ecol(vjQ))| ≥ f(vj) for each j ∈ {s, · · · , k}. If
s = 1, then we are done, so suppose now that s > 1. Now we have the following:

Claim 12.2.33. |Col(vs−1, Eend
col (vs−1Q))| ≥ f(vs−1).

Proof: Suppose toward a contradiction that |Col(vs−1, Eend
col (vs−1Q))| < f(vs−1). In that case, we have vs ∈ Mid(Q)

by Claim 12.2.26. Since vs ∈ V (Q′), we have vs ̸∈ V ≥1p(Q) \ U2p(C), and thus vs ∈ U2p(C) by Observation
12.2.17.

To see that Lψ(vs) ⊆ Lψ(vs+1), suppose there is a color d ∈ Lψ(vs)\Lψ(vs+1). Then, for each c ∈ Lψ(vs−1)\{d},
the pair (∅, (c, d)) lies in Eend(vs−1Q), where (c, d) is a coloring of vs−1vs, and thus thus |Col(vs−1, Eend

col (vs−1Q))| ≥
|Lψ(vs−1)| − 1 = f(vs−1), contradicting our assumption. Now consider the following cases:

Case 1: vs+1 ∈ V ≥1p(Q)

In this case, since vs+1 ̸∈ U2p(C), we have s = t and s+ 1 = k by Claim 12.2.32. Now, each color c ∈ Lψ(vs−1) ∩
Lψ(vs) lies in Col(vs−1, Eend

col (vs−1Q)). To see this, let c ∈ Lψ(vs−1)∩Lψ(vs). Then, as shown above, c ∈ Lψ(vs+1).
Let ϕ be an Lψ-coloring of vs−1vsvs+1 with ϕ(vs−1) = ϕ(vs+1) = c. Then ϕ ∈ Ecol(vs−1Q), and thus c ∈
Col(vs−1, Eend

col (vs−1Q)).

Now let c ∈ Lψ(vs−1) \ Lψ(vs) and let d ∈ Lψ(vs+1). Let ϕ be an Lψ-coloring of {vs−1, vs+1} with ϕ(vs−1) = c

and ϕ(vs+1) = d. Then |Lψ(vs) \ {c, d}| ≥ 2, so ({vs}, ϕ) lies in E(vs−1Q), and thus c ∈ Col(vs−1, Eend
col (vs−1Q)).

We conclude that Col(vs−1, Eend
col (vs−1Q)) = Lψ(vs−1), contradicting our assumption. This completes Case 1.

Case 2: vs+1 ̸∈ V ≥1p(Q)

In this case, the edge vsvs+1 lies in E(Q′), and thus s + 1 ≤ t < k (recall that 1 < s ≤ t < k by assumption).
Set A := Lψ(vs−1) \ Col(vs−1, Eend

col (vs−1Q)). Since |Col(vs−1, Eend
col (vs−1Q))| < f(vs−1) by assumption, we have

|A| ≥ 2. Now consider the following subcases.

Subcase 2.1: vs+2 ̸∈ Mid(Q)

Since vs+1 ̸∈ V ≥1p(Q), we apply Fact 2 of Lemma 12.2.18: There is a pair (Z, ϕ) ∈ E(vs−1Qvs+1) with ϕ(vs−1) ∈
A. By our induction hypothesis, we have Col(vs+2, Eend

col (vs+2Q)| ≥ f(vs+2) ≥ 2, and thus there is a pair (Z ′, ϕ′) ∈
Eend(vs+2Q) with vs+2 ∈ dom(ϕ′) and ϕ′(vs+2) ̸= ϕ(vs+1). By Observation 12.2.17, vs+1 ̸∈ Mid(Q), and since
vs+2 ̸∈ Mid(Q) by assumption, the pair (Z ∪Z ′, ϕ∪ϕ′) lies in Eend(vs−1Q), contradicting the fact that ϕ(vs−1) ∈ A.
This completes Subcase 2.1.

Subcase 2.2: vs+2 ∈ Mid(Q) \ U2p(C)

In this case, we have vs+2 ∈ V ≥1p(Q)\U2p(C) by Observation 12.2.17. Thus, Q′ consists of the edge vsvs+1. Again
applying Fact 2 of Lemma 12.2.18, there is a pair (Z, ϕ) ∈ E(vs−1Qvs+1) with ϕ(vs−1) ∈ A. Since Q′ = vsvs+1,
we have |Lψ(vi)| ≥ 3 for all i ∈ {s+ 2, · · · , k} by Claim 12.2.32. Thus, by Fact 1 of Lemma 12.2.18, there is a pair
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(Z ′, ϕ′) ∈ E(vs+1Q) with ϕ′(vs+1) = ϕ(vs+1). Since vs+1 ̸∈ Mid(Q), the pair (Z ∪ Z ′, ϕ ∪ ϕ′) lies in E(vs−1Q),
contradicting the fact that ϕ(vs−1) ∈ A. This completes Subcase 2.2.

Subcase 2.3: vs+2 ∈ Mid(Q) ∩ U2p(C)

In this case, we have k ≥ s+3, and furthermore, vs+1, vs+3 ̸∈ U2p(C)∪Mid(Q). We apply Lemma 12.2.20 directly
to the path vs−1Qvs+3. Note that V (vsQvs+3) \ V ≥1p(Q) ⊆ {vs+1, vs+3}, and that V ≥1p(vsQvs+3) \ {vs, vs+3} ⊆
{vs, vs+2} ⊆ U2p(C).

In the statement of Lemma 12.2.20, we set v′ := vs+1,B′ := Col(vs+1, Eend
col (vs+1Q)), andB′′ := Col(vs+3, Eend

col (vs+3Q)).
We just need to check that |B′| ≥ 3 and |B′′| ≥ 3. By our induction hypothesis, we have Col(vs+1, Eend

col (vs+1Q))| ≥
f(vs+1). Since vs+1 ̸∈ V ≥1p(Q), we have f(vs+1) ≥ 3, so we indeed have |B′| ≥ 3. If vs+3 ̸∈ V ≥1p(Q), then
we have f(vs+3) ≥ 3, and we have |B′′| ≥ f(vs+3) by our induction hpothesis, so we are done in that case. Now
suppose that vs+3 ∈ V ≥1p(Q). In that case, we have vs+3 ∈ V ≥1p(Q) \ U2p(C), since vs+2 ∈ U2p(C), so we
have Q′ = vsvs+1vs+2. By Claim 12.2.32, we have |Lψ(vi)| ≥ 3 for all i ≥ s + 3, and thus, by Fact 1 of Lemma
12.2.18, we have Col(vs+3, Ecol(vs+3Q)) = Lψ(vs+3), and thus Col(vs+3, Eend

col (vs+3Q)) = Lψ(vs+3), so we again
have |B′′| ≥ 3.

Thus, in any case, |B′| ≥ 3 and |B′′| ≥ 3, so Lemma 12.2.20 applies to the sets A,B′, B′′. Thus, there is either a pair
(Z ′, ϕ′) ∈ Ecol(vs−1Qvs+1) with ϕ′(vs−1) ∈ A and ϕ′(vs+1) ∈ B′, or there is a pair (Z ′, ϕ′) ∈ Ecol(vs−1Qvs+3) with
ϕ′(vs−1) ∈ A and ϕ′(vs+3) ∈ B′′. In either case, since vs+1, vs+3 ̸∈ Mid(Q), the pair (Z ′, ϕ′) can be combined with
a pair (Z∗, ϕ∗) ∈ Eend

col (vs+1Q) ∪ Eend
col (vs+3Q), where the right endpoint of dom(ϕ′) coincides with the left endpoint

of dom(ϕ∗), and the two colorings agree on this vertex. In both cases, we produce an element ϕ′ ∪ ϕ∗ of Eend
col (vs−1Q)

which colors vs−1 with an element of A, a contradiction. This completes the proof of Claim 12.2.33. ■

Now we return to the proof of Fact 2 of Lemma 12.2.25. If s = 2, we are done, so suppose that s ≥ 3. It suffices to
show that |Col(vj , Eend

col (vjQ))| ≥ f(vj) for all j ∈ {1, · · · , s− 2}.

Let j ∈ {1, · · · , s − 2}, and suppose that |Col(vi, Eend
col (viQ))| ≥ f(vi) for all i ∈ {j + 1, · · · , k}. It suffices to

show that |Col(vj , Eend(vjQ))| ≥ f(vj). If vj+1 ̸∈ Mid(Q), then we are done by Claim 12.2.26, so now suppose that
vj+1 ∈ Mid(Q). Now, since j+1 ≤ s−1, we have |Lψ(vj+1)| ≥ 3 by Claim 12.2.32. Suppose toward a contradiction
that |Col(vj , Eend

col (vjQ))| < f(vj). In that case, since f(vj) = |Lψ(vj)|−1, there are two colors c1, c2 ∈ Lψ(vj) with
c1, c2 ̸∈ Col(vj , Eend

col (vjQ))). Since vj+1 ∈ Mid(Q), we have j+1 < k, and |Col(vj+2, Eend
col (vj+2Q))| ≥ f(vj+2) ≥

2 by induction.

Since |Lψ(vj+1)| ≥ 3, there is a q ∈ Col(vj+2, Eend
col (vj+2Q)) and an n ∈ {1, 2} such thatLψ(vj+1)\{q, cn}| ≥ 2. Let

(Z, ϕ) ∈ Eend
col (vj+2Q) with ϕ(vj+2) = q. But then, the pair (Z ∪ {vj+1}, ϕ⟨vj : cn⟩) lies in Eend

col (vjQ), contradicting
the fact that cn ̸∈ Col(vj , Eend

col (vjQ))). This completes the proof of Fact 2 and thus completes the proof of Lemma
12.2.25.

The fourth and final lemma we need for the proof of Proposition 12.2.14 is the following.

Lemma 12.2.34. Let L = (G,C,L, ψ) be a non-split lens of breadth r and let Q be an end-separated subpath of

Cr \ C. If Part(Q) has at most two connected components, then Eend(Q) ̸= ∅.

Proof. If Q has at most one connected component, then this immediately follows from Fact 2 of Lemma 12.2.25.
Now suppose that Part(Q) has precisely two connected components. Let P1, P2 be the connected components of
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Part(Q). In that case, there exists an internal vertex v of Q with v ∈ V (Q) \ U2p(C) such that Part(Qv) = P1 and
Part(vQ) = P2. Let Q = v1 · · · vk for some k ≥ 3 and let 1 < i < k with v = vi. Now consider the following cases:

Case 1: vi ̸∈ Mid(Q)

In this case, we apply Fact 2 of Lemma 12.2.25 to obtain |Col(vi, Eend(Qvi))| ≥ |Lψ(vi)|−1, and |Col(vi, Eend(viQ))| ≥
|Lψ(vi)| − 1. Since |Lψ(vi)| ≥ 3, there exists a pair (Z, ϕ) ∈ Eend(Qvi) and a pair (Z ′, ϕ′) ∈ Eend(viQ) such that
ϕ(vi) = ϕ′(vi). Since vi ̸∈ Mid(Q), the pair (Z ∪ Z ′, ϕ ∪ ϕ′) lies in Eend(Q). This completes Case 1.

Case 2: v ∈ Mid(Q).

In this case, we again apply Fact 2 of Lemma 12.2.25 to obtain |Col(vi−1, Eend(Qvi−1))| ≥ 2 and |Col(vi+1, Eend(vi+1Q))| ≥
2. Since |Lψ(vi)| ≥ 3, there exists a pair of colors (q, q′) with q ∈ Col(vi−1, Eend(Qvi−1)) and q′ ∈ Col(vi+1, Eend(vi+1Q))

such that |Lψ(vi) \ {q, q′}| ≥ 2. Let (Z, ϕ) ∈ Eend(Qvi−1) and (Z ′, ϕ′) ∈ Eend(vi+1Q) with ϕ(vi−1) = q and
ϕ′(vi+1) = q′. Then (Z ∪ {vi} ∪ Z ′, ϕ ∪ ϕ′) lies in Eend(Q). This completes the proof of Lemma 12.2.34.

With all of the above in hand, we are finally ready to prove Proposition 12.2.14, which we restate below.

Proposition 12.2.14. Let L = (G,C,L, ψ) be a non-split lens of breadth r such that either:

1) Part(Cr) has at most two connected components; OR

2) Part(Cr) has precisely three connected components, at least one of which is a subpath of C of length two.

Then L is 1-partitionable, and, in particular, (C,ψ) is a 1-partitioning pair for L.

Proof. We break the proof of this proposition into three intermediate results, the first of which is as follows:

Claim 12.2.35. If Cr ∩ C ̸= ∅ and, for each connected component Q of Cr \ C, Part(Q) has at most two connected

components, then L is 1-partitionable, and (C,ψ) is a 1-partitioning pair for L.

Proof: If Cr = C, then, by the definition of Cr, we have U≥3(Cr) = ∅, and thus any subpath of C of length
|V (C)| − 3 is a reducing path for L (recall Definition 12.2.7). Thus, (C,ψ) is a 1-reducing path and thus a 1-
partitioning pair for L. So now suppose that Cr ̸= C. Note that, since Cr ̸= C, we have U2p(C) ̸= ∅. We also note
that, for any end-separated subpath Q′ of Cr \ C, Part(Q′) has at most two connected components.

Recalling Definition 12.2.9, it suffices to construct a (C,ψ)-boundary cutter for C. Since Cr ̸= C and Cr ∩ C ̸= ∅,
each connected component of Cr \ C is an induced path in G, as L is nonsplit. Let P1, · · · , Pℓ be the connected
components of Cr \ C. Now, Part(Pi) has at most two connected components for each i = 1, · · · , ℓ. Thus, applying
Lemma 12.2.34, we have the following: For each i = 1, · · · , ℓ, let (Zi, ϕi) ∈ Eend(Pi). Let Z =

⋃ℓ
i=1 Zi and let

ϕ =
⋃ℓ
i=1 ϕi.

Since L is nonsplit, Cr is a chordless cycle, so, for any i, j ∈ {1, · · · , ℓ} with i ̸= j, there is no edge of G with one
endpoint in dom(ϕi) and the other in dom(ϕj). Thus, ϕ is a proper Lψ-coloring of its domain. Furthermore, since Zi
is Lψ∪ϕi -inert for each i = 1, · · · , ℓ, Z is Lψ∪ϕ-inert.

Subclaim 12.2.36. |Lψ∪ϕ(w)| ≥ 3 for all w ∈ B1(C
r) \ (V (C) ∪ Z ∪ dom(ϕ)).

Proof: Suppose toward a contradiction that there is a w ∈ B1(C
r)\(V (C)∪Z∪dom(ϕ)) such that |Lψ∪ϕ(w)| <

3. Suppose first that w ∈ B1(C,G). In that case, by the construction of Hr
L, we have w ∈ V (Cr) ∪ V (C), and

thus there is an i ∈ {1, · · · , ℓ} with w ∈ V (Pi). Since Cr \C is a chordless path, we have N(w)∩V (Cr \C) ⊆
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Pi, and thus Lψ∪ϕ(w) = Lψ∪ϕi
(w). But then, since (Zi, ϕi) ∈ Eend(Pi), and w ̸∈ V (C) ∪ Z ∪ dom(ϕ)) we

have |Lψ∪ϕi
(w)| ≥ 3, contradicting our assumption.

Thus, we havew ̸∈ B1(C), so we get thatN(w)∩dom(ψ∪ϕ)) ⊆ V (Cr)\V (C). Since |Lψ∪ϕ(w)| < 3, we have
w ∈ U≥3(Cr), and thus, since L is a non-split lens, we havew ∈ U2p(Cr). But then, sinceN(w)∩V (Cr \C) =
∅, there exists an i ∈ {1, · · · , ℓ} such that PwCr is a subpath of P i, and thus Lψ∪ϕ(w) = Lψ∪ϕi

(w). Since
(Zi, ϕi) ∈ Eend(Pi), we have |Lψ∪ϕi

(w)| ≥ 3, contradicting our assumption. ■

Since |Lψ∪ϕ(w)| ≥ 3 for all w ∈ B1(C
r) \ (V (C) ∪ Z ∪ dom(ϕ)), it follows that (r, Z,∅, ϕ) is a (C,ψ)-boundary

cutter for C. Thus, (C,ψ) is indeed a 1-partitioning pair for L. This completes the proof of Claim 12.2.35. ■

The second intermediate result we need for Proposition 12.2.14 is the following:

Claim 12.2.37. If Part(Cr) has at most two connected components, then L is 1-partitionable, and (C,ψ) is a 1-

partitioning pair for L.

Proof: If Cr ∩ C ̸= ∅, then each connected component of Cr \ C is a path Q such that Part(Q) has at most two
connected components, so in that case, we are done by Claim 12.2.35. Now suppose that Cr ∩ C = ∅.

Subclaim 12.2.38. For any v ∈ V ≥1p(Cr), Cr − v is an end-separated subpath of Cr \ C.

Proof: Let v′, v′′ be the endpoints of Cr − v. Note that |V (Cr − v)| ≥ 3, or else G contains a cycle of length 4
which separates C from a vertex of U2p(Cr). Since v ∈ V ≥1p(Cr), there is a path P ⊆ C of length at least one
such that P = C[N(v)]. Each of C[N(v′)] and C[N(v′′)] is a subpath of C, neither of which contains an edge of
P . Thus, if v′, v′′ share a neighbor u of C, then the deletion of the vertices u, v and the edges of E(P ) separates
v′ from v′′, contradicting the fact that Cr ∩ C = ∅. Thus, the vertices v′, v′′ do not have a common neighbor in
C, so Cr − v is indeed an end-separated subpath of Cr \ C. ■

Now we return to the proof of Claim 12.2.37. We break this into two cases:

Case 1 V ≥1p(Cr) \ U2p(C) = ∅

In this case, let v ∈ U2p(C). Note that U2p(C) ̸= ∅, or else Cr = C. Applying Subclaim 12.2.38, Cr − v is an
end-separated subpath of Cr.

Let v′, v′′ be the endpoints of Cr − v. Since V ≥1p(Cr) \ U2p(C) = ∅, we apply Fact 1 of Lemma 12.2.25. Since
v′ ̸∈ V ≥1p(Cr), we have |Col(v′, Ecol(C

r − v))| ≥ f(v′) ≥ 3. Thus, there is a pair (Z, ϕ) ∈ E(Cr − v) such that
|Lψ(v) \ {ϕ(v′)}| ≥ 2. Thus, we have |Lψ∪ϕ(v)| ≥ 1. We claim now that (r, Z, v, ϕ) is a (C,ψ)-boundary cutter for
C. If we show this, then it follows that (C,ψ) is a 1-partitioning pair for L, and then we are done. By definition, for
any w ∈ B1(C

r, Int(Cr)) \ (dom(ψ ∪ ϕ) ∪ Z ∪ {v}), we have |Lψ∪ϕ(w)| ≥ 3, since (Z, ϕ) ∈ E(Cr). Furthermore,
Z is Lψ∪ϕ-inert, so (r, Z, v, ϕ) is a (C,ψ)-boundary cutter for C. This completes Case 1.

Case 2: V ≥1p(Cr) \ U2p(C) ̸= ∅

In this case, let v ∈ V ≥1p(Cr) \ U2p(C). Note then that Part(Cr − v) = Part(Cr). Furthermore, again applying
Subclaim 12.2.38, Cr − v is an end-separated subpath of Cr. Applying Lemma 12.2.34, there is a pair (Z, ϕ) ∈
Eend(Cr−v). Since (Z, ϕ) ∈ Eend(Cr−v), we have |Lψ∪ϕ(w)| ≥ 3 for allw ∈ B1(C

r, Int(Cr))\(dom(ϕ)∪Z∪{v}).
Furthermore, since Cr is a chordless cycle, we have |Lψ∪ϕ(v)| ≥ |Lψ(v)| − 2 ≥ 1, so {v} is indeed Lψ∪ϕ-colorable.
Thus, (r, Z, v, ϕ) is a (C,ψ)-boundary cutter for C, so (C, ϕ) is indeed a 1-partitioning pair for L. This completes the
proof of Claim 12.2.37. ■
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To complete the proof of Proposition 12.2.14, it suffice to prove the following:

Claim 12.2.39. If Part(Cr) has three connected components, at least one of which is a path of length two, then L is

1-partitionable, and (C,ψ) is a 1-partitioning pair for L.

Proof: Let P be a connected component of Part(Cr) of length two. Since P has length two, there is a lone vertex
w ∈ U2p(C) such that P = PwC . Now consider the following cases. In each case below, we show that (C,ψ) is a
1-partitioning pair for L.

Case 1: Cr ∩ C ̸= ∅

In this case, let Q1, · · · , Qℓ be the connected components of Cr \ C. Since Cr ∩ C ̸= ∅, each of Q1 · · ·Qℓ is a
proper subpath of C. If, for each i = 1, · · · , ℓ, Part(Qi) has at most two connected components, then we are done by
Claim 12.2.35, so suppose without loss of generality that Part(Q1) has three connected components. Thus, we have
w ∈ V (Q1). Note that, for each i > 1, Part(Qi) has at most two connected components, since w ̸∈ V (Qi). Thus, by
Lemma 12.2.34 we have Eend(Qi) ̸= ∅ for each i = 2, · · · , ℓ. For each i = 2, · · · , ℓ, let (Zi, ϕi) ∈ Eend(Qi). Now
we have the following subcases.

Subcase 1.1 w is an endpoint of Q1

In this case, since the path Part(Q1 − w) has two connected components, we have Eend(Q1 − w) ̸= ∅ by Lemma
12.2.34. Let (Z1, ϕ1) ∈ Eend(Q1 − w). Let Z :=

⋃ℓ
i=1 Zi and let ϕ :=

⋃ℓ
i=1 ϕi. Note that ϕ is indeed a proper

Lψ-coloring of its domain. Furthermore, at most one element of dom(ϕ) is adjacent to w, so {w} is Lψ∪ϕ-colorable,
and, if x ∈ B1(C

r) \ (dom(ψ ∪ ϕ) ∪ Z ∪ {w}), then |Lψ∪ϕ(x)| ≥ 3. Thus, (r, Z,w, ϕ) is a (C,ψ)-boundary cutter
for C, so (C,ψ) is indeed a 1-partitioning pair for L.

Subcase 1.2 w is an internal vertex of Q1

In this case, since Part(Q1) has three connected components, there is a neighbor v of w in Q1 which is also an internal
vertex of Q1. Let Q′, Q′′ be the connected components of Q \ {w, v}. Each of Part(Q′) and Part(Q′′) has at most
two connected components, so, by Lemma 12.2.34, let (Z ′, ϕ′) ∈ Eend(Q′) and (Z ′′, ϕ′′) ∈ Eend(Q′′) . Now set
Z := (Z ′ ∪ Z ′′) and set ϕ := (ϕ′ ∪ ϕ′′). Each of w, v has at most one neighbor in dom(ϕ), and |Lψ(v)| ≥ 3, so wv
is Lψ∪ϕ-colorable. As above, |Lψ∪ϕ(x)| ≥ 3 for all x ∈ B1(C

r) \ (dom(ψ ∪ ϕ) ∪ Z ∪ {w, v}), so (r, Z,wv, ϕ) is a
(C,ψ)-boundary cutter for C. Thus, (C,ψ) is indeed a 1-partitioning pair for L. This completes Case 1.

Case 2: Cr ∩ C = ∅

In this case, let v be one of the two neighbors of w in Cr. Note that Cr \ {w, v} is an end-separated path, and
Part(Cr \{w, v}) has two connected components so we have Eend(Cr \{w, v}) ̸= ∅. Let (Z, ϕ) ∈ Eend(Cr \{w, v}).
Note that wv is Lψ∪ϕ-colorable, and |Lψ∪ϕ(x)| ≥ 3 for all x ∈ B1(C

r) \ (dom(ψ ∪ ϕ) ∪ Z ∪ {w, v}). Thus,
(r, Z,wv, ϕ) is a (C,ψ)-boundary cutter for C, so (C,ψ) is indeed a 1-partitioning pair for L. This completes the
proof of Claim 12.2.39. ■

Combining Claim 12.2.37 and Claim 12.2.39, we complete the proof of Proposition 12.2.14.

We are now almost ready to prove Theorem 12.2.10. We first gather several additional useful facts.

Lemma 12.2.40. Let L = (G,C,L, ψ) be a non-split lens with |V (C)| ≤ 11. Then L is 1-partitionable, and, in

particular, (C,ψ) is a 1-partitioning pair for L.
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Proof. Let r be the breadth of L. If Part(Cr) has at least 4 connected components, then |V (C)| ≥ (4)(3) = 12,
contradicting our assumption, so Part(Cr) has at most 3 connected components. If Part(Cr) has at most two connected
components, then we are done by Proposition 12.2.14. If Part(Cr) has three connected components, and Q is a
connected component of Part(Cr) with |V (Q)| > 2, then |V (Q)| ≥ 5, since there exist at least two vertices w,w′ ∈
U2p(C) such that PwC ∪ Pw

′

C ⊆ Q. Thus, if at least two connected components of Part(Cr) are paths of length greater
than 2, then |V (C)| ≥ 5 + 5+ 2 = 12, contradicting our assumption. Thus, by Proposition 12.2.14, we are done.

We also have the following very useful fact, which is an immediate consequence of Theorem 1.3.5.

Lemma 12.2.41. aaaaaaaaaaaaaaaaaaa

1) Let L = (G,C,L, ψ) be a 0-lens with |V (C)| ≤ 4. Then L is 0-reducible; AND

2) Let L = (G,C,L, ψ) be a 1-lens with 5 ≤ |V (C)| ≤ 6. Then L is 0-reducible.

With the above in hand, we now prove Theorem 12.2.10, which we restate below:

Theorem 12.2.10. Let L = (G,C,L, ψ) be an 11-lens with |V (C)| ≤ 11. Then L is 11-partitionable.

Proof. We first show the following:

Claim 12.2.42. Let t ≥ 3 be an integer, and let L = (G,C,L, ψ) be an t-lens with 5 < |V (C)| ≤ 11. Suppose

further that, for every (t− 2)-lens L′ = (G′, C ′, L′, ψ′) with |V (C ′)| < |V (C)|, L′ is (t− 2)-partitionable. Then L
is t-partitionable.

Proof: If L is non-split, then, by Proposition 12.2.14, L is 1-partitionable, and thus t-partitionable, so we are done in
that case. Now suppose that L is split, and let r be the breadth of L. Note that, since t ≥ 3, Φ(ψ, V (Cr)) ̸= ∅,
and furthermore, for every ϕ ∈ Φ(ψ, V (Cr)), the tuple (Int(Cr), Cr, L, ϕ|V (Cr)) is a 1-lens. Thus, since L is a
split lens, there is either a chord of Cr in G, or U≥3(Cr) \ U2p(Cr) ̸= ∅. In either case, there is a 2-connected
subgraph H of G, where Hr ⊆ H , and H is obtained from Hr by adding to Hr either a chord of Cr or a vertex
w ∈ U≥3(Cr) \ U2p(Cr), together with all edges of E(w, V (Cr)).

Let D1, · · · , Dℓ be the facial subgraphs of H , other than C. Since L is a split lens, we have |V (Di)| < |V (Cr)| =
|V (C)| for each i = 1, · · · , ℓ. Since L is a t-lens and V (H) ⊆ B2(C), there exists a ϕ ∈ Φ(ψ,H). Furthermore, note
that, for each i = 1, · · · , ℓ, the tuple Li := (Int(Di), Di, L, ϕ|V (Di)) is a (t− 2)-lens, since each vertex of V (Di) lies
in B2(C,G). By hypothesis, we get that, for each i = 1, · · · , ℓ, there exists a (t− 2)-partitioning pair (Ki, ϕi) for Li.
For each i = 1, · · · , ℓ, let ri be the breadth of Li.

Now set K∗ :=
⋃ℓ
i=1Ki and set ϕ∗ :=

⋃ℓ
i=1 ϕi. Note that K∗ is a 2-connected subgraph of G with C ⊆ K∗, and ϕ∗

is a proper L-coloring of its domain. For each i = 1, · · · , ℓ, we have V (Ki) ⊆ Bt−3(Di, Int(Di)) by defnition, and
thus V (Ki) ⊆ Bt−1(C,G), so (V K∗) ⊆ Bt−1(C). Thus, (K∗, ϕ∗) is a t-partitioning pair for L. ■

We are now ready to finish the proof of Theorem 12.2.10. We show something slightly stronger. For any lens L, set
k(L) := max{1, 2|V (C)| − 11}. We show that, if L is a k(L)-lens bounded by an outer cycle of length at most 11,
then L is k(L)-partitionable. We show this by induction on |V (C)|. If |V (C)| ≤ 6, then k(L) = 1, so L is a 1-lens.
By Lemma 12.2.41, L is 0-reducible, and thus 1-partitionable, so we are done in that case.

Now suppose that 7 ≤ |V (C)| ≤ 11 and suppose that, for all lenses L′ = (G′, C ′, L′, ψ′), with |V (C ′)| < |V (C)|,
if L′ is a k(L′)-lens, then L′ is k(L′)-partitionable. Note that, since 7 ≤ |V (C)|, we have k(L) ≥ 3, and for
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any lens L′ = (G′, C ′, L′, ψ′), with |V (C ′)| < |V (C)|, we have k(L′) ≤ k(L) − 2. Thus, for any (k(L) − 2)-
lens L′ = (G′, C ′, L′, ψ′), with |V (C ′)| < |V (C)|, L′ is (k(L) − 2)-partitionable. By Claim 12.2.42, L is k(L)-
partitionable, so we are done. This completes the proof of Theorem 12.2.10.

12.3 Roulette Wheels and Cycle Connectors: Preliminaries

In this section and the next section, we analyze short-separation-free planar graphs having two designated precolored
facial cycles of length at most four. Our goal is to show that, under certain conditions, we can color and delete a
path between the two precolored cycles to obtain a single Thomassen facial subgraph. We begin with the following
definition.

Definition 12.3.1. Let β := 17
15N

2
mo and β′ := β + 4mo. A roulette wheel is a tuple A := (G,F0, F1, L, ψ) such that

the following hold:

Ro1: G is a connected, short-separation-free graph with distinct cyclic facial subgraphs F0, F1, each having length at
most four; AND

Ro2: V (G) ̸= V (F0 ∪ F1) and d(F0, F1) ≤ β′ + 1; AND

Ro3: L is a list-assignment for V (G), and ψ is an L-coloring of V (F0 ∪ F1), such that we have the following for all
v ∈ B β′+3

2

(F0 ∪ F1):

i) If v ̸∈ V (F0 ∪ F1), then |L(v)| ≥ 5; AND

ii) Every facial subgraph of G containing v, except possibly F0, F1, is a triangle.

Ro4: If d(F0, F1) ≥ 2, then, for each i = 0, 1 the following hold.

i) There is no generalized chord of Fi of length at most six which separates F1−i from a vertex of G \ Fi
with an L-list of size less than five; AND

ii) G[D1(Fi)] is an induced cycle.

The cycles F0, F1 are the boundary cycles of A.

The following definition makes precise the idea of deleting a path connecting the two boundary cycles in a roulette
wheel to produce a Thomassen facial subgraph.

Definition 12.3.2. Let A := (G,F0, F1, L, ψ) be a roulette wheel, let β := 17
15N

2
mo, and β′ := β + 4Nmo. A cycle

connector for A is a tuple [K;Q;ϕ;Z] such that K is a subgraph of G[B β′+1
2

(F0 ∪ F1))], Q is either a subpath of
F0 ∪ F1 of length at most one, or a lone vertex of D1(K), Z is a vertex set with Z ⊆ V (K \ Q) \ V (F0 ∪ F1), and
the following hold.

i) G[V (F0 ∪ F1 ∪K)] \Q is connected; AND

ii) ϕ ∈ Φ(ψ,K \ Z) and Z is (L, ϕ)-inert; AND

iii) For all w ∈ D1(dom(ϕ)) \ V (Q), |LQϕ (w)| ≥ 3. Furthermore, if Q is a lone vertex of D1(K), then Q is
Lϕ-colorable.
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If K just consists of a single vertex z, then we write [z;Q;ϕ;Z] in place of [{z};Q;ϕ;Z]. In some cases in the
analysis below, to avoid clutter, it is easier to specify the first coordinate of a cycle connector as a vertex-set rather
than a graph. If S ⊆ V (G) is a vertex set, then the notation [S;Q;ϕ,Z] is always understood to mean [G[S];Q;ϕ,Z].

The goal of sections 12.3, 12.4, and 12.5 is to prove the following theorem.

Theorem 12.3.3. Let A := (G,F0, F1, L, ψ) be a roulette wheel, let β := 17
15N

2
mo and let β′ := β + 4Nmo. Then one

of the following two statements holds.

S1: There exists a 2-connected subgraphH ofG with F0∪F1 ⊆ H and V (H) ⊆ B β′
3

(F0∪F1) such that, for every

facial subgraph C of H , C is a cycle of length at most 11; OR

S2: There exists a cycle connector for A.

In the remainder of Section 12.3, we gather the preliminary facts we need for the proof of Theorem 12.3.3. We begin
with the following.

Lemma 12.3.4. Let A := (G,F0, F1, L, ψ) be a roulette wheel. Then the following hold.

1) For each i = 0, 1 Fi is an induced cycle in G and furthermore, if x, y ∈ V (Fi) have a common neighbor in

D1(Fi), then xy ∈ E(Fi); AND

2) For any i ∈ {0, 1} and w ∈ D1(Fi), G[N(w) ∩ V (Fi)] is a subpath of Fi of length at most one. In particular,

no vertex of G has more than two neighbors in Fi.

Proof. 1) is an immediate consequence of our triangulation conditions, together with the fact thatG is short-separation-
free. Now let i ∈ {0, 1} and w ∈ D1(Fi). Suppose that w has at least three neighbors in Fi. If |V (Fi)| = 3, then
G contains a copy of K4, and thus, by short-separation-freeness, we have G = K4. Since |V (F0) ∩ V (F1)| ≤ 2, we
have V (G) = V (F0 ∪ F1), contradicting the definition of A. If |V (Fi)| = 4, then G contains a 2-chord of Fi of the
form xwx′, where x, x′ are not adjacent in Fi, contradicting 1). This proves 2).

In view of Ro4 of Definition 12.3.1, we introduce the following terminology.

Definition 12.3.5. Let A := (G,F0, F1, L, ψ) be a roulette wheel with d(F0, F1) ≥ 2. For each i ∈ {0, 1}, the
1-band of Ci is the unique cycle of G such that V (Ci) = D1(Fi).

We now have the following

Proposition 12.3.6. Let A := (G,F0, F1, L, ψ) be a roulette wheel and suppose that d(F0, F1) ≥ 2. For each

i ∈ {0, 1}, letting Ci be the 1-band of Fi, we have the following.

1) |V (C)| ≥ 5; AND

2) For any v, w ∈ V (Ci), if v, w have common neighbors in V (Fi) and D2(Fi), then vw ∈ E(Ci).

Proof. 1) is trivial, since, if |V (Ci)| ≤ 4, then there is a 4-cycle separating F0 from F1. Now let v, w ∈ V (Ci) and
suppose that x, x′ have a common neighbor x ∈ V (F0) and a common neighbor z ∈ D2(F0). Then G contains the
4-cycle xvzw, and since z ∈ D2(F0), we have zx ̸∈ E(G), and thus vw ∈ E(G) by our triangulation conditions.
By Ro4 of Definition 12.3.1, Ci has no chords, and since v, w share a neighbor in F0, we have vw ∈ E(Ci), as
desired.

We now introduce the following notation, which we use both in this section and the next one:
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Definition 12.3.7. For a roulette wheel A := (G,F0, F1, L, ψ), we have the following notation.

1) For each i ∈ {0, 1}, let Ai := {v ∈ D1(Fi) \ V (F1−i) : |V (Fi) ∩N(v)| = 2} and, for each w ∈ D1(Fi), let
Aiw := Ai ∩N(w).

2) For each i ∈ {0, 1} and w ∈ D1(Fi), let Riw := G[N(w) ∩ V (Fi)].

3) For any subgraphs K,H of G, we set T (K;H) to be the set of v ∈ V (G \ (F0 ∪ F1 ∪K)) such that v has at
least three neighbors in V ((F0 ∪ F1 ∪K) \H).

4) For any ϕ ∈ Φ(ψ,K), we let T ′(K;H;ϕ) := {z ∈ T (K;H) : |LHϕ (z)| < 3}.

In particular, note that T (∅;∅) is the set of vertices in V (G)\V (F0∪F1) with at least three neighbors on V (F0∪F1).
If either of the graphsK,H in the notation above consists of a lone vertex z, then we write this coordinate of T (K : H)

or T (K;H;ψ) as just z.

By Lemma 12.3.4, Riw is a subpath of Fi of length at most one for each i ∈ {0, 1}. The motivation for the notation
above is as follows. Given a roulette wheel A := (G,F0, F1, L, ψ) and a candidate [K;Q;ϕ;Z] for a cycle connector
for A, we look for vertices of G \ (V (F0 ∪ F1 ∪K) \ Z) with at least three neighbors in dom(ϕ) \ V (Q). If there is
such a vertex w and |LQϕ (w)| < 3, then [K;Q;ϕ;Z] is not a cycle connector, and we extend our coloring ϕ to include
z and try again. We prove two more propositions, and then we proceed with the proof of Theorem 12.3.3. We use the
following facts repeatedly in this section and in the next one. We state these without proof as all of them are immediate
consequences of Ro4 of Definition 12.3.1

Lemma 12.3.8. Let A := (G,F0, F1, L, ψ) be a roulette wheel with d(F0, F1) ≥ 2. For each i ∈ {0, 1} and

w ∈ D1(Fi), the following hold.

1) |Aiw| ≤ 2, and, for all v ∈ Aiw, we have Riv ∩Riw ̸= ∅; AND

2) If Riw is an edge and v ∈ Aiw, then we have |V (Fi)| = 4, and there is an endpoint of the edge Fi \Riw which is

adjacent to v, and furthermore, D1(R
i
w ∩Riv) ⊆ V (Fi) ∪ {w, v}; AND

3) If Riw is a vertex x and |Aiw| = 2, then we have N(x) ⊆ V (Fi) ∪ {w} ∪Aiw.

4) Each connected component of G[Ai] is an induced subpath of Ci of length at most |V (Fi)| − 1

Applying 4) of Lemma 12.3.8, we introduce the following notation which we retain for the remainder of this section
and the next.

Definition 12.3.9. LetA := (G,F0, F1, L, ψ) be a roulette wheel with d(F0, F1) ≥ 2. Let Ci be the 1-band of Fi for
each i = 0, 1.

1) For each v ∈ Ai, Hi
v is the connected component of G[Ai] containing v; AND

2) For each i ∈ {0, 1} and each connected subgraph K of Ci, Midi(K) is a subset of of V (K) where, for any
w ∈ V (K), w ∈ Midi(K) if and only if there is a vertex z ∈ D2(Fi) such that G[N(z) ∩ V (Ci)] is a subpath
of K and w is an internal vertex of this path.

Note that the notation Midi is analogous to that of Definition 12.2.15.
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12.4 Roulette Wheels with Close Boundary Cycles

In this section, we prove Theorem 12.3.3 holds in the special case where the boundary cycles of the roulette wheels
are close. This is trickier than the case where they boundary cycles are not close, which we deal with in Section 12.5,
because in that case we apply 1) of Theorem 10.0.7. The lone result of this section is the following.

Theorem 12.4.1. Let A := (G,F0, F1, L, ψ) be a roulette wheel and suppose that d(F0, F1) ≤ 2. Then one of the

following two statements holds.

S1: There exists a 2-connected subgraph H of G with F0 ∪ F1 ⊆ H and V (H) ⊆ B2(F0 ∪ F1) such that, for every

facial subgraph C of H , C is a cycle of length at most 11; OR

S2: There exists a cycle connector for A.

Given a roulette wheel A, the result above states that A either admits a cycle connector, or we can partition a small
ball around V (F0 ∪F1) into regions bounded by cycles of of length at most 11. The usefulness of the latter possibility
lies in the fact that we can apply the work of Section 12.2 to color and delete some vertices in each of these regions to
obtain a Thomassen facial subgraph near V (F0 ∪ F1). In the last section of Chapter 13, when we prove complete the
proof of Theorem 1.1.3, we use this work to produce a smaller counterexample from a critical chart.

Note that, if S1 holds, there is no guarantee that ψ extends to an L-coloring of G. Indeed, it is easy to construct an
example of a roulette wheel where d(F0, F1) ≤ 2 and ψ does not extend to an L-coloring of G, but when we apply
Theorem 12.3.3 to a critical chart in the last section of Chapter 13, we begin with an L-coloring of V (F0 ∪ F1) which
already extends to a small ball around in F0 ∪ F1 in G.

We break the proof of Theorem 12.4.1 into several propositions, which we then combine at the end of this section to
prove Theorem 12.4.1. We now introduce the following definition:

Definition 12.4.2. A roulette wheel is defective if its boundary cycles are of distance at most two apart but it does not
satisfy either S1 or S2 of Theorem 12.3.3.

The trickiest case is the case where the boundary cycles are of distance precisely two apart. We now gather some
sufficient conditions for constructing a subgraph of G satisfying S1.

Proposition 12.4.3. Let A := (G,F0, F1, L, ψ) be a roulette wheel with d(F0, F1) ≤ 2. If there exist two disjoint

(F0, F1)-paths P1, P2 satisfying either of the following conditions, then there exists a subgraph H of G satisfying S1.

1) |V (P1)|+ |V (P2)| ≤ 7; OR

2) |V (P1)|+ |V (P2)| ≤ 8 and, for some i ∈ {0, 1}, either |V (Fi)| = 3 or P1, P2 have non-adjacent endpoints on

Fi.

Proof. Let P1, P2 be a pair of disjoint (F0, F1)-paths and let H be the subgraph of G induced by V (F0 ∪ F1) ∪
V (P1 ∪ P2). Since P1, P2 are vertex-disjoint, H is 2-connected . Let C be a facial subgraph of H . Since H is
2-connected, C is a cycle. Since d(F0, F1) ≥ 1, we have |V (Pj)| ≥ 2 for each j = 1, 2. Furthermore, |V (H)| =
|V (F0)| + |V (F1)| + (|V (P1)| − 2) + (|V (P2)| − 2). Thus, if |V (P1)| + |V (P2)| ≤ 7 then |V (H)| ≤ 11 and thus
|V (C)| ≤ 11, so we are done in that case. Now let |V (P1)| + |V (P2)| = 8. If |V (Fi)| = 3 for some i ∈ {0, 1} then
|V (H)| ≤ 7 + (8 − 4) = 11, so again, we are done in that case. Now suppose that |V (F0)| = |V (F1)| = 4 and that
there exists an i ∈ {0, 1} such that P1, P2 have non-adjacent-endpoints in Fi. Then |V (H)| = 12, and H contains a
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generalized chord of Fi whose endpoints are non-adjacent in Fi, so there does not exist a facial subgraph C of H such
that V (C) = V (H). Thus, for all facial subgraphs C of H , we have |V (C)| ≤ 11, so again, we are done.

With the above in hand, we deal with the case where F0, F1 are of distance at most one apart:

Proposition 12.4.4. Let A := (G,F0, F1, L, ψ) be a roulette wheel and suppose that d(F0, F1) ≤ 1. Then A is not

defective.

Proof. Suppose toward a contradiction that A is defective. We first deal with the case where F0, F1 share a vertex.
Suppose there is a vertex x ∈ V (F0)∩V (F1). Firstly, |V (F0)∩V (F1)| ≤ 2, or else at least one of F0, F1 has a chord,
contradicting 1) of Lemma 12.3.4. Now suppose |V (F0)∩ V (F1)| = 2. Then F0 ∩ F1 is a path of length one, or else,
for some i ∈ {0, 1}, we get that |V (Fi)| = 4 and V (F0) ∩ V (F1) consists of two vertices x, y of Fi which are not
adjacent in Fi. In that case, xy ̸∈ E(F1−i)), since Fi is induced, so |V (F1−i)| = 4 and x, y have a common neighbor
in V (F1−i) \V (Fi), contradicting 1) of Lemma 12.3.4. If V (F0 \F1) and V (F1 \F0) have a common neighbor, then
there is an (F0, F1)-path of length at most two, disjoint to {x}, so A satisfies S1 by Proposition 12.4.3, contradicting
our assumption that A is defective.

Since V (F0 \ F1) and V (F1 \ F0) have no common neighbor, we set Q to be an edge of F0 \ F1. Then the tuple
[∅;Q;ψ;∅] is a cycle connector forA, contradicting our assumption, so we have d(F0, F1) = 1. Thus, let x ∈ V (F0)

and y ∈ V (F1), where xy ∈ E(G). Then G[V (F0 ∪ F1)] is connected. By assumption, the tuple [∅;∅;∅, ψ] is not a
cycle connector forA, so there is a vertex z ∈ V (G) \V (F0 ∪F1) with at least three neighbors on V (F0 ∪F1). Thus,
N(z) has nonempty intersection with each of V (F0), V (F1), since N(z) intersects each of F0, F1 on at most an edge.
We then have either N(z) ∩ V (F0 = {x} or N(z) ∩ V (F1) = {y}, or else the conditions of Proposition 12.4.3 are
satisfied, contradicting our assumption that A is defective.

Thus, suppose without loss of generality that N(z) ∩ V (F0) = {x}. In that case, R1
z is an edge of F1, and thus,

for each w ∈ D1(F0) ∩D1(F1), we have N(w) ∩ V (F0) = {x1}, or else, if there is a w ∈ D1(F0) ∩D1(F1) with
N(w)∩V (F0) ̸= {x}, then w ̸= z and the conditions of Proposition 12.4.3 are satisfied, contradicting our assumption
that A is defective.

We claim now that, for each z ∈ T (∅;∅), the edgeR1
z has y as an endpoint. Suppose not. Then there is a z ∈ T (∅;∅)

such that y is not an endpoint of R1
z . Let R1

z = y′y′′. At least one endpoint of R1
z is adjacent to y in F1, so suppose for

the sake of definiteness that yy′ ∈ E(F1). Thus, G contains the 4-cycle xzy′y. Since y ̸∈ N(z) we have xy′ ∈ E(G)

by our triangulation conditions. Now let Q := F1 \ {y, y′}. By assumption, the tuple [∅;Q;ψ;∅] is not a cycle
connector for A. Since G[V (F0 ∪ F1)] \Q is connected, there exists a vertex w ∈ T (∅;Q).

Note thatw ̸= z sinceN(z)∩V ((F0∪F1)\Q) = {x, y′}. Sincew ∈ D1(F0)∩D1(F1) we haveN(w)∩V (F0) = {x}
as shown above. Since |N(w)∩ V ((F0 ∪F1) \Q)| ≥ 3, we thus have y, y′ ∈ N(w), and thus G contains a K2,3 with
bipartition {x, y′}, {z, w, y}, contradicting short-separation-freeness. Thus our assumption that there is a z ∈ T (∅;∅)

such that y ̸∈ V (R1
z) is false.

Now, if T (∅;∅)| = 1, then we let z be the lone vertex of T (∅;∅) and let ϕ ∈ Φ(ψ, z). Then the tuple [z;Q;ϕ;∅] is
a cycle connector for A, contradicting our assumption that A is defective. Thus, we have |T (∅;∅)| ≥ 2. Let y′, y′′

be the two neighbors of y in F1. Since y ∈ V (R1
z) for each z ∈ T (∅;∅), we thus have |T (∅;∅)| = 2, and, as

shown above, there exist z1, z2 ∈ V (G) such that {z1, z2} = T (∅;∅), where N(z1) ∩ V (F0 ∪ F1) = {x, y, y′} and
N(z2) ∩ V (F0 ∪ F1) = {x, y, y′′}.
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Note that z1z2 ̸∈ E(G) or else the four vertices {x, z1, z2, y} induce a K4 in G, contradicting short-separation-
freeness. Now let Q∗ := F1 \ {y, y′′} and let ψ∗ ∈ Φ(ψ, z2). Consider the tuple [z2;Q

∗;ψ∗;∅)]. Since A is
defective, [z2;Q∗;ψ∗;∅)] is not a cycle connector for A, so there exists a w ∈ T (z2;Q∗). Note that w ̸= z1, since z1
has only two neighbors among V ((F0 ∪ F1) \Q∗) ∪ {z1}.

Since w ̸= z1, we have w ̸∈ T (∅;Q∗), and thus wz2 ∈ E(G) and |N(w) ∩ V (F0 ∪ F1) \ V (Q)| = 2. If w has a
neighbor in F0 \ {x} then G contains an (F0, F1)-path of length four which is disjoint to xy, and thus the conditions
of Proposition 12.4.3 are satisfied, contradicting our assumption that A is defective.

Thus, we have N(w) ∩ V (F0) ⊆ {x}. Yet we also have N(w) ∩ V (F1 \ Q∗) ⊆ {y′′}, since the 4-chord y′z1xz2y′′

of F1 separates y1 from G \ (V (F1) ∪ {z1, z2, x}). Thus, we have {x, z2, y′′} ⊆ N(w), so G contains a K2,3

with bipartition {y, z2, w}, {x, y′′}, contradicting short-separation-freeness. This completes the proof of Proposition
12.4.4.

Thus, for the remainder of Section 12.4, we deal with roulette wheels of the form A := (G,F0, F1, L, ψ), where
d(F0, F1) = 2.

Given a roulette wheel A := (G,F0, F1, L, ψ) and an i ∈ {0, 1}, a vertex x ∈ V (Fi) is called an anchor vertex if x
has a neighbor in D1(F0)∩D1(F1). Since D1(F0)∩D1(F1) ̸= ∅, each of F0, F1 contains at least one anchor vertex.
We now prove the following.

Proposition 12.4.5. Let A := (G,F0, F1, L, ψ) be a roulette wheel with d(F0, F1) = 2. Suppose further that

|D1(F0) ∩ D1(F1)| ≥ 2 and that there exists an i ∈ {0, 1} such that Fi has at least two anchor vertices. Then

A is not defective.

Proof. Suppose toward a contradiction that A is defective. Suppose for the sake of definiteness that there are two
anchor vertices in F1. Then there exists a pair of distinct vertices w,w′ ∈ D1(F0) ∩ D1(F1) and a pair of distinct
vertices y, y′ ∈ V (F1) with yw, y′w′ ∈ E(G). If G contains two disjoint (F0, F1)-paths of length two, then, by
Proposition 12.4.3, A is not defective, contradicting our assumption. Thus, no such pair of paths exists, so F0 has
precisely one anchor vertex x. Let ψ′ ∈ Φ(ψ,w). We now note the following:

Claim 12.4.6. aaaaaaaaaaaaaaaaaaa

1) |V (F1)| = 4 and, for any subpath Q of of F1 \ {u} of length at most one, and any z ∈ T (w;Q), we have

N(z) ∩ V (F0) ⊆ {x}; AND

2) There exists a subpath Q of F1 \ {y} of length one such that |T (w;Q)| = 1.

Proof: Let Q be a subpath of F1 \ {y} and let z ∈ T (w;Q). Suppose toward a contradiction that there is an x′ ∈
V (F0 − x) with x′ ∈ N(z). Then we have N(z) ∩ V (F1) ⊆ {y}, or else G contains an (F0, F1)-path of length two
disjoint to xwy, so S1 is satisfied by Proposition 12.4.3, contradicting our assumption that A is defective.

Since N(z) ∩ V (F1) ⊆ {y}, we have z ̸= w′. As z has at least three neighbors in (V (F0 ∪ F1) ∪ {w}) \Q, we have
y ∈ (V (F0 ∪ F1) ∪ {w}) \ Q and z is adjacent to each of {x,w, u}. But then, the path x′zwy is disjoint to xw′y′,
contradicting our assumption that A is defective.

Now suppose toward a contradiction that |V (F1)| = 3. Then Q = F1 \ {y}. Since A is defective, the tuple
[w;Q;ψ′;∅] is not a cycle connector for A, so there exists a z ∈ T (w;Q). Since N(z) ∩ V (F0) ⊆ {x}, we
have (V (F0 ∪ F1) ∪ {w}) ∩ (N(z) \ V (Q)) = {x,w, y}.
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Let ψ′′ ∈ Φ(ψ, {w, z}). Again, since A is defective, the tuple [{w, z};Q;ψ′′;∅] is not a cycle connector for A, so
there exists a z′ ∈ T ({w, z};Q). Then z′ is not adjacent to both of {x, y}, or else G contains a K2,3 with bipartition
{x, y}, {z, z′, w}, contradicting short-separation-freeness. Thus, the set (N(z′) \ V (Q)) ∩ (V (F0 ∪ F1) ∪ {w, z})
is either {x,w, z} or {y, w, z}. In either case, G contains a K2,3 with bipartition {w, z}, {x, y, z′}, contradicting
short-separation-freeness. Thus, we have |V (F1)| = 4, as desired. This completes the proof of 1).

Now we prove 2) of Claim 12.4.6. Since |V (F1)| = 4, let Q1, Q2 be the two paths of length one in F1 \ {y}. For each
j = 1, 2, G[V (F0 ∪ F1) ∪ {w})] \ Qj is connected, since it contains the path xwy. Since A is defective, it follows
that, for each j = 1, 2, the tuple [w;Qj ;ψ

′;∅] is not a cycle connector for A. Thus, we have T (w;Qj) ̸= ∅ for each
j = 1, 2. To finish, it suffices to show that |T (w;Qj)| = 1 for some j ∈ {1, 2}. Suppose toward a contradiction that
T (w;Qj)| > 1 for each j = 1, 2. Let F1 := y1y2y3y4, where y = y1.

Subclaim 12.4.7. aaaaaaaaaaaaaaaaaaaaa

1) There does not exist a z ∈ V (G) such that {x,w, y1, y4} ⊆ N(z). Likewise, there does not exist a

z ∈ V (G) such that {x,w, y1, y2} ⊆ N(z); AND

2) There does not exist a pair of vertices z, z′ ∈ D1(F0∪F1) such that {w, y1, y4} ⊆ N(z) and {w, y1, y2} ⊆
N(z′); AND

3) There does not exist a z ∈ D1(F0 ∪ F1) with {x, y1, y2} ⊆ N(z). Likewise, there does not exist a

z ∈ D1(F0 ∪ F1) with {x, y1, y4} ⊆ N(z).

Proof: Suppose towards a contradiction that 1) does not hold. Then there exists a z ∈ V (G) adjacent to each of
x,w, y1 and one of y2, y4. Thus, there exists a j ∈ {1, 2} such that z ∈ T (w;Qj) and, since |T (w;Qj)| > 1,
there is a z′ ∈ T (w;Qj) \ {z}. But then z, z′ have at least three common neighbors, so G contains a copy of
K2,3, contradicting short-separation-freeness. This proves 1).

Now we prove 2). Suppose toward a contradiction that such a pair of vertices z, z′ exists. Then z ∈ T (w;Q1)

and z′ ∈ T (w;Q2). Furthermore, we have z ̸∈ T (w;Q2), and z′ ̸∈ T (w;Q1) since, by 1), no vertex of
D1(F1) is adjacent to each of y2, y4. By 1) and 3) of Lemma 12.3.8, we have {z, z′} = A1

w, and N(y1) ⊆
V (F1) ∪ {z, z′, w}. Since z ̸∈ T (w;Q2), and |T (w;Q2)| > 1, there is a z′′ ∈ T (w;Q2) \ {z, z′}. But then
z′′ ̸∈ N(y1), and thus {w, x, y2} ⊆ N(z′′). Thus, G contains a K2,3 with bipartition {z′′, z′, y1}, {w, y2},
contradicting short-separation-freeness. This proves 2).

To prove 3), suppose there exists a z ∈ D1(F0 ∪ F1) with {x, y1} ⊆ N(z) and a vertex y ∈ {y2, y4} ∩ N(z).
Then G contains the 4-cycle xzyw. Thus, by our triangulation conditions, G either contains the edge xy1 or the
edge zw. Since d(F0, F1) = 2, we have zw ∈ E(G), so N(z) contains {x,w, y1, y}, contradicting 1), so we
have x1y1 ∈ E(G), contradicting the fact that d(F0, F1) = 2. This completes the proof of Subclaim 12.4.7. ■

Now we combine the facts from this subclaim. Since |T (w;Q1)| > 1, it follows from 3) of Subclaim 12.4.7 that
T (w,Q1) consists of two vertices v, v′ with (N(v) \ V (Q1)) ∩ (V (F0 ∪ F1) ∪ {w}) = {x, y1, w} and N(v′) \
V (Q1)) ∩ (V (F0 ∪ F1) ∪ {w}) = {x, y1, w}. Thus, G contains the 4-cycle xv′y4y1. By 1) of Subclaim 12.4.7, v′ is
adjacent to at most three vertices in {x,w, y1, y4} and thus, by our triangulation conditions, G contains the edge wy4.
Note that G contains the 5-cycle xvy1y4v′, and since wy4 ∈ E(G), w is adjacent to each vertex in the cycle xvy1y4v′.
Thus, since G is short-separation-free, we have N(w) = {x, v, y1, y4, v′}.

We claim now that v′ ̸∈ T (w;Q2). Suppose toward a contradiction that v′ ∈ T (w,Q2). Since no vertex of D1(F1)

is adjacent to each of y2, y4, we then we have {x,w, y1} ⊆ N(v′), and thus G contains a K2,3 with bipartition
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{v, v′}, {x1, w, y1}, contradicting short-separation-freeness. Thus, since |T (w,Q2) \ {v}| ≥ 1 by assumption, let
v′′ ∈ T (w;Q2) \ {v}. Then v′′ ̸∈ N(w) and (N(v′′) \ V (Q2)) ∩ (V (F0 ∪ F1) ∪ {w}) = {x, y1, y2}. But then G
contains a K2,3 with bipartition {w, v, v′′}, {x, y1}, contradicting short-separation-freeness. This completes the proof
of Claim 12.4.6. ■

Applying 2) of Claim 12.4.6, let Q be a subpath of F1) \ {y1} of length one such that |T (w;Q)| = 1. Let T (w;Q) =

{q0}. By 1) of Claim 12.4.6, we have N(q0) ∩ V (F0) ⊆ {x1}, so q0 has at least three neighbors among {x,w} ∪
V (F1 \Q). Suppose without loss of generality that Q = y3y4. Let ψ′ ∈ Φ(ψ, {w, q0}).

Since A is defective, the tuple [{w, q0};Q;ψ′;∅] is not a cycle connector for A, so T ({w, q0};Q) ̸= ∅. Let q1 ∈
T ({w, q0};Q) and let ψ∗ ∈ Φ(ψ, {w, q0, q1}). As above, the tuple [{w, q0, q1};Q;ψ∗;∅] is not a cycle connector for
A. Since V (F0 ∪ F1) ∪ {w, q0}) \ V (Q) has precisely two vertices in D1(F0 ∪ F1), namely {w, q0}, and q1 has at
least three neighbors in (V (F0 ∪ F1) \ V (Q)) ∪ {w, q0}. Thus, since the tuple [{w, q0, q1};Q;ψ∗;∅] is not a cycle
connector for A, there exists a q2 ∈ T ({w, q0, q1};Q).

Note that q0q1 ∈ E(G), or else q1 ∈ T (w;Q), contradicting the fact that T (w;Q) = {q0}. Furthermore, q2 is adjacent
to at least one of {q0, q1}, or else, again, we have q2 ∈ T (w;Q), contradicting the fact that T (w;Q) = {q0}. Thus, G
contains either the path q0q1q2, or the path q2q0q1.

Claim 12.4.8. For each j = 0, 1, 2, we have N(qj) ∩ V (F0) ⊆ {x}.

Proof: The case where j = 0 is done above. Suppose toward a contradiction that there is an x′ ∈ V (F0\{x})∩N(q1).
Since q0q1 ∈ E(G) and w ̸= q0, q1, neither q0, q1 have a neighbor in {y2, y3, y4}, or else G contains an (F0, F1)-
path of length at most three which is disjoint to xwy1. Thus, w′ ̸∈ {q0, q1}, and {x,w, y1} ⊆ N(q0). But then
the two disjoint (F0, F1)-paths xw′u′ and x′q1q0y1 satisfy Proposition 12.4.3, contradicting our assumption that A is
defective. We conclude that N(q1) ∩ V (F0) ⊆ {x}, as desired.

Now suppose toward a contradiction that there is an x′ ∈ V (F0 \ {x})∩N(q2). Since q2 is adjacent to at least one of
{q0, q1}, let q′ ∈ {q0, q1} with q′q2 ∈ E(G). Then neither q′ nor q2 has a neighbor in {y2, y3, y4} or else G contains
an (F0, F1)-path of length at most three which is disjoint to xwy1. Applying Proposition 12.4.3, this contradicts our
assumption that A is defective. Thus, we have w′ ̸∈ {q′, q2}, and q′ ∈ {q0, q1}.

If q0q2 ∈ E(G), then G contains the two disjoint (F0, F1)-paths xw′u′ and x′q2q0y1, again contradicting our assump-
tion that A is defective. Thus q′ = q1, and furthermore, y1 ̸∈ N(q1), or else G contains an (F0, F1)-path of length
three disjoint to either xwu or xw′u′. Applying Proposition 12.4.3, this contradicts our assumption thatA is defective.
Thus V (F1)∩N(q1) = ∅. Since q1 ∈ T ({w, q0};Q) and q1 has at most two neighbors on F0, q1 is adjacent to w and
an edge of F0. But then G contains an (F0, F1)-path of length three disjoint to x1w′u′. Again applying Proposition
12.4.3, this contradicts our assumption that A is defective. ■

Set P := xwy1y2. Then q0 is adjacent to at least one endpoint of P , since |N(q0)∩V (P )| ≥ 3. To make the following
claim easier to read, we label P as P := p1p2p3p4, where p1 ∈ N(q0). Now we have the following:

Claim 12.4.9. Let H be the subgraph of G induced by the vertices V (P ) ∪ {q0, q1, q2}. Then the following hold.

1) N(q0) ∩ V (P ) = {p1, p2, p3}; AND

2) {q0, q1, q2} induce a triangle in H; AND

3) N(q2) ∩ V (P ) = {p1}; AND
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4) N(q1) ∩ V (P ) = {p3, p4}.

Proof: As shown above, H either contains a path R that is either q0q1q2 or the path q2q0q1.

Subclaim 12.4.10. For any vertices q, q′ ∈ V (R) and any distinct vertices p, p′ ∈ N(q) ∩ N(q′), then pp′ ̸∈
E(H) and p, p′ are the endpoints of P .

Proof: Suppose that pp′ ∈ E(H). In that case, qq′ ̸∈ E(H), or else H contains a copy of K4, contradicting
short-separation-freeness, so q, q′ are the end vertices of R. Let qm be the middle vertex of R. Thus, H contains
the non-induced 4-cycles qqmq′p and qqmq′p′. Since qq′ ̸∈ E(G), we get that qm is adjacent to p, p′, so p, p′

are both adjacent to each vertex of R. Thus, H contains a copy of K2,3, contradicting short-separation-freeness.
Now suppose toward a contradiction that at least one of p, p′ is not an endpoint of P . Then, since p, p′ are not
adjacent, they have a common neighbor p′′ ∈ V (P ). In that case, H contains the non-induced 4-cycles pp′′p′q
and pp′′p′q′. Since pp′ ̸∈ E(H), p′′ is adjacent to each of q, q′, so H contains a K2,3 with bipartition {q, q′},
{p, p′, p′′}, contradicting short-separation-freeness. ■

With the facts above in hand, we prove the following:

Subclaim 12.4.11. For any two vertices q, q′ ∈ V (R), we have |N(q) ∩N(q′) ∩ V (P )| ≤ 1.

Proof: Suppose toward a contradiction that this does not hold. Then there exist q, q′ ∈ V (R) with |N(q) ∩
N(q′)∩V (P )| ≥ 2. By Subclaim 12.4.10, we have p1, p4 ∈ N(q)∩N(q′). Since p1p4 ̸∈ E(H) and H contains
the non-induced 4-cycle p1qp4q′, we have qq′ ∈ E(H).

We claim now that q0 ∈ {q, q′}. Suppose that q0 ̸∈ {q, q′}. Then at least one of q, q′ is adjacent to q0, so, without
loss of generality, let qq0 ∈ E(G). By Subclaim 12.4.10, each of q, q′ is adjacent to p1, p4, so {p1, p4}not ⊆
N(q0), or elseH contains a copy ofK2,3, contradicting short-separation-freeness. Since |N(q0)∩V (P )| ≥ 3, we
then have N(q0)∩V (P ) = {p1, p2, p3}. Now, H contains the non-induced 4-cycle q0p3p4q, and thus, as q0p4 ̸∈
E(H), we have p3q ∈ E(H). But then H contains a K2,3 with bipartition {p1, q0, p3}, {p2, q}, contradicting
short-separation-freeness. Thus, q0 ∈ {q, q′}, say q0 = q, and let q′′ be the lone vertex of R \ {q0, q′}.

Since |N(q0) ∩ V (P )| ≥ 3 and p1, p4 ∈ N(q0), suppose without loss of generality that p2 ∈ N(q0). Since the
4-cycle q0p2p3p4 is not induced, we have either p2p4 ∈ E(H) or q0p3 ∈ E(H).

If p2p4 ∈ E(H), then q0q′ ̸∈ E(G), or else H contains a K2,3 with bipartition {q′, p2}, {q0, p1, p4}, contradict-
ing short-separation-freeness. Thus, q0 is not the midpoint of R, so H contains the path q0q1q2, and q′ = q2. But
then G contains a K2,3 with bipartition {q0, q2}, {p1, p4, q1}, contradicting short-separation-freeness. It follows
that q0p3 ∈ E(H), so q0 is adjacent to each vertex of P . Now let q′′ be the lone vertex of R \ {q0, q′}.

We claim now that q′′ has precisely one neighbor in P . Suppose that |N(q′′) ∩ V (P )| ≥ 2. In that case, since
q0 is adjacent to every vertex of P , we have |N(q0) ∩ N(q′′) ∩ V (P )| ≥ 2, so, by Subclaim 12.4.10, we have
N(q′′) ∩ V (P ) = {p1, p4}. Yet by our assumption on q, q′, we have p1, p4 ∈ N(q′) as well, so H contains a
K2,3 with bipartition {p1, p4}, {q0, q1, q2}, contradicting short-separation-freeness. Thus, q′′ has precisely one
neighbor on P , so we have q′′ = q2, q′ = q1, and {q0, q1, q2} induces a triangle inH . But thenH contains aK2,3

with bipartition {q0, q1}, {q2, p1, p4}, contradicting short-separation-freeness. We conclude that our assumption
that |N(q) ∩N(q′) ∩ V (P )| ≥ 2 is false. This completes the proof of Subclaim 12.4.11. ■

With the above in hand, we prove the following:

Subclaim 12.4.12. N(q0) contains a subpath of P of length two in H .
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Proof: Suppose not. In that case, since |N(q0) ∩ V (P )| ≥ 3 and p1 ∈ N(q0), so, without loss of generality, we
suppose that N(q0)∩ V (P ) = {p1, p2, p4} without loss of generality. Since H contains the non-induced 4-cycle
p2p3p4q0 and p3q0 ̸∈ E(H), we have p2p4 ∈ E(H). Furthermore, since |N(q1) ∩ N(q0) ∩ V (P )| ≤ 1 by
Subclaim 12.4.11, we have p3 ∈ N(q1).

Thus, we have q0q1 ̸∈ E(H), or else H contains a K2,3 with bipartition {q0, p3}, {p2, p4, q1}, so H contains the
path q2q0q1. In that case, q1 is adjacent to at most one of {p1, p2, p4}, or else q0, q1 are each adjacent to q2 and
two vertices among {p1, p2, p4}, contradicting short-separation-freeness.

Since |N(q1) ∩ V (P )| ≥ 2, we have q1p3 ∈ E(H), so H contains the 4-cycle p3p4q0q1. Since q0p3 ̸∈ E(H),
we have q1p4 ∈ E(H), and thus H contains a K2,3 with bipartition {p2, q1}, {p3, p4, q0}, contradicting short-
separation-freeness. We conclude that our assumption that N(q0) does not contain a subpath of P of length two
is false. ■

Since p1 ∈ N(q0), it follows from Subclaim 12.4.12 that N(q0) ∩ V (P ) contains {p1, p2, p3}. By Subclaim 12.4.11,
we have |N(q1) ∩ N(q0) ∩ V (P )| ≤ 1. Since |N(q1) ∩ V (P )| ≥ 2, we have N(q0) ∩ V (P ) = {p1, p2, p3} and
N(q1) ∩ V (P ) = {p3, p4}.

Subclaim 12.4.13. q2 has precisely one neighbor in P .

Proof: Suppose that |N(q2) ∩ V (P )| ≥ 2. By Subclaim 12.4.11, we have |N(q2) ∩ N(q0) ∩ V (P )| ≤ 1 and
|N(q2) ∩ N(q1) ∩ V (P )| ≤ 1|, so we have either N(q2) ∩ V (P ) = {p1, p4} or N(q2) ∩ V (P ) = {p2, p4}. If
N(q2)∩ V (P ) = {p2, p4}, then H contains the non-induced 4-cycle q2p2p3p4. Since p3 ̸∈ N(q2), we then have
p2p4 ∈ E(H), and thus H contains a K2,3 with bipartition {p2, q1}, {p3, p4, q0}, contradicting short-separation-
freeness.

Thus, we have N(q2) ∩ V (P ) = {p1, p4}. Furthermore, we have q0q2 ̸∈ E(H), or else H contains a K2,3

with bipartition {q0, p4}, {p3, q1, q2}, contradicting short-separation-freeness. It follows thatH contains the path
q0q1q2. But then H contains the non-induced 4-cycle q0q1q2p1, and q0q2 ̸∈ E(H), we have p1q1 ∈ E(H),
contradicting the fact that N(q1) ∩ V (P ) = {p3, p4}. We conclude that q2 does indeed have precisely one
neighbor on P . ■

Since q2 has precisely one neighbor on P , we get that {q0, q1, q2} induces a triangle in H , since |N(q2)∩ V (H)| ≥ 3

and q2 is an endpoint of R. To finish the proof of Claim 12.4.9, it suffices to show that N(q2) ∩ V (P ) = {p1}. We
rule out the possibility that any of the other three vertices of P lie in N(q2):

• If q2p2 ∈ E(H), then H contains a K2,3 with bipartition {q1, p2}, {q0, q2, p3}.

• If q2p3 ∈ E(H),then H contains a K2,3 with bipartition {q0, q2, p4}, {q1, p3}.

• If q2p4 ∈ E(H), then H contains a K2,3 with bipartition {q0, p4}, {p3, q1, q2}.

In any of the cases above, we contradict the fact that H is short-separation-free. This completes the proof of Claim
12.4.9. ■

Now we return to the proof of Proposition 12.4.5. By Claim 12.4.9, G contains the 5-cycle p1p2p3q1q2 and q0 is adja-
cent to each vertex of {p1, p2, p3, q1, q2}. Thus, sinceG is short-separation-free, we get thatN(q0) = {p1, p2, p3, q1, q2}.
By Corollary 1.3.6, there is a ϕ ∈ Φ(ψ, {q1, w}) such that {q0} isLϕ-inert. SinceA is defective, the tuple [{q1, w};Q;ϕ; q0]

is not a cycle connector for A, so there is a v ∈ V (G \ {q0, q1, w}) with at least three neighbors in (V (F0 ∪ F1) ∪
{q1, w}) \ V (Q). Since T (w,Q) = {q0}, v has at most two neighbors in {x1, w, y1, y2}. Thus, vq1 ∈ E(G) and v
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has precisely two neighbors in {x,w, y1, y2}. By Claim 12.4.9, q2 has precisely one neighbor in {x,w, y1, y2}, so we
have v ̸= q2.

Now, if p4 ̸∈ N(v), then v has two neighbors z, z′ in {p1, p2, p3}. But then G contains a K2,3 with bipartition
{z, z′, q1}, {q0, v}, contradicting short-separation-freeness. Thus, we have p4 ∈ N(v). Since |N(v) ∩ V (P )| = 2,
there is a j ∈ {1, 2, 3} with pjv ∈ E(G). We complete Proposition 12.4.5 by producing a contradiction for each
possible value of j:

• If j = 1, then G contains a K2,3 with bipartition {q0, q2, v}, {p1, q1}.

• If j = 2, then G contains a K2,3 with bipartition {p2, p4, q1}, {p3, v}.

• If j = 3, then the four vertices {p3, p4, v, q1} induce a K4 in G.

In any case, we contradict short-separation-freeness. This completes the proof of Proposition 12.4.5.

We now prove the following:

Lemma 12.4.14. A := (G,F0, F1, L, ψ) be a defective roulette wheel with d(F0, F1) = 2. Suppose that there exists

an i ∈ {0, 1} and a w ∈ D1(F0) ∩D1(F1) such that Aiw = ∅. Then the following hold.

1) A1−i
w ̸= ∅; AND

2) For any w∗ ∈ (D1(F0) ∩D1(F1)) \ {w}, Aiw∗ = ∅.

Proof. For the sake of definiteness, let i = 0, and suppose toward a contradiction that A1
w = ∅. Let ψ1 ∈ Φ(ψ,w), let

y ∈ V (F1)∩N(w) and let e be an edge of F1 \{y}. If D1(F0)∩D1(F1) = {w}, then, since A0
w ∪A1

w = ∅, the tuple
[w; e;ψ1;∅] is a cycle connector forA, contradicting our assumption thatA is defective. Thus, |D1(F0)∩D1(F1)| =
2, so there exists a w∗ ∈ V (G) with D1(F0) ∩D1(F1) = {w,w∗}. In that case, we retain the vertex w∗ and delete
the vertex w. Since |Lψ1

(w∗)| ≥ 2 and G[V (F0 ∪ F1 ∪ {w}] is connected, the tuple [{w,w∗};w∗;ψ1∅] is a cycle
connector for A, contradicting our assumption that A is defective. This proves 1).

Now we prove 2). Let w∗ ∈ (D1(F0) ∩D1(F1)) \ {w}. Since A is defective, it follows from Proposition 12.4.5 that
there exist vertices x, y which are the unique anchor vertices of F0, F1 respectively. Since G is K2,3-free, we have
N(w) ∩ N(w∗) = {x, y}. By Lemma 12.3.8, each vertex of A0

w ∪ A0
w∗ is adjacent to an edge of F0 with x as an

endpoint, and each vertex of A1
w ∪ A1

w∗ is adjacent to an edge of F0 with y as an endpoint. In particular, each of the
four sets A0

w, A
0
w∗ , A1

w, A
1
w∗ has size at most one, or else, for some i ∈ {0, 1}, there is an edge of Fi whose endpoints

have two common neighbors in G\Fi, which is false, as G is short-separation-free. Thus, by 1), we have |A1
w| = 1 so

let v be the unique vertex of A1
w. Then R1

v is an edge of F1 with y as an endpoint. Let yv be the other endpoint of R1
v .

Now set Q1 to be the unique edge of F1 − y with yv as an endpoint. . Note that T ({w,w∗};Q1) ̸= ∅, or else, for any
ϕ ∈ Φ(ψ, {w,w∗}), the tuple [{w,w∗};Q;ϕ;∅] is a cycle connector for A, contradicting the fact that A is defective.

Claim 12.4.15. For any z ∈ T ({w,w∗};Q1), w∗ ∈ N(z) and w ̸∈ N(z), and exactly one of the following holds.

1. N(z) ∩ V (F0 ∪ F1) consists of the unique edge of F1 \ {yv} with y as an endpoint; OR

2. N(z) ∩ V (F0 ∪ F1) consists of an edge of F0 with x as an endpoint.

Proof: Let z ∈ T ({w,w∗};Q1). Since z ̸∈ {w,w∗}, we have z ̸∈ D1(F0) ∩ D1(F1). Since G is K2,3-free, z is
adjacent to at most one of w,w∗. Thus, z has at least two neighbors among V (F0 ∪ F1) \ V (Q1).
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Suppose toward a contradiction that w ∈ N(z). Then w∗ ̸∈ N(z) and z ∈ A0
w ∪A1

w. Since A0
w = ∅, we have z = v.

Yet by our choice ofQ1, we have v ̸∈ T ({w,w∗};Q1), a contradiction. Thus,w ̸∈ N(z). Since z ̸∈ D1(F0)∩D1(F1),
it follows from Lemma 12.3.4 that |N(z) ∩ V (F0 ∪ F1)| = 2 and z ∈ N(w∗). Thus, z ∈ A0

w∗ ∪ A1
w∗ . If z ∈ A0

w∗ ,
then, by Lemma 12.3.8, N(z) ∩ V (F0 ∪ F1) consists of an edge of F0 with x as an endpoint. If z ∈ A1

w∗ then, again
by Lemma 12.3.8, N(z) ∩ V (F0 ∪ F1) consists of an edge of F1 with y as an endpoint, and this edge is not yyv , or
else we contradict the fact that G is short-separation-free. This completes the proof of Claim 12.4.15. ■

Now we return to the proof of 2) of Lemma 12.4.14. Note that by Claim 12.4.15, we have |T ({w,w∗};Q1)| ≤ 2,
since each of A0

w∗ and A1
w∗ has size at most one. Suppose toward a contradiction that there exists a z ∈ A0

w∗ . Since
N(z) ∩ V (F0) consists of an edge of F0 with x as an endpoint, let G[N(z) ∩ V (F0)] = xxz for some xz .

Recall that H1
v is the connected component of G[A1] containing v and is a subpath of the 1-band C1 of F1. Let

P := H1
v+vw, and note that each vertex of P has an Lψ-list of size at least three, sinceN(w)∩V (F0∪F1) = {x, y}.

Since y is the unique anchor vertex of F0, we have w∗ ̸∈ H1
v . By Theorem 1.7.5, there is a ϕ ∈ Link(P,C1).

The graph G[V (P ) ∪ V (F0 ∪ F1)] \ {w∗} is connected, since P has a neighbor in each of F0, F1. Since A is not
defective, the tuple [P ;w∗;ϕ; Mid1(P )] is not a cycle connector for A. Thus, there exists a u ∈ V (G) \ (dom(ϕ) ∪
Mid1(P ) ∪ {w∗}) such that |Lϕ(u)| < 3. Since ϕ ∈ Link(P,C1), we have either u ∈ V (C1), or u has a neighbor in
F0.

Now we claim that u has a neighbor in F0. Suppose not. Then we have u ∈ V (C1), and N(u) ∩ dom(ϕ) consists of
N(u) ∩ V (F1) and at most the endpoints of P . Thus, u is adjacent to at least one endpoint of P , and, by definition of
H1
v , we have u ̸∈ A1, so u has a lone neighbor in F1 and is adjacent to both endpoints of P . As one endpoint of P lies

in A1, u is adjacent to the A1-endpoint of P on the cycle C1, since C1 is an induced subgraph of G.

If u is adjacent to w on C1, then, since u ̸= v, we have u = w∗, which is false. The only remaining possibility is
that u is the endpoint of a chord of C1 whose other endpoint is w. In this case, we have |V (F1)| = 4 and u ∈ N(y′),
where y′ is the unique vertex of F1 not adjacent to y. Thus, G contains the two disjoint (F0, F1)-paths yw∗zxz and
y′uwx. Applying 2) of Proposition 12.4.3, this contradicts our assumption that A is defective. Thus, u has a neighbor
in F0, as desired.

Since u has a neighbor in F0, and u ̸∈ {w,w∗}, we have N(u) ∩ V (F1) = ∅. Since u has at most two neighbors in
F0, u also has at least one neighbor in P \Mid1(P ). If w is the lone neighbor of u in P \Mid1(P ), then, since u has at
least three neighbors among dom(ϕ), u has at least two neighbors in F0, so u ∈ A0

w, contradicting our assumption that
A0
w = ∅. Thus, there is at least one vertex of H1

v \Mid1(P ) in N(u). Note now that N(u) ∩ V (F0) = {x}, or else,
since N(u) ∩ V (F0) ̸= ∅ and u is adjacent to a vertex of C1 with two neighbors in F1, there exists an (F0, F1)-path
of length at most three which is disjoint to xwy. Applying Proposition 12.4.3, this contradicts our assumption that A
is defective.

Claim 12.4.16. N(u) ∩A1 = {v}.

Proof: Suppose not. Since there is at least one vertex of H1
v \Mid1(P ) in N(u), there exists a u′ ∈ N(u) ∩ A1 with

u′ ̸= v, so u′ has a neighbor y′ ∈ V (F1 \ {y}). Since A is defective, the two disjoint (F0, F1)-paths yw∗zxz and
y′uwx do not satisfy 2) of Proposition 12.4.3, so |V (F1)| = 4 and R1

u′ = yy′ is an edge of F1 with y as an endpoint.

Since u′ ̸= v, R1
u′ ̸= yyv , so y′ is the unique vertex of F1 opposite to yv . Set K to be the subgraph of G induced by

V (F0 ∪ F1) ∪ {u′, u, z, w,w∗}. This graph is 2-connected, since it contains the (F0, F1)-paths yw∗zxz and y′u′ux.
Since A is not defective, there is a facial cycle D ⊆ K of length at least 12.
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Now, K contains the 5-chord R := yw∗xuu′y′ of F1. Let K = K1 ∪K2 be the natural yw∗xuu′y′ -partition of K.
Note thatD lies on one side of the partition, sinceD is a facial subgraph ofK, so letD ⊆ K1. Thus, we have F0 ⊆ K1

as well, or else |V (F0 ∩ K1)| ≤ 1, since V (F0 ∩ R)| = 1. If that holds, then |V (D)| ≤ 1 + 4 + 4, contradicting
our assumption. Thus, we indeed have F0 ⊆ K1, and since z is adjacent to each of x1, xz , we have z ∈ K1 \ R, as
xz ̸∈ V (R). Since z ∈ K1 \ R, we have w ∈ K2 \ R, or else K1 has a facial subgraph containing an edge w∗x

adjacent to two vertices of K1, which is false, as G is short-separation-free. Thus, we get w ∈ V (K2). Since w is
adjacent to v, we have v ∈ V (K2) as well. But then, sincew, v ̸∈ V (R) andD ⊆ K1, we have |V (D)| ≤ |V (K)|−2,
so |V (D)| ≤ 11, a contradiction. ■

Now we return to the proof of Lemma 12.4.14. Since N(u) ∩ V (F0) = {x}, we have N(u) ∩ dom(ϕ) = {v, w, x}.
Since G is K2,3-free, u is the unique vertex of T (P ;w∗) \Mid1(P ), and G contains the 5-cycle yvuxw∗, each vertex
of which is adjacent to w. Thus, since G is short-separation-free, we have N(w) = {y, v, u, x, w∗}.

Claim 12.4.17. |Lψ(w)| = 3 and Lψ(v) = Lψ(w).

Proof: Suppose that at least one of these conditions does not hold. Then we choose a color d ∈ Lψ(v) such that
|Lψ(w) \ {d}| ≥ 3. By Theorem 1.7.5, there exists a σ ∈ Link(H1

v , C
1) with σ(v) = d. Since A is defective, the

tuple [H1
v ;w

∗ : σ;Mid1(H1
v )∪ {w}] is not a cycle connector forA, so T (H1

v ;w
∗) \ (Mid1(H1

v )∪ {w}) ̸= ∅. Yet we
have T (H1

v ;w
∗)\(Mid1(H1

v )∪{w}) ⊆ T (P ;w∗)\Mid1(P ), so u is the lone vertex of T (H1
v ;w

∗)\(Mid1(H1
v )∪{w}).

Since w ̸∈ dom(σ), u only has two neighbors in dom(σ), so we have a contradiction. ■

Since|Lψ(u)| ≥ 4, it follows from Claim 12.4.17 there is a color d ∈ Lψ(u) such that d ̸∈ Lψ(w) ∪ Lψ(v). Let
ψ† ∈ Φ(ψ, u) withψ†(u) = d. Now setQ0 to be an edge of F0−xwhich contains all the vertices of F0\{x, xz}. Since
A is defective, the tuple [{u,w};Q0;ψ

†;w]. By our choice of ψ†, w is Lψ† -inert. Since G[V (F0∪F1)∪{u,w}]\Q0

is connected, there exists a u∗ ∈ T (u;Q0)\{w} with |LQ0

ψ† (u
∗)| < 3. Since uw∗ ̸∈ E(G), w∗ only has two neighbors

among dom(ψ†) \ V (Q0). Thus, u∗ ̸∈ {w,w∗}, so (N(u∗) \ V (Q†))∩ dom(ψ†) consists of u and either two vertices
of F0 \Q0 or two vertices of F1. By our choice of ψ†(u), we have |Lψ†(v)| ≥ 3, so u∗ ̸= v.

Suppose that u∗ has a neighbor in V (F0). Then |V (F0)| = 4 and u∗ is adjacent to each vertex of F0 \Q0. Yet then,
by our choice of Q0, u∗ is adjacent to both endpoints of xxz . Since z is also adjacent to both of these vertices, we
contradict short-separation-freeness. Thus, u∗ has a neighbor in V (F1), and R1

u∗ is an edge of F1. Since u∗ ̸= v and
u∗ ∈ N(u), this contradicts Claim 12.4.16. This completes the proof of Lemma 12.4.14.

With the above in hand, we prove the following:

Lemma 12.4.18. Let A := (G,F0, F1, L, ψ) be a roulette wheel with d(F0, F1) = 2 and suppose that A is defective.

Let w ∈ D1(F0) ∩D1(F1). Then Aiw ̸= ∅ for each i ∈ {0, 1}.

Proof. Suppose toward a contradiction that there is an i ∈ {0, 1} with Aiw = ∅, say i = 0 without loss of generality.

Claim 12.4.19. |N(w) ∩ V (F1)| = 1.

Proof: Suppose not. Then, by 2) of Lemma 12.3.4, G[N(w)∩ V (F1)] is an edge of F1. Since R1
w is an edge, we have

{w} = D1(F0) ∩D1(F1), or else, if |D1(F0) ∩D1(F1)| ≥ 2, then each vertex of R1
w is an anchor vertex of F1 and

thus, , applying Proposition 12.4.5, A is not defective. This contradicts our assumption.
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Let Q be an edge of F1, where Q is disjoint to R1
w if |V (F1)| = 4, and otherwise Q contains at most one endpoint of

R1
w. Then, by our choice ofQ, the graphG[V (F0∪F1)∪{w}\Q is connected. Letψ1 ∈ Φ(ψ,w). SinceA is defective,

the tuple [w;Q;ψ1;∅] is not a cycle connector forA, so there exists a z ∈ T (w;Q). Since D1(F0)∩D1(F1) = {w},
there exists a j ∈ {0, 1} such that N(z) ∩ V (F0 ∪ F1) ⊆ V (Fj). Thus, (N(z) \ V (Q)) ∩ (V (F0 ∪ F1) consists of
w and a subpath of Fj of length one. Since A0

w = ∅, z is adjacent to w and, by 1) of Lemma 12.3.8, R1
z intersects

withg R0
w on precisely one common endpoint of the edges. By 2) of Lemma 12.3.8, we have |V (F1)| = 4, and, by

our choice of Q, R1
z has at least one endpoint in Q, so dom(ϕ) ∩ (N(z) \ V (Q))| = 2, contradicting the fact that

z ∈ T (w;Q) Thus, our assumption that |N(w) ∩ V (F1)| ≠ 1 is false. ■

Since |N(w) ∩ V (F1)| = 1, we fix a y ∈ V (F1) and an x ∈ V (F0) such that N(w) ∩ V (F1) = {y} and x ∈
N(w) ∩ V (F0). Applying 1) of Lemma 12.4.14, there exists a v ∈ A1

w. By 1) of Lemma 12.3.8, R1
v is an edge of F1

with y as an endpoint. Let yv be the other endpoint of this edge.

Claim 12.4.20. D1(F0) ∩D1(F1) = {w}.

Proof: Suppose toward a contradiction that there is a |D1(F0) ∩D1(F1)| ≥ 2, and let w∗ ∈ D1(F0) ∩D1(F1) with
w∗ ̸= w. We then have N(w∗)∩V (F0 ∪F1) = N(w)∩V (F0 ∪F1) = {x, y}, or else there is an i ∈ {0, 1} such that
Fi has more than one anchor vertex. Applying Proposition 12.4.5, this contradicts our assumption that A is defective.
Since G is K2,3-free, w∗ is the lone vertex of (D(F0) ∩D(F1)) \ {w}.

By 2) of Lemma 12.4.14, we have A0
w∗ = ∅. Furthermore, each of A1

w, A
1
w∗ is of size at most one, or else, since

N(w)∩V (F1) = N(w∗)∩V (F1) = {y}, it follows from of Lemma 12.3.8 that there is an edge of F1 which has y as
an endpoint and which has at least two neighbors in G \ V (F1), contradicting short-separation-freeness. In particular,
A1
w = {v}.

Now set Q to be the unique edge of F \ {y} with yv as an endpoint and let ψ′ ∈ Φ(ψ, {w,w∗}). The graph G[V (F0 ∪
F1) ∪ {w}] \ Q is connected, as it contains the path xwy. Since A is defective, the tuple [w;Q;ψ′;∅] is not a
cycle connector for A, so T ({w,w∗;Q) ̸= ∅. By 2) of Lemma 12.4.14, we have A0

w∗ = ∅. Since w,w∗ have no
common neighbors other than x, y, it follows that any vertex of T ({w,w∗};Q) lies in A1

w ∪ A1
w∗ . By our choice of

Q, v only has two neighbors in (V (F ∪ F1) ∪ {w,w∗}) \ V (Q), so A1
w∗ ̸= ∅ and T ({w,w∗};Q) consists of the

lone vertex of A1
w∗ . Let T{w,w∗};Q) = A1

w∗ = {z} for some vertex z. Since z has at least three neighbors in
(V (F0 ∪F1)∪ {w,w∗}) \ V (Q), we have |V (F1)| = 4, and R1

z consists of the two vertices of F1 \Q. By our choice
of Q, R1

z is an edge with y as an endpoint. Let yz be the other endpoint of this edge.

Subclaim 12.4.21. There exists a unique vertex z∗ such that {z∗} = T ({w,w∗, z};Q). Furthermore, N(z∗) ∩
(V (F0 ∪ F1) ∪ {z, w∗, w} = {x,w∗, z}.

Proof: Let ψ′′ ∈ Φ(ψ, {w,w∗, z}). SinceA is defective, the tuple [{w,w∗, z};Q;ψ′′;∅] is not a cycle connector
for A, so there exists a z∗ ∈ T ({w,w∗, z};Q). Since z is the unique vertex of T ({w,w∗};Q), and z ̸= z∗, we
have z ∈ N(z∗), and z∗ has precisely two neighbors in V ((F0 ∪ F1) \Q) ∪ {w,w∗}.

If z∗ has a neighbor x′ ∈ V (F0 \ {x}), then G contains the two disjoint (F0, F1)-paths x′z∗zyz and x1wy1.
Applying Proposition 12.4.3, this contradicts our assumption thatA is defective. Thus, we have N(z∗)∩V (F0 \
{x1}) = ∅, and z∗ has precisely two neighbors among {y, yz, x, w∗, w}. Now, z∗ ̸= v, since vz ̸∈ E(G), and G
contains the 5-chord yzzw∗wvyv of F1, each vertex of which is adjacent to y. Thus, since G is short-separation-
free, we have N(y) = {yz, z, w∗, w, v, yv}, and z∗ ̸∈ N(y). We conclude that z∗ has precisely two neighbors
among {x, yz, w∗, w}.
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Now, if w ∈ N(z∗), then G contains a K2,3 with bipartition {w, z}, {w∗, y, z∗}, contradicting short-separation-
freeness, so w ̸∈ N(z∗) and z∗ has precisely two neighbors among {x, yz, w∗}. If yz, w∗ ∈ N(z∗), then G
contains a K2,3 with bipartition {w∗, yz}, {z∗, z, y}, contradicting short-separation-freeness. If x, yz ∈ N(z∗),
we contradict the fact that D1(F0) ∩ D1(F1) = {w}. The only remaining possibility is that N(z) ∩ (V (F0 ∪
F1) ∪ {w,w∗}) = {w∗, y, yz}. Since G is K2,3-free, z is the unique vertex of T ({w,w∗};Q). ■

Now we are ready to finish the proof of Claim 12.4.20. Applying Subclaim 12.4.21, let z∗ be the unique vertex of
{z∗} = T ({w,w∗, z};Q). Then G contains the 5-cycle xz∗zyw, and w∗ is adjacent to each vertex of this cycle.
Since G is short-separation-free, we have N(w∗) = {x1, z∗, z, y1, w}. Applying Corollary 1.3.6, there is a ψ† ∈
Φ(ψ, {z, w}) such that w∗ is Lψ† -inert. SinceA is defective, the tuple [{w∗, w, z};Q;ψ†;w∗] is not a cycle connector
forA, so there exists a vertex u ∈ T ({w, z};Q) with |LQ

ψ†(u)| < 3. But then u = z∗, since {z∗} = T ({w,w∗, z};Q).
Yet z∗ only has two neighbors in dom(ψ†) \ V (Q), so we have a contradiction. This completes the proof of Claim
12.4.20. ■

Now we return to the proof of Lemma 12.4.18. We set Q′ := F1 \ {y, yv} and let ψ′ ∈ Φ(ψ, {w, v}). Since A is
defective, the tuple [{w, v};Q′;ψ′;∅] is not a cycle connector for A. The graph G[V (F0 ∪ F1) ∪ {w, v}] \ Q′ is
connected, so T ({w, v} : Q′) ̸= ∅.

Claim 12.4.22. There exists a unique vertex z such that T ({w, v};Q′) = {z}. Furthermore, the following hold.

1) N(z) ∩ (V (F0 ∪ F1) ∪ {w, v}) = {x,w, v}; AND

2) Lψ(v) = Lψ(w) and |Lψ(v)| = 3; AND

3) |Lψ(z)| = 4, and Lψ(v) ∪ Lψ(w) ⊆ Lψ(z).

Proof: Since T ({w, v};Q′) ̸= ∅, there exists a z ∈ T ({w, v};Q′). Thus, z has at least three neighbors among
V (F0) ∪ {w, v, y, yv}. Suppose toward a contradiction that there is an x′ ∈ V (F0 \ {x}) with x′ ∈ N(z). Since
D1(F0) ∩ D1(F1) = {w}, we have N(z) ∩ V (F1) = ∅, so z has at least three neighbors among V (F0) ∪ {w, v}.
If v ∈ N(z), then G contains the two disjoint (F0, F1)-paths xwy and x′zvyv . Applying Proposition 12.4.3, this
contradicts our assumption that A is defective. Thus, v ̸∈ N(z), and z contains at least three neighbors among
V (F0)∪ {w}. Since z has at most two neighbors in F0, we have z ∈ A0

w, contradicting our assumption that A0
w = ∅.

We conclude that N(z) ∩ V (F0) ⊆ {x}, so z has at least three neighbors among {x,w, v, y, yv}. Suppose that
y1 ∈ N(z). Then v ̸∈ N(z), or else G contains a K2,3 with bipartition {w, yv, z}, {y, v}. Furthermore, x ̸∈ N(z),
since D1(F0) ∩D1(F1) = {w}. But then z is adjacent to all three of w, y, yv , and G contains a K2,3 with bipartition
{w, y, yv}, {v, z}, contradicting short-separation-freeness.

Thus, y ̸∈ N(z), and z has at least three neighbors among {x,w, v, yv}. Since xwvyv is an induced path in G,
and N(yv) ∩ N(x) = ∅, it follows from our triangulation conditions that G[N(z) ∩ {x,w, v, yv}] is a subpath of
xwvyv of length precisely two. This path is not wvz, or else G contains a copy of K2,3, as w, v, z are all adjacent to
y. Thus, this path is xwv, and N(z) ∩ (V (F0 ∪ F1) ∪ {w, v}) = {x,w, v}. Since G is K2,3-free, z is unique and
T ({w, v};Q′) = {z}. This proves 1).

Suppose now that 2) does not hold. Since each of w, v has an Lψ-list of size at least three, there is a d ∈ Lψ(w) such
that |Lψ(v) \ {d}| ≥ 3. Let ϕ ∈ Φ(ψ,w) with ψ(w) = d. Since T ({w, v};Q′) = {z} and Lϕ(v)| ≥ 3, the tuple
[w;Q′;ϕ;∅] is a cycle connector for A, contradicting the fact that A is defective.
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If 3) does not hold, then ψ extends to an L-coloring ψ† ∈ Φ(ψ, {w, v}) such that |Lψ†(z)| ≥ 3. Since z is the unique
vertex of T ({w, v};Q′), we then get that [{w, v};Q′;ψ†;∅] is a cycle connector for A, contradicting our assumption
that A is defective. ■

Applying Claim 12.4.22, let z be the unique vertex in T ({w, v};Q′).

Claim 12.4.23. For any vertex z∗ ∈ T ({w, v, z};Q′), z∗ satisfies precisely one of the following.

1) N(z∗) ∩ (V (F0 ∪ F1) ∪ {w, v, z}) consists of z and an edge of F0 with x as an endpoint, and {z∗} = A0
z; OR

2) N(z∗) ∩ (V (F0 ∪ F1) ∪ {w, v, z}) = {z, v, yv}.

Proof: Let ψ′′ ∈ Φ(ψ, {w, v, z}). Since A is defective, [{w, v, z};Q′;ψ′′;∅] is not a cycle connector for A. Since
G[V (F0 ∪ F1) ∪ {w, v, z}] \Q′ is connected, we have T ({w, v, z};Q′) ̸= ∅ so there exists a z∗ ∈ T ({w, v, z};Q′).
Since z ̸= z∗, it follows from Claim12.4.22 that z∗ has precisely two neighbors in V ((F0 ∪ F1) \ Q′) ∪ {w, v},
and z ∈ N(z∗). Note that w ̸∈ N(z∗), or else G contains a K2,3 with bipartition {x, v, z∗}, {z, w}, contradicting
short-separation-freeness. Thus, z∗ has precisely two neighbors among V ((F0 ∪ F1) \Q′) ∪ {v}.

Suppose now that x ∈ N(z∗). Since z∗ ̸∈ D1(F0) ∩ D1(F1), we have N(z∗) ∩ V (F1) = ∅, and, by 1) of Lemma
12.3.8, N(z∗) ∩ (V (F0 ∪ F1) ∪ {w, v, z}) consists of z and an edge of F0 with x as an endpoint, so z∗ ∈ A0

z . Now
suppose toward a contradiction that there is a z† ∈ A0

z with z† ̸= z. By By Ro4 of Definition 12.3.1, each of zz∗, zw,
and zz† is an edge of the 1-band C1 of C, which is false since every vertex of V (C1) has degree two in C1.

Thus, if x ∈ N(z∗), then we are done. Suppose now that x ̸∈ N(z∗). We claim now that z∗ ∩ V (F0) = ∅. Suppose
not. Then z∗ has a neighbor x′ ∈ V (F0 \ {x}). We have N(z) ∩ V (F1) = ∅, since z∗ ̸∈ D1(F0) ∩D1(F1). Thus,
z∗ has precisely two neighbors among V (F0 \ {x}) ∪ {v}. Now, if x′ is adjacent to x, then G contains the 4-cycle
xzz∗x′. Since x ̸∈ N(z∗), we then have x′ ∈ N(z) by our triangulation conditions. This contradicts Claim 12.4.22.
Thus, |V (F0)| = 4, x′ is opposite to x in F0, and {x′} = N(z∗) ∩ V (F0). But then v ∈ N(z∗) as well, since z∗ has
precisely two neighbors among V (F0 \ {x})∪ {v}. Thus, G contains the (F0, F1)-paths xwy and x′z∗vyv . Applying
Proposition 12.4.3, this contradicts our assumption that A is defective.

Thus, we have N(z) ∩ V (F0) = ∅, and so z∗ has precisely two neighbors among {y, yv, z}. If y ∈ N(z∗), then
G contains a K2,3 with bipartition {y, z}, {w, v, z∗}, contradicting short-separation-freeness. We conclude that y ̸∈
N(z), and so N(z) ∩ (V ((F0 ∪ F1) \Q′) ∪ {w, v}) = {v, yv}. This completes the proof of Claim 12.4.23. ■

We claim now that there is a z∗ ∈ T ({w, v, z};Q′) such thatN(z∗)∩(V (F0∪F1)∪{w, v, z}) = {z, v, yv}. Suppose
toward a contradiction that no such z exists. Then, by Claim 12.4.22, there exists a z† such that {z†} = A0

z =

T ({w, v};Q′), and N(z†) ∩ (V (F0 ∪ F1) ∪ {w, v, z}) consists of z and an edge of F0. Thus, we have |Lψ(z†)| ≥ 3.
Since |Lψ(z)| ≥ 4 and w, v ̸∈ N(z†), there is a ϕ ∈ Φ(ψ, {w, v, z}) such that |Lϕ(z†)| ≥ 3. But then, since z† is the
unique vertex of T ({w, v, z};Q′), the tuple [{w, v, z};Q′;ϕ;∅] is a cycle connector for A, contradicting the fact that
A is defective.

Thus, there is a z∗ ∈ T ({w, v, z};Q′) such that N(z∗) ∩ (V (F0 ∪ F1) ∪ {w, v, z}) = {z, v, yv}, and G contains
the 5-cycle z∗zwy1y2, each vertex of which is adjacent to v. Since G is short-separation-free, we have N(v) =

{z∗, z, w, y, yv}.

Claim 12.4.24. There is an L-coloring ϕ ∈ Φ(ψ, {w, z∗}) such that v is Lϕ-inert and |Lϕ(z)| ≥ 3.
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Proof: If Lψ(w) ∩ Lψ(z∗) ̸= ∅, then, since wz∗ ̸∈ E(G), there is a ϕ ∈ Φ(ψ, {w, z∗}) with ϕ(w) = ϕ(z∗) = d.
Thus, v is Lϕ-inert and |Lϕ(v)| ≥ 3, so we are done in this case. So now suppose that Lψ(w) ∩ Lψ(v∗) = ∅. Since
|Lψ(z∗)| ≥ 4, it follows from 2) and 3) of Claim 12.4.22 that there exists a color d∗ ∈ Lψ(z∗) such that d∗ ̸∈ Lψ(v)
and d∗ ̸∈ Lψ(z). Then, for any ϕ ∈ Φ(ψ, {w, z∗}) with ϕ(z∗) = d∗, ϕ again satisfies the desired properties. ■

Let ϕ ∈ Φ(ψ, {w, z∗}) be as in Claim 12.4.24. Since A is defective, the tuple [{z∗, w};Q′;ϕ; v] is not a cycle
connector for A, so there is a u ∈ V (G) \ (dom(ϕ) ∪ {v}) with |LQ

′

ϕ (u)| < 3, so u ∈ T ({w, z∗};Q′). By our choice
of ϕ, we have |LQ

′

ϕ (z)| ≥ 3. Thus, u ̸= z. Since u ̸= z, we have z∗ ∈ N(u) and u has precisely two neighbors in
T ({w, v};Q′), or else we contradict Claim 12.4.22. Thus, u has precisely two neighbors among V (F0 ∪ F1) \Q′) ∪
{w, v}.

If u has a neighbor x′ ∈ V (F0 \ {x}), then G contains the two disjoint (F0, F1)-paths x′uz∗yv and xwy. Applying
Proposition 12.4.3, this contradicts our assumption that A is defective. Thus, u has precisely two neighbors among
{x,w, v} ∪ {y, yv}. We now rule out the following adjacencies by producing a K2,3 in each case:

• If v ∈ N(u), then G contains a K2,3 with bipartition {v, z∗}, {z, yv, u}.

• If y ∈ N(u), then G contains a K2,3 with bipartition {y, z∗}, {v, yv, u}.

• If w ∈ N(u), then G contains a K2,3 with bipartition {w, z∗}, {z, v, u}.

The only remaining possibility is that u is adjacent to each of x, yv , contradicting the fact that u ̸∈ D1(F0)∩D1(F1).
This completes the proof of Lemma 12.4.18.

With the above in hand, we now prove the following:

Proposition 12.4.25. Let A := (G,F0, F1, L, ψ) be a roulette wheel with d(F0, F1) = 2 and suppose that, for each

i = 0, 1, Fi has two anchor vertices. Then A is not defective.

Proof. Suppose toward a contradiction that A is defective. By Proposition 12.4.5, there exists a w ∈ V (G) such that
D1(F0) ∩D1(F1) = {w}. For each i = 0, 1, since Fi has two anchor vertices, Riw is an edge. By Lemma 12.4.18,
we have |Aiw| ≥ 1 for each i = 0, 1. Thus, we have |V (F0)| = |V (F1)| = 4 by 2) of Lemma 12.3.8. Now we write
F0 := x1x2x3x4 and F: = y1y2y3y4, and, without loss of generality, let R0

w = x1x2 and R1
w = y1y2. Applying

2) of Lemma 12.3.8 again, R0
u0

intersects with R0
w on a vertex, so, without loss of generality, let R0

u0
= x1x4 and

R1
u1

= y1y4. By 2) of Lemma 12.3.8, we have N(x1) ⊆ {w, u0} ∪ V (F0) and N(y1) ⊆ {w, u1} ∪ V (F1). For each
i = 0, 1, let Ci be the 1-band of Fi. Since w has precisely four neighbors in V (F0 ∪ F1), we have |Lψ(w)| ≥ 1, so
we fix a color c ∈ Lψ(w).

Claim 12.4.26. For each i = 0, 1, w ̸∈ Midi(Ci), and there exists a ϕ ∈ Link(Hi
ui
, Ci) with ϕ(w) = c.

Proof: Suppose that w ∈ Midi(Ci). then there is a vertex z ∈ D2(Fi) such that w is an internal vertex of G[V (Hi
ui
)∩

N(z)]. But then G \ F1 contains a wheel with central vertex w, and thus, since G is short-separation-free, we have
N(w) ∩ V (F1) = ∅, which is false.

If w is an endpoint ofHi
ui

, then, applying Theorem 1.7.5, it immediately follows that there exists a ϕ ∈ Link(Hi
ui
, Ci)

with ϕ(w) = c, since each vertex of Hi
ui

other than w has an Lψ-list of size at least three. Now suppose that w is not
an endpoint of Hi

ui
, and let P1, P2 be the two subpaths of Hi

ui
intersecting on w.

For each j = 12, there is a ϕj ∈ Link(Pj , Ci) with ϕj(w) = c by Theorem 1.7.5. Since w ̸∈ Midi(Ci), the union
ϕ1 ∪ ϕ2 also lies in Link(Hi

ui
, Ci), so we are done. ■
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By Claim 12.4.26, there is a ϕ ∈ Link(H0
u0
, C0) with ϕ(w) = c. Now let Q := y3y4, and consider the tuple

[H0
u0
, Q;ϕ;Mid0(H0

u0
)]. Note that the subgraph of G induced by V (F0 ∪ F1) ∪ V (H0

u0
) is connected, as it contains

the path x1wy1. Since A is defective, this tuple is not a cycle connector for A, so there exists a z ∈ T (H0
u0
;Q) with

|LQϕ (z)| < 3. Since ϕ ∈ Link(H0
u0
, C0), we have either z ∈ D1(F1), or z ∈ V (C0 \H0

u0
).

Suppose that z ∈ D1(F1) and let y ∈ N(z)∩V (F1). Since z has at most two neighbors in F1, z also has a neighbor in
dom(ϕ)\V (F1). Since {w} = D1(F0)∩D1(F1), z has a neighbor inH0

u0
. If z has a neighbor inH0

u0
\{w}, then, since

each vertex of H0
u0

has at least two neighbors in F0, it follows that G contains an (F0, F1)-path of length three which
is disjoint to one of the four (F0, F1)-paths of length with midpoint w. Applying Proposition 12.4.3, this contradicts
our assumption that A is defective. Thus, w is the lone neighbor of z in dom(ϕ) \ V (F1), and since |LQϕ (z)| < 3, z
is adjacent to each of y1, y2. Since w is also adjacent to each of y1, y2, we contradict short-separation-freeness. Thus,
our assumption that z ∈ D1(F1) is false.

Since z ̸∈ D1(F1), we have z ∈ V (C0 \ H0
u0
)), and thus, by definition of H0

u0
, z has precisely one neighbor in

F0 and two neigbhbors in H0
u0

. Since C0 has no chords, N(z) ∩ V (H0
u0
) consists of the endpoints of H0

u0
, so

V (C0) = V (H0
u0
) ∪ {z} and |V (C0)| = 5.

Claim 12.4.27. There exists a ϕ ∈ Link(C0) with ϕ(w) = c.

Proof: We break the proof of the claim into two cases:

Case 1: w is an endpoint of H0
u0

Since |V (C0
| = 5 and G is short-separation-free, we get that, for each u ∈ D2(F0), G[N(u) ∩ V (C0)] is a subpath

of C0 of length at two. Since |Lψ(z)| ≥ 4 and all the other vertices of the path C0 − wz have Lϕ-lists of size at
least three, it follows from Theorem 1.7.5 that there exists a pair of elements ϕ1, ϕ2 ∈ Link(C0 − wz,C0) which use
distinct colors on z, so say without loss of generality that ϕ1(z) ̸= c. Then ϕ1 is a proper L-coloring ofC0\Mid0(C0),
and ϕ1 ∈ Link0(C0).

Case 2: w is not an endpoint of H0
u0

In this case, let p, p∗ be the endpoints of H0
u0

, let P1 be the subpath of H0
u0

with endpoints p, w, and let P2 be the
subpath of H0

u0
with endpoints w, p∗. Then one of P1, P2 has length one and the other has length two, so suppose

without loss of generality that |E(P1)| = 1 and |E(P2)| = 2. Note that z ̸∈ Mid0(P ), or else G contains a copy of
K2,3, since z, p, p∗ have a common neighbor in F0.

Since G is short-separation-free and |V (C0)| = 5, it follows from the above that, for each u ∈ D2(F0), the graph
G[N(u) ∩ V (C0)] is either a subpath of P1 + pz of length two, or a subpath of P2 + pz of length two. Applying
Theorem 1.7.5, there is a pair of colors ψ1, ψ2 ∈ Link(P1 + pz, C0) with ψ1(w) = ψ2(w) = c and ψ1(z) ̸= ψ2(z),
as |Lψ(z)| ≥ 4.

We first show that he claim holds if p∗ ̸∈ Mid0(C0). Suppose that p∗ ̸∈ Mid0(P ). Applying Theorem 1.7.5, there is
a ϕ ∈ Link(P2, C

0) with ϕ(w) = c. There exists a j ∈ {1, 2} such that ψj(z) ̸= ϕ(p∗), and since p∗, z ̸∈ Mid0(C0),
the union ϕ ∪ ψi lies in Link(C0), and uses c on w, so we are done on that case.

Now suppose that p∗ ∈ Mid0(C0). Let z be the unique vertex of D2(F0) such that p∗ is the midpoint of G[N(z) ∩
V (C0)]. Now let u be the midpoint of P2. Recall that, since |V (C0)| = 5, G[N(z) ∩ V (C0)] is a path of length
two, so G[N(z) ∩ V (C0)] = up∗z. Since |Lψ(u)| ≥ 2, there is a color d ∈ Lψ(u) and a j ∈ {1, 2} such that
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Lψ(p
∗) \ {d, ψj(z)}| ≥ 2. Let ψ′

j be the resulting extension of ψj to dom(ψj) ∪ {u}. Then p∗ is Lψ′
j
-inert, and since

neither u nor w lies in Mid0(C0), we have ψ′
j ∈ Link(C0), and ψ′

j uses the color c on w. ■

Thus, let ϕ ∈ Link(C0) with ϕ(w) = c. Now consider the tuple [C0;Q;ϕ;Mid0(C0)]. The graphG[V (F0∪F1∪C0)]

is connected, and, sinceA is defective, there exists a z′ ∈ T (C0;Q) with |LQϕ∗(z′)| < 3. Since ϕ∗ ∈ Link(C0), z′ has
a neighbor in F1, and N(z′) ∩ V (F0) = ∅, as {w} = D1(F0) ∩D1(F1).

If z′ has a neighbor in V (C0 \ {w}), then G contains an (F0, F1)-path of length three which is disjoint to one of
the four (F0, F1)-paths of length two with midpoint w. Applying Proposition 12.4.3, this contradicts our assumption
that A is defective. Thus, N(z′) ∩ (dom(ϕ∗) \ V (F1)) = {w}, so z′ is adjacent to each vertex of F1 \ Q. But then
each of z′, w is adjacent to y1, y2, contradicting short-separation-freeness. This completes the proof of Proposition
12.4.25.

We now prove the following lemma:

Lemma 12.4.28. Let A := (G,F0, F1, L, ψ) be a defective roulette wheel with d(F0, F1) = 2 and suppose that at

least one of F0, F1 has precisely one anchor vertex. Let i ∈ {0, 1} and let Ci be the 1-band of Fi. Then V (Ci \Ai)| >
1.

Proof. Without loss of generality, let i = 0, and suppose toward a contradiction that V (Ci \ Ai)| ≤ 1. By 1) of
Proposition 12.3.6, we have |V (C0)| ≥ 5, so |V (F0)| = 4, V (C0 \ A0)| = 1, and |V (C0)| = 5. Let q be the lone
vertex of C0 \A0. Let w ∈ D1(F0) ∩D1(F1) (possibly w = q) and let x ∈ N(w) ∩ V (F0).

Claim 12.4.29. {w} = D1(F0) ∩D1(F1).

Proof: Suppose not, and let w∗ ∈ D1(F0) ∩ D1(F1) with w∗ ̸= w. If F0 has only one anchor vertex, then w∗ = q,
since w∗ ̸∈ A0. But then w ∈ A0, contradicting our assumption that F0 has only one anchor vertex. Thus, F0 has
more than one anchor vertex, and thus, by Proposition 12.4.5, A is not defective, contradicting our assumption. ■

Let C1 be the 1-band of F1. Applying Lemma 12.4.18, we fix a vertex v ∈ A1
w. Then R1

v is an edge which intersects
with R1

w on an endpoint, so let y ∈ V (F1) ∩N(w) and let yv be the neighbor of y in F1 such that R1
v = yyv .

Claim 12.4.30. Let u1 ∈ V (C1 − w). Then the following hold.

1) N(u1) ∩A0 ⊆ {w}; AND

2) If either |N(w) ∩ V (F1)| > 1 or N(u1) ∩ V (F1) ̸⊆ N(w) ∩ V (F1), then

i) For any u0 ∈ A0 \ {w}, N(u0) ∩N(u1) ⊆ {w}; AND

ii) For any z ∈ D1(C
0) \ V (F0) with |N(z) ∩ V (C0)| ≥ 3, we have N(z) ∩N(u1) ⊆ {w}.

Proof: Suppose toward a contradiction that there is a u′ ∈ N(u1) ∩ A0 with u′ ̸= w. Let K be the subgraph of
G induced by V (F0 ∪ F1) ∪ V (C0) ∪ {u1, v}. Since u′ has two neighbors in F0, K contains an (F0, F1)-path
which has internal vertices u′u1 and which is disjoint to either xwy or xwvyv . Thus, K is 2-connected. Let D be
a facial subgraph of K. Since C0 separates V (F0) from V (F1) ∪ {u1, v}, we have V (D) ⊆ V (F0) ∪ V (C0) or
V (D) ⊆ V (F1) ∪ V (C0) ∪ {z, v}. In either case, since |V (C0)| ≤ 5, we have |V (D)| ≤ 11, so A satisfies S1,
contradicting the fact that A is defective. This proves 1).
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Now we prove 2). Suppose that either |N(w)∩V (F1)| > 1 or N(u1)∩V (F1) ̸⊆ N(w)∩V (F1). Let u0 ∈ A0 \ {w}
and suppose toward a contradiction that u0, u1 have a common neighbor z with z ̸= w.

Since {w} = D1(F0)∩D1(F1) we have z ̸∈ V (F0∪F1). LetK be the subgraph ofG induced by V (F0∪F1)∪V (C0)∪
{u1, z}. Since u0 has two neighbors in F0 and either |N(w) ∩ V (F1)| > 1 or N(u1) ∩ V (F1) ̸⊆ |N(w) ∩ V (F1),
there exists a vertex y∗ ∈ V (F1)∩N(w) such that K contains an (F0, F1)-path which has internal vertices u0zu1 and
which is disjoint to xwy∗. Thus, K is 2-connected.

Let D be a facial subgraph of K. Since C0 separates V (F0) from V (F1)∪{u1}, we have V (D) ⊆ V (F0)∪V (C0)∪
{z} or V (D) ⊆ V (F1) ∪ V (C0) ∪ {z, u1}. In either case, since |V (C0)| ≤ 5, we have |V (D)| ≤ 11, so A satisfies
S1, contradicting the fact that A is defective. This proves i).

Now we prove ii). Suppose toward a contradiction that there is a z ∈ D1(C
0) \ V (F0) such that |N(z)∩ V (C0)| ≥ 3

andN(z)∩N(u1) ̸⊆ {w}. Let z′ ∈ N(z)∩N(u1) with z′ ̸= w. Since |V (C0)| = 5 andG is short-separation-free, it
follows thatG[N(z)∩V (C0)] is a subpath ofC0, soG[N(z)∩V (C0)] is a path of length precisely two in this case. Let
vm be the middle vertex of this subpath. LetK∗ be the subgraph ofG induced by V (F0∪F1)∪V (C0 \{q})∪{z, z′}.
Since z′ has a neighbor in A0 \ {vm} and either |N(w) ∩ V (F1)| > 1 or N(u1) ∩ V (F1) ̸⊆ N(w) ∩ V (F1), there
exists a vertex y∗ ∈ V (F1)∩N(w) such thatK contains an (F0, F1)-path which has internal vertices zz′u1 and which
is disjoint to xwy∗. Thus, K∗ is 2-connected. Let C0

∗ be the cycle of K∗ obtained from C0 by replacing vm with z.

LetD be a facial subgraph ofK∗. Since C0
∗ separates V (F0) from V (F1)∪{u1}, we have V (D) ⊆ V (F0)∪V (C0

∗)∪
{z′} or V (D) ⊆ V (F1) ∪ V (C0

∗) ∪ {z′, u1}. In either case, since |V (C0
∗)| ≤ 5, we have |V (D)| ≤ 11, so A satisfies

S1, contradicting the fact that A is defective. This proves ii) and thus completes the proof of 2). ■

Let Q be an edge of F1, where Q intersects yyv precisely on y if |V (F1)| = 3, and Q is disjoint to yyv if |V (F1)| = 4.
We now have the following:

Claim 12.4.31. Link0(C0) = ∅.

Proof: Suppose toward a contradiction that there is a ψ′ ∈ Link(C0). Then the subgraph of G induced by (V (F0 ∪
F1 ∪C0)∪{v}) \V (Q) is connected, since it contains the path xwvyv . By 2) of Claim 12.4.30, v has no neighbors in
C0 \{w}, so |Lψ′(w)| ≥ 2. Thus, let ψ′′ ∈ Φ(ψ′, v). SinceA is defective, the tuple [V (C0)∪{v};ψ′′;Q;Mid0(C0)]

is a cycle connector for A, so T (V (C0) ∪ {v};Q;ψ′′) \Mid0(C0) ̸= ∅.

Let z ∈ T ′(V (C0)∪{v};Q;ψ′)\Mid0(C0). We claim now that z ∈ D1(F1). If z is adjacent to v, then, by 2) of Claim
12.4.30, v has no neighbors in C0 \{w}, soN(z)∩dom(ψ′′) ⊆ B1(F1). Since dom(ψ′′)∩B1(F1) = V (F1)∪{v, w}
and z has at least three neighbors in dom(ψ′′), z has at least one neighbor in F1, so z ∈ B1(F1). Since z ̸∈ V (F1),
we have z ∈ D1(F1). On the other hand, if z is not adjacent to v, then we have |Lψ′(z)| < 3, and, by definition of
Link(C0), we have z ∈ D1(F1).

In any case, we have z ∈ D1(F1). By 1) of Claim 12.4.30, z has no neighbors in A0 \ {w}. Since |LQψ′′(z)| < 3, it
follows that (N(z) \ V (Q)) ∩ dom(ψ′′) consists of w and an edge of F1 \Q. Thus, |V (F1)| = 4, and, by our choice
of Q, both of w, z are adjacent to both endpoints of yyv , contradicting the fact that G is short-separation-free. ■

Now letU be the set of vertices ofD1(C
0)\V (F0) with at least three neighbors in V (C0). SinceG is short-separation-

free, it follows from Ro4 that, for each z ∈ U ,G[N(z)∩V (C0)] is a subpath of C0 of length two. Since |V (C0)| = 5,
we have |U | ≤ 2.

Claim 12.4.32. |U | = 2.
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Proof: Suppose toward a contradiction that |U | < 2 and there exists a p ∈ V (C0 \ {w}) such that, for each z ∈ U , p
does not lie inN(z). Let p′, p′′ be the two neighbors of p on C0. Let P ′ be the subpath of C0−p with endpoints p′, w,
and let P ′′ be the subpath of C0 − p with endpoints p′′, w. Since |Lψ(w)| ≥ 2, let c ∈ Lψ(w). By Theorem 1.7.5,
there exist ψ′ ∈ Link(P ′, C0) and ψ′′ ∈ Link(P ′′, C0) such that ψ′(w) = ψ′′(w) = c. Since C0 is a chordless cycle,
the union ψ′ ∪ ψ′′ is a proper L-coloring of its domain. Since |Lψ(d)| ≥ 3, we have |Lψ(p) \ {ψ′(p′), ψ′′(p′′)}| ≥ 1,
so ψ′ ∪ ψ′′ extends to a proper L-coloring ψ∗ of dom(ψ′) ∪ dom(ψ′′) ∪ {p}. Since U ∩ N(p) = ∅, we have
ψ∗ ∈ Link(C0), contradicting Claim 12.4.31. ■

Applying Claim 12.4.32, let U = {z0, z1}. For each j = 0, 1, we have the following. Set Pj := G[N(zj) ∩ V (C0)].
By Theorem 1.7.5, Link(P j , C0) ̸= ∅, so let ψj ∈ Link(Pj , C0). Since |Lψ(w)| ≥ 2 and each vertex of C0 − w has
an Lψ-list of size at least three, ψj extends to an L-coloring ψ′

j of V (C0 \Mid0(Pj)) ∪ {z1−j}.Since A is defective,
the tuple [V (C0)∪{z1−j};Q;ψ′

j ;Mid0(Pj)] is not a cycle connector forA. Since Mid0(Pj) is Lψ′
j
-inert, there exists

a qj ∈ T ′(V (C0) ∪ {z1−j};Q;ψ′
j) \Mid0(Pj).

Claim 12.4.33. {q0, q1} ∩D1(F1) ̸= ∅.

Proof: Suppose toward a contradiction that q0, q1 ̸∈ D1(F1). For each j = 0, 1, let C0
zj be the 5-cycle obtained from

C0 by replacing the middle vertex of G[N(zj) ∩ V (C0)] with zj . Then dom(ψ′
j) ∩N(qj) ⊆ V (C0

z1−j
), since C0

z1−j

separates qj from F0.

Since |LQψ′
j
(qj)| < 3, qj has at least three neighbors in V (C0

z1−j
). Since C0

z1−j
is a 5-cycle and G is short-separation-

free, the graph G[N(qj) ∩ V (C0
z1−j

)] is a subpath of C0
z1−j

of length precisely two. We claim now that, for each
j = 0, 1, qj ∈ N(z1−j). Suppose there is a j ∈ {0, 1} with qj ̸∈ N(z1−j). Then qj ∈ U and thus qj = zj . Since
ψj ∈ Link(Pj , C0), we have |Lψj

(zj)| ≥ 3, and, since |V (C0)| = 5 and each of z0, z1 is adjacent to a subpath of
C0 of length precisely two, we have z0z1 ̸∈ E(G), or else G contains a separating cycle of length at most 4. Since
z0z1 ̸∈ E(G) and |Lψj

(zj)| ≥ 3, we have |Lψ′
j
(zj)| ≥ 3 as well, so zj ̸= qj . Thus, our assumption that qj ̸∈ N(z1−j)

is false.

Thus, for each j = 0, 1, G[N(qj) ∩ V (C0
z1−j

] is a subpath of C0
z1−j

containing z1−j . Furthermore, z1−j is also not
the midpoint of G[N(qj) ∩ V (C0

z1−j
)], or else qj , z1−j and the midpoint of P1−j are all adjacent to the endpoints of

P1−j , contradicting the fact that G is K2,3-free. Likewise, w is not the midpoint of the path G[N(qj)∩ V (C0
z1−j

)], or
else the deletion of V (C0

z1−j
\ {w}) separates w from F1, which is false since w has a neighbor in F1.

Thus, for each j = 0, 1, the graph G[N(qj) ∩ V (C0
z1−j

)] is a subpath of C0
z1−j
−w with z1−j as an endpoint, and the

other two vertices of G[N(qj) ∩ V (C0
z1−j

)] are the endpoints of an edge of C0. In particular, we have q0 ̸= q1. If
each of z0, z1 is adjacent to w, then, since w ̸∈ Mid0(C0), each of q0, q1 is adjacent to both vertices of the lone edge
of C0

z0 ∩ C
0
z1) \ {w}. Since C0 is a facial subgraph of G \ F0 and each of q0, q1 is adjacent to both endpoints of an

edge of C0, which is false, as G is short-separation-free.

Thus, there is at least one j ∈ {0, 1} such that w ̸∈ V (Pj), say j = 1 without loss of generality. Since |V (C0)| = 5

and w ̸∈ Mid0(C0), w is an endpoint of P0. Let p be the non-z0-endpoint of G[N(q1) ∩ V (C0
z0)]. Since w ̸∈ V (P1),

the paths P0, P1 intersect on a common endpoint which is not w, so p is also the midpoint of P1, contradicting the fact
that G contains a 2-chord of C0 with midpoint z1 which separates q1 from the midpoint of P1. This completes the
proof of Claim 12.4.33. ■

Applying Claim 12.4.33, let j ∈ {0, 1} with qj ∈ D1(F1). Since qj ∈ D1(F1), it follows from 1) of Claim 12.4.30
that qj has no neighbors in A0. Since |LQψ′

j
(qj)| < 3, it follows that (N(qj) \ V (Q)) ∩ dom(ψ′

j) consists of w and an
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edge of F1 \Q. Thus, |V (F1)| = 4, and, by our choice of Q, both of qj , v are adjacent to both endpoints of the edge
yyv , which is false, as G is short-separation-free. This completes the proof of Lemma 12.4.28.

We use the following smple observation several times in the remainder of Section 12.4.

Observation 12.4.34. Let A := (G,F0, F1, L, ψ) be a defective roulette wheel with d(F0, F1) = 2 and suppose

that, for some i ∈ {0, 1}, Fi has precisely one anchor vertex. Let Ci be the 1-band of Fi. If there exists a w∗ ∈
D1(F0) ∩ D1(F1) with w ̸= w∗, then ww∗ is an edge of Ci and there exists an x ∈ V (F0) and a y ∈ V (F1) with

N(w)∩V (F1) = N(w∗) = {y} andN(w)∩V (F0)∩N(w∗)∩V (F0) = {x}. In particular,N(w)∩N(w∗) = {x, y}.

Proof. Suppose without loss of generality that i = 0 and let x be the lone ahcor vertex of F0. Since |D1(F0) ∩
D1(F1)| ≥ 2 and A is defective, it follows from Proposition 12.4.5 that there is a lone anchor vertex in F1, so let
y ∈ V (F1) withN(w)∩V (F1) = N(w∗)∩V (F1) = {y}. ThenG contains the 4-cycle xwyw∗. We have xy ̸∈ E(G)

since d(F0, F1) = 2. By our triangulation conditions, we have ww∗ ∈ E(G). By By Ro4 of Definition 12.3.1, ww∗

is not a chord of C0, so ww∗ ∈ E(C0). Since G is K2,3-free, we have N(w) ∩N(w∗) = {x, y}.

With the above in hand, we prove the following lemma:

Lemma 12.4.35. Let A := (G,F0, F1, L, ψ) be a defective roulette wheel with d(F0, F1) = 2 and suppose that, for

some i ∈ {0, 1}, Fi has precisely one anchor vertex. Let Ci be the 1-band of Fi and let S := D1(F0) ∩D1(F1) and

let H∗ be the subgraph of G induced by the vertex set S ∪
⋃
w∈S,u∈Ai

w
V (Hi

w). Then there exists a subpath R of C0

such that the following holds:

i) Either V (R) = V (C0) or V (R) = V (H∗). In the former case, there is a v ∈ V (C0 \H∗) such that V (C0) =

V (H∗)∪ {v}. In the latter case, R is a proper subpath of C0 whose endpoints do not have a common neighbor

in C0; AND

ii) There exists a ϕ ∈ Link(R,C0) such that |Lϕ(v)| ≥ 3 for all v ∈ V (C0) \ (dom(ϕ) ∪Mid0(R)); AND

iii) For any w ∈ S and u ∈ A0
w, if there exists a v ∈ A1−i

w such that N(v) ∩N(u) ̸⊆ {w}, then, for all c ∈ Lψ(u),
there exists a ϕ ∈ Link(P,C0) such that either ϕ(c) = c or u ∈ Mid0(R), and furthermore, |Lϕ(v)| ≥ 3 for all

v ∈ V (C0) \ (dom(ϕ) ∪Mid0(R)); AND

iv) If R ̸= C0 then R is an induced subpath of C0, and if R = C0 then C0 is induced in in G.

Proof. Without loss of generality, let i = 0. and we fix a lone anchor vertex x ∈ V (F0). We fix an element
w ∈ D1(F0) ∩D1(F1). Applying Applying Lemma 12.4.18, we also fix vertices u0 ∈ A0 and u1 ∈ A1

w. Applying
Observation 12.4.34, we fix a vertex y ∈ V (F1) such that y ∈ N(w′) ∩ V (F1) for each w′ ∈ D1(F0) ∩D1(F1). We
now have the following:

Claim 12.4.36. V (H∗) ̸= V (C0), and H∗ is an induced subpath of C0 of length at most five.

Proof: Suppose toward a contradiction that H∗ is a cycle. If D1(F0) ∩D1(F1) = {w}, then H0
u0

is a path of length
|V (Fi)| whose endpoints are both adjacent to w, contradicting Lemma 12.4.28, so there exists a w∗ ̸= w such that
D1(F0) ∩D1(F1) = {w,w∗}, and, for each u ∈ A0, Hi

u is a path of length |V (Fi)| with one endpoint adjacent to w
and the other endpoint adjacent to w∗. In particular, we have |V (C0)| ≤ 6.

Let K be the subgraph of G induced by V (F0 ∪ F1) ∪ V (C0) ∪ {u1}. Since u0 has two neighbors in F0 and u1
has two neighbors in F1, K contains an (F0, F1)-path with internal vertices u0wu1 which is disjoint to xw∗y. Thus,
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K is 2-connected. Let D be a facial subgraph of K. Since C0 separates V (F0) from V (F1) ∪ {v}, we have either
V (D) ⊆ V (F0)∪V (C0) or V (D) ⊆ V (F1 ∪C0))∪{u1}. In either case, since |V (C0)| ≤ 6, we have |V (D)| ≤ 11,
so our choice of K satisfies S1, contradicting the fact that A is defective. We conclude that H∗ is not a cycle. By By
Ro4 of Definition 12.3.1, H∗ is an induced subpath of C0. ■

Now we return to the proof of Lemma 12.4.35. We have the following:

Claim 12.4.37. aaaaaaaaaaaaa

1) Link(H∗, C
0) ̸= ∅;AND

2) For any w′ ∈ D1(F0) ∩ D1(F1) and u ∈ A0
w′ , if Q is the unique subpath of H∗ − u with w′ as an endpoint,

then, for each c ∈ Lψ(w′), there is a ϕ ∈ Link(Q,C0) with ϕ(w′) = d;’ AND

3) For any w′ ∈ D1(F0) ∩ D1(F1) and u ∈ A0
w′ , if u ∈ Mid0(C0) and there exists a u′ ∈ A1

w′ such that u, u′

have a common neighbor z with z ̸= w, then G[N(z) ∩ V (C0] is a subpath of C0 of length precisely two, with

u as its midpoint and w′ as an endpoint; AND

4) For any w′ ∈ D1(F0) ∩ D1(F1), if there exists a u ∈ A0
w and a color c ∈ Lψ(u) such that no element of

Link(H∗, C
0) uses the color c on u, then u ∈ Mid0(H∗).

Proof: If each vertex of H∗ has an Lψ-list of size at least three, then, by Theorem 1.7.5, we immediately have
Link(H∗, C

0) ̸= ∅ in that case. Now suppose there is a vertex of H∗ with an Lψ-list of size less than three. Then, by
Observation 12.4.34, this vertex is the lone vertex of D1(F0) ∩D1(F1), and D1(F0) ∩D1(F1) = {w}.

Let P, P ′ be the two subpaths of H∗ with endpoint w. Since w has at most four neighbors in V (F0 ∪ F1), let
c ∈ Lψ(w). By Theorem 1.7.5, there exist ϕ ∈ Link(P,C0) and ϕ′ ∈ Link(P ′, C0) with ϕ(w) = ϕ′(w) = c. Since
w ̸∈ Mid0(C0), the union ϕ′ ∪ ϕ′′ lies in Link(H∗, C

0). This proves 1).

Now we prove 2). Let c ∈ Lψ(w
′). If w′ is the oly vertex of D1(F0) ∩ D1(F1) lying in Q, then it immediate

follows from Theorem 1.7.5 that there is a ϕ ∈ Link(Q,C0) with ϕ(w′) = c. Now suppose that there is a w∗ ∈
D1(F0) ∩D1(F1) with w∗ ̸= w′ and w∗ ∈ V (Q). By Observation 12.4.34, we have {w′, w∗} = D1(F0) ∩D1(F1),
w′w∗ is a terminal edge of Q, and each fo w′, w∗ has an Lψ-list of size at least three. Let d ∈ Lψ(w∗) with d ̸= c.
Again applying Theorem 1.7.5, we get that that there is a ϕ ∈ Link(Q − w′, C0) with ϕ(w∗) = d. Let ϕ′ be the
extension of ϕ to dom(ϕ) ∪ {w′} obtained by coloring w′ with c. Since neither w∗ nor w′ lies in Mid0(Q), we have
ϕ′ ∈ Link(Q,C0), so we are done.

Now we prove 3). Let z be a common neighbor of u, u′. Since u ∈ Mid(C0), we have degG(u) = 5, and z is the
unique vertex of D1(C

0) \ V (F0) such that G[N(z) ∩ V (C0)] is a subpath of C0 with u as an internal vertex. Thus,
u′ ̸∈ N(u). Furthermore, G contains the 4-cycle zuu′w′, and since uu′ ̸∈ E(G), we have zw′ ∈ E(G) by our
triangulation conditions. Let p be the unique neighbor of u on the path C0 − w, and let p′ be the other neighbor of p
on the cycle C0. Then the path w′zp lies in N(u), and since w ̸∈ Mid(C0), the path G[N(z) ∩ V (C0)] has w′ as an
endpoint. We just need to show that p′ ̸∈ N(z).

Firstly, since u′ ∈ A0, there is a y′ ∈ N(u′) ∩ V (F0) with y′ ̸= y. Suppose that p′ ∈ N(z). It follows that p ∈ A0, or
else we contradict short-separation-freeness. and, since p is adjacent to u, it follows that p has a neighbor x′ ∈ V (F0)

such that either x′ is opposite to x in F0 or |V (F0)| = 3. In either case, since G contains the (F0, F1)-paths x′pzu′y′

and xw′y, it follows from Proposition 12.4.3 that A is not defective, contradicting our assumption. This proves 2).
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Now we prove 4). Let u ∈ A0
w and c ∈ Lψ(u). Suppose that u ̸∈ Mid0(H∗). We now construct an element of

Link(H∗, C
0) using the color c on u. Let P, P ′ be the two subpaths of H∗ with w′ as an endpoint, where u ∈ V (P ).

Applying Theorem 1.7.5, there is a ϕ ∈ Link(P −w′, C0) with ϕ(u) = c. Since |Lψ(w′)| ≥ 2, let d ∈ Lψ(w) \ {w′}.
Applying Fact 2), there is a ϕ′ ∈ Link(P ′, C0) with ϕ′(w′) = d. Since H∗ is an induced proper subpath of C0,
the union ϕ ∪ ϕ′ is a proper L-coloring of its domain. Since neither u nor w′ lies in Mid0(H∗), we have ϕ ∪ ϕ′ ∈
Link(H∗, C

0), so we are done. ■

We now break Lemma 12.4.35. We deal with the easier case first:

Case 1 of Lemma 12.4.35: The endpoints of H∗ do not have a common neighbor in C0.

In this case, we claim that the choice of path R := H∗ satisfies Lemma 12.4.35. By Claim 12.4.36, H∗ is an induced
subpath of C0, so condition iv) of Lemma 12.4.35 is satisfied.

Let p, p′ be the endpoints of H∗. Let q be the unique neighbor of p on the path C0 \ H∗, and let q′ be the unique
neighbor of p′ on the path C0 \ H∗. By assumption, we have q ̸= q′, and, by definition of H∗, each of q, q′ has
precisely one neighbor in F0. Since q, q′ ̸∈ D1(F0) ∩D1(F1), each of q, q′ has an Lψ-list of size at least four.

By 1) of Claim 12.4.37, there exists a ϕ ∈ Link(H∗, C
0). By By Ro4 of Definition 12.3.1, there is no chord of C0, so

each of q, q′ has an Lϕ-list of size at least three, and each vertex of C0 \ (V (H∗) ∪ {q, q′}) also has an Lϕ-list of size
at least three. Thus, R satisfies condition ii) of 12.4.35.

Now we show that iii) holds. Fix a color c ∈ Lψ(u0). Suppose further that there exists a u′ ∈ A1
w such that

N(u0) ∩ N(u′) ̸⊆ {w}. Let z ∈ N(u0) ∩ N(u′) with z ̸= w. Since the endpoints of H∗ do not have a common
neighbor, we just need to show that there is a ϕ ∈ Link(H∗, C

0) such that either ϕ(u0) = c or u0 ∈ Mid0(H∗).This
immediately follows from 4) of Claim 12.4.37, so we are done.

Case 2 of Lemma 12.4.35: The endpoints of H∗ have a common neighbor in C0.

Let p, p′ be the endpoints of H∗ and let q be their common neighbor in C0. Note that, by definition of H∗, we have
p, p′ ̸∈ A0, so three vertices p, q, p′ have a common neighbor in F0. In particular, since G is K2,3-free, we have
q ̸∈ Mid0(C0).

We now show that our choice R = C0 satisfies the requirements of Lemma 12.4.35. Since C0 is an induced subgraph
of G, Condition iv) of Lemma 12.4.35 is satisfied. We just need to check ii) and iii). Let U ⊆ D1(C

0) \ V (F0) be the
set of vertices with at least three neighbors in C0.

Claim 12.4.38. |Lψ(w)| > 2.

Proof: Suppose toward a contradiction that |Lψ(w)| ≤ 2. Since F0 has precisely one anchor vertex, w is adjacent to
an edge of F1, and |Lψ(w)| = 2. Thus, w ∈ A1.

Let c ∈ Lψ(w) and let P, P ′ be the two subpaths of H1
w with w as an endpoint. By Theorem 1.7.5, there is a

ϕ ∈ Link(P,C1) and a ϕ′ ∈ Link(P ′, C1) with ϕ(w) = ϕ′(w) = c. Since w ̸∈ Mid1(C1), we have ϕ∪ϕ′ ∈ S1(H1
w).

Let v be the lone vertex of C1 \ H1
w adjacent to the non-w-endpoint of P , and let v′ be the lone vertex of C1 \ H1

w

adjacent to the non-w-endpoint of P ′. By definition of H1
w, each vertex of v, v′ has an Lψ-list of size at least four,

since C1 has no chord with an endpoint in A1. Furthermore, if v = v′, then we contradict Lemma 12.4.28. Thus,
v ̸= v′, and each vertex of C1 \H1

w has an Lϕ∪ϕ′ -list of size at least three.
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Then there is a ϕ ∈ Link(H1
w, C

1) such that Lϕ(v)| ≥ 3 for all v ∈ V (C1 \R1). By Ro4 of Definition 12.3.1, H1
w is

chordless subpath of C1 so ϕ is a proper L-coloring of its domain in G. Now let P, P ′ be the two subpaths of C0 − q
which intersect precisely on w and whose union is C0−q. By Theorem 1.7.5, there is a σ ∈ Link(P,C0) with σ(w) =
ϕ(w) and a σ′(w) ∈ Link(P ′, C0) with σ′(w) = ϕ(w). Since w ̸∈ Mid0(C0), we have σ ∪ σ′ ∈ Link(C0 − w,C0).

We claim now that σ∪σ′∪ϕ is a proper L-coloring of its domain. If this does not hold, then there is an edge ofG with
one endpoint inA0\{w} and one endpoint inA1\{w}. In that case,G contains an (F0, F1)-path of length three which
is disjoint to xwy. Applying Proposition 12.4.3, this contradicts the fact that A is defective. Thus, τ := σ ∪ σ′ ∪ ϕ
is indeed a proper L-coloring of its domain. Now, if q has a neighbor q′ in dom(τ) \ V (C0), then, since w ∈ A1

and q ̸∈ D1(F1), G contains two disjoint (F0, F1)-paths of length three which respective internal edges qq′ and wu0,
where either |V (F1)| = 3 or the F1-endpoints of these two paths are nonadjacent. In either case, applying 2) of
Proposition 12.4.3, we contradict the fact that A is defective. Thus, we have |Lτ (q)| ≥ 1.

Now, the tuple [V (C0− q)∪ V (H1
w); q; τ ;Mid0(C0)∪Mid1(H1

w)] is not a cycle connector forA, so there is a vertex
z ̸∈ V (C0)∪V (H1

w) with at least three neighbors in dom(τ) and |Lτ (z)| < 3. Since σ∪σ′ ∈ Link(C0−w,C0) and
ϕ ∈ Link(H1

w, C
1), and each vertex of C1 \H1

w has an Lϕ-list of size at least three, it follows that z has at least one
neighbor in dom(ϕ) \ {w} and at least one neighbor in dom(σ ∪ σ′) \ {w}, or else |Lτ (z)| ≥ 3.

Let K be the subgraph of G induced by V (F0 ∪ F1 ∪ C0) ∪ {z}. Since z has a neighbor in A0 and a neighbor in
A1 \ {w}, K contains an (F0, F1)-path of length three which is disjoint to xwy, so K is 2-connected. By Observation
12.4.34, since w has two neighbors in F1, we have {w} = D1(F0) ∪ D1(F1), and thus |V (C0)| ≤ 6. Since C0

separates F0 from F1, any facial subgraph of K has length at most 11, contradicting the fact that A is defective. ■

Applying Claim 12.4.38, each vertex of C0 has an Lψ-list of size at least three. Now we show that Link(C0) ̸= ∅.
Consider the following cases:

Case 1: U ∩N(q) = ∅

In this case, neither neighbor of q in C0 lies in Mid0(C0), and, by Theorem 1.7.5, since each vertex of C0 − q has an
Lψ-list of size at least three, there is a ϕ ∈ Link(C0 − q, C0). Since |Lψ(q)| ≥ 4, there is a color left over for q, so
we extend ϕ to q and let ϕ′ be the resulting coloring. Then ϕ′ ∈ Link(C0), and we are done.

Case 2: U ∩N(q) ̸= ∅

In this case, let P, P ′ be the two subpaths of C0 with endpoints w, q and let z ∈ U ∩ N(q). Since q ̸∈ Mid0(C0),
G[N(z) ∩ V (C0)] is a subpath of C0 with q as an endpoint, so suppose for the sake of definiteness that G[N(z) ∩
V (C0)] is a subpath of P ′. Let vm be the lone vertex of G[N(z) ∩ V (C0)] adjacent to q. Since |Lψ(q)| ≥ 4, let
d ∈ Lψ(q) be such that Lψ(vm) \ {d}| ≥ 3. Now, by Theorem 1.7.5, since |Lψ(w)| ≥ 3, there is a ϕ ∈ Link(P ′, C0)

such that ϕ(q) = d. Let v be the non-q-endpoint of G[N(z) ∩ V (C0)]. Again by Theorem 1.7.5, there is a ϕ∗ ∈
Link(wPv,C0) such that ϕ(w) = ϕ∗(w). Thus, ϕ ∪ ϕ∗ is a proper L-coloring of its domain, and, by our choice of d,
the path G[N(z) ∩ V (C0)] \ {q, v} is Lϕ∪ϕ∗ -inert, so ϕ ∪ ϕ∗ ∈ Link(C0).

Thus, our choice of R satisfies ii) of our Lemma. Now suppose that u0 ̸∈ Mid0(C)) and fix a c ∈ Lψ(u0). To finish,
it suffices to show that there is a ϕ ∈ Link(C0) using c on u0. Let P be the subpath of C0 − u0w with endpoints
u0, q, and let P ′ be the subpath of C0 − u0w with endpoints q, w. By Theorem 1.7.5, since |Lψ(q)| ≥ 4, there is a
pair of elements ϕ, ϕ′ ∈ Link(P,C0) which both use c on u0 and which use distinct colors on q. By Claim 12.4.38,
we have Lψ(w) \ {c}| ≥ 2. Thus, by Theorem 1.7.5, there is a σ ∈ Link(P ′, C0) using one of {ϕ(q), ϕ′(q)} on q and
a color of Lψ(w) \ {c} on w, say σ(q) = ϕ(q) without loss of generality. The union σ∪ϕ is a proper L-coloring of its
domain. Since w, u0, q ̸∈ Mid0(C0), we have σ ∪ ϕ ∈ Link(C0). This completes the proof of Lemma 12.4.35.
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We now come to the final proposition we need in order to prove Theorem 12.4.1.

Proposition 12.4.39. Let A := (G,F0, F1, L, ψ) be a roulette wheel with d(F0, F1) = 2 and suppose that, for some

i ∈ {0, 1}, Fi has precisely one anchor vertex. Then A is not defective.

Proof. Suppose without loss of generality that F0 has precisely one anchor vertex x. By Proposition 12.4.5, either
|D1(F0) ∩D1(F1)| = 1 or there exists a y ∈ V (F1) such that N(w) ∩ V (F1) = {y} for all w ∈ D1(F0) ∩D1(F1).
In the latter case, |D1(F0)) ∩D1(F1)| ≤ 2, since G is K2,3-free. Thus, in any case, we fix a vertex y ∈ V (F1) such
that y ∈ N(w) for all w ∈ D1(F0) ∩D1(F1). We also fix a vertex w ∈ D1(F0) ∩D1(F1).

Let H∗ be the subgraph of G induced by
⋃
({w′} ∪ A0

w′ : w′ ∈ D1(F0) ∩ D1(F1)), and let R be a subgraph of C0

satisfying Lemma 12.4.35, where either R = C0 or R = H∗, and in the latter case, R is a subpath of C0 consisting
of all but one vertex of C0, and R = H∗. Let P be the set of vertices of C1 \ (D1(F0) ∩D1(F1)) with at least two
neighbors in R.

Claim 12.4.40. Let u0 ∈ A0
w and u1 ∈ A1

w. Then the following hold. aaaaaaaaaaaaaa

1) For any z ∈ N(u1) ∩ V (C0), we have N(z) ∩ V (F0) = {x}. In particular, N(u1) ∩ A0 = ∅, and N(u1) ∩
V (R)| ≤ 2; AND

2) If there is a p ∈ P , thenD1(F0)∩D1(F1) = {w},N(p)∩V (F1) = N(w)∩V (F1) = {y}, andG[N(p)∩V (R)]

is an edge with w as an endpoint. In particular, P = {p}; AND

3) There is at most one vertex lying inN(u1)∩ (B1(C
0)\R), and, if z is such a vertex, thenN(z)∩V (R) consists

of at most w and one vertex of A0
w.

Proof: Let z be a neighbor of u1 in V (C0) and suppose that there is an x′ ̸= x with x′ ∈ N(z). Then G contains
the (F0, F1)-path x′zu1. Ssince u1 has a neighbor in F1 \ {y} and G contains the path xwy, it follows from 1) of
Proposition 12.4.3 that A is not defective, contradicting our assumption. Thus, N(z) ∩ V (F0) = {x}, so we have
N(u1) ∩ A0 = ∅. By definition of R from Lemma 12.4.35, R \ A0 consists of D1(F0) ∩ D1(F1) and at most
one other vertex. By Observation 12.4.34, u1 has at most one neighbor in D1(F0) ∩ D1(F1), so we indeed have
|N(u1) ∩ V (R)| ≤ 2. This proves 1).

Now we prove 2). Let p ∈ V (C1) \ (D1(F0) ∩D1(F1)) and suppose that N(p) ∩ V (R)| > 1.

Subclaim 12.4.41. N(p) ∩ V (F1) = {y}.

Proof: Suppose that there is a y′ ∈ N(p) ∩ V (F1) with y ̸= y′. In that case, for any u ∈ N(p) ∩ V (C0),
we have N(u) ∩ V (F0) = {x}, or else G contains an (F0, F1)-path of length at most three which is disjoint
to xwy. Applying Proposition 12.4.3, this contradicts the fact that A is defective. Since each neighbor of p in
C0 is adjacent to x, the graph G[N(p) ∩ V (C0)] is a subpath of C0 of length at most one, or else G contains a
separating cycle of length at most four. Thus, since N(p) ∩ V (R)| > 1, the graph G[N(p) ∩ V (C0)] is an edge
of R \Mid0(R), each vertex of which lies outside of A0. By Observation 12.4.35, z is adjacent to at most one
vertex of D1(F0) ∩D1(F1). Thus, by definition of R, there exists a w′ ∈ D1(F0) ∩D1(F1) and a neighbor v of
w′ such that G[N(p) ∩ V (C0)] = w′v, and R = C0 = H∗ + v.

Now letK be the subgraph ofG induced by V (F0∪F1∪C0)∪{p}. Note thatK is 2-connected, sinceK contains
the paths xvpy′ and u0wy, where u0 has two neighbors in F0 . Since A is defective, there is a facial subgraph D
of K with |V (D)| > 11. Since C0 separates F0 from V (F1) ∪ {p}, we have either V (D) ⊆ V (F0) ∪ V (C0) or
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V (D) ⊆ V (F1 ∪ C0) ∪ {p}. Since R = H∗ + v, we have |V (C0)| ≤ 7, so V (D) = V (F1 ∪ C0) ∪ {p}) and
|V (C0)| = 7. In particular, |D1(F0) ∩D1(F1)| = 2, or else, since C0 = H∗ + v, we have |V (C0)| ≤ 6. THus,
let D1(F0) ∩D1(F1) = {w,w∗}.

Since D is a facial subgraph of K and V (D) = V (F1 ∪ C0) ∪ {p}), y′ is adjacent to y, since K does not
contain a generalized chord of F1 whose endpoints are notadjacent in F1. Thus, G contains the 4-cycle yy′pw′.
By Observation 12.4.34, we have y′ ̸∈ N(w′), so y ∈ N(p) by our triangulation conditions. Furthermore, the
two neighbors of w′ on the cycle C0 are v and the lone element of (D1(F0) ∩D1(F1)) \ {w′}, so K contains a
5-cycle, each vertex of which is adjacent to w′. But then, since |V (D)| > 11, we have w′ ̸∈ V (D), contradicting
the fact that V (D) = V (F1 ∪ C0) ∪ {p}). ■

Subclaim 12.4.41 implies that |D1(F0)∩D1(F1)| = 1. If thius does not hold, then, by Observation 12.4.34, there exists
a w∗ ̸= w such that N(w) ∩N(w∗) = {x, y}. By Lemma 12.4.18, there is a u∗1 ∈ A1

w∗ , and since N(w) ∩N(w∗) =

{x, y}, we have u∗1 ̸= u1. Let y1 be the non-y-endpoint of the edge R1
y and let y∗1 be the non-y-endpoint of the edge

R1
u∗
1
. ThenG contains the 4-chord y1u1wu∗1y

∗
1 , each vertex of which is adjacent to y. SinceG is short-separation-free,

we have N(y) = {y1, u1, w, u∗1, y∗1}. Since |N(p) ∩ V (F1)| = 1 and p ̸∈ D1(F0) ∩D1(F1), this contradicts the fact
that p ∈ N(y). Thus, we have D1(F0) ∩D1(F1)| = 1. In particular, D1(F0) ∩D1(F1) = {w}.

Subclaim 12.4.42. For each u ∈ N(p) ∩ V (R), either u ∈ A0
w or N(u) ∩ V (F0) = {x}.

Proof: We first note that for any u ∈ N(p), each vertex of N(p) ∩ V (F0) is either x or adjacent to x. If this
does not hold, then there is a u ∈ N(p) and an x′ ∈ V (F0) ∩ N(u) nonadjacent to x. In that case, since
N(p) ∩ V (F1) = {y}, G contains the disjoint paths xwu1 and x′upy. Since u1 ∈ A1, u1 has a neighbor in
F1 \ {y}. Applying 2) of Proposition 12.4.3, we contradict the fact that A is defective.

Thus, if the subclaim does not hold, then there is an edge xx∗ of F0 incident to x and a v∗ ∈ N(p) ∩ V (R) with
N(v∗)∩V (F0) = {x∗}. Since v∗ ∈ V (R) and v∗ ̸∈ A0, it then follows by definition ofH∗, R thatR = H∗+v

∗.
Let K be the subgraph of G induced by V (F0 ∪ F1) ∪ V (C0) ∪ {p, u1}. Since G contains the paths xwu1 and
x∗v∗py, and u1 has a neighbor in F1 \ {y}, K is 2-connected. Since A is defective, let D be a facial subgraph of
K with |V (D)| > 11. Since C0 separates V (F1) from V (F1) ∪ {p, u1}, we have either V (D) ⊆ V (F0 ∪ C0)

or V (D) ⊆ V (F1 ∪ C0) ∪ {p, u1}. Since |D1(F0) ∩D1(F0)| = 1 and R = H∗ + v∗, we have |V (C0)| ≤ 6, so
V (D) ⊆ V (F1 ∪ C0) ∪ {p, u1}. Since K contains the 5-chord x∗v∗pywx of F0, D does not contain all of the
vertices of C0, so |V (C0 ∩D)| ≤ 5, and thus |V (D)| ≤ 11, which is false. ■

Applying Subclaim 12.4.42, each neighbor of p in V (R) is adjacent to x. By 2) of Proposition 12.3.6,G[N(p)∩V (R)]

is an edge of C0, and, by definition of R, this edge has w as an endpoint. If |P | ≥ 2, then w, y have two common
neighbors in P . Since w, y are both adjacent to u1 andA1∩P = ∅, this contradicts the fact thatG isK2,3-free. Thus,
|P | ≤ 1. To finish the proof of 2), it just suffices to check that, if P ̸= ∅, then N(w) ∩ V (F1) = {y}. Suppose there
is a y′ ∈ N(w) with y′ ̸= y. By 2) of Lemma 12.3.8, we then have N(y) ⊆ V (F1) ∪ {w, u1}, contradicting the fact
that p ∈ N(y). This proves 2) of Claim 12.4.40. Now we prove 3). Let z ∈ N(u1) ∩ (B1(C

0) \R).

Subclaim 12.4.43. z ̸∈ V (C0 \R).

Proof: Suppose that z ∈ V (C0 \R). By 1), we have N(z)∩V (F0) = {x}. Thus, G contains the 4-cycle xwu1z.
Since u1 ̸∈ N(x), we have wz ∈ E(G), and, by Ro4 of Definition 12.3.1, we have wz ∈ E(C0). Since u0 is the
other neighbor of w in the cyclic order, it follows from Observation 12.4.34 that D(F0) ∩D1(F1) = {w}.

By Lemma 12.4.35, there is no chord of C0 with an endpoint in R. Furthermore, since z ̸∈ V (R), we have
R = H∗ by definition of R, so the neighbors of z in R consist of w and the lone endpoint of H0

u0
which is not
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adjacent to w. Thus |V (C0)| = 6. Let K be the subgraph of G induced by V (F0 ∪ F1 ∪ C0) ∪ {u1} . Since z
has a neighbor in A0 and a neighbor in A1, K contains an (F0, F1)-path disjoint to xwy, so K is 2-connected.
Since C0 separates V (F0) from V (F1) ∪ {u1}, every facial subgraph of K has length at most 11, contradicting
the fact that A is defective. ■

Thus we have z ∈ D1(C
0). Now we claim that N(z) ∩ A0 ⊆ A0

w. Suppose not. Let u ∈ N(z) with u ∈ A0 \ A0
w.

Since u ∈ A0 \ A0
w, we have either |V (F0)| = 3, or u has a neighbor in F0 which is not adjacent to x. Thus, since

G contains the paths xwy and uzu1, it follows from 2) of Proposition 12.4.3 that A satisfies S1, contradicting the fact
that A is defective. Thus, we have N(z) ∩ A0 ⊆ A0

w. If |N(z) ∩ A0
w| > 1, then, by 2) of Proposition 12.3.6, there is

an edge of C0 with both endpoints in A0
w, which is false, so N(z) ∩A0 consists of at most one vertex of A0

w.

Subclaim 12.4.44. N(z) ∩ V (R \A0) ⊆ {w}.

Proof: Suppose not, and let v ∈ N(z) ∩ V (R \ A0) with v ̸= w. If x ∈ N(v), then G contains the 4-cycle
xvzu0, and since v ∈ D1(C

0) \ F0, we have xv ̸∈ E(G), so vu0 ∈ E(G). Letting x∗ be the other endpoint of
G[N(u0)∩ V (F0)], each of x∗, v, w is adjacent to each of x, u0, contradicting the fact that G is K2,3-free. Thus,
x ̸∈ N(z), so v ̸∈ D1(F0) ∩D1(F1).

By definition of R, C0 is a cycle with R = C0 = H∗ + v. Let K be the subgraph of G induced by V (F0 ∪
F1 ∪ C0) ∪ {z, u1}. Then K is 2-connected, since there is an (F0, F1)-path in K with internal vertices vzu1
which is disjoint to xwy. Since A is defective, let D be a facial subgraph of K with |V (D)| > 11. Since C0

separates F0 from V (F1) ∪ {z, u1}, we have either V (D) ⊆ V (F0 ∪ C0) or V (D) ⊆ V F1 ∪ (C0) ∪ {z, u1}.
Since R = C0 = H∗ + v, we have |V (C0)| ≤ 7, so V (D) ⊆ V (F1 ∪ C0) ∪ {z, u1}. Now, K contains the
3-chord wu1zv of C0 with internal vertices , and since x ̸∈ N(v), the vertices w, v are not adjacent in the cyclic
order of C0, so |V (D ∩C0)| < |V (C0)|. Since |V (D)| > 11, we then have |V (C0)| = 7, |V C0 ∩D)| = 6, and
D1(F0) ∩D1(F1) consists of two vertices, so let w∗ ∈ (D1(F0) ∩D1(F1)) \ {w}.

By Observation 12.4.34, ww∗ is an edge of G and y ∈ N(w∗). Since V (C0 ∩ D)| = 6, w, v have a common
neighbor in R, and, by iv) or Lemma 12.4.35, R = C0 is an induced cycle, so this lone neighbor is next to w
in the cyclic order. Since w∗ ̸∈ N(v), this common neighbor is u0. But then G contains the 5-chord vzu1yw∗

of C0. Since |V (C0)| ≥ 7 and C0 contains the path u0ww∗v, we then have |V (C0 ∩ D)| ≤ |V (C0| − 2,
contradicting the fact that |V (C0 ∩D)| = 6. ■

To finish, we just need to check that z is unique. Suppose not. Then there is a z′ ∈ N(u1) ∩ D1(C
0) with z′ ̸= z,

and each of z, z′ has at least one neighbor among {w} ∪A0
w. If each of z, z′ are adjacent to w, then each of z, z′, y is

adjacent to each of w, u1, contradicting the fact that G is K2,3-free. Thus, we suppose without loss of generality that
z ̸∈ N(w), so z has a neighbor u ∈ A0

w, and G contains the 4-cycle wuzu1. Since N(u1) ∩ A0 = ∅, it then follows
from our triangulation conditions that wz ∈ E(G)¡ which is false. This completes the proof of Claim 12.4.40. ■

We claim now that it suffices to prove that Proposition 12.4.39 in the case where P = ∅. Suppose that P ̸= ∅. By 2) of
Claim 12.4.40, there is a lone vertex p such that P = {p}, andD1(F0)∩D1(F1) = {w}, whereN(w)∩V (F1) = {y}.
In particular, by the symmtery of F0, F1, we define a subgraph R′ of C1 satisfying Lemma 12.4.35, and we let P ′ be
the set of vertices of C0 \ {w} with at least two neighbors in R′. We just need to show that P ′ = ∅.

Claim 12.4.45. P ′ = ∅.

Proof: Suppose that P ′ ̸= ∅. By 2) of Claim 12.4.40, it follows from the symmetry of F0, F1 in this case that there
is a unique vertex p′ such that P ′ = {p′}, where N(p′) ∩ V (F0) = {x} and G[N(p′) ∩ V (R′)] is an edge of R′
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with w as an endpoint. Let G[N(p′) ∩ V (R′)] = wv and G[N(p′) ∩ V (R′)] = wv′ for some v ∈ V (R − w) and
v′ ∈ V (R′ − w). If p = v′, then each of p′, v is adjacent to each of x,w, p, contradicting the fact that G is K2,3-free,
so p ̸= v′. Likewise, we have p′ ̸= v. Consider the following cases.

Case 1: v ̸∈ A0 and v′ ̸∈ A1

In this case, by definition ofR,R′, sinceD1(F0)∩D1(F1) = {w}, we have V (C0) = V (H0
u0
)∪{w, v} and V (C1) =

V (H1
u1
) ∪ {w, v′}, and each of C0, C1 is a cycle of length at most six. Let K := G[V (F0 ∪ F1) ∪ V (C0 ∪ C1)].

Then K is 2-connected, since it contains the paths u0py and xwu1, where u0 has a neighbor in F0 − x and u1 has a
neighbor in F1 − y. Since C0, C1 each have length six and intersect on w, every facial subgraph of K has length at
most 11, contradicting the fact that A is defective.

Case 2: Either v ∈ A0 or v′ ∈ A1.

In this case, suppose without loss of generality that v ∈ A0. If v′ ̸∈ A1, then, since p, v′ are the two vertices adjacent
to w in the cyclic order of C0 and A0

w ̸= ∅, we have p ∈ A1
w. But then pv is an edge of G with one endpoint in A0

and one endpoint in A1, so there is an (F0, F1)-path in G of length three which is disjoint to xwy. Applying 1) of
Proposition 12.4.3, this contradicts the fact thatA is defective. Thus, we have v′ ∈ A1, so let xxv be the neighborhood
of v in F0 and let yyv′ be the neighborhood of v′ in F1.

Note that G contains a 6-cycle xp′v′ypv, each vertex of which is adjacent to w, so N(w) = {x, p′, v′, y, p, v}, as G
is short-separation-free. Furthermore, we have |V (F0)| = |V (F1)| = 4, or else, since G contains the paths xp′u1 and
u0py, with u1 ∈ A1 and u0 ∈ A1, it follows from 2) of Proposition 12.4.3 that A is not defective. Now, let Q be the
lone edge of F0 \N(v).

Since Lψ(p′)| ≥ 4 and |Lψ(w)| ≥ 3, we fix a d′ ∈ Lψ′(p′) with Lψ(w)\{d′}| ≥ 3. Since neither p′ nor v′ is adjacent
to v, there is an Lψ-coloring ϕ of {p′, v, v′} using d′ on p′ such that |Lψ(w) \ {ϕ(p′), ϕ(v), ϕ(v′)}| ≥ 2. In particular,
w is Lψ∪ϕ-inert since it has only one uncolored neighbor.

By Theorem 1.7.5, there is a ϕ∗ ∈ Link(H1
v′ , C

1) using ϕ(v′) on v′. Since H1
v′ ⊆ R′, p′ is not not adjacent to any

vertex of H1
v′ except v′, and, since G has no (F0, F1)-path of length three disjoint to xwy, u0 has no neighbors in H1

v .
Thus, ϕ∪ϕ∗ is a properL-coloring of its domain. Let τ = ψ∪ϕ∪ϕ∗ and consider the tuple [{p′, v}∪V (H1

v′);Q : τ ;w].
Since A is defective, this is not a cycle connector for A, so there exists a z ∈ V (G) \ (dom(ϕ∗) ∪ {w}) such that
|LQτ (z)| < 3. Since z ̸∈ D1(F0) ∩D1(F1), z has a neighbor in {p′, v} ∪ V (H1

v′).

Subclaim 12.4.46. N(z) ∩ ({p′, v} ∪ V (H1
v′) consists of either {v} or a subset of {p′, v′}.

Proof: Suppose that z has a neighbor q ∈ V (H1
v′) − v′). Since ϕ∗ ∈ Link(H1

v′ , C
1) and |LQτ (z)| < 3, we have

N(z) ∩ dom(τ) ̸⊆ V (H1
v′), so z also has a neighbor in V (F0 ∪ F1) ∪ {p′, v}. If z = p, then, since there is no

chord of C1 with q as an endpoint, C1 is a 6-cycle, and then K := G[V (F0 ∪ F1 ∪ C1) ∪ {v}] is a 2-connected
graph in which every face has length at most 11, since C1 separates F0 from F1 and K contains the two disjoint
(F0, F1)-paths xwv′yv′ and xvvpy. This contradicts our assumption thatA is defective, so z ̸= p. If z ∈ V (C1),
then z has one neighbor in H1

v′ , since there is no chord of C1 with an endpoint in H1
v′ . But then, since z is also

adjacent to one of p′, v, since |LQτ (z)| < 3. Thus, we have N(z) ∩ V (F1) = {y}.

Since N(z) ∩ V (F1) = {y}, we have v ̸∈ N(z), or else the three vertices w, p, z are each adjacent to both of
y, v, contradicting the fact that G has no K2,3-free. But then z is adjacent to each of y, p′. Since y, p′ are each
adjacent to w, v, this contradicts the fact that G is K2,3-free. We conclude that z ̸∈ V (C1), so z has a neighbor in
V (F0 \Q) ∪ {v, p′}. Since q ∈ A1, xv ̸∈ N(z), or else there is an (F), F1)-path of length four disjoint to xwy,
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contradicting the fact that A is defective. Thus, z has a neighbor q′ ∈ {x, v, p′}.

If q′ = x, then y ∈ N(q), or else G contains two disjoint (F0, F1)-paths of length four with nonadjacent
endpoints in F1, contradicting the fact that A is defective. In that cae, let K be the subgraph of G induced by
V (F0 ∪ F1) ∪ {q, z, p, v, w}. Then K is 2-connected since it contains the paths xzq and xvvp, and q ∈ A1.
Since A is defective, let D be a facial subgraph of G with length |V (D)| > 11. Then w ̸∈ V (D). Yet K also
contains a generalized chord of F0 separating p from v′, so |V (D) ∩ {q, z, p, v, w}| < 5, and thus |V (D)| ≤ 11,
a contradiction. A similar argument shows that v, p′ ̸∈ N(z).

Thus, N(z) ∩ ({p′, v} ∪ V (H1
v′) ⊆ {v, p′, v′}. Since p′, v are adjacent to each of x,w and G is has no K2,3,

z is adjacent to at most one of p′, v. If z is adjacent to each of v, v′, then G contains the 4-cycle wvz′v′. But
then, since N(w) = {x, p′, v′, y, p, v}, it follows from our triangulation conditions that vv′ ∈ E(G), and thus G
contains a K2,3 with bipartiton {x,w, v′}, {p′, v}, contradicting the fact that G is K2,3-free. ■

Since z is not adjacent to all three of {p′, v, v′}, z has a neighbor in V (F0 \ Q) ∪ V (F1). Suppose first that z has a
neighbor in x∗ ∈ V (F0 \Q). In that case, by our choice of Q, z has precisely one in neighbor in F0 \Q, or else each
of v, q is adjacent to both endpoints of G[N(v) ∩ V (F0)], contradicting the fact that G is short-separation-free. Thus,
since z has at least three neighbors in dom(τ \ V (Q), it follows from Subclaim 12.4.46 that p′, v′ ∈ N(z). If x∗ = x,
then G contains a K2,3 with bipartition {w, p′, z}, {x, v′}. Thus, x∗ ̸= x. But then, since v′ ∈ N(z), G contains an
(F0, F1)-path of length three disjoint to xwy, contradicting the fact that A is defective.

We conclude that z does not have a neighbor in F0 \ Q, so z has a neighbor in F1. If v ∈ N(z), then, by Subclaim
12.4.46, we have p′, v′ ̸∈ N(z), so z has a neighbor in F1 − y. But then G contains an (F0, F1)-path of length three
disjoint to xwy, contradicting the fact that A is defective. Thus, v ̸∈ N(z), and z has a neighbor among {p′, v′}. If
v′ ∈ N(z), then, by definition ofH1

v′ , we have |N(z)∩V (F1)| = 1, so p′ ∈ N(z) as well, andN(z)∩V (F1) = {yv′}
by 1) of Lemma 12.3.8.

Likewise, if p′ ∈ N(z), then y ̸∈ N(z). Thus, z has a neighbor y′ ∈ V (F1 − y), and this neighbor y′ is unique, or
else, if z ∈ A1, then z is adjacent to an edge of F1 − y, andG contains an (F0, F1) of length four which is disjoint
to xvvwy and whose F1-endpoint is nonadjacent to y. Applying 2) of Proposition 12.4.3, this contradicts. Since
|N(z) ∩ V (F1)| = 1, we have v′ ∈ N(z) as well, and y′ = yv by 1) of Lemma 12.3.8.

Thus, in any case, we conclude that H1
v′ = v′, and that (N(z) \ V (Q)) ∩ dom(ϕ∗) consists of p′, v′, vv′ . Thus, z

is the unique vertex of T ({p′, v, v′};Q), and furthermore, G contains the 7-cycle p′zyv′ypu0x. Note now that there
is an Lψ-coloring σ of {p′, v} such that the edge wv′ is Lσ-inert. To construct σ, we choose σ(p′) = d′ as above,
and let c, c′ be two colors in Lψ(v′) \ {d}. Then,since |Lψ(w) \ {d′}| ≥ 3, there is a color r ∈ Lψ(w) \ {c, c′, d},
and we simply choose σ(v) to be distinct from r, and then the edge wv′ is Lσ-inert. Since {z} = T ({p′, v, v′};Q)

and (N(z) \ V (Q)) ∩ dom(ϕ) = {p′, v′, y′}, we have T ({p′, v};Q) = ∅. Bu then [{p′, v};Q;σ; {w, v′}] is a cycle
connector for A, contradicting the fact that A is defective. ■

Thus, we suppose for the remainder of Proposition 12.4.39 that P = ∅. Applying Lemma 12.4.18, we fix a u0 ∈ A0
w

and u1 ∈ A1
w for the remainder of the proof of Proposition 12.4.39.

et Q be an edge of F1, where Q is the lone edge of F1 \N(u1) if |V (F1)| = 4, and Q intersects with N(u1)∩ V (F1)

precisely on y if |(F1)| = 3. Applying ii) of Lemma 12.4.35, we let ϕ ∈ Link(R,C0) such that |Lϕ(v)| ≥ 3 for all
v ∈ V (C0\R). By 1) of Claim 12.4.40, we have |Lϕ(u1)| ≥ 1. Thus, ϕ extends to an L-coloring ϕ′ of dom(ϕ)∪{u1}.

Now consider the tuple [V (R+u1);ϕ
′;Q;Mid0(R)]. SinceA is connected, this is not a cycle connector forA. By our

choice of Q, the graph G[V (F0 ∪F1 ∪R)∪{u1}] \V (Q) is connected, so there exists a z ∈ V (G) \ (V (R)cup{u1})

357



with |LQϕ′(z)| < 3.

Claim 12.4.47. For any σ ∈ Link(R,C0) such that each vertex of C0 \ R has an Lσ-list of size at least three, and

any extension of σ to an L-coloring of σ′ of dom(ϕ) ∪ {u1}, z is unique the unique vertex of T ′(R+ u1;Q : σ′), and

N(z) ∩ dom(σ′) consists of w, u1, and one vertex of A0
w.

Proof: Firstly,by our choice of Q, z has at most one neighbor in F1 \Q, or else F1 \Q is an edge of F1 where each of
u1, z is adjacent to both endpoints of F1 \Q, contradicting the fact thatG is short-separation-free. Since |LQσ′(z)| < 3,
it follows that z has at least two neighbors among V (R)∪ {u1}. If z is not adjacent to u1, then we have |LQσ (z)| < 3,
contradicting our choice of σ, since σ ∈ Link(R,C0) and each vertex of C0 \ R also has an Lσ-list of size at least
three. Thus, u1 ∈ N(z).

If z ∈ V (C1 \R), then, since P = ∅ by assumption, z has at most one neighbor inR. In that case, since |LQϕ′(z)| ≤ 3,
N(z) \V (Q))∩ dom(ϕ′) consists of u1, one vertex of F1 \Q, and one vertex of R, contradicting 3) of Claim 12.4.40.
Thus, z ̸∈ V (C1 \ R), so, (N(z) \ V (Q)) ∩ dom(σ′) consists of u1 and at least two vertices of R. By 3) of Claim
12.4.40, z is unique, and N(z) ∩ dom(σ′) consists of w, u1, and one vertex of A0

w. ■

Applying Claim 12.4.47, z has precisely one neighbor in A0
w ∩ (R \Mid0(R)), so suppose without loss of generality

that this neighbor is u0. Applying iii) of Lemma 12.4.35, we have the following: For each c ∈ Lψ(u0), there is an
element ϕc ∈ Link(R,C0) such that ϕc(u0) = c and |Lϕc(v)| ≥ 3 for all v ∈ V (C0 \ R). Note that w is in the
domain of each coloring in Link(R,C0), since w ̸∈ Mid0(R).

Claim 12.4.48. For each c ∈ Lψ(u0) and d ∈ Lψ(u1) \ {ϕc(u1)}, we have L(z) \ {c, d, ϕc(u1)}| = 2. In particular,

c ̸∈ Lψ(u1).

Proof: If any of these conditions do not hold, then, since no vertex of P is adjacent to u1 or has a common neighbor
with u1 outside of R, there is a c ∈ Lψ(u0) and an extension of ϕc to an L-coloring ϕc∗ of dom(ϕc) ∪ {u1} ∪ V (P )

such that |Lϕc
∗
(z)| ≥ 3. Possibly ϕ∗c(u1) = c. This is permissible as u0u1 ̸∈ E(G) by 1) of Claim 12.4.40. Yet by

Claim 12.4.47, we have {z} = T (R+ u1;Q : ϕc∗), so we have a contradiction. ■

We claim now that Lψ(u1) ⊆ L(z). Suppose not, and let d ∈ Lψ(u1) with d ̸∈ L(z). Thus, for all c ∈ Lψ(u0), we
have ϕc(w) = d, otherwise we get |L(z) \ {c, d, ϕc(u1)}| ≥ 3, contradicting Claim 12.4.48. In particular {ϕc(w) :
c ∈ Lψ(u0)} is a constant color, and d /∈ Lψ(u0). Since each of u0, u1 has an Lψ-list of size at least three, there exist
a c ∈ Lψ(u)) and c′ ∈ Lψ(u1) \ {d} such that |L(z) \ {c, c′}| ≥ 4 (possibly c = c′). Then |L(w) \ {c, d, c′}| ≥ 3,
contradicting Claim 12.4.48. Thus, we indeed have Lψ(u1) ⊆ L(z). By Claim 12.4.48, we have Lψ(u0) ⊆ L(z) as
well, and L(z) = 5, so there is a color c ∈ Lψ(u0) ∩ Lψ(u1), contradicting Obsevation 12.4.48. This completes the
proof of Proposition 12.4.39.

Combining Proposition 12.4.5, Proposition 12.4.25, and Proposition 12.4.39, we complete the proof of Theorem
12.4.1.

12.5 Roulette Wheels with Distant Boundary Cycles

In this section, we complete the proof of Theorem 12.3.3, which we restate below.
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Theorem 12.3.3. Let A := (G,F0, F1, L, ψ) be a roulette wheel, let β := 17
15N

2
mo and let β′ := β + 4Nmo. Then one

of the following two statements holds.

S1: There exists a 2-connected subgraphH ofG with F0∪F1 ⊆ H and V (H) ⊆ B β′
3

(F0∪F1) such that, for every

facial subgraph C of H , C is a cycle of length at most 11; OR

S2: There exists a cycle connector for A.

Proof. Let A := (G,F0, F1, L, ψ) be a roulette wheel and suppose toward a contradiction that A satisfies neither
S1 nor S2. Without loss of generality, we suppose that F0 is the outer face of G. By Theorem 12.4.1, we have
d(F0, F1) ≥ 3. Let Ci be the 1-band of Fi for each i = 0, 1.

Now we apply the work of Chapter 10. Since d(F0, F1) ≥ 3, no vertex of C0 ∪ C1 has an Lψ-list of size less than
three. In particular, recalling Definition 10.0.1, we immediately have the following.

Claim 12.5.1. For each i = 0, 1, Fi is an L-coil of G

Proof: Let i ∈ {0, 1}. Note that we have LF1−i

ψ (v) = Łψ(v) for each v ∈ V (Ci). By Observation 2.1.2, Fi is a highly
predictable, and thus L-predictable, cyclic facial subgraph of G. Since each Fi is an induced subgraph of G, Co1 of
Definition 10.0.1 is satisfied. Since each of F0, F1 is precolored and d(F0, F1) ≥ 3, Co3 is also satisfied. Since no
vertex of D1(Fi) has more than two neighbors in Fi, the rest just follows from the definition of a roulette wheel. ■

Recalling Definition 1.2.8, we now have the following.

Claim 12.5.2. 3 ≤ d(F0, F1) ≤ 15.

Proof: Suppose toward a contradiction that d(F0, F1) > 15 and let P := v1 · · · vk be a shortest (D3(C
0), D3(C

1))-
path, where v1 ∈ D3(C

0) and vk ∈ D3(C
1). By Observation 1.2.9, there exists a z ∈ D2(C

0) ∩ N(v1) and a
z∗ ∈ D2(C

1) ∩N(vk) such that each of BarC0(v1z) and BarC1(vkz
∗) has size at most one.. Let P † := zv1 · · · vkz∗.

By Claim 12.5.1, each of F0, F1 is an L-coil of G. Since d(F0, F1) > 15, we get that, for each i ∈ {0, 1}, every
vertex of D3(Fi) is Fi-pentagonal. Now, applying Theorem 10.0.7, let [H0, σ0] be an (Fi, z)-opener and let [H1, σ1]

be an (F1, z
∗)-opener. Since d(F0, F1) > 15, the union τ := σ0 ∪ σ1 is a proper L-coloring of its domain, and

furthermore, we have v1vk ̸∈ E(G) and each of v1, vK has an Lτ -list of size at least four. Since each vertex of
D1(H0) ∪D1(H1) has an Lτ -list of size at least three and v1vk ̸∈ E(G), there is an extension of τ to an L-coloring
τ ′ of dom(τ) ∪ {v1, vk} such that each vertex of BarC0(v1z) ∪ BarC1(vkz

∗) has an Lτ ′ -list of size at least three.

Subclaim 12.5.3. There exists a shortest (D2(C
0), D2(C

1))-path P ∗ such that the following hold.

1) P ∗ has terminal edges zv1, z∗vk; AND

2) There exists a φ ∈ Avoid†(P ∗) ̸= ∅ such that φ and τ ′ restrict to the same L-coloring of {z, v1, vk, z∗}
and φ ∪ τ ′ is a proper L-coloring of its domain

Proof: Given a shortest (D2(C
0), D2(C

1))-path P ∗ and a subpath Q of P̊ ∗, we say that Q is a sectioned subpath
of P ∗ if both endpoints of Q are P -gaps and one of the following holds.

1) Q has length either two or four; OR

2) Q has length six and the midpoint of Q is a P ∗-gap.
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Case 1: There is a sectioned subpath of P̊

Let Q be a sectioned subpath of P̊ , where Q := vi · · · vj for some j ∈ {i, i + 2, i + 4}. If |E(Q)| = 2,
then it immediately follows from Proposition 1.2.3 that zv1Pvkz∗ satisfies 1) and 2), since we extend τ ′|zv1 to
an element of Avoid(zv1Pvi) and extend τ ′|vkz∗ to an element of Avoid(vi+2Pvkz∗). The union of these two
colorings leaves at least three colors for vi+1. Likewise, if |E(Q)| = 4, then it follows from Proposition 1.2.4
that zv1Pvkz∗ satisfies 1) and 2) above. Finally, if |E(Q)| = 6, then, applying Proposition 1.2.5, it follows that
zv1Pvkz∗ satisfies 1) and 2) above, so we are done in this case.

Case 2: There is no sectioned subpath of P̊

In this case, since k ≥ 7, there either exists a P -gap vertex of P̊ followed by three consecutive vertices of
v2 · · · vk−1 which are not P -gaps, or there exist five consecutive vertices of v2 · · · vk−1 which are not P -gaps. In
either case, applying Proposition 1.2.6 or Proposition 1.2.7 respectively, there is a shortest (D2(C

0), D2(C
1))-

path P ∗ which differs from P by one vertex, where P ∗ has terminal edges zv1, z∗vk, and P̊ ∗ contains two P ∗-gap
vertices of distance two apart, so we are back to Case 1 with the role of zv1Pvkz∗ replaced by P ∗. ■

Let P ∗, φ be as in Subclaim 12.5.3 and let K† := (H0 ∪ H1) \ dom(σ0 ∪ σ1). Since φ ∈ and P ∗ is a shortest
(D2, D2)-path, there exists a v† ∈ D1(P

∗) such that G[N(v†) ∩ V (P ∗)] is a subpath of P ∗ length at most two and
such that, for each v ∈ D1(P

∗) \ {v†}, we have |Lφ(v)| ≥ 3.

By our choice of z, z∗ and our construction of τ ′, it then follows that, for each v ∈ D1(K
†)\B2(C

0∪C1) with v ̸= v†,
we have |Lφ∪τ ′(v)| ≥ 3. Likewise, for each v ∈ D1(K

†)∩B2(C
0∪C1) with v ̸= v†, we haveN(v)∩dom(φ∪τ ′) ⊆

dom(τ ′) and |Lφ∪τ ′(v)| ≥ 3.

Finally, if v† ∈ B2(C
0 ∪C1), then |Lφ∪τ ′(v†)| ≥ 3, and if v† ̸∈ B2(C

0 ∪C1), then N(v†)∩ dom(φ∪ τ ′) ⊆ dom(φ)

and thus |Lφ∪τ ′(v†)| ≥ 2. In any case, the tuple [K; v†;φ ∪ τ ′, V (K†)] is a cycle connector, contradicting our
assumption that S2 of Theorem 12.3.3 is not satisfied. ■

We deal with the remaining distance cases via a similar argument, where we retain a precolored edge of one of the
boundary cycles instead of reducing to a graph whose outer face has a lone 2-list.
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Chapter 13

Reduction to Mosaics

In this chapter, we complete the proof of Theorem 1.1.3 by showing the following result.

Theorem 13.0.1. Let γ be as in Theorem 0.2.6 and let β := 17
15Nmo. Let α := 9

2 (β + 4Nmo) + 3γ + 18. Then every

(α, 1)-chart is colorable.

Chapter 13 consists of four sections. The first ingredient we need is a simple edge-maximality lemma which is proven
in Section 13.1. In Section 13.2, we prove some basic properties of minimal counterexamples to Theorem 13.0.1. In
Section 13.3, we show that, under certain circumstances, an annulus between two short separating cycles in a minimal
counterexample to Theorem 13.0.1 is a roulette wheel (so that we can apply the work of Chapter 12). Finally, in
Section 13.4, we put all of these together to complete the proof of Theorem 13.0.1.

13.1 A Simple Edge-Maximality Lemma

In this short section, we prove the following simple lemma that we need for Theorem 13.0.1.

Lemma 13.1.1. Let α ≥ 1 be an integer, let G be a connected planar graph, and let C1, · · · , Cm be a collection of

facial subgraphs of G such that dG(Ci, Cj) ≥ α for each 1 ≤ i < j ≤ m. There exist a graph planar G′, such that

the following hold.

1) G′ is an embedding obtained from G by adding edges to G; AND

2) For each i = 1, · · · ,m, Ci is also a a facial subgraph of G′; AND

3) with dG′(Ci, Cj) ≥ α for each 1 ≤ i < j ≤ m; AND

4) For every facial subgraph H of G′, with H ̸∈ {C1, · · · , Cm}, and every block H ′ of H , every face of the

induced graph G[V (H ′)], except possibly H ′, is a triangle.

Proof. If every facial subgraph of G with H ̸∈ {C1, · · · , Cm} satisfies property 4) above, then we take G′ = G and
we are done. Now suppose there exists a facial subgraph H of G, with H ̸∈ {C1, · · · , Cm}, and there exists a block
H ′ of H such that at least one facial subgraph of G[V (H ′)] is not a triangle. Thus, there is a subset S ⊆ V (H) with
|S| > 3 such that the induced graph G[S] is a chordless cycle.

Since H is a facial subgraph of G, there is an open connected component U of R2 \ G with H = ∂(U). Let
G[S] := v1 · · · vk. To prove Lemma 13.1.1, it suffices to show that there exists an index j ∈ {1, · · · , k} such that,
reading the indices mod k and setting G† := G + vjvj+2, we have dG†(Cs, Ct) ≥ α for any pair of distinct indices
s, t ∈ {1, · · · ,m}, where G+ vivj denotes an embedding obtained by drawing an arc vivj whose interior lies in U .
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If we show that the above holds, then we simply iterate until we obtain a drawing from G which satisfies properties
1)-4) above. At each stage of the construction, each graph in the sequence satisfies properties 1)-3) of Lemma 13.1.1,
and the sequence terminates in at most 3|V (G)| − 6 steps in an embedding which satisfies 1)-4). We first note that,
for any distinct indices s, t ∈ {1, · · · ,m} and any j ∈ {1, · · · , k}, since dG(Cs, Ct) ≥ α, we have dG(vj , Cs) +
dG(vj+2, Ct) ≥ α− 2.

Suppose toward a contradiction that there does not exist an index j ∈ {1, · · · , k} satisfying the above. For the
remainder of the proof of Lemma 13.1.1, a distance between two vertices of V (G) without a subscript denotes a
distance between these two vertices in the initial graph G. For each j ∈ {1, · · · , k}, let Bj be the set of pairs
(s, t) ∈ {1, · · · ,m} × {1, · · · ,m} such that d(Cs, vj) + d(Ct, vj+2) = α − 2. If there exists a j ∈ {1, · · · , k} such
that Bj = ∅, then, setting G† := G + vjvj+2, we have dG†(Cs, Ct) ≥ α for all 1 ≤ s < t ≤ m, contradicting our
assumption. Thus, we have Bj ̸= ∅ for each j ∈ {1, · · · , k}. Let B :=

⋃k
j=1Bj .

Claim 13.1.2. Let j ∈ {1, · · · , k} and let (s, t) ∈ Bj . Then the following distance conditions hold:

1) d(Ct, vj) = d(Ct, vj+2) + 2; AND

2) d(Cs, vj+2) = d(Cs, vj) + 2; AND

3) d(Ct, vj+1) = d(Ct, vj+2) + 1; AND

4) d(Cs, vj+1) = d(Cs, vj) + 1.

Proof: We have d(Ct, vj) ≤ d(Ct, vj+2) + 2, and if dG(Ct, vj) < dG(Ct, vj+2) + 2 then d(Ct, vj) + d(Cs, vj) <

d(Ct, vj+2) + d(Cs, vj) + 2 = α, and thus d(Ct, Cs) < α, contradicting our distance conditions. The same argument
shows 2). We have d(Ct, vj+1) ≤ d(Ct, vj+2)+1, and if d(Ct, vj+1) < d(Ct, vj+2)+1, then we have d(Cs, vj+1)+

d(Ct, vj+1) < d(Cs, vj+1) + d(Ct, vj+2) + 1. Since d(Cs, vj) ≥ d(Cs, vj+1) − 1, we then have d(Cs, vj+1) +

d(Ct, vj+1) < d(Cs, vj) + d(Ct, vj+2) = α, contradicting our distance conditions. The same argument shows 4). ■

It immediately follows from Claim 13.1.2 that d(Cs, vr) + d(Ct, vr) = α for each r ∈ {j, j + 1, j + 2}.

Claim 13.1.3. Let j ∈ {1, · · · , k}, let (s, t) ∈ Bj , and suppose that d(Cs, vj) ≤ α
2 − 1. Then the following hold.

1) For every pair (p, q) ∈ Bj−1, either p = s or q = s; AND

2) For every (p, q) ∈ Bj+1, either p = s or q = s.

Proof: Since Bj−1 ̸= ∅, there is a pair (p, q) ∈ Bj−1. Suppose that p ̸= s. Now, by Claim 13.1.2, we have
d(Cp, vj) = d(Cp, vj−1)+1. Since d(Cs, vj) ≤ α

2 −1 and s ̸= q, we have d(Cp, vj) ≥ α
2 +1, or else d(Cp, Cs) < α.

Thus, we have d(Cp, vj−1) ≥ α
2 . Since d(Cp, vj−1) + d(Cq, vj+1) = α− 2, we have d(Cq, vj+1) ≤ α

2 − 2. Thus we
have d(Cq, vj) ≤ α

2 − 1, so q = s, or else we have distinct cycles Cs, Cq such that d(Cs, Cq) ≤ α− 2, violating our
distance conditions.

Now let (p, q) ∈ Bj+1 and suppose that p ̸= s. As above, since d(Cs, vj) ≤ α
2 − 1 and p ̸= s, we have d(Cp, vj) ≥

α
2 + 1, or else d(Cp, Cs) < α. Thus, we have d(Cp, vj+1) ≥ α

2 . Since d(Cp, vj+1) + d(Cq, vj+3) = α− 2, we have
d(Cq, vj+2) ≤ α

2 − 2. Now, since d(Cs, vj) ≤ α
2 − 1, we have d(Cs, vj+2) ≤ α

2 + 1. Thus, we have q = s, or else
there are distinct cycles Cs, Cq such that d(Cs, Cq) ≤ α− 1, contradicting our distance conditions. ■

Now we choose an index j⋆ ∈ {1, · · · , k} and a pair (s⋆, t⋆) ∈ B such that the quantity min{d(Cs⋆ , vj⋆), d(Ct⋆ , vj⋆+2)}
is minimized. Consider the following cases:
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Case 1: min{d(Cs⋆ , vj⋆), d(Ct⋆ , vj⋆+2)} = d(Ct⋆ , vj⋆+2).

In this case, since d(Cs⋆ , vj⋆) + d(Ct⋆ , vj⋆+2) = α− 2, we have d(Cs⋆ , vj⋆) ≤ α
2 − 1.

Claim 13.1.4. d(Cs⋆ , vj⋆−1) = d(Cs⋆ , vj⋆).

Proof: Suppose not. Then we have d(Cs⋆ , vj⋆−1) = d(Cs⋆ , vj)±1. If d(Cs⋆ , vj⋆−1) = d(Cs⋆ , vj⋆)−1, then applying
Claim 13.1.3,Bj⋆−1 either contains a pair of the form (s⋆, q), or a pair of the form (p, s⋆). In either case, we contradict
the minimality of (s⋆, t⋆). Thus, we have d(Cs⋆ , vj⋆−1) = d(Cs⋆ , vj⋆) + 1.

Applying Claim 13.1.2, we have d(Cs⋆ , vj⋆−1) = d(Cs⋆ , vj⋆+1) = dG(Cs⋆ , vj⋆) + 1. By Claim 13.1.3, Bj⋆−1 either
contains a pair of the form (s, q) or a pair of the form (q, s). If Bj⋆−1 contains a pair of the form (s⋆, q), then, by
Claim 13.1.2, we have d(Cs⋆ , vj⋆+1) = d(Cs, vj⋆−1), contradicting the fact that d(Cs⋆ , vj⋆−1) = d(Cs⋆ , vj+1) =

d(Cs⋆ , vj⋆)+1. Thus, Bj⋆−1 contains a pair of the form (q, s⋆) for some q ∈ {1, · · · ,m}. Thus, by Claim 13.1.2, we
have d(Cs⋆ , vj⋆−1) = d(Cs⋆ , vj⋆+1) + 2. But we also have d(Cs⋆ , vj⋆+1) = d(Cs⋆ , vj⋆) + 1, applying Claim 13.1.2
to the pair (s⋆, t⋆), so d(Cs⋆ , vj⋆−1) = d(Cs⋆ , vj⋆) + 3, which is false since vj⋆ , vj⋆−1 are adjacent. ■

Since Bj⋆−1 ̸= ∅ by assumption, there exists a (p, q) ∈ Bj⋆−1. Since d(Cs⋆ , vj⋆) ≤ α
2 − 1, it follows from Claim

13.1.3 that either p = s⋆ or q = s⋆. If p = s⋆ then we have d(Cs⋆ , vj⋆) = d(Cs⋆ , vj⋆−1) + 1, contradicting the
fact that d(Cs⋆ , vj⋆) = d(Cs⋆ , vj⋆−1). Thus, we have q = s⋆, and it follows from Claim 13.1.2 applied to (p, s⋆)

that d(vj⋆ , Cs⋆) = d(vj⋆+2, Cs⋆) + 2. Yet, by Claim 13.1.2 applied to (s⋆, t⋆), we also have d(vj⋆+2, Cs⋆) =

d(vj⋆ , Cs⋆) + 2, a contradiction.

Case 2: min{d(Cs⋆ , vj⋆), d(Ct⋆ , vj⋆+2)} = d(Ct⋆ , vj⋆+2).

In this case, we simply reverse the orientation and apply the same argument as above. For each j ∈ {1, · · · , k}, we
set B̂j to be the set of pairs (s, t) ∈ {1, · · · ,m} × {1, · · · ,m} such that d(Cs, vj) + d(Cs, vj−2) = α− 2. Then we
are back to Case 1 with B1, · · · , Bk replaced by B̂1, · · · , B̂k. This completes the proof of Lemma 13.1.1.

13.2 Properties of Critical Charts

We now ready to return to the context of charts and prove our main theorem for Chapter 13, which we restate be-
low.

Theorem 13.0.1. Let γ be as in Theorem 0.2.6 and let β := 17
15Nmo. Let α := 9

2 (β + 4Nmo) + 3γ + 18. Then every

(α, 1)-chart is colorable.

We now set α := 9
2 (β + 4Nmo) + 3γ + 18 and β′ := β + 4Nmo. To prove Theorem 13.0.1, we begin by introducing

the following definition.

Definition 13.2.1. Given an oriented chart T = (G, C, L, C∗), we say that T is a critical chart if, letting α be as in
the statement of Theorem 13.0.1, the following hold.

1) T is an (α, 1)-chart and G is not L-colorable; AND

2) For any (α, 1)-chart (G′, C′, L′), if |V (G′)| < |V (G)|, then G′ is L′-colorable; AND

3) For any (α, 1)-chart (G′, C′, L′), if |V (G′)| = |V (G)| and |E(G′)| > |E(G)|, then G′ is L′-colorable.
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Over the course of Sections 13.2-13.4, we show that no critical charts exist. We prove a sequence of propositions in
which we gather some facts about critical charts, and then, at the end of Section 13.4, we combine these results in a
one-paragraph proof which shows that no critical charts exist. More precisely, given a critical chart T = (G, C, L, C∗),
we show that G contains a family of short separating cycles M1, · · · ,Ms such that the graph H :=

⋂s
i=1 Ext(Mi) is

short-separation-free, and the graph K :=
⋃s
i=1 Int+(Mi) admits an L-coloring ϕ such that H is the underlying graph

of a mosaic with respect to the list-assignment LKϕ . It then follows from Theorem 2.1.7 that H is LKϕ -colorable, and
thus ϕ extends to an L-coloring of G, producing the desired contradiction.

For the proof of Theorem 13.0.1, we need some facts about intersections of short cycles. The motivation for this
is as follows: When we deal with a critical chart T = (G, C, L, C∗), one of the steps requires us to deal with two
separating cycles D0, D1 in G, each of length at most four, such that Di ̸⊆ Int(D1−i) for each i ∈ {0, 1}, and such
that V (D0) ∩ V (D1) ̸= ∅. The following fact is very simple and is stated without proof.

Proposition 13.2.2. Let G be graph, let C0, C1 be cycles in G with |V (Cj)| ≤ 4 for each j ∈ {0, 1}, and suppose

that there are edges e, f ∈ E(C1) \ E(C0) such that e ∈ E(Int(C0)) and f ∈ E(Ext(C0)). Let Aii, Aie, Aei, Aee be

the four cycles contained in the graph C0 ∪ C1, such that

1) Int(Aii) = Int(C0) ∩ Int(C1) and Int(Aie) = Int(C0) ∩ Ext(C1); AND

2) Int(Aei) = Ext(C0) ∩ Ext(C1) and Int(Aee) = Int(Aie) ∪ Int(Aei) ∪ Int(Aie); AND

3) Ext(Aee) = Ext(C0) ∩ Ext(C1).

Then the following hold.

1) If C0, C1 are edge-disjoint then |E(Aee)| + |E(Aii)| and |E(Aei)| + |E(Aie)| are both equal to |E(C0)| +
|E(C1)|; AND

2) If C0, C1 are not edge disjoint then |E(Aee)| + |E(Aii)| = E(C0)| + |E(C1)| and |E(Aei)| + |E(Aie)| =
|E(C0)|+ |E(C1)| − 2; AND

3) If |E(C0)| = |E(C1)| = 4, then the lengths of the four cycles Aii, Aie, Aei, Aee have the same parity.

We now have the following simple facts.

Lemma 13.2.3. Let T = (G, C, L, C∗) be a critical chart. Then the following hold.

1) G is connected; AND

2) Each element of C is a cyclic facial subgraph of G and has no chords; AND

3) Suppose P is a path in G with 1 ≤ |V (P )| ≤ 2, and there is a partition G = G0 ∪G1 with G0 ∩G1 = P and

Gi \ P ̸= ∅ for each i ∈ {0, 1}. Then C⊆Gi ̸= ∅ for each i = 0, 1, and C = C⊆G0 ∪ C⊆G1 .

Proof. It is an immediate consequence of the minimality of T that G is connected. If there is a C ∈ C such that C is
either not a cycle or G contains a chord of C, then G admits a partition G = G0∪G1, where G0∩G1 is a path in G of
length at most one, V (G0∩G1) ⊆ V (C), and V (Gi)\V (G0∩G1) ̸= ∅ for each i = 0, 1. Without loss of generality,
let PT (C) ⊆ G0. By the minimality of T , G0 is L-coloring, so let ϕ be an L-coloring of G0. Let P := G0 ∩ G1

and let C∗ := (C ∩G1) + P . Then (G1, C⊆G1 ∪ {C∗}, Lϕ) is an (α, 1)-chart, and thus G1 is Lϕ-colorable, so G is
L-colorable, contradicting our assumption. This proves 2).

Now we prove 3). Let P be a path in G with 1 ≤ |V (P )| ≤ 2 and let G = G0 ∪ G1 with G0 ∩ G1 = P and
Gi \ P ̸= ∅ for each i ∈ {0, 1}. For each C ∈ C, since C is a chordless cyclic facial subgraph of G, we have either
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C ⊆ G0 or C ⊆ G1. Suppose toward a contradiction that 3) does not hold, and suppose without loss of generality that
C ⊆ G0 for each C ∈ C. Then (G0, C, L) is an (α, 1)-chart with |V (G0)| < |V (G)|, so G0 is L-colorable. Let ψ be
an L-coloring of G0. Then G1 is Lψ-colorable, as every vertex of G1 has an Lϕ-list of size 5, except for a properly
precolored path of length at most one. Thus, G is L-colorable, contradicting our assumption.

We now introduce the following two pieces of notation, the second of which generalizes the notion of an annulus in a
planar graph.

Definition 13.2.4. Given a planar graph H , we let Sep(H) denote the set of separating cycles of length at most four
in H . Given a cycle C in H and a family D of cycles in H , we set AH(C|D) := IntH(C) ∩

(⋂
D∈D ExtH(D)

)
. We

call AH(C|D) the annulus of (C,D).

Now we have the following.

Proposition 13.2.5. Let T = (G, C, L, C∗) be a critical chart. Let F0 be a cycle in G, and let F be a collection of

cycles in G such that, for each F ∈ F , F ⊆ Int(F0). Let A := AG(F0|F). Let F∗ := (F ∪{F0}) \C⊆A and suppose

that the following conditions hold.

1) A is short-separation-free and C⊆A ⊆ F; AND

2) 3 ≤ |V (F )| ≤ 4 for each F ∈ F∗.

Then every face of A, except possibly those of {F0} ∪ F , is bounded by a triangle. Furthermore, if d(F, F ′) ≥ β′ for

all F ∈ F∗ and F ′ ∈ F∗ ∪ C⊆A, then any L-coloring of
⋃
F∈F∗ V (F ) extends to an L-coloring of A.

Proof. We begin with the first part of the proposition:

Claim 13.2.6. Every face of A, except possibly those of {F0} ∪ F , is bounded by a triangle, .

Proof: We first note the following:

Subclaim 13.2.7. Let K ⊆ A be a cycle with 3 ≤ |V (K)| ≤ 4 with K ̸∈ {F0} ∪ F . Then K is not a separating

cycle in G.

Proof: Since A is short-separation-free, K is a facial subgraph of A. Since K ̸∈ {F0} ∪ F , this means that K is
a facial subgraph of G as well, so K is not a separating cycle of G. ■

Since C⊆A ⊆ F , we apply Lemma 13.1.1 and the edge-maximality of G to obtain the following: For every facial
subgraph K of G, with K ̸∈ {F0} ∪ F and every induced cycle D of G with V (D) ⊆ V (K), D is a triangle. Now,
let K be a facial subgraph of A, with K ̸∈ {F0} ∪ F . In that case, K is also a facial subgraph of G. We claim that K
is a cycle.

Suppose that K is not a cycle. Thus, there is a vertex v ∈ V (K) which is a cut-vertex of G. Thus, by Lemma 13.2.3,
let G = G0 ∪G1, where G0 ∩G1 = v, and let C,C ′ ∈ C with C ⊆ G0, and C ′ ⊆ G1. Now, K ∩G0 is a subgraph
of K and a facial subgraph of G0, and there exists a subgraph H ⊆ G0 with C ⊆ H such that K ∩ G0 contains a
cycle which is a facial subgraph of H . Since every induced cycle in K is a triangle, K contains a cycle which, in G,
separates C from C ′, contradicting Subclaim 13.2.7.

We conclude that K is a cycle, and thus every induced cycle in G[V (K)] is a triangle. If K is not a triangle, then,
applying Lemma 13.2.3, K has a chord U separating C from C ′ in G, and thus, there is a triangle in G whose vertices
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lie in V (K) and which separates C from C ′ in G, contradicting Subclaim 13.2.7. Thus, K is a triangle, so every face
of A, except possibly those of {F0} ∪ F , is bounded by a triangle. ■

Now we return to the proof of Proposition 13.2.5. Let S :=
⋃
F∈F∗ V (F ) and ϕ be an L-coloring of S. Consider

the tuple (A,F ∪ {F0}, LSϕ , F0). Since every facial subgraph of A other than those of F0 ∪ {F0} is a triangle, it
follows from Observation 2.1.2 that each cycle of F∗ is a highly predictable facial subgraph of A and thus an LSϕ-
predictable facial subgraph of A. Since the elements of C⊆A are all Thomassen facial subgraphs of A with respect to
the list-assignment LSϕ , and are pairwise of distance at least α apart, it follows that (A,F ∪ {F0}, LSϕ , F0) is a mosaic
in which each element of F∗ is a closed ring and each element of C⊆A is an open ring. Thus, by Theorem 2.1.7, ϕ
extends to an L-coloring of A.

We now have the following easy facts.

Lemma 13.2.8. Let T = (G, C, L, C∗) be a critical chart. Then the following holds.

1) Sep(G) ̸= ∅; AND

2) For every D ∈ Sep(G), there exist cycles C,C ′ ∈ C such that C ⊆ Int(D) and C ′ ⊆ Ext(D), and furthermore,

both of the graphs Int+(D) and Ext+(D) are L-colorable.

Proof. We first prove 1). Applying Proposition 13.2.5 where we set F0 := C∗ and F := C, we get that each facial
subgraph of G, except those among C, is a triangle (the conditions of Proposition 13.2.5 are trivially satisfied since
F = F ∪ {F0} = C). Thus, T is an (α, 1)-tessellation, so T is a (β′, 1)-tessellation and thus a mosaic. By Theorem
2.1.7, G is L-colorable, contradicting the fact that T is a critical chart. Thus, Sep(G) ̸= ∅.

LetD ∈ Sep(G). SinceD is a separating cycle inG, we have |V (Int+(D))| < |V (G)|. Since (Int+(D), C⊆Int+(D), L)

is also an (α, 1)-chart, Int+(D) is indeed L-colorable by the minimality of T . The same argument shows that Ext+(D)

isL-colorable. Now suppose toward a contradiction thatC ⊆ Int(D) for allC ∈ C. Let ϕ be anL-coloring of Int+(C).
Then Ext(D) is LDϕ -colorable, since Ext(D) has a properly precolored facial cycle of length at most 4, and every other
vertex of Ext(D) has an LDϕ -list of size at least 5. Thus, G is L-colorable, contradicting our assumption. The same
argument shows that it is not the case that C ⊆ Ext(D) for all C ∈ C.

We now introduce the following definitions and notations.

Definition 13.2.9. Let T := (G, C, L) be a chart.

1) Given a cycle F ⊆ G, we define the following.

a) A cycle D ∈ Sep(G) is called a descendant of F if D ̸= F and D ⊆ Int(F ). We denote the set of
descendants of F by I(F ).

b) A cycle D ∈ I(F ) is called an immediate descendant of F if, for any D′ ∈ I(F ) such that D ⊆ Int(D′),
we have D′ = D. We denote the set of immediate descendants of F by Im(F ).

2) Give a cycle D ∈ Sep(G), we define the following.

a) We say that D is minimal if I(D) = ∅. Likewise, we say that D is maximal if there does not exist a
D′ ∈ Sep(G) such that D ∈ I(D′).

b) We say that D is a blue cycle if, for every C ∈ C⊆Int(D), there exists a D′ ∈ I(D) such that C ⊆ Int(D′).
Otherwise, we say that D is a red cycle.
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c) We let Sepr(G) denote the set of red cycles in Sep(G), and we let Sepb(G) denote the set of blue cycles
of Sep(G).

We now have the following easy facts:

Lemma 13.2.10. Let T = (G, C, L, C∗) be a critical chart. Then the following hold.

1) For any D ∈ Sepb(G), there exists a D′ ⊆ Int(D) with D′ ∈ Sepr(G); AND

2) For any minimal D ∈ Sep(G), there exists a C ∈ C⊆Int(D) such that d(C,D) ≤ β′.

Proof. Let D ∈ Sepb(G). Since D is blue, we have I(D) ̸= ∅ by definition. Since G is finite, let D′ be a minimal
descendant of D. By the minimality of D′, we have I(D′) = ∅, and thus D′ ∈ Sepr(G). This proves 1). Now we
prove 2). Let D ∈ Sep(G) be minimal. Since I(D) = ∅, we have D ∈ Sepr(G). Now, by Lemma 13.2.8, there
is an L-coloring ϕ of Ext+G(D). Suppose toward a contradiction that d(C,D) > β′ for all C ∈ C⊆Int(D). Since D is
minimal, we have I(D) = ∅, and thus A(D|I(D)) = Int(D). By Proposition 13.2.5 applied to A(D, I(D)), we get
that ϕ extends to an L-coloring of Int(D), and thus G is L-colorable, which is false.

Recalling the fact that γ is the constant defined in Theorem 0.2.6, we now introduce the following definitions.

Definition 13.2.11. Let T := (G, C, L, C∗) be a chart.

1) We say that a cycle D ∈ Sep(G) is C-close if one of the following holds.

a) D ∈ Sepr(G) and there exists a C ∈ C⊆A(D|Im(D)) such that d(D,C) ≤ β′; OR

b) D ∈ Sepb(G) and there exists a red descendant D′ of D such that d(D,D′) ≤ γ + 1.

2) We define a binary relation ∼ on Sep(G) as follows: For D1, D2 ∈ Sep(G), we say that D1 ∼ D2 if there is
an element C ∈ C such that C ⊆ Int(D1) ∩ Int(D2) and d(C,Di) ≤ β′ + γ + 3 for each i ∈ {1, 2}.

Now we have the following observation:

Lemma 13.2.12. Let T = (G, C, L, C∗) be a critical chart. Then the following hold.

1) If D ∈ Sep(G), H1, H2 are two subgraphs of G, then d(H1, H2) ≤ d(H1, D) + d(H2, D) + 2; AND

2) For any D ∈ Sep(G) such that every cycle in {D}∪I(D) is C-close, there is a unique C ∈ C with C ⊆ Int(D)

such that d(C,D) ≤ β′ + γ + 3.

Proof. 1) is trivial, since D is a cycle of length at most four. Now we prove 2). If D ∈ Sepr(G) then, since D is
C-close, there is a C ∈ C⊆A(D,Im(D)) such that d(C,D) ≤ β′, so we are done in that case. If D ∈ Sepb(G), then,
since D is C-close, there is a D′ ∈ Sepr(G) ∩ I(D) such that d(D,D′) ≤ γ + 1. Since D′ is C-close, there is a
C ∈ C⊆A(D′,Im(D′)) with d(C,D′) ≤ β′. By 1), we have d(C,D) ≤ β′ + γ + 3. Now suppose there is another
cycle C ′ ∈ C⊆Int(D) with d(C ′, D) ≤ β′ + γ + 3. Applying 1) again, we have d(C,C ′) ≤ 2(β′ + γ + 3) + 2 < α,
contradicting the fact that (G, C, L) is an (α, 1)-chart. Thus, C is unique.

It immediately follows from 2) of Lemma 13.2.12 that the relation ∼ partitions the set of C-close cycles of Sep(G)
into equivalence classes. We now have the following:

Proposition 13.2.13. Let T = (G, C, L, C∗) be a critical chart and let M ⊆ Sep(G) be a collection of short

separating cycles in G such that the following hold.
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1) For any distinct D,D′ ∈M, D ̸∈ I(D′); AND

2) For each D ∈M, every cycle of {D} ∪ I(D) is C-close.

Let D1, · · · , Dk ∈ M be a set of representatives of distinct equivalence classes of M. For each i = 1, · · · , k, let

[Di] = {D ∈M : D ∼ Di}. Then the following hold.

1) For each 1 ≤ i < j ≤ k, the graphs Int(Di) and Int(Dj) are disjoint; AND

2) There exist k distinct element C1, · · · , Ck ∈ C such that, for each j ∈ {1, · · · , k}, Cj ⊆
⋂
D∗∈[Dj ]

Int(D∗) and

d(Cj , D
∗) ≤ β′ + γ + 3 for each D∗ ∈ [Dj ]; AND

3)
⋃k
i=1 Int+(Di) is L-colorable.

Proof. Applying 2) of Lemma 13.2.12, there exist k distinct element C1, · · · , Ck ∈ C such that, for each j ∈
{1, · · · , k}, Cj ⊆

⋂
D∗∈[Dj ]

Int(D∗) and d(Cj , D∗) ≤ β′ + γ + 3 for each D∗ ∈ [Dj ]. Suppose toward a con-
tradiction that there exists a pair of indices 1 ≤ i < j ≤ k such that Int(Di) ∩ Int(Dj) ̸= ∅. Then, since Di ̸∈ I(Dj)

and Dj ̸∈ I(Di), we have Di ∩Dj ̸= ∅, and thus d(Ci, Cj) ≤ 2(β′ + γ + 3) + 2 < α, contradicting the fact that
(G, C, L) is an (α, 1)-chart.

To finish, it suffices to check that
⋃k
i=1 Int+(Di) is L-colorable. For any distinct i, j ∈ {1, · · · , k}, we have

d(Di, Ci) ≤ β′ + γ + 3 and d(Dj , Cj) ≤ β′ + γ + 3. Since T is an (α, 1)-chart, we have d(Ci, Cj) ≥ α. By
two successive applications of 1) of Lemma 13.2.12, we have d(Ci, Di) + d(Di, Dj) + d(Dj , Cj) ≥ α − 4, so
d(Di, Dj) ≥ (α − 4) − 2(β′ + γ + 3). Since Di ̸∈ I(Dj) and I(Dj), the graph

⋃k
i=1 Int+(Di) is a union of k

connected components, pairwise of distance at least (α− 4)− 2(β′+γ+3) apart. For each i = 1, · · · , k, Int+(Di) is
L-colorable by Lemma 13.2.8. Since (α− 4)− 2(β′ + γ +3) > 1, the union

⋃k
i=1 Int+(Di) is also L-colorable.

Note that, by Proposition 13.2.13, it follows that, for any cycle D ⊆ G, the relation ∼ partitions Im(D) into equiva-
lence classes, since no cycle of Im(D) lies in the interior of another. Now we have the following:

Proposition 13.2.14. Let T = (G, C, L, C∗) be a critical chart. Let D be a cycle in G and suppose that, for every

cycle D′ ∈ I(D), every element of {D′} ∪ I(D′) is C-close. We then have the following.

1) Let D1, D2 ∈ Im(D), where D1, D2 lie in different equivalence classes of Im(D) under ∼. Let R ∈ {0, 1, 2}
be the number of red cycles in {D1, D2}. Then d(D1, D2) ≥ 5β′

2 +R(γ + 3) + γ + 8.

Furthermore, for any D′ ∈ Im(D) and C ∈ C with C ⊆ G[A(D|Im(D))], we have the following.

2) If D′ ∈ Sepr(G), then d(D′, C) ≥ 7β′

2 + 3γ + 16; AND

3) If D′ ∈ Sepb(G), then d(D′, C) ≥ 7β′

2 + 2γ + 13.

Proof. We first prove 1). We first note that Int(D1) ∩ Int(D2) = ∅ by Proposition 13.2.13. Combining Definition
13.2.11 with 2) of Lemma 13.2.12, we have the following. For each j ∈ {1, 2}, there exists an element Cj ∈ C with
Cj ⊆ Int(Dj), where d(Cj , Dj) ≤ β′ + γ +3, and, if Dj is red, then we have the stronger condition d(Cj , Dj) ≤ β′.
Thus, we obtain d(C1, D1) + d(C2, D2) ≤ 2β′ + (2−R)(γ + 3). Since Int(D1) ∩ Int(D2) = ∅ and each of C1, C2

is a cycle, we have C1 ̸= C2, and thus d(C1, C2) ≥ α, as T is an (α, 1)-chart. By two successive applications
of 1) of Lemma 13.2.12, we have d(C1, D1) + d(D1, D2) + d(C2, D2) ≥ α − 4. Thus, we obtain d(D1, D2) ≥
(α− 4)− 2β′ − (2−R)(γ + 3), so d(D1, D2) ≥ 5β′

2 +R(γ + 3) + γ + 8, as desired.
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Now we prove 2). SinceD′ ∈ Sepr(G), andD′ is C-close by assumption, there exists aC ′ ∈ C such thatC ′ ⊆ Int(D′)

and d(C ′, D′) ≤ β. Since C ′ ̸⊆ A(D|Im(D)), we have C ̸= C ′. Thus, d(C,C ′) ≥ α. By 1) of Lemma 13.2.12, we
then have d(C,D′) + d(D′, C ′) ≥ α− 2, and thus d(C,D′) ≥ (α− 2)− β′ = 7β′

2 + 3γ + 16. This proves 2).

Now suppose that D′ ∈ Sepb(G) and let C ∈ C with C ⊆ G[A(D|Im(D))]. Since D′ ∈ Sepb(G) and each
element of {D} ∪ I(D) is C-close, there is a C ′ ∈ C with C ′ ⊆ Int(D′) and d(C ′, D′) ≤ β′ + γ + 3 by 2) of
Lemma 13.2.12. Since C ′ ⊆ Int(D′), we have C ̸= C ′, and thus d(C,C ′) ≥ α. By 1) of Lemma 13.2.12, we have
d(C,D′)+d(D′, C ′) ≥ α−2, so d(C,D′) ≥ (α−2)− (β′+γ+3) = 7β′

2 +2γ+13. This proves 3), and completes
the proof of Proposition 13.2.14.

Now we have the following key fact:

Proposition 13.2.15. Let T = (G, C, L, C∗) be a critical chart. Let D be a cycle in G and suppose that, for each

D′ ∈ I(D), every element of {D′} ∪ I(D′) is C-close. Then there exists a system D of distinct representatives of the

∼-equivalence classes of Im(D) under the relation ∼ such that A(D|D) is short-separation-free.

Proof. Let D be a system of distinct representatives of distinct equivalence classes of Im(D), and, among all choices
of systems of distinct representatives of ∼-equivalence classes in Im(D), we choose D so as to minimize the quantity
|Sep(A(D|D))|. We claim now that Sep(A(D|D)) = ∅.

Suppose toward a contradiction that Sep(A(D|D)) ̸= ∅, and let T ∈ Sep(A(D|D)). Note that T is also a separating
cycle of length at most 4 in G, and since T ⊆ Int(D), we have T ∈ I(D), so there exists a D∗ ∈ Im(D) such that
T ⊆ Int(D∗). Now, for some unique F ∈ D, we have D∗ ∼ F . Note that D∗ ̸= F , or else T is not a separating cycle
of A(D|D), since Int(F ) ∩ A(D|D) = F , which is a facial subgraph of A(D|D). By Proposition 13.2.13, there is a
unique element C∗ ∈ C such that C∗ ⊆

⋂
(Int(D′) : D′ ∼ F and D′ ∈ Im(D)), and each element of Im(D) which

is equivalent to D∗ under ∼ is of distance at most β′ + γ + 3 from C∗.

Now, C∗ ⊆ Int(F ) ∩ Int(D∗), and, since both D∗, F lie in Im(D), we have D∗ ̸∈ I(F ) and F ̸∈ I(D∗). Thus,
we get V (D∗) ∩ V (F ) ̸= ∅. so we apply Proposition 13.2.2. There exist four cycles Aii, Aie, Aei, Aee in G, each
of which is a subgraph of D∗ ∪ F , such that Int(Aii) = Int(D∗) ∩ Int(F ) and Int(Aie) = Int(D∗) ∩ Ext(F ), and,
analogously, Int(Aei) = Ext(D∗) ∩ Int(F ) and Int(Aee) = Ext(D∗) ∩ Ext(F ). We now have the following.

Claim 13.2.16. T ⊆ Ext(F ) and |V (Aie)| ≥ 5. Furthermore, |V (Aei)| ≤ 4.

Proof: Since T ⊆ A(D|D), we have T ⊆ Ext(F ) and thus T ⊆ Int(Aie). Suppose towards a contradiction that
|V (Aie)| ≤ 4. Since T ∈ Sep(G), there is a v ∈ V (Int(T ) \ V (T )). Thus, Aie ∈ Sep(G), since A separates
v from a point of Ext(F ) \ V (F ). Since Aie ∈ Sep(G) we have Aie ∈ I(D∗). Thus, since Aie is C-close by
assumption, there is a cycle C ′ ∈ C⊆Int(Aie) with d(C ′, Aie) ≤ β + γ + 3 by Lemma 13.2.12. Note that C ′ ̸= C∗

since C∗ ⊆ Int(F ). Since Aie ⊆ D∗ ∪F , we get d(C ′, D∗ ∪F ) ≤ β′ + γ +3, and we have d(C∗, D∗) ≤ β′ + γ +3

and d(C∗, F ) ≤ β′ + γ + 3, so d(C ′, C∗) ≤ 2(β′ + γ + 3) + 2 < α, contradicting the fact that T is an (α, 1)-chart.
Thus, |V (Aie)| ≥ 5. By Proposition 13.2.2, at least one of Aie, Aei has length at most 4, so |V (Aei)| ≤ 4. ■

Applying the above, we have the following.

Claim 13.2.17. V (Int(Aei)) = V (Aei).
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Proof: Suppose toward a contradiction that V (Int(Aei)) ̸= V (Aei). In that case, since |V (Aei)| ≤ 4, we have
Aei ∈ Sep(G). Since Aei ∈ Sep(G) we get that Aei is C-close by assumption, and so there is a cycle C† ∈ C⊆Int(Aei)

with d(C†, Aei) ≤ β′ + γ + 3 by Lemma 13.2.12. Note that C† ̸= C∗, since C† ⊆ Ext(D∗) and C∗ ⊆ Int(D∗) by
definition. But since Aei ⊆ D∗ ∪F , we have d(C†, D∗ ∪F ) ≤ β′ + γ+3, and we also have d(C∗, D∗) ≤ β+ γ+3

and d(C∗, F ) ≤ β′ + γ + 3, so d(C†, C∗) ≤ 2(β′ + γ + 3) + 2 by 1) of Lemma 13.2.12, contradicting the fact that
(G, C, L, C∗) is an (α, 1)-chart. Thus, our assumption that V (Int(Aei)) ̸= V (Aei) is false. ■

Now consider the set D† := (D ∪ {D∗}) \ {F}. This is also a system of distinct representatives of the equivalence
classes of Im(D). Furthermore, T ̸∈ Sep(A(D|D†)), since T ⊆ Int(D∗) by assumption. If Sep(A(D|D†)) ⊆
Sep(A(D|D)), then we have |Sep(A(D|D†))| < |Sep(A(D|D))|, contradicting the minimality of |Sep(A(D|D))|.
Thus, there is a T † ∈ Sep(A(D|D†)) with T † ̸∈ Sep(A(D|D)).

Claim 13.2.18. T † ⊆ Ext(D∗) ∩ Int(F ).

Proof: Firstly, since T † ⊆ A(D|D†), we have T † ⊆ Ext(D∗). Now suppose toward a contradiction that T † ̸⊆ Int(F ).
Note that T † is also an element of Sep(G), and T † ⊆ Int(D). Thus, there is aD∗∗ ∈ Im(D) such that T † ⊆ Int(D∗∗),
and there is a unique F ∗∗ ∈ D with D∗∗ ∼ F ∗∗.

Subclaim 13.2.19. F ∗∗ = F , and furthermore, D∗∗ ̸= D∗, and T † ̸= D∗∗.

Proof: If F ∗∗ ̸= F , then T † is a separating cycle of A(D|D) if and only if T † is a separating cycle of A(D|D†),
contradicting our assumption. Thus, we indeed have F ∗∗ = F , and D∗∗ ∼ D∗ ∼ F . Since T † ⊆ Int(D∗∗) and
T † ∈ Sep(A(D|D†)), it follows that D∗∗ is not a facial subgraph of A(D|D†), and thus D∗∗ ̸= D∗. Suppose
now that T † = D∗∗. Since D∗∗ ∼ D∗ and D∗∗ ̸= D∗, it follows that E(T †) has nonempty intersection with
E(Int(D∗)) \ E(D∗), contradicting the fact that T † ⊆ A(D|D†). Thus, we have T † ̸= D∗∗. ■

We claim now that T † ⊆ Ext(F ). Suppose not. Then, since T † ̸⊆ Int(F ) by assumption, T † has an edge in
Int(F )\E(F ), and an edge in Ext(F )\E(F ), and thus, T † is also an immediate descentant ofD, so we get T † = D∗∗,
contradicting Subclaim 13.2.19. Thus, we have T † ⊆ Ext(F ). Since T † ⊆ Int(D) ∩ Ext(F ) and D∗∗ ∼ D∗, we have
Int(T †) ⊆ A(D|D). Since T † ∈ Sep(A(D|D†)), we have V (Int(T †) \ V (T †) ̸= ∅. Since T † ⊆ Int(D∗∗) and
T † ̸= D∗∗, it follows that T † separates a vertex of Int(T †) \ T † from D, and thus T † is a separating cycle of A(D|D),
contradicting our assumption that T † ̸∈ Sep(A(D|D)). ■

Applying Claim 13.2.18, we have T † ⊆ Ext(D∗) ∩ Int(F ), and so T † ⊆ Int(Aei). By Claim 13.2.17, we have
V (Int(Aei)) = V (Aei). Since T † is a separating cycle in G, we have a contradiction. Thus, our assumption that
Sep(A(D|D)) ̸= ∅ is false, and Sep(A(D|D)) is indeed empty, so A(D|D) is short-separation-free, as desired. This
completes the proof of Proposition 13.2.15.

13.3 Boundary Analysis for Critical Charts

In order to complete the proof of Theorem 13.0.1, we need to apply the work of Sections 12.2-12.5, and, in particular,
we need a result that states that, under certain conditions, the annulus between two short separating cycles in a critical
chart behaves like a roulette wheel. The key is to check that the “short side property” of Definition 12.3.1 is satisfied
by this annulus. The lone result of Section 13.3 is the following.

Lemma 13.3.1. Let T = (G, C, L, C∗) be a critical chart. Let D0 ∈ Sep(G), where, for each F ∈ I(F0), every

element of {F} ∪ I(F ) is C-close. Let M0 be a complete set of representatives of the ∼-equivalence classes of
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Im(F0), where A := A(F0|M0) is short-separation-free. Let F1 ∈ M0, suppose that 2 ≤ d(F0, F1) ≤ β′ + 1. For

each i ∈ {0, 1}, the following hold.

1) For each i = 0, 1 and any generalized chord P of Di in A of length at most six, letting A = A− ∪ A+ be the

natural P -partition of A, where F1−i ⊆ A+, every element of C⊆A ∪ (M0 \ {F1}) also lies in A+; AND

2) For each i = 0, 1, the subgraph of A induced by D1[V (Fi)] is a chordless cycle.

Proof. Firstly, by Proposition 13.2.5, every facial subgraph of A, except those of {M0} ∪ {F0} ∪ C⊆A, is a triangle.
Since F1 is C-close, we fix a C† ∈ C with C† ⊆ IntG(F1) such that d(C†, F1) ≤ β′ + γ + 3. We now have the
following.

Claim 13.3.2. Let i ∈ {0, 1} and F := C⊆A ∪ (M0 \ {F1}). Then the following inequalities hold.

1) If i = 0, then, for each F ∈ F , we have d(F, Fi) ≥ β
3 + 4Nmo; AND

2) If i = 1, then, for each F ∈ F , we have d(F, Fi) ≥ β′.

Proof: Consider the following cases.

Case 1: i = 0

Note that β3 + 4Nmo = β′+8Nmo
3 . Suppose toward a contradiction that there is an F † ∈ F with d(F †, F0) <

β′+8Nmo
3 .

Since C† ⊆ IntG(F1), we have C† ̸= F †. Since D(F0, F1) ≤ β′ + 1, it follows from two successive applications 1)
of Lemma 13.2.12 that d(C†, F †) ≤ 2β′ + β′

3 + γ + 8Nmo
3 + 7. If F † ∈ C, then we contradict Proposition 13.2.14, so

F † ∈M0 \ {F1}. But, by assumption, each element ofM0 is C-close, so we again contradict Proposition 13.2.14.

Case 2: i = 1

Suppose toward a contradiction that there is an F † ∈ F with d(F †, F1) < β′. As above, since C† ⊆ IntG(F1), we
have D† ̸= C†. By 1) of Lemma 13.2.12, we have d(F †, C†) ≤ 2β′ + γ+2, which, as above, contradicts Proposition
13.2.14. ■

To prove 1) of Lemma 13.3.1, we prove something stronger in the form of the claim below. This is similar to the
arguments of the main results of Section 2.1 but simpler because this argument takes place in a minimal chart, not a
minimal mosaic.

Claim 13.3.3. Let M ⊆ A be a cycle which does not separate F0 from F1 and suppose that |V (M)| ≤ 10. Then at

least one of the following holds.

1) For any F † ∈ C⊆A ∪ (M0 \ {F1}), we have F † ⊆ Ext(M); OR

2) There exists an F † ∈ C⊆A ∪ (M0 \ {F1}) such that F † ⊆ Int(D) and max{d(v, F †) : v ∈ V (M)} <
β
3 + 3

2 |V (M)|+ 2Nmo.

Proof: Given a cycle M ⊆ A, we say that M is broken if |V (M)| ≤ 10 and M separates F0 from F1, but M satisfies
neither 1) nor 2) above. Suppose toward a contradiction that there exists a broken cycle, and, among all broken
cycles, we choose M to minimize the quantity |V (IntA(M))|. Since M is a broken cycle, there exists at least one
F † ∈ C⊆A ∪ (M0 \ {F1}) with F † ⊆ IntA(M), and, for any such F †, we have max{d(v, F †) : v ∈ V (M)} <
β
3 + 3

2 |V (M)|+ 2Nmo. Let F := {F † ∈ C⊆A ∪ (M0 \ {F1}) : F † ⊆ IntA(M)}. The minimality of |V (IntA(M))|
immediately implies the following.
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1) M has no chord in IntA(M); AND

2) For any v ∈ D1(M)∩V (IntA(M)), the graph G[N(v)∩V (M)] is a subpath of M of length at most one; AND

3) There is at most one vertex of D1(M) ∩ V (IntA(M)) adjacent to a subpath of M of length precisely one.

In particular, M is a highly predictable cyclic facial subgraph of Int(M). LetG′ := G\(V (IntA(M))\V (M)). Since
M a broken cycle, we have |V (G′)| < |V (G)|, and since (G′, C \ F , L, C∗) is an (α, 1)-chart, it follows from the
minimality of T that G′ admits an L-coloring ϕ. Since M is an induced subgraph of IntA(M), ϕ restricts to a proper
L-coloring of V (M).

Now consider the tuple T M := (IntA(M),F ∪ {M}LV (M)
ϕ ,M). We claim that T M is a mosaic in which M is a

closed ring and each element of F ∩M0 is also a closed ring. Each cycle in {M} ∪ (F ∩M0) is precolored by ϕ.
Since A is short-separation-free, no element ofM0 ∩ F has a chord in A, so ϕ properly precolors each element of
M0 ∩ F .

By Observation 2.1.2, each element ofM0 ∩ F is a highly predictable cyclic facial subgraph of IntA(M) and thus
an LV (D)

ϕ -predictable facial subgraph of IntA. Since M is a highly predictable facial subgraph of IntA(M), it is also
L
V (M)
ϕ -predictable, and we also have |V (M)| ≤ 10 < Nmo, so M0) of Definition 2.1.6 is satisfied. In particular, T M

is a tessellation, by the triangulation conditions satisfied by A. The only nontrivial part of Definition 2.1.6 to check is
that the distance conditions are satisfied.

Since M is a broken cycle and any two vertices of M are of distance at most |V (M)|
2 apart, every element of F has

distance at least β3 + 2Nmo + Rk(T M |F †) from M . Since T is an (α, 1)-chart, all of the elements of F ∩ C have
distance at least α from each other. Furthermore, since every element ofM0 is C-close, it follows from Proposition
13.2.14 that all of the elements of F have distance at least β′ from each other. Thus, T M does indeed satisfy all the
conditions of 2.1.6, so T M is a mosaic. By Theorem 2.1.7, ϕ extends to an L-coloring of IntA(M), so ϕ extends to an
L-coloring of G, contradicting the fact that T is a counterexample. ■

We now have enough to finish the proof of 1) of Lemma 13.3.1.

Claim 13.3.4. For each i ∈ {0, 1} and proper generalized chord P of Fi in A, if P has length at most six, then P

does not separate F1−i from any element of C⊆A ∪ (M0 \ {F1})

Proof: Suppose toward a contradiction that there exists a generalized chord P of Fi of length at most six which
separates F1−i from an element F † of C⊆A ∪ (M0 \ {F1}). Since each of F0, F1 has length at most four, there is
a cycle M ⊆ A of length at most 10, where M does not separateF0 from F1 and V (M) ⊆ V (F0 ∪ F1 ∪ P ), and
F † ⊆ Int(M). By Claim 13.3.3, there exists an F †† ∈ C⊆A ∪ (M0 \ {F1}) such that d(F ††, D) < β

3 + 15 + 2Nmo

and since every vertex of P has distance at most 3 from F0 ∪ F1, we contradict Claim 13.3.2. ■

Given the result of Claim 13.3.4, we now introduce the following notation. For each i ∈ {0, 1} and proper generalized
chord P of Fi of length at most six, we let A = A−

i,P ∪A
+
i,P be the natural P -partition of A, where F1−i ⊆ A+

i,P , and,
furthermore, each element of C⊆A ∪ (M0 \ {F1}) also lies in A+

i,P . We now prove 2) of Lemma 13.3.1.

Let i ∈ {0, 1}. Since d(F0, F1)| ≥ 2, it follows from our triangulation conditions, together with Observation 2.1.2,
that there is a cycle Ci such that V (Ci) = D1(Fi, A), where, for each v ∈ (Ci), the graph A[N(v) ∩ V (Fi)] is a
subpath of Fi of length at most one. We just need to check that Ci is an induced subgraph of A. Suppose toward a
contradiction that there is a chord ww′ of Ci in A. Let p ∈ N(w) ∩ V (Fi) and p′ ∈ N(w′) ∩ V (Fi). Since A is
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short-separation-free, we have |V (Fi)| = 4 and p, p′ are opposing vertices of Fi. Furthermore, N(w) ∩ V (Fi) = {p}
and N(w′) ∩ V (Fi) = {p′}. Let S := V (Aii,P ) \ (V (Fi) ∪ {w,w′}). Since ww′ is a chord of Ci, we have S ̸= ∅.

Let P := pww′p′. Since |V (Fi)| = 4 and p, p′ are nonadjacent vertices of Fi, let q be the midpoint of the 2-path
Fi ∩ A−

i,P . Now, D := pww′p′q is a cyclic facial subgraph of A−
i,P . Since S ̸= ∅, there is no chord of D in A−

i,P ,
or else there is a cycle in A of length at most four which separates S from F1−i, contradicting the fact that A is
short-separation-free.

Let G′ := G \ S. By Claim 13.3.4, each element of C lies in G′. Now, (G′, C, L, C∗) is an (α, 1)-chart. Since S ̸= ∅,
it follows from the minimality of G that G′ admits an L-coloring ϕ. Since D has no chords in A−

i,P , ϕ restricts to a
proper L-coloring of V (D). Since G is a counterexample, ϕ does not extend to L-color the vertices of S. Since all the
vertices of S have L-lists of size at least five, it follows from Theorem 1.3.5 that there is a lone vertex of S adjacent
to all five vertices of D, so there is a vertex of S adjacent to all of p, q, p′, so A contains a 4-cycle which separates q
from F1−i, contradicting the fact that A is short-separation-free. This completes the proof of Lemma 13.3.1.

13.4 Completing the proof of Theorem 1.1.3

We now prove the following key proposition, which is the last ingredient we need in order to complete the proof of
Theorem 13.0.1, and thus the proof of Theorem 1.1.3 as well.

Proposition 13.4.1. Let T = (G, C, L, C∗) be a critical chart. Then every D ∈ Sep(G) is C-close.

Proof. Suppose toward a contradiction that there exists a Dmc ∈ Sep(G) which is not C-close, and furthermore,
among all elements of Sep(G) which are not C-close, we choose Dmc so as to minimize |V (Int(Dmc))|. Note that
Im(Dmc) ̸= ∅ or else Dmc is a minimal element of Sep(G) and is thus C-close by 2) of Lemma 13.2.10. For each
D ∈ {Dmc}∪I(Dmc), every element of Im(D) is C-close by our choice of Dmc. By Proposition 13.2.15, there exists
a systemMD ⊆ Im(D) of distinct representatives of the ∼-equivalence classes of Im(D) such that A(D|MD) is
short-separation-free.

Given a D ∈ {Dmc}∪I(Dmc), we say that D is an obstructing cycle if there exists a D′ ∈MD such that d(D,D′) ≤
β′ + 1. If there exist two distinct D′, D′′ ∈ MD such that d(D,D′′) ≤ β′ + 1 and d(D,D′) ≤ β′ + 1, then
d(D′, D′′) ≤ 2(β′ + 1) + 2 by 1) of Lemma 13.2.12, contradicting Proposition 13.2.14. Thus, if D is an obstructing
cycle, the corresponding D′ ∈MD is unique.

Claim 13.4.2. Dmc is an obstructing cycle.

Proof: Suppose toward a contradiction that Dmc is not an obstructing cycle, and set A∗ := A(Dmc|MDmc).

Subclaim 13.4.3. For each D ∈ {Dmc} ∪MDmc , the following hold.

1) For each C ∈ C⊆A∗
, we have d(C,D) ≥ β′ + 1; AND

2) For each D′ ∈ {Dmc} ∪MDmc with D′ ̸= D, we have d(D,D′) ≥ β′ + 2.

Proof: We break this into two cases.

Case 1: D = Dmc.
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Since Dmc is not an obstructing cycle, we have d(Dmc, D′) ≥ β′ + 2 for each D′ ∈MDmc . This proves 2). Now
we check that d(C,Dmc) ≥ β′ + 1 for all C ∈ C⊆A∗

. If Dmc is a blue cycle, then this immediately follows from
the fact that Dmc is not an obstructing cycle, since each element of C⊆A∗

is separated from Dmc by an element of
MDmc . On the other hand, if Dmc is a red cycle, then this is true by our assumption that Dmc is not C-close.

Case 2: D ̸= Dmc

In this case, for any C ∈ C⊆A∗
, we immediately have d(C,D) ≥ β′ + 1 by Proposition 13.2.14. This proves 1).

To finish, it suffices to prove that 2) holds for each D′ ∈ MDmc , since, if D′ = Dmc, then we are back to Case 1
with the roles of D,D′ interchanged. Applying Proposition 13.2.14 again, it follows that, for any D′ ∈ MDmc ,
we have d(D,D′) ≥ β′ + 2, so we are done. ■

By Proposition 13.2.13, there is an L-coloring ϕ of
⋃
(Int+(D) : D ∈ MDmc). By Lemma 13.2.8, Ext+(Dmc) is

L-colorable. By Subclaim 13.4.3, the graphs
⋃
(Int+(D) : D ∈MDmc) and Ext+(Dmc) are of distance at least β′ +2

apart in G, so ϕ∪ψ is a proper L-coloring of its domain. Applying Subclaim 13.4.3, together with Proposition 13.2.5,
ϕ ∪ ψ extends to an L-coloring of A∗, and thus G is L-colorable, which is false. ■

We now break the remainder of the proof of Proposition 13.4.1 into two cases.

Case 1 of Proposition 13.4.1: There exists an obstructing cycle D† ∈ {Dmc} ∪ I(Dmc) such that either D† is red or
|MD† | > 1.

In this case, since D† is an obstructing cycle, let D′ be the unique element ofMD† be such that d(D′, D†) ≤ β′ + 1.
Let A† := A(D†|MD†), and let R† be the subgraph of G induced by set V (Ext(D†)) ∪

⋃
(V (Int(D)) : D ∈ MD†).

Note that R† consists of the family {D†} ∪MD† of boundary cycles of A† and their chords, together with all of the
edges and vertices of G that intersect with A† precisely on this family of boundary cycles. Let R†

aug be the subgraph
of G induced by the vertex set V (R†)∪B11+(β′/3)(D

′ ∪D†, A†). That is, we augment R† by a set of vertices within
a small ball within A† around D′ ∪D†. The idea here is that we show that there is an L-coloring of R† which extends
to a small ball in A† around D′ ∪D†, and then apply the results of Sections 12.2-12.5.

Claim 13.4.4. |V (R†
aug)| < |V (G)| and R†

aug is L-colorable.

Proof: We first show that (R†
aug, C⊆G\A†

, L) is an (α, 1)-chart. To prove this, it suffices to show that, for any C ∈
C, if C has nonempty intersection with R†

aug, then C ⊆ G \ A∗. If this holds then it immediately follows that
(R∗

aug, C⊆G\A∗
, L) is an (α, 1)-chart., since (G, C, L) is an (α, 1)-chart.

Suppose toward a contradiction that there is a C ∈ C with nonempty intersection with R†
aug such that C ̸⊆ G \ A†.

In that case, since C is a facial subgraph of G, and each cycle in {D†} ∪ {MD†} is a separating cycle of G, we
have C ⊆ A†. Since V (C) ∩ V (R∗

aug) ̸= ∅, we have d(C,D′ ∪ D†) ≤ 11 + β′

3 . Since D† is not C-close, we have
d(C,D′) ≤ 11+ β′

3 , contradicting Proposition 13.2.14. Thus, we conclude that the tuple (R†
aug, C⊆G\A†

, L) is indeed
an (α, 1)-chart. To finish the proof of Claim 13.4.4, it just suffices to check that |V (R†

aug)| < |V (G)|, and it then
follows from the minimality of T that R†

aug is L-colorable.

We break this into two cases. Suppose first that D† is red. In this case, by definition, there exists a C∗ ∈ C with
C∗ ⊆ A†. Furthermore, d(C∗, D′) ≥ 7β′

2 + 3γ + 16 by Proposition 13.2.14, and thus, since d(D′, D†) ≤ β′ + 1, C∗

is disjoint to R†
aug. Thus, we indeed have |V (R†

aug)| < |V (G)| in this case.

Now suppose that D† is blue. Thus, we have |MD† | > 1 by the assumption of Case 1, and by Proposition 13.2.14,
there exists a D′′ ∈ MD† such that D′′ is of distance at least 5β′

2 + 8 from D′. Furthermore, since D′ is the
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unique cycle of Im(D†) of distance at most β′ + 1 from D†, we have d(D′′, D†) > β′ + 1. Thus, again, we have
|V (R†

aug)| < |V (G)|, as desired. ■

SinceR†
aug isL-colorable, let ϕ be anL-coloring ofR†

aug and let ϕ† be the restriction of ϕ to V (D†)∪(
⋃
V (D) : D ∈MD†),

and let L† be a list-assignment for V (A†) in which each vertex of dom(ϕ†) is precolored by ϕ†, and otherwise L† = L.
Recalling Definition 12.3.1, we now want apply the work of Sections 12.2-12.4. To do this, we need to check that the
annulus between D† and D′ is a roulette wheel, i.e that the tuple (A†, D†, D′, L†, ϕ†).

Claim 13.4.5. A† is not L†-colorable

Proof: if A† is L†-colorable, then, since ϕ† extends to an L-coloring of R†, ϕ† extends to an L-coloring of G, contra-
dicting the fact that T is a critical chart. ■

Now we can apply the work of Sections 12.2-12.4.

Claim 13.4.6. (A†, D†, D′, L†, ϕ†) is a roulette wheel.

Proof: We first check that Ro1), Ro2), and Ro3) of Definition 12.3.1 hold. By Claim 13.4.4, we have |V (R†
aug)| <

|V (G)|, and 2) follows immediately. By Claim 13.2.3,G is connected, soA† is also connected. By our choice ofMD† ,
A† is short-separation-free, so we have 1) of Definition 12.3.1 as well. Furthermore, it follows from Proposition 13.2.5
that each facial subgraph of A†, except those of C⊆A† ∪ {D†} ∪ MD† , is a triangle. Since d(D′, D†) ≤ β + 1, it
follows from Proposition 13.2.14 that, for all v ∈ B β′+3

2

(D† ∪D′, A†) \ V (D† ∪D′), we have |L(v)| ≥ 5 and thus

|L†(v)| ≥ 5. Since each facial subgraph ofA†, except those of C⊆A† ∪{D†}∪MD† , is a triangle, it also follows from
Proposition 13.2.14 that, for all v ∈ B β′+3

2

(D†∪D′, A†), every facial subgraph ofA† containing v, exceptD†, D′, is a
triangle. Thus, (A†, D†, D′, L†, ϕ†) satisfies Ro1)-Ro3) of Definition 12.3.1. By Lemma 13.3.1, (A†, D†, D′, L†, ϕ†)

also satisfies Ro4) of Definition 12.3.1, so we are done. ■

Claim 13.4.7. For each D ∈MD† \ {D′} and C ∈ C⊆A†
, the following conditions hold.

1) d(D,D† ∪D′) > 3β′

2 + 4; AND

2) d(C,D† ∪D′) > 5β′

2 .

Proof: Suppose toward a contradiction that there is a D ∈ MD† \ {D′} such that d(D,D† ∪D′) ≤ 3β′

2 + 4. Since
d(D′, D†) ≤ β′ + 1, it follows from 1) of Lemma 13.2.12 that d(D′, D) ≤ 5

2β
′ + 7, contradicting Proposition

13.2.14. Now suppose toward a contradiction that there is a C ∈ C⊆A†
such that d(C,D† ∪ D′) ≤ 5β′

2 . Again,
since d(D†, D′) ≤ β′ + 1, it follows from 1) of Lemma 13.2.12 that d(D′, C) ≤ 7β′

2 + 3, which again contradicts
Proposition 13.2.14. Thus, condition 2) holds. ■

Appplying Claim 13.4.6, since (A†, D†, D′, L†, ϕ†) is a roulette wheel, it satisfies either S1 or S2 of Theorem 12.3.3,
so we break Case 1 into two subcases.

Subcase 1.1: (A†, D†, D′, L†, ϕ†) satisfies S2 of Theorem 12.3.3.

In this case, let [K;Q;σ;Z] be a cycle connector for (A†, D†, D′, L†, ϕ†). Consider the graphA∗ := A†\(V (K\Q)).
SinceK \Q is connected and has nonempty intersection with each ofD†, D′, it follows from Theorem 1.3.2 that graph
A∗ contains a facial subgraph F ∗ such that V (F ∗) ⊆ V (D† ∪D′) ∪D1(K \Q,A∗) and Q ⊆ F ∗. Furthermore, F ∗

is a Thomassen facial subgraph of A∗ with respect to the list-assignment (L†)Qσ .
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For each D ∈ MD† \ {D′}, let PD be a subpath of D of length |V (D)| − 3 and let P :=
⋃
(PD : D ∈ MD† \

{D′}). Since the disjoint paths in P are pairwise far apart, we obtain the following by Theorem 1.3.2: For each
D ∈ MD† \ {D′}, there is a facial subgraph FD of A∗ \ P such that V (FD) = V (D \ P ) ∪ D1(PD, A

∗). Let
F = {F ∗} ∪ {FD : D ∈ MD† \ {D′}}. Let P ∗ := Q ∪

⋃
(D \ PD : D ∈ MD† \ {D′}). That is, P is the union

of all the paths in A∗ that we delete in order to produce our Thomassen facial subgraphs and P ∗ is the union of the
precolored edges that we are retaining.

Claim 13.4.8. (A∗ \ P, C⊆A∗ ∪ F , (L†)P
∗

ϕ†∪σ) is a (β′, 1)-tessellation.

Proof: To show this, it suffices to check that the following distance conditions hold.

1) d(F ∗, FD) ≥ β′ for all D ∈MD† \ {D′}; AND

2) d(F ∗, C) ≥ β′ for all C ∈ C⊆A∗
; AND

3) d(FD, C) ≥ β′ for all C ∈ C⊆A∗
and D ∈MD† \ {D′}.

Let r := ⌊β
′+1
2 ⌋. Since d(D′, D†) ≤ β′ + 1, it follows from the definition of [K;Q;σ;Z] that V (K) ⊆ Br+1(D

† ∪
D′, A∗). Recall that V (F ∗) ⊆ V (D†∪D′)∪D1(K \Q,A∗). Thus, we have V (F ∗) ⊆ Br+2(D

†∪D′, A∗). Suppose
toward a contradiction that there is a D ∈MD† \{D′} such that d(F ∗, FD) < β′. Thus, we have d(F ∗, D) < β′+1,
so D is of distance at most 3β′

2 + 4 from V (D† ∪D′), contradicting 1) of Claim 13.4.7 Thus, condition 1) holds.

Now suppose toward a contradiction that there is a C ∈ C⊆A∗
such that d(F ∗, C) < β′. In that case, we have

d(D† ∪ D′, C) ≤ 3
2β

′ + 2, contradicting 2) of Claim 13.4.7. Likewise, if there exists a C ∈ C⊆A∗
and a D ∈

MD† \ {D′} such that d(FD, C) < β′, then d(D,C) ≤ β′, contradicting Proposition 13.2.14. ■

Since (A∗ \ P, C⊆A∗ ∪ F , (L†)P
∗

ϕ†∪σ) is a (β′, 1)-tessellation, it is a mosaic, and thus, by Theorem 2.1.7, A∗ \ P is
(L†)P

∗

ϕ†∪σ)-colorable, so A∗ is (L†)Qσ )-colorable. Let ψ be an (L†)Qσ )-coloring of A∗. Since Z is (L†, σ)-inert, and
σ is an L†-coloring of K \ Z, it follows that ψ extends to an L†-coloring of A†, contradicting Claim 13.4.5. This
completes Subcase 1.1.

Subcase 1.2: (A†, D†, D′, L†, ϕ†) satisfies S1 of Theorem 12.3.3.

In this case, by Theorem 12.3.3, there exists a 2-connected subgraph H of A† such that D† ∪ D′ ⊆ H , V (H) ⊆
Bβ′/3(D

† ∪D′, A†) and each facial subgraph of H is a cycle of length at most 11. Now we apply the work of Section
12.2. Since ϕ† extends to an L-coloring of B(β′/3)+11(D

†∪D′, A†), there exists an L†-coloring τ of V (H) such that,
for each facial subgraph K of H , the tuple (IntA†(K),K, L†, τ) is an 11-lens.

Recalling Definition 12.2.1, there exists an inward-facing cyclic facial subgraph K of H such that τ does not extend
to an L†-coloring of IntA†(K), or else A† is L†-colorable, contradicting Claim 13.4.4. By Theorem 12.2.10 since
|V (K)| ≤ 11, the tuple L := (IntA†(K),K, L†, τ) is 11-partitionable. Let L := (IntA†(K),K, L†, τ). By Definition
12.2.9, there exists an 11-partitioning pair (K∗, τ∗) for L. Since τ does not extend to an L†-coloring of IntA†(K),
there exists an inward-facing facial subgraph F of K∗ such that τ∗ does not extend to an L†-coloring of IntA†(F ).

By Definition 12.2.9, there exist a subset Z ⊆ B1(F )∩V (IntA†(K∗)), a subpathQ of F \Z of length at most one, and
a partial L†

τ∗ -coloring ψ of B1(F )∩V (IntA†(K∗)) such that, letting A∗ := IntA†(F ) \ ((Z ∪ dom(τ∗ ∪ψ)) \V (Q)),
the following holds:

1. The outer face F ∗ of A∗ is a Thomassen facial subgraph of A∗ with respect to (L†)Qτ∗∪ψ; AND

2. Z is (L†, τ∗ ∪ ψ)-inert in IntA†(K).
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LetM∗ := {D ∈ MD† : D ⊆ IntA†(F )}. For each D ∈ M∗, let PD be a subpath of D of length |V (D)| − 3 and
let P :=

⋃
(PD : D ∈M∗). Since the disjoint paths in P are pairwise far apart, we obtain the following by Theorem

1.3.2: For each D ∈M∗, there is a facial subgraph FD of A∗ \ P such that V (FD) = V (D \ P ) ∪D1(PD, A
∗). Let

F := {F ∗} ∪ {FD : D ∈ M∗} and let ψ† := ϕ† ∪ τ∗ ∪ ψ. Finally, let P ∗ := Q ∪
⋃
(D \ PD : D ∈ M∗). That is,

as the previous subcase, P is the union of all the paths in A∗ that we delete in order to produce our Thomassen facial
subgraphs and P ∗ is the union of the precolored edges that we are retaining.

Claim 13.4.9. (A∗ \ P, C⊆A∗ ∪ F , (L†)P
∗

ψ† ) is a (β′, 1)-tessellation.

Proof: As in the previous subcase, it suffices to check that the following distance conditions hold.

1) d(F ∗, FD) ≥ β′ for all D ∈M∗; AND

2) d(F ∗, C) ≥ β′ for all C ∈ C⊆A∗
; AND

3) d(FD, C) ≥ β′ for all C ∈ C⊆A∗
and D ∈M∗.

Recall that V (H) ⊆ Bβ/3(D
† ∪ D′, A†), K is a facial subgraph of H , and, since (K∗, τ∗) is an 11-partitioning

pair for L, we have V (F ) ⊆ B10(K), so V (F ) ⊆ B(β′/3)+10(D
† ∪ D′, A†). By definition of (K∗, τ∗), we have

V (F ∗) ⊆ B2(F,A
∗), and thus V (F ∗) ⊆ B(β′/3)+12(D

† ∪D′, A†).

Suppose toward a contradiction that there is a D ∈ M∗ with d(F ∗, FD) < β′. Thus, we have d(F ∗, D) < β′ + 1, so
d(D†∪D′, D) < (β′+1)+ β′

3 +12, contradicting Claim 13.4.7. This proves 1). Now suppose toward a contradiction
that there is a C ∈ C⊆A∗

with d(F ∗, C) < β′. Then we have d(D ∪ D′, C) < (β′ + 1) + β′

3 + 12, which again
contradicts Claim 13.4.7. Finally ,if there is a D ∈ M∗. and a C ∈ C⊆A∗

such that d(FD, C) < β′, then we have
d(D,C) ≤ β′, contradicting Proposition 13.2.14. ■

Since (A∗ \ P, C⊆A∗ ∪ F , (L†)P
∗

ψ† ) is a (β′, 1)-tesselllation, it is a mosaic, and thus, by Theorem 2.1.7, A∗ \ P is
(L†)P

∗

ψ† -colorable, and thus ψ† extends to an L†-coloring of A∗. Since Z is (L†, τ∗ ∪ ψ)-inert in IntA†(K), it follows
that τ∗ ∪ ψ extends to an L†-coloring of A∗, contradicting our choice of F . Thus, we have ruled out Case 1 of
Proposition 13.4.1.

Case 2 of Proposition 13.4.1: For all obstructing cycles D† ∈ {Dmc} ∪ I(Dmc), D† is blue and |MD† | = 1.

In this case, sinceDmc is an obstructing cycle by assumption, we haveDmc ∈ Sepb(G), and so Sepr(G)∩I(Dmc) ̸= ∅
by 1) of Lemma 13.2.10. Let Dr be a maximal element of Sepr(G) ∩ I(Dmc).

Claim 13.4.10. For each D ∈ {Dmc} ∪ I(Dmc), if D is blue, then D is an obstructing cycle.

Proof: If D = Dmc, then this holds by assumption. If D ̸= Dmc, then D is C-close by assumption, and thus there
exists a D∗ ∈ Im(D) such that d(D,D∗) ≤ γ + 1. Since γ ≤ β′, D is indeed an obstructing cycle. ■

Now set A∗ := Int(Dmc) ∩ Ext(Dr).

Claim 13.4.11. For every v ∈ V (A∗) \ V (Dmc ∪Dr), |L(v)| ≥ 5.

Proof: Since Dr is a red cycle and Dr is C-close by assumption, there exists a C∗ ∈ C with C∗ ⊆ Int(Dr) and
d(C∗, Dr) ≤ β′. To prove the claim, it suffices to show there does not exist a C ∈ C such that C ⊆ A∗. Suppose
toward a contradiction that such a C exists. Since Dmc is a blue cycle, there exists a red cycle D′

r ∈ I(Dmc) such that
D′
r ̸= Dr, D′

r ⊆ A∗, and D′
r separates C from Dmc. Since D′

r is C-close by assumption, there exists a cycle C† ∈ C
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with C† ⊆ Int(D′
r) and d(C†, D′

r) ≤ β. Since C† ̸= C∗, we have d(C†, C∗) ≥ α and thus d(Dr, D
′
r) ≥ (α−4)−2β

by 1) of Lemma 13.2.12. It follows that Dr ̸∼ D′
r.

Let U := {D ∈ Sep(G) : Dr ∪D′
r ⊆ Int(D)}. Note that U ̸= ∅, since Dmc ∈ U . Among all elements of U , choose

Du ∈ U so as to minimize the quantity |E(IntG(Du))|. Since Dr is a maximal element of Sepr(G) ∩ I(Dmc) and
D′
r ̸⊆ Int(Dr), we have Du ∈ Sepb(G). By Claim 13.4.10, every blue cycle in {Dmc} ∪ I(Dmc) is an obstructing

cycle, so we have |MDu | = 1. If Dr ∈ Im(Du), then, since |MDu | = 1 and Dr ̸∼ D′
r, it follows that D′

r is a
descendant of Dr, which is false. The same argument shows that D′

r ̸∈ Im(Du).

Let D′ be the lone element of MDu . Note that Dr ∪ D′
r ̸⊆ Int(D′), or else D′ contradicts the minimality of

|E(IntG(Du))|. Since neither Dr nor D′
r lies in Im(Du), we have Dr ̸∼ D′ and D′

r ̸∼ D′. Thus, at least one of
Dr, D

′
r is separated from Du by the deletion of D′, and Im(Du) contains at least one equivalence class distinct from

that of D′, contradicting the fact that |MDu | = 1. ■

SinceDmc ∈ Sepb(G) andDmc is not C-close, we have d(Dr, D
mc) > γ+1. By Lemma 13.2.8, there is an L-coloring

ϕ of Int+(Dr) and an L-coloring ψ of Ext+(C). Since Dr, D
mc are of distance at least γ + 2 apart, ϕ ∪ ψ a proper

L-coloring of its domain. Since each vertex of A∗ \ (Dmc ∪ Dr) has an L-list of size at least five, it follows from
Theorem 0.2.6 that ϕ ∪ ψ extends to an L-coloring of A∗, so G is L-colorable, contradicting the fact that T is a
counterexample. This completes the proof of Proposition 13.4.1.

With the results above in hand, we are ready to finish the proof of Theorem 13.0.1.

Theorem 13.0.1. Let γ be as in Theorem 0.2.6 and let β := 17
15Nmo. Let α := 9

2 (β + 4Nmo) + 3γ + 18. Then every

(α, 1)-chart is colorable.

Proof. Suppose not. Thus, there exists a critical chart T = (G, C, L, C∗). By Lemma 13.2.8, Sep(G) ̸= ∅, so letM
be the set of maximal elements of Sep(G). By Proposition 13.4.1, for each M ∈ M and each D ∈ {M} ∪ I(M), D
is C-close. Thus,M admits a partition into equivalence classes under the relation ∼, and furthermore, by Proposition
13.2.15, there exists a system M∗ ⊆ M of distinct representatives of the ∼-equivalence classes of M such that
A(Co|M∗) is short-separation-free. Note that A(C∗|M∗) =

⋂
M∈M∗ Ext(M). By Proposition 13.2.13, there is an

L-coloring ϕ of
⋃
M∈M∗ Int+(M). By Proposition 13.2.14, the following distance conditions are satisfied.

1) For any D ∈M∗ and any C ∈ C with C ⊆ A(C∗|M∗), we have d(C,D) ≥ β′ + 1; AND

2) For any distinct D,D′ ∈M∗, we have d(D,D′) ≥ β′ + 2.

Thus, by Proposition 13.2.5, ϕ extends to an L-coloring of G, contradicting the fact that T is a critical chart. This
completes the proof of Theorem 13.0.1.

With the above in hand, we finally complete the proof of Theorem 1.1.3, which we restate below.

Theorem 1.1.3. Every (48749 + 3γ, 1)-chart is colorable, where γ is as in Theorem 0.2.6.

Proof. As indicated at the start of Chapter 2, the lower bound we need on Nmo in order to ensure that all mosaics are
colorable isNmo = 96, so we obtain ⌈β+4Nmo⌉ = 10829 and thus, by Theorem 13.0.1, all (α, 1)-charts are colorable
for α ≥ 48749 + 3γ. This completes the proof of Theorem 1.1.3.
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Chapter 14

Drawings with Pairwise Far-Apart
Nonplanar Regions

In this section, we apply Theorem 1.1.3 to obtain a result about the 5-choosability of graphs G which are not too
far from being planar in the sense that there is a drawing of G in the plane such that the pairs of crossing edges
can be partitioned into a collection of pairwise far-apart sets where each set in the partition satisfies some additional
constraints. Theorem 0.2.5 from [6] is an example of a result of this form where each set in the partition of pairs of
crossing edges has size one. The lone result of this chapter is Theorem 0.3.5, which we restate below.

Theorem 0.3.5. There exists a constant α′ such that the following holds: Let G be a drawing on the sphere of a graph

and let C1, · · · , Cm be a collection of cycles in G such that d(Ci, Cj) ≥ α′ for each 1 ≤ i < j ≤ m. Suppose that,

for each 1 ≤ i ≤ m, there is a connected component Ui of S2 \ Ci such that the following hold.

1) For each crossing point x of G, there is an i ∈ {1, · · · ,m} such that x ∈ Ui ; AND

2) For each v ∈ V (Ci), V (G)∩Ui = ∅ and there is at most one chord of C lying in Cl(Ui) which is incident to v.

Then G is 5-choosable. In particular, letting γ be as in Theorem 0.2.6, the choice α′ = 48751 + 3γ suffices.

We begin by introducing the following definition.

Definition 14.0.1. Given a drawing G and a cycle C ⊆ G, we say that C is uncrossed in G, if no crossing point of
G is an internal point of an edge in E(C). C is called vertex-partitioning in G if, letting U0, U1 be the two connected
open components of R2 \C, there is an i ∈ {0, 1} such that V (G) ⊆ Cl(Ui). The set U1−i is called a vertex-free side

of C in G. Note that if V (G) = V (C) then each of U0, U1 is a vertex-free side of C in G.

Theorem 0.3.5 is a broad generalization of Theorem 0.2.5. A graph G satisfying the conditions of Theorem 0.3.5
has a collection of vertex-partitioning cycles such that, for each cycle C in the collection, the vertex-free side of of
C contains arbitrarily many crossings, each of which is the intersection of two chords of C. In order to prove this,
we prove something stronger. We allow our graph G to also contain some facial subgraphs with lists of less less than
five and we also allow some of the cycles of G to contain some lists of size at least four and a precolored edge. The
distance constant in Theorem 0.3.5 is clearly a function of the distance constant obtained in Theorem 0.3.1, so, for the
remainder of Chapter 14, we set α to be the distance constant obtained in Theorem 0.3.1. We introduce the following
definition:

Definition 14.0.2. A tuple (G,F , T , L) is called a tennis court if G be a drawing in the sphere of a graph, F =

{F1, · · · , Fk} is a collection of subgraphs of G, and T = {C1, · · · , Cm} is a collection of vertex-partitioning cycles
in G such that the following hold.
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1) For each i = 1, · · · , k, there is a facial subgraph F ′
i of G such that Fi ⊆ F ′

i ; AND

2) d(Ci, Cj) ≥ α+ 2 for each 1 ≤ i < j ≤ m and d(Fi, Fj) ≥ α for each 1 ≤ i < j ≤ k; AND

3) For each 1 ≤ i ≤ m and each 1 ≤ j ≤ k, we have d(Ci, Fj) ≥ α+ 1; AND

4) For each v ∈ V (G), if v ̸∈
⋃m
i=1 V (Ci) and v ̸∈

⋃l
j=1 V (Fi), then |L(v)| ≥ 5; AND

5) For each 1 ≤ i ≤ k, there is a path Pi ⊆ Fi of length one such that Pi is L-colorable and such that |L(v)| ≥ 3

for all v ∈ V (Fi \ Pi); AND

6) For each 1 ≤ i ≤ m, there exists a path Pi ⊆ Ci of length one such that Pi is L-colorable and such that, for
each v ∈ V (Ci \ Pi), |L(v)| ≥ 4 and furthermore, if v is incident to a chord of Ci lying in E(Int(Ci)), then
|L(v)| ≥ 5; AND

7) For each i ∈ {1, · · · ,m}, there is a vertex-free side Ui of Ci in G such that the following hold.

i) For each v ∈ V (Ci), there is at most one chord of C lying in Cl(Ui) which is incident to v; AND

ii) For each crossing point x of G, there is an i ∈ {1, · · · ,m} such that x ∈ Ui.

Note that, given a tennis court (G,F , T , L), where F = {F1, · · · , Fk}, possibly G contains a facial subgraph F ′ such
that F ′ contains more than one of the subgraphs F1, · · · , Fk. That is, we do not require F1, · · · , Fk to be a collection
of pairwise far-apart facial subgraphs of G. Given 1 ≤ i < j ≤ k, Fi and Fj are far apart, but possibly there is a facial
subgraph of G containing both of them.

We now introduce the following intuitive definition analogous to Definition 0.1.3.

Definition 14.0.3. Given a drawing G, an uncrossed cycle C ⊆ G, and a pair {G0, G1} of subgraphs of G with
G = G0 ∪G1, we say that {G0, G1} is the natural C-partition of G if G0 ∩G1 = C and, for each i ∈ {0, 1}, there
exists a simply connected region U of S2 \C such that Gi is the subgraph of G consisting of all the edges and vertices
of G in Cl(U).

We also have the following.

Definition 14.0.4. Let G be a drawing and let C ⊆ G be an uncrossed cycle.

1) We call C a cyclic facial subgraph of G if there exists a U ⊆ R2 \G such that C = ∂(U); AND

2) If C is a cyclic facial subgraph of G and Q is a proper generalized chord of C, then the natural (C,Q)-partition

of G is a pair of subgraphs {G0, G1} of G defined analogously to Definition 0.1.6.

We now have the following simple observation.

Proposition 14.0.5. If (G,F , T , L) is a tennis court and G is not L-colorable, then T ̸= ∅

Proof. Suppose that T = ∅ and suppose toward a contradiction thatG is not L-colorable. Since T = ∅, G is a planar
embedding, and thus F ̸= ∅, or else G is a planar embedding in which every vertex has an L-list of size at least five,
contradicting our assumption that G is not L-colorable. Let F = {F1, · · · , Fk}. For each i = 1, · · · , k, let Pi ⊆ Fi

be a path of one such that Pi is L-colorable and, for each v ∈ V (Fi \ Pi), |L(v)| ≥ 3. We partition {1, · · · , k} into
two sets as {1, · · · , k} = I ∪ J , where I := {1 ≤ i ≤ k : V (Fi) ̸= V (Pi)}.

By adding edges to G if necessary, we obtain a graph G′ such that, for each i ∈ I , G′ contains a cyclic facial subgraph
F ∗
i such that Pi ⊆ F ∗

i and V (F ∗
i ) = V (Fi). Let G′′ be a planar embedding obtained from G′, where, for each j ∈ J ,

we add a vertex of degree two to G′ to produce a cyclic facial subgraph F ∗
j of length three with Pj ⊆ F ∗

j . Then we
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have dG′′(F ∗
i , F

∗
j ) = dG(Fi, Fj), since, for each edge e ofE(G′′\G), there is either an i ∈ I such that both endpoints

of e lie in V (Fi), or there is a j ∈ J such that e has one endpoint in V (Pj) and one endpoint in one of the degree two
vertices of V (G′′ \G). Let L′′ be a list-assignment for G′′, where, for each x ∈ V (G), L′′(x) = L(x), and, for each
new vertex y added to G′′, L′′(y) is an arbitrary 3-list.

Thus,G′′ is a planar embedding with a collection of cyclic facial subgraphs F ∗
1 , · · · , F ∗

k , each of which is a Thomassen
facial subgraph of G′′ with respect to the list-assignment L′′, and each vertex of V (G′′) \

(⋃k
i=1 V (F ∗

k )
)

has an L′′-
list of size at least 5. Since dG′′(F ∗

i , F
∗
j ) ≥ α for each 1 ≤ i < j ≤ k, it follows from [reference tag for main result]

that G′′ is L-colorable, and thus G is L-colorable, contradicting our assumption.

To prove Theorem 0.3.5, it suffices to show that, for every tennis court (G,F , T , L), G is L-colorable.

Definition 14.0.6. Let (G,F , T , L) be a tennis court. For each C ∈ T , letting P ⊆ C be a subpath of C of length
one such that P satisfies 6) of Definition 14.0.2, we call P the precolored subpath of C. We say that (G,F , T , L) is a
minimal counterexample if the following hold.

1) G is not L-colorable; AND

2) Subject to 1), |E(G)| is minimized; AND

3) Subject to 1) and 2),
∑
v∈V (G) |L(v)| is minimized.

We now have the following:

Proposition 14.0.7. Let (G,F , T , L) be a minimal counterexample. Then G is connected, and, for each C ∈ T ,

V (C) ̸= V (G). In particular, there is a unique vertex-free side of R2 \ C, and G[V (C)] is L-colorable.

Proof. We obtain connectivity immediately from the minimality of (G,F , T , L). Suppose toward a contradiction that
there is a C ∈ T such that V (C) = V (G). By assumption, there is an open connected component U of R2 \ C
such that, for each v ∈ V (C), there is at most one chord of C lying in Cl(U) with v as an endpoint. Furthermore,
the drawing consisting of C and all chords of C lying in R2 \ U is a planar embedding. Let H be the embedding
consisting of C and all chords of C lying in R2 \ U , and let P be the precolored path of C.

We now note that there exists a v ∈ V (C \ P ) with degree at most 3 in G. If there is no chord of C in R2 \ U , then
every vertex of G[V (C)] has degree at most three, so we are done in that case. Now suppose there is a chord of C
in R2 \ U . Since H is a planar embedding ,it follows that, for each chord Q of C in R2 \ U , H admits a natural
Q-partition H = H0

Q ∪ H1
Q, where H0

Q ∩ H1
Q = Q and P ⊆ H0

Q. Among all such chords, we choose Q so that
|V (H1

Q)| is minimized. Since |V (C ∩H1
Q)| ≥ 3, let v ∈ V (C ∩H1

Q) \ V (Q). By the minimality of Q, there is no
chord of C in R2 \ U which has v as an endpoint, so v has degree at most 3 in G.

Thus, in any case, let v ∈ V (C) have degree at most three in G. If |V (C)| = 3 then G = C, and G is trivially
L-colorable, contradicting the fact that (G,F , T , L) is a minimal counterexample. Thus, we have |V (C)| ≥ 4. Let
G′ be the graph obtained from G by deleting any chord of C in R2 \ U with v as an endpoint, if such a chord exists,
and suppressing the resulting degree two vertex. Since |V (C)| ≥ 4, let C ′ ⊆ G′ be the cycle obtained from C by
this suppression. Then (G′,∅, {C ′}, L) is also a tennis court, and |E(G′)| < |E(G)|. Thus, by the minimality of
(G,F , T , L), G′ admits an L-coloring ϕ. Since |L(v)| ≥ 4 and degG(v) ≤ 3, ϕ extends to an L-coloring of G,
contradicting the fact that (G,F , T , L) is a counterexample. Thus, our assumption that V (C) = V (G) is false. Since
G is connected, we have |E(G[V (C)])| < |E(G)|. Since (G[V (C)],∅, {C}, L) is also a tennis court, we get that
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V (C) is L-colorable by the minimality of (G,F , T , L). Furthermore, there is a unique connected component U of
R2 \ C such that V (G) ∩ U = ∅.

We now gather the following facts:

Proposition 14.0.8. Let (G,F , T , L) be a minimal counterexample, let C ∈ T and let P ⊆ C be the precolored

subpath of C. Let U ⊆ R2 \ C be the unique vertex-free side of C. Then, letting C := v1 · · · vn, the following hold.

1) |L(v)| = 1 for each v ∈ V (P ), and furthermore, there is no chord of C lying in Cl(U) with an endpoint in P ;

AND

2) |V (C)| ≥ 5; AND

3) There is no chord of C lying in R2 \ U ; AND

4) For any w ∈ D1(C,G), if there is an index a ∈ {1, · · · , n} and an j ∈ {1, 2} such that w is adjacent to each of

va, va+j , where the indices are read mod n, then the cycle vava+1 · · · va+jw is uncrossed and not a separating

cycle in G; AND

5) Let w ∈ D1(C,G) such that, for some a ∈ {1, · · · , n}, we have w ∈ N(va) ∩N(va+2), where the indices are

read mod n. Then va+1 ∈ V (P ).

Proof. By the minimality of
∑
v∈V (G) |L(v)|, we immediately have |L(v)| = 1 for each v ∈ V (P ). Let v ∈ V (P )

and suppose toward a contradiction that there is a chord uv of C lying in Cl(U) with v as an endpoint. Then u ̸∈ V (P )

and, by definition, uv is the unique chord of C lying in Cl(U) which has v as an endpoint. Let |L(v)| = c and let
L∗ be a list-assignment for V (G) where L∗(u) = L(u) \ {c} and L∗(x) = L(x) for all x ∈ V (G) \ {u}. Since
|L(u)| ≥ 5, and thus |L∗(u)| ≥ 4, (G−uv,F , T , L∗) is also a tennis court, and thus G−uv admits an L∗-coloring ϕ
by the edge-minimality of (G,F , T , L). Since L∗(v) = L(v) = {c}, ϕ is also an L-coloring of G, contradicting the
fact that (G,F , T , L) is a counterexample.

Now we prove 2). Suppose toward a contradiction that |V (C)| ≤ 4. In that case, since C \P is a path of length at most
one, it follows from 1) that there is no chord of C lying in Cl(U). That is, C is a facial subgraph of G with C = ∂(U).
Let ϕ be an L-coloring of V (C \ P ) which extends to an L-coloring of G[V (C)]. Let G′ := G \ V (C \ P ). Then G′

contains a facial subgraph F such that P ⊆ F and D1(C \ P,G) ⊆ V (F ). Let F ∗ be a subgraph of F containing P
and containing each vertex of D1(C \ P,G).

Since |V (C \ P )| ≤ 2, we have |Lϕ(v)| ≥ 3 for all v ∈ V (F ∗ \ P ), and P is Lϕ-colorable. Furthermore, since
each vertex of F ∗ is of distance at most one from C, the tuple (G′,F ∪ {F ∗}, T \ {C}, Lϕ) satisfies the distance
conditions of Definition 14.0.2. Thus, (G′,F ∪ {F ∗}, T \ {C}, Lϕ) is also a tennis court. Since |E(G′)| < |E(G)|,
G′ admits an Lϕ-coloring, so ϕ extends to an L-coloring of G, contradicting the fact that (G,F , T , L) is a minimal
counterexample. This proves 2).

Now we prove 3). Let G∗ be the graph obtained from G by deleting from G all chords of C lying in Cl(U). Suppose
toward a contradiction that there is a chord Q of C lying in Cl(U). Note that C is a cyclic facial subgraph of G∗. Let
G∗ = G∗

0 ∪G∗
1 be the natural (C,Q)-partition of G∗, where G∗

0 ∩G∗
1 = Q and P ⊆ G∗

0.

LetG∗∗
0 be the graph obtained fromG∗

0 by adding toG∗
0 all the chords ofC in Cl(U) with both endpoints in V (C∩G∗

0).
For each i = 0, 1, let C∗

i be the cycle C∗
i := (C ∩G∗

i ) +Q. For each i = 0, 1, let T ∗
i := {C ′ ∈ T : C ′ ⊆ G∗

i } and
let F∗

i := {F ∈ F : F ⊆ G∗
i }. Note that, since each cycle of T is vertex-separating in G, we have by our distance

conditions that T \ {C} = T ∗
0 ∪ T ∗

1 as a disjoint union, and furthermore, since each element of F is contained in a
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facial subgraph of G, and thus contained in a facial subgraph of G∗, F = F∗
0 ∪ F∗

1 as a disjoint union. In particular,
(G∗∗

0 ,F∗
0 , T ∗

0 ∪ {C∗
0}, L) is also a tennis court, and since |E(G∗∗

0 )| < |E(G)|, G∗∗
0 admits an L-coloring ϕ.

LetG∗∗
1 be the graph obtained fromG∗

1 by adding toG∗
1 all the chords ofC in Cl(U) with both endpoints in V (C∩G∗

1).
Consider the tuple (G∗∗

1 ,F∗
1 , T ∗

1 ∪{C∗
1}, L

Q
ϕ ). LetU ′ be the unique connected component of R2\C∗

1 such thatU ⊆ U ′.
Then, in G∗∗

1 , for each v ∈ V (C∗
1 ), there is at most one chord of C∗

1 in Cl(U ′) with v as an endpoint.

Given v ∈ V (C∗
1 \ Q), if there does not exist a chord of C lying in Cl(U) with v as an endpoint and the other

endpoint in V (C∗
0 \ Q), then we have LQϕ (v) = L(v). On the other hand, if there is a such a chord, then we have

|L(v)| ≥ 5 and |LQϕ (v)| ≥ 4, and furthermore, there is no chord of C in Cl(U ′) ∩ E(G∗∗
1 ) with v as an endpoint, so

(G∗∗
1 ,F∗

1 , T ∗
1 ∪ {C∗

1}, L
Q
ϕ ) is a tennis court. Thus, since |E(G∗∗

1 )| < |E(G)|, G∗∗
1 is LQϕ -colorable, so ϕ extends to

an L-coloring of G, contradicting the fact that (G,F , T , L) is a minimal counterexample.

Now we prove 4). Let w ∈ D1(C,G) and j ∈ {1, 2} with va, va+j ∈ N(w). Since U is the vertex-free side of C,
we have w ∈ R2 \ U , and, by definition of (G,F , T , L), the cycle D := vava+1 · · · va+jw is uncrossed. Thus, since
vava+1 · · · va+j is a subpath of C, let G = G0 ∪ G1 be the natural D-partition of G, where C ⊆ G0. We claim now
that V (G1) = V (D).

Suppose not. Let G′ := G \ (V (G1) \ V (D)). Since G is connected, we have |E(G′)| < |E(G)|. By our distance
conditions on T , each element of T is either a subgraph of G0 or a subgraph of G1, and likewise, each element of F
is either a subgraph of G0 or a subgraph of G1, since each element of F is contained in a facial subgraph of G. For
each i = 0, 1, let T ′

i := {C∗ ∈ T : C∗ ⊆ Gi}, and let F ′
i := {F ∈ F : F ⊆ Gi}.

Now, the tuple (G′, T ′
0 ,F ′

0, L) is a tennis court, and since |E(G′)| < |E(G)|, G′ admits an L-coloring ϕ. Let
Q := vaw. The graphG1\V (D\Q) contains a facial subgraph F ′ such that F ′ contains the edge vaw and F ′ contains
each vertex ofD1(D\Q,G1)\V (Q). Let F ′′ be a subgraph of F ′ withQ ⊆ F ′′ and V (F ′′) = V (Q)∪D1(D\Q,G1).

Consider the tuple (G1 \ V (D \ Q), {F ′′} ∪ F ′
1, T ′

1 , L
Q
ϕ ). By the distance conditions on (G,F , T , L), we have

d(C,C ′) ≥ α + 2 for each C ′ ∈ T ′
1 , and thus d(F ′′, C ′) ≥ α + 1 for each C ′ ∈ T1. Likewise, d(C,F ) ≥ α + 1 for

each F ∈ F ′
1, and thus d(F ′′, F ) ≥ α for each F ∈ F ′

1. Thus, (G1 \ V (D \Q), {F ′′} ∪ F ′
1, T ′

1 , L
Q
ϕ ) is also a tennis

court, and since |E(G1 \V (D \Q))| < |E(G)|, G1 \V (D \Q) admits an LQϕ -coloring, so ϕ extends to an L-coloring
of G, contradicting the fact that (G,F , T , L) is a minimal counterexample. Thus, V (G1) = V (D). This proves 4).

Now we prove 5). Let w ∈ D1(C,G) such that, for some a ∈ {1, · · · , n}, we have w ∈ N(va) ∩ N(va+2), and
suppose toward a contradiction that va+1 ̸∈ V (P ).. Let D := vava+1va+2w. Since V (G) ∩ U = ∅, we have
w ∈ R2 \ U , and, by definition of T , D is an uncrossed cycle in G.

Let G = G0 ∪ G1 be the natural D-partition of G, where C ⊆ G0. By 4), we have V (G1) = V (D). Let G† be
the graph obtained from G by deleting from G any edge of E(G) \ E(C) incident to va+1 and then suppressing the
resulting vertex of degree 2. Let C† be the cycle v1 · · · va−1va+1 · · · vn obtained from this suppression.

The tuple (G†, L) is a tennis court with |E(G†)| < |E(G)|, so G† admits an L-coloring ϕ by the minimality of
(G,F , T , L). If va+1 is not an endpoint of a chord of C lying in Cl(U), then, since V (G1) = V (D), we have
N(va+1) ⊆ {va, va+2, w}. Thus, since |L(va+1)| ≥ 4 in this case, ϕ extends to an L-coloring of G, contradicting the
fact that (G,F , T , L) is a minimal counterexample. Likewise, if va+1 is the endpoint of a chord uva+1 of C lying in
Cl(U), then, since V (G1) = V (D), we have N(va+1) ⊆ {u, va, va+2, w}. Since |L(va+1)| ≥ 5 in this case, ϕ again
extends to an L-coloring of G, contradicting the fact that (G,F , T , L) is a minimal counterexample. This completes
the proof of Proposition 14.0.8.
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In order to continue, we need the following purely combinatorial fact.

Lemma 14.0.9. Let m ≥ 1 and let P be a partition of {1, · · · , 2m} into a collection of m pairwise-disjoint sets of

size 2. Then there exists an S ⊆ {1, · · · , 2m} such that |S| = m, S contains precisely one element of each pair in P ,

and for each odd integer j ∈ {1, · · · , 2m}, |S ∩ {j, j + 1}| ≤ 1.

Proof. Given an m ≥ 1 and a partition P of {1, · · · , 2m} into m pairwise-disjoint sets of size two, we say that
S ⊆ {1, · · · , 2m} is a P-sampling if S is a set of size m such that S contains precisely one element of each pair in
P , and for each odd integer j ∈ {1, · · · , 2m}, |S ∩ {j, j + 1}| ≤ 1. Thus, we claim that, for each m ≥ 1 and each
partition P of {1, · · · , 2m} into m pairwise-disjoint sets of size two, there exists a P-sampling.

We show this by induction on m. If m = 1 then the claim is trivially true since |P| = 1, so we just choose a
single element from the lone set of P . Now let m > 1 and suppose that, for any 1 ≤ m′ < m and any partition
P ′ of {1, · · · , 2m′} into m′ pairwise-disjoint sets of size two, there exists a P ′-sampling. Let P be a partition of
{1, · · · , 2m} into m pairwise-disjoint sets of size 2. For each j ∈ {1, · · · , 2m}. Now consider the following cases:

Case 1: {2m− 1, 2m} ∈ P

In this case, let P∗ := P \ {{2m − 1, 2m}}. Applying our induction hypothesis to P∗, there is a P∗-sampling S∗.
Then S∗ ∪ {2m − 1} consists of precisely one element from each A ∈ P , and, for each odd j ∈ {1, · · · , 2m}, we
have |S∗ ∩ {j − 1, j}| ≤ 1. Thus, S∗ ∪ {2m− 1} is a P-sampling, so we are done in this case.

Case 2: {2m− 1, 2m} ̸∈ P

In this case, there exist distinct a, b ∈ {1, · · · , 2m − 2} such that {2m − 1, a} ∈ P and {2m, b} ∈ P . Let P∗ be
a partition of {1, · · · , 2m − 2} into m − 1 sets of size 2, where P∗ is obtained from P by removing {2m − 1, a}
and {2m, b}, and replacing them with {a, b}. Applying our induction hypothesis to P∗, there is a P∗-sampling
S∗ ⊆ {1, · · · , 2m − 2}, so S∗ contains precisely one of {a, b}. If a ∈ S∗, then S∗ ∪ {2m} is a P-sampling, and, if
b ∈ S∗, then S∗ ∪ {2m− 1} is a P∗-sampling, so we are done. This completes the proof of Lemma 14.0.9.

The main result we need in order to prove Theorem 0.3.5 is the following.

Proposition 14.0.10. Let (G,F , T , L) be a minimal counterexample, let C ∈ T and let P ⊆ C be the precolored

subpath of C. Then there exists a subset S ⊆ V (C \ P ) and an L-coloring ϕ of G[S] such that the following hold.

1) For each w ∈ D1(S,G) \ V (P ), |Lϕ(w)| ≥ 3; AND

2) V (P ) is Lϕ-colorable; AND

3) For each chord e of Ci with e ∈ Cl(Ui), at least one endpoint of e lies in S

Proof. Let U ⊆ R2 \ C be the unique vertex-free side of C. Given a subset S ⊆ V (C), we say that S is a covering

set if S consists of precisely one endpoint of each chord of C in Cl(U). It is clear that such a subset of V (C) exists,
since each vertex of C is incident to at most one chord of C in Cl(U). Furthermore, for any covering set S, we have
S ∩ V (P ) = ∅ by 1) of Proposition 14.0.8.

Applying Lemma 14.0.9 to the path C \ P , there exists a covering set S ⊆ V (C \ P ) such that every connected
component ofC[S] is a path of length at most one. Now set T := {w ∈ D1(C) : |N(w)∩S| ≥ 3}. LetC := v1 · · · vn.
Without loss of generality, let P := vn−1vn. For each vertex v ∈ V (C), we say that v is matched if there is a chord
of C with v as an endpoint. Otherwise we say v is unmatched. By 3) of Proposition 14.0.8, each matched vertex
is the endpoint of precisely one chord of C, and this chord lies in Cl(U). In particular, every edge of G with both
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endpoints in S lies in E(C), since S consists of precisely one endpoint from each chord of C. Given a matched vertex
v ∈ V (C), if u ∈ V (C) is the other endpoint of the unique chord of C incident to v, we say that u is matched to v.

Claim 14.0.11. If T = ∅, then there exists an L-coloring ϕ of S satisfying Proposition 14.0.10.

Proof: By Proposition 14.0.7, G[V (C)] is L-colorable, so let ϕ be an L-coloring of S which extends to an L-coloring
of G[V (C)]. Thus, V (P ) is Lϕ-colorable, and, since T = ∅, we have |Lϕ(w)| ≥ 3 for all w ∈ D1(S,G) \ V (P ), so
we are done. ■

Thus, for the remainder of the proof of Proposition 14.0.10, we suppose that T ̸= ∅. For each element w ∈ T , we
let Qw be the unique subpath of C \ P such that each endpoint of Qw lies in N(w) ∩ S and N(w) ∩ S ⊆ V (Qw).
Since Qw contains at least three vertices of S, it follows from Proposition 14.0.8 that |V (Qw)| ≥ 5 for each w ∈ T .
Furthermore, for each w ∈ T , and any two distinct v, v′ ∈ V (Qw), we define an open subset Avwv′ of R2 as follows:
wv′Wwv is a cycle, and we set Aw to be the unique open connected component of R2 \ (wv′Pwv) which does is
disjoint to V (P ). Furthermore, for each w ∈ T , we define an open subset Aw ⊆ R2 as follows: Let v, v′ be the
endpoints of Qw. Then we let Aw := Avwv′ .

We now define an ordering relation < on T as follows. Given w,w′ ∈ T , we say that w′ < w if w′ ∈ Aw. We
say that w′ ≤ w if either w′ = w or w′ < w. ≤ is clearly a well-defined partial order on T . We define a sequence
T0, T1, · · · of subsets of T inductively as follows. Let T0 be the set of ≤-maximal elements of T . For each j ≥ 0, if
Tj is well-defined and nonempty, then we set Tj+1 be the set of w ∈ T such that, for some w′ ∈ Tj we have w < w′,
and there does not exist a w′′ ∈ T such that w < w′′ < w′. Since ≤ is a well-defined partial order on T , the sets
T0, T1, · · · are pairwise-disjoint. Let ℓ be the minimal index such that Tℓ+1 = ∅. Such an ℓ exists as T is finite.

Definition 14.0.12. For each j ∈ {0, · · · , ℓ}, we let Sj be the set of S-endpoints of the edges of G connecting
T0 ∪ · · ·Tj to V (C). Given a j ∈ {0, · · · , ℓ}, a subset A ⊆ Sj , and an L-coloring ϕ of A, we say that ϕ is a
match-valid L-coloring of A if the following hold.

V1) V (P ) is Lϕ-colorable; AND

V2) |L(x)| ≥ 3 for all v ∈ D1(A,G) \ V (P ); AND

V3) For any index a ∈ {1, · · · , n}, if va, va+2 ∈ A and va+1 is a matched vertex of C, then we have |L(va+1) \
{ϕ(va), ϕ(va+2)}| ≥ 4.

Note that Property V3) above is stronger than the condition that |Lϕ(va+1)| ≥ 3, since, if va+1 is matched to some
vertex u ∈ V (C), then we have |Lϕ(va+1)| ≥ 3 for any choice of color used by ϕ on u. Since no three consecutive
vertices of C lie in S, we have va+1 ̸∈ dom(ϕ) if va, va+2 ∈ dom(ϕ). For each j ∈ {0, · · · , ℓ}, and two distinct
vertices v, v′ ∈ Sj , we say that v, v′ are Sj-consecutive if no internal vertex of the unique subpath of C \ P with
endpoints v, v′ lies in Sj . The following facts are immediate:

Claim 14.0.13. For each j ∈ {0, · · · , ℓ}, the following hold.

1) For any two w,w′ ∈ Tj , Aw ∩Aw′ = ∅; AND

2) For any two vertices v, v′ ∈ Sj , v, v′ have at most one common neighbor in Tj; AND

3) For any 0 < j ≤ ℓ and any w ∈ Tj , there is a unique w′ ∈ Tj−1 such that w < w′. In particular, there is a

unique pair of Sj−1-consecutive vertices v, v′ ∈ V (Qw′) such that w ∈ Avw′v′ .
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We now claim the following:

Claim 14.0.14. There exists a match-valid L-coloring of S0.

Proof: Recall that P := vn−1vn. Thus, let m1, · · · ,mr be a set of indices with 1 ≤ m1 < m2 < · · · < mr ≤ n− 2,
where S0 = {vm1 , · · · , vmr}. It is clear that, for any L-coloring ϕ of V (P ) ∪ {vm1}, the coloring ϕ(vm−1) is
a match-valid L-coloring of {vm1}. Now let i ∈ {1, · · · , r} and suppose there is a match-valid L-coloring ϕ of
{vm1 , · · · , vmi}. If i = r, then we have a match-valid L-coloring of S0, so we are done. Now suppose that 1 ≤ i < r.
We claim there exists a match-valid L-coloring of {vm1 , · · · , vmi , vmi+1}. We first note that, for any v ∈ S0, either
|N(v) ∩ T0| = 1, or there exists a pair of vertices w,w′ ∈ T0 such that N(v) ∩ T0 = {w,w′}, v is the right endpoint
of Qw, and v is the left endpoint of Qw′ .

Since every edge of G with both endpoints in S is an edge of C, we have Lϕ(vmi+1
) = L(v) \ {ϕ(vmi

)} if mi+1 =

mi + 1, and otherwise Lϕ(vmi+1
) = L(vmi+1

). Now consider the following cases:

Case 1 of Claim 14.0.14: vmi+1 , vmi do not have a common neighbor in T0

In this case, there is a w ∈ T0 such that vmi+1
is the left endpoint of Qw.

Subclaim 14.0.15. For any extension ϕ∗ of ϕ to an L-coloring of {vm1
, · · · , vmi+1

}, if ϕ∗ is not a match-valid

L-coloring of its domain, then mi = mi+1 − 2 and one of the following holds.

1) vmi+1 is a matched vertex of C, and |L(vmi+1) \ {ϕ(vmi), ϕ
∗(vmi+1)}| = 3; OR

2) vmi+1 is an unmatched vertex of C and L(vmi+1) \ {ϕ(vmi
), ϕ∗(vmi+1

)}| = 2.

Proof: Let ϕ∗ be an extension of ϕ to an L-coloring of {vm1
, · · · , vmi+1

} and suppose that ϕ∗ is not a match-
valid L-coloring of its domain. Since vmi+1

is the left endpoint of Qw, there are at least two vertices in
{vmi+1+1, · · · , vn−2} adjacent to w. Thus, since mi < mi+1 and there is no chord of C with an endpoint
in V (P ), vmi+1

is not adjacent to any vertex of V (P ), so, since ϕ extends to an L-coloring of V (P ) ∪ dom(ϕ),
ϕ∗ extends to an L-coloring of V (P ) ∪ dom(ϕ∗).

Thus, ϕ∗ satisfies V1) of Definition 14.0.12. If ϕ∗ does not satisfy V3) of Definition 14.0.12, thenmi+1 = mi+2,
vmi+1 is the endpoint of a chord e of C with e ∈ Cl(U), and L(vmi+1) \ {ϕ(vmi), ϕ

∗(vmi+2)}| = 3. Note that
vmi+1 ̸∈ dom(ϕ) since S contains no three consecutive vertices of C \ P . Thus, if ϕ∗ does not satisfy V3) of
Definition 14.0.12, then we are done.

Suppose now that ϕ∗ satisfies V1) and V3) of Definition 14.0.12, but not V2) of Definition 14.0.12. Then there
is a vertex z ∈ D1(dom(ϕ), G) \ V (P ) such that |Lϕ∗(z)| < 3. Since there is no chord of C in R2 \ U and each
vertex of C \P has an L-list of size at least four, we have z = vmi+1 and mi+1 = mi+2. Since ϕ∗ satisfies V3)
of Definition 14.0.12, vmi+1 is unmatched, or else we have |Lϕ∗(vmi+1)| ≥ 3. Since, we have |L(vmi+1)| ≥ 4

and L(vmi+1) \ {ϕ(vmi
), ϕ∗(vmi+1

)}| = 2, so we are done. ■

Now we finish Case 1 of of Claim 14.0.14. If mi+1 ̸= mi + 2, then any extension of ϕ to {vm1 , · · · , vmi+1} is a
match-valid L-coloring of {vm1 , · · · , vmi+1}, so we are done in that case. Now suppose that mi+1 = mi + 2. Since
every edge of G with both endpoints in S is an edge of C, we have |Lϕ(vmi+1)| ≥ 5.

If vmi+1 is a matched vertex, then we have |L(vmi+1) \ {ϕ(vmi
)}| ≥ 4, and since |Lϕ(vmi+1

)| ≥ 5, we choose a
color d ∈ |Lϕ(vmi+1

) such that |L(vmi+1) \ {ϕ(vmi
), d}| ≥ 4. By Subclaim 14.0.15, the resulting extension of ϕ

to dom(ϕ) ∪ {vmi+1
) is then a match-valid L-coloring of its domain, so we are done in that case. Now suppose that
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vmi+1 is unmatched. In that case, since |L(vmi+1)| ≥ 4, we have |Lϕ(vmi+1)| ≥ 3, so we simply choose a color
d ∈ Lϕ(vmi+1

) such that Lϕ(vmi+1) \ {d}| ≥ 3, and, again by Subclaim 14.0.15, the resulting extension of ϕ to
dom(ϕ) ∪ {vmi+1

} is a match-valid L-coloring of its domain. This completes Case 1 of Claim 14.0.14.

Case 2 of Claim 14.0.14: vmi+1
, vmi

have a common neighbor in T0

In this case, by Claim 14.0.13, let w ∈ T0 be the unique common neighbor of vmi
, vmi+1

. Now consider the following
subcases:

Subcase 2.1 Either mi+1 < n− 2 or |Lϕ(vmi+1
)| ≥ 5

By 1) of Proposition 14.0.8, there is no chord of C with an endpoint in P . Thus, since |L(vn−1)| = 1, |Lϕ(w)| ≥ 3,
and |Lϕ(vmi+1)| ≥ 4, there is a color c ∈ Lϕ(vmi+1) such that |Lϕ(w) \ {c}| ≥ 3, and such that either vmi+1 is
not adjacent to a vertex of P or N(vmi+1) ∩ V (P ) = {vn−1} and {c} ̸= L(vn−1). In either case, letting ϕ′ be the
extension of ϕ obtained by coloring vmi+1 with c, ϕ′ extends to an L-coloring of dom(ϕ′) ∪ V (P ).

By definition of S, together with 1) of Proposition 14.0.8, there is a unique chord vmi+1
vℓ of C lying in Cl(U), where

ℓ ∈ {1, · · · , n − 2}. Since vmi+1
is the other end of the unique chord of C in Cl(U) which is incident to vℓ, we

have dom(ϕ) ∩N(vℓ) ⊆ {vℓ−1, vℓ+1}, where the indices are read mod n. Thus, since ϕ is a match-valid L-coloring
of {vm1

, · · · , vmi
}, we have |Lϕ(vℓ)| ≥ 4, and thus |Lϕ′(vℓ)| ≥ 3. Thus, ϕ′ satisfies conditions V1) and V2) of

Definition 14.0.12. If V3) is not satisfied, then we have vmi+1−1 ̸∈ dom(ϕ) and vmi+1−2 ∈ dom(ϕ), so w is adjacent
to each of vmi+1−2, vmi+1

. Since vmi+1−1 ̸∈ V (P ), this contradicts 5) of Proposition 14.0.8. Thus, ϕ′ is indeed a
match-valid L-coloring of {vm1

, · · · , vmi+1
}.

Subcase 2.2 mi+1 = n− 2 and |Lϕ(vmi+1)| = 4

In this case, we have N(vmi+1
) ∩ S = {vmi

} and mi+1 = mi + 1. Furthermore, we have S0 = {m1, · · · ,mi+1},
and vmi+1

is the right endpoint of Qw. Since w has at least three neighbors in S0, vmi
is an internal vertex of Qw. Let

L(vn−1) = {q} and let ϕ′ be the restriction of ϕ to {vm1
, · · · , vmi−1

}. Then we have the following:

Subclaim 14.0.16. Let c ∈ L(vn−2) \ {q} and let d ∈ Lϕ′(vmi
), where c ̸= d. Let ϕ∗ be an extension of ϕ′ to

dom(ϕ′) ∪ {vmi
, vmi+1

} obtained by coloring vmi+1
with c and coloring vmi

with d. if ϕ∗ is not a match-valid

L-coloring of its domain, then |Lϕ∗(w)| < 3.

Proof: Firstly, since vmi
is an internal vertex of Qw, and there is no chord of C with an endpoint in V (C), the

L-coloring ϕ∗ extends to an L-coloring of dom(ϕ∗)∪V (P ), as q ̸= c. Thus, if ϕ∗ is not a match-valid L-coloring
of {vm1

, · · · , vmi
}, then either V2) or V3) of Definition 14.0.12 is not satisfied. If 3) is not satisfied, then, since

mi+1 = mi + 1 and ϕ′ is a match-valid L-coloring of its domain, we have mi = mi−1 + 2 and L(vmi+1) \
{ϕ′(vmi−1

), d}| = 3. But then, since vmi
is an internal vertex of Qw, we contradict 5) of Proposition 14.0.8.

Thus, ϕ∗ satisfies 3) of Definition 14.0.12. Since ϕ∗ satisfies V3) of Definition 14.0.12, we have |Lϕ∗(v)| ≥ 3

for all v ∈ V (C) \ (V (P ) ∪ dom(ϕ∗)). Thus, since ϕ′ is a match-valid L-coloring of {v1, · · · , vmi−1
}, the only

remaining possibility is that |Lϕ∗(w)| < 3. ■

Since there is no chord of C with both endpoints in S, and no three consecutive vertices of C lie in S, we have
|Lϕ′(vmi)| ≥ 5, as vmi , vmi+1 are consecutive in C. Likewise, |Lϕ′(vmi+1)| ≥ 5 and thus |Lϕ′(vmi+1) \ {q}| ≥ 4.

Now we extend ϕ′ to an L-coloring of dom(ϕ′) ∪ {vmi
, vmi+1

} in the following way: Since ϕ′ is a match-valid L-
coloring of its domain, we have |Lϕ′(w)| ≥ 3, and since |Lϕ′(vmi+1

) \ {q}| ≥ 4, we choose a color c ∈ Lϕ′(vmi+1
) \

{q} such that |Lϕ′(w) \ {c}| ≥ 3. Finally, since |Lϕ′(vmi
) \ {c}| ≥ 4, we choose a color d ∈ Lϕ′(vmi

) \ {c}
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such that |Lϕ′(w) \ {c, d}| ≥ 3. By Subclaim 14.0.16, the resulting extension of ϕ′ is a match-valid L-coloring of
{vm1

, · · · , vmi+1
}, so we are done. This completes the proof of Claim 14.0.14. ■

Claim 14.0.14 is the base case of an induction argument on the sequence of sets S0, S1, · · · , Sℓ. We complete the
argument with the following claim:

Claim 14.0.17. Let j ∈ {0, · · · , ℓ} and suppose there is a match-valid L-coloring ϕ of Sj . Then ϕ extends to a

match-valid L-coloring of Sj+1.

Proof: By Claim 14.0.13, for each w ∈ Tj+1, there is a unique w′ ∈ Tj such that w < w′, and, given this w′, there is
a unique pair v, v′ of Sj-consecutive vertices such that w′ ∈ Avw′v′ .

Subclaim 14.0.18. aaaaaaaaaaaaaaaaaaa

1) For any extension of ϕ to an L-coloring ϕ∗ of Sj+1, ϕ∗ extends to an L-coloring of Sj+1 ∪ V (P ); AND

2) Suppose that, for each w′ ∈ Tj and each pair v, v′ of Sj-consecutive vertices in Qw′ , ϕ extends to a

match-valid L-coloring of Sj ∪ (V (vQwv
′)∩Sj+1). Then ϕ extends to a match-valid L-coloring of Sj+1.

Proof: We first prove 1). Since there is no chord of C with an endpoint in P , it follows that, for each w′ ∈ Tj , no
internal vertex of Qw′ is adjacent to a vertex of P . Thus, since ϕ extends to an L-coloring of dom(ϕ) ∪ V (P ),
ϕ∗ also extends to an L-coloring of dom(ϕ∗) ∪ V (P ).

Now we prove 2). For each w′ ∈ Tj and each pair v, v′ of Sj-consecutive vertices in Qw′ , let ϕvw′v′ be an
extension of ϕ to a match-valid L-coloring of Sj ∪ (V (vQw′v′) ∩ Sj+1), and let ϕ∗ be the union of these
extensions, taken over each w′ ∈ Tj and each pair v, v′ of Sj-consecutive vertices of Qw′ . Since there is no
chord of C with both endpoints in S, ϕ∗ is a proper L-coloring of Sj+1. We claim now that ϕ∗ is a match-valid
L-coloring of Sj+1.

By 1), ϕ∗ extends to an L-coloring of Sj+1 ∪ V (P ), so we just need to check V2) and V3) of Definition 14.0.12.
Let a ∈ {1, · · · , n − 2} with va, va+2 ∈ dom(ϕ∗), where va+1 is a matched vertex of C. We claim that
|L(va+1) \ {ϕ∗(va), ϕ∗(va+2)}| ≥ 4. If va, va+2 ∈ dom(ϕ), then we are done, since ϕ is a match-valid L-
coloring of Sj . If not, then at least one of va, va+2 lies in Sj+1, so suppose without loss of generality that
va+2 ∈ Sj+1 \ Sj . In that case, there is a w ∈ Tj+1 adjacent to va+2, and, by Claim 14.0.13, there is a unique
w′ ∈ Tj with w < w′ and a unique pair v, v′ of Sj-consecutive vertices of Qw′ such that w ∈ Avw′v′ . Since w is
adjacent to va+2, va+2 is an internal vertex of vQw′v′. If va also lies in the path vQw′v′, then we immediately
have |L(va+1)\{ϕ∗(va), ϕ∗(va+2)}| ≥ 4, since ϕvw′v′ is a match-valid L-coloring of its domain by assumption.
If va ̸∈ V (vQw′v′), then va+1 ∈ {v, v′}, contradicting the fact that no three consecutive vertices of C \ P lie in
S. Thus, ϕ∗ satisfies V3) of Dfinition 14.0.12.

Now we just check that ϕ∗ satisfies V2) of Definition 14.0.12. Let va ∈ V (C \ P ) \ dom(ϕ∗), where a ∈
{1, · · · , n − 2}. We claim that |Lϕ∗(va)| ≥ 3. If va is a matched vertex of C, then, since ϕ∗ satisfies V3)
of Definition 14.0.12, we have |Lϕ∗(va)| ≥ 3. Now suppose that va is not a matched vertex and suppose
toward a contradiction that |Lϕ∗(va)| < 3. Since |L(va)| ≥ 4 and no chord of C is incident to va, we have
va−1, va+1 ∈ dom(ϕ∗). If va−1, va+1 ∈ dom(ϕ), then, since ϕ is a match-valid L-coloring of its domain, we
have |Lϕ∗(va)| ≥ 3, contradicting our assumption.

Thus, suppose without loss of generality that va+1 ∈ Sj+1 \ Sj . As above, there is a w ∈ Tj+1 adjacent to
va+1, and, by Claim 14.0.13, there is a unique w′ ∈ Tj with w < w′ and a unique pair v, v′ of Sj-consecutive

388



vertices of Qw′ such that w ∈ Avw′v′ , so va+1 is an internal vertex of vQw′v′. If va−1 lies in vQw′v′, then we
immediately have |Lϕ∗(va)| ≥ 3, since ϕvw′v′ is a match-valid L-coloring of its domain. If va−1 does not lie in
vQw′v′, then va is an endpoint of vQw′v′, which is false, since va ̸∈ dom(ϕ∗).

Thus, we have |Lϕ∗(v)| ≥ 3 for each v ∈ V (C \ P ) \ dom(ϕ∗). For each w ∈ T0 ∪ · · ·Tj , we have N(w) ∩
dom(ϕ∗) ⊆ Sj , and thus |Lϕ∗(w)| ≥ 3. For each w ∈ Tj+1, there exists a w′ ∈ Tj and a pair v, v′ of Sj-
consecutive vertices of Qw such that N(w) ∩ dom(ϕ∗) ⊆ dom(ϕvw′v′), so we have |Lϕ∗(w)| ≥ 3, since ϕvw′v′

is a match-valid L-coloring of its domain. Thus, |Lϕ∗(w)| ≥ 3 for all w ∈ D1(Sj+1, G) \ V (P ). Thus, ϕ∗ is
indeed a match-valid L-coloring of its domain. This proves 2), and completes the proof of Subclaim 14.0.18. ■

Now we fix a w′ ∈ Tj and a pair va, vb of Sj-consecutive vertices of Qw′ , where 1 ≤ a < b ≤ n − 2. Let
m0,m1, · · · ,mr be a set of indices with a = m0, b = mr, and m0 < m1 < · · · < mr, where Sj+1 ∩ V (vaQw′vb) =

{vm0
, · · · , vmr

}. Applying Subclaim 14.0.18, we just need to show that ϕ extends to a match-valid L-coloring of
dom(ϕ) ∪ {vm1

, · · · , vmr−1
}.

Let i ∈ {0, · · · , r} and suppose there is an extension of ϕ to a match-validL-coloring of dom(ϕ)∪{vm0
, vm1

, · · · , vmi
}.

This holds for i = 0, since vm0
∈ dom(ϕ). We claim now that if 0 ≤ i < r − 1 and this holds for i, then it also holds

for i+1. If we show this, then there exists a match-valid L-coloring of dom(ϕ)∪ {vm1
, · · · , vmr−1

}, so we are done.
Fix an i ∈ {0, · · · , r − 2} and an extension ϕ∗ of ϕ to a match-valid L-coloring of dom(ϕ) ∪ {vm0

, · · · , vmi
}. Now

we break the proof into the following cases.

Case 1 of Claim 14.0.17: vmi
, vmi+1

do not have a common neighbor in Tj+1

In this case, there is a w ∈ Tj+1 such that vmi+1
is the left endpoint of Qw.

Subclaim 14.0.19. For any extension ϕ∗∗ of ϕ∗ to an L-coloring of dom(ϕ∗) ∪ {vmi+1
}, if ϕ∗∗ is not a match-

valid L-coloring of its domain, then mi = mi+1 − 2 and one of the following holds.

1) vmi+1 is a matched vertex of C, and |L(vmi+1) \ {ϕ∗(vmi), ϕ
∗∗(vmi+1)}| = 3; OR

2) vmi+1 is an unmatched vertex of C and L(vmi+1) \ {ϕ∗(vmi), ϕ
∗∗(vmi+1)}| = 2.

Proof: Suppose that ϕ∗∗ is not a match-valid L-coloring of its domain. By Subclaim 14.0.18, ϕ∗∗ satisfies V1) of
Definition 14.0.12. If ϕ∗∗ does not satisfy V3) of Definition 14.0.12, then mi+1 = mi+2, vmi+1 is the endpoint
of a chord e of C with e ∈ Cl(U), and L(vmi+1) \ {ϕ∗(vmi

), ϕ∗∗(vmi+2)}| = 3. Note that vmi+1 ̸∈ dom(ϕ∗)

since S contains no three consecutive vertices of C \ P . Thus, if ϕ∗∗ does not satisfy V3) of Definition 14.0.12,
then we are done.

Suppose now that ϕ∗∗ satisfies V1) and V3) of Definition 14.0.12, but not V2). Then there is a vertex z ∈
D1(dom(ϕ), G) \ V (P ) such that |Lϕ∗∗(z)| < 3. Since there is no chord of C in R2 \ U and each vertex of
C \ P has an L-list of size at least four, we have z = vmi+1 and mi+1 = mi + 2. Since ϕ∗∗ satisfies V3),
vmi+1 is unmatched, or else we have |Lϕ∗(vmi+1)| ≥ 3. Since, we have |L(vmi+1)| ≥ 4 and L(vmi+1) \
{ϕ(vmi

), ϕ∗(vmi+1
)}| = 2, so we are done. ■

Now we finish Case 1 of of Claim 14.0.17. If mi+1 ̸= mi + 2, then any extension of ϕ∗ to dom(ϕ∗) ∪ {vmi+1
} is a

match-valid L-coloring of its domain, so we are done in that case. Now suppose that mi+1 = mi+2. Note that, since
vmi+1 is the left endpoint of Qw, and w ∈ Tj+1, there are at least two vertices of Qw lying to the right of vmi+1 on the
path va · · · vb. Thus, since every edge of G with both endpoints in S is an edge of C, we have |Lϕ∗(vmi+1)| ≥ 5.

If vmi+1 is a matched vertex, then we have |L(vmi+1) \ {ϕ∗(vmi
)}| ≥ 4, and since |Lϕ∗(vmi+1

)| ≥ 5, we choose a
color d ∈ |Lϕ∗(vmi+1

) such that |L(vmi+1) \ {ϕ(vmi
), d}| ≥ 4. By Subclaim 14.0.19, the resulting extension of ϕ
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to dom(ϕ∗) ∪ {vmi+1
) is then a match-valid L-coloring of its domain, so we are done in that case. Now suppose that

vmi+1 is unmatched. In that case, since |L(vmi+1)| ≥ 4, we have |Lϕ∗(vmi+1)| ≥ 3, so we simply choose a color
d ∈ Lϕ∗(vmi+1

) such that Lϕ∗(vmi+1) \ {d}| ≥ 3, and, again by Subclaim 14.0.19, the resulting extension of ϕ∗ to
dom(ϕ∗) ∪ {vmi+1

} is a match-valid L-coloring of its domain. This completes Case 1 of Claim 14.0.17.

Case 2 of Claim 14.0.17: vmi+1
, vmi

have a common neighbor in Tj+1

In this case, by Claim 14.0.13, let w ∈ Tj+1 be the unique common neighbor of vmi
, vmi+1

. Now consider the
following subcases.

Subcase 2.1 Either mi+1 < mr − 1 or |Lϕ∗(vmi+1
)| ≥ 5

Since |Lϕ∗(w)| ≥ 3, and |Lϕ∗(vmi+1)| ≥ 4, there is a color c ∈ Lϕ∗(vmi+1) such that |Lϕ∗(w) \ {c}| ≥ 3, and such
that either vmi+1 is not adjacent to vmr or, if vmi+1 is adjacent to vmr , then c ̸= ϕ(vmr ). In either case, letting ϕ′ be
the extension of ϕ∗ obtained by coloring vmi+1 with c, we claim that ϕ′ is a match-valid L-coloring of its domain.

By definition of S, together with 1) of Proposition 14.0.8, there is a unique chord vmi+1
vℓ of C lying in Cl(U), where

ℓ ∈ {1, · · · , n− 2}. Since vmi+1
is the other end of the unique chord of C in Cl(U) which is incident to vℓ, we have

dom(ϕ∗) ∩ N(vℓ) ⊆ {vℓ−1, vℓ+1}, where the indices are read mod n. Thus, since ϕ∗ is a match-valid L-coloring of
its domain, we have |Lϕ∗(vℓ)| ≥ 4, and thus |Lϕ′(vℓ)| ≥ 3. Thus, ϕ′ satisfies condition V2) of Definition 14.0.12.
If V3) is not satisfied, then we have vmi+1−1 ̸∈ dom(ϕ∗) and vmi+1−2 ∈ dom(ϕ∗), so w is adjacent to each of
vmi+1−2, vmi+1

. Since vmi+1−1 ̸∈ V (P ), this contradicts 5) of Proposition 14.0.8. Thus, ϕ′ is indeed a match-valid
L-coloring of its domain, so we are done in this case.

Subcase 2.2 mi+1 = mr − 1 and |Lϕ∗(vmi+1)| = 4

In this case, we have N(vmi+1
) ∩ S = {vmi

} and mi+1 = mi + 1.

Subclaim 14.0.20. mi < mi+1 − 2.

Proof: Firstly, if w is adjacent to vmr
, then, since V (P ) ∩ {va, va+1, · · · , vb} = ∅, and vmi

, vmi+1
are adjacent

to w, we immediately have mi+1 < mi− 2 by Proposition 14.0.8. Now suppose that w is not adjacent to vmr
. In

that case, sinceN(w)∩S ⊆ {vm0
, · · · , vmr

}, vmi+1
is the right endpoint ofQw. Suppose toward a contradiction

that mi ≥ mi+1 − 2. In that case, again by Proposition 14.0.8, the only possibility is that mi = mi+1 − 1, and
thus S contains {vmi

, vmi+1
, vmr

}. As these are consecutive vertices of C, we have a contradiction. ■

Now, since |Lϕ∗(vmi+1)| ≥ 4, we choose a color c ∈ |Lϕ∗(vmi+1) such that |Lϕ∗(w) \ {c}| ≥ 3. Let ϕ′ be the
resulting extension of ϕ∗ to dom(ϕ∗) ∪ {vmi+1}. We claim that ϕ′ is a match-valid L-coloring of its domain. It just
suffices to check V2) and V3) of Definition 14.0.12. Since mi < mi+1 − 2, it immediately follows that ϕ′ satisfies
V3). Since |Lϕ′(w)| ≥ 3, to finish, it just suffices to check that |Lϕ′(v)| ≥ 3 for each v ∈ V (C \ P ) \ dom(ϕ′).
Suppose there is a v ∈ V (C \ P ) \ dom(ϕ′) with |Lϕ′(v)| < 3. Since |Lϕ′(v∗)| ≥ 3, v is adjacent to vmi+1 .

If v is matched to vmi+1
, then since ϕ′ satisfies V2), we have |Lϕ′(v)| ≥ 3. Since vmr

∈ dom(ϕ′), the only remaining
possibility is that v = vmi+1−1. Since mi < mi+1 − 2, if v is unmatched, then we have dom(ϕ∗) ∩N(v) = ∅, and
thus |Lϕ∗(v)| = |L(v)| ≥ 4, so |Lϕ′(v)| ≥ 3. On the other hand, if v is matched, then, since ϕ′ satisfies V2), we again
have |Lϕ′(v)| ≥ 3. Thus ϕ′ satisfies V2), as desired. This completes the proof of Claim 14.0.14. ■

Now we finish the proof of Proposition 14.0.10. Combining Claim 14.0.14 and Claim 14.0.17, there is a match-valid
L-coloring ϕ of Sℓ. Since Sℓ = S, the set S and the L-coloring ϕ of S satisfy Proposition 14.0.10, so we are done.
This completes the proof of Proposition 14.0.10.
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Now we are ready to finish the proof of Theorem 0.3.5. Let (G,F , T , L) be a minimal counterexample. Since G is
not L-colorable, we have T ̸= ∅ by Proposition 14.0.5. Thus, let C ∈ T and let U be the unique vertex-free side of
C and let P be the precolored path of C. Given this element C ∈ T , let S ⊆ V (C \ P ) and let ϕ be an L-coloring of
G[S] such that Proposition 14.0.10 is satisfied. Let G∗ be the graph obtained from G by deleting each chord of C in
Cl(U). Then C is a cyclic facial subgraph of G∗. Applying Theorem 1.3.2, G∗ \ S contains a facial subgraph F such
that P ⊆ F , V (C \ S) ⊆ V (F ), and D1(S,G) ⊆ V (F ).

Since S has an endpoint from each chord of C in Cl(U), we have G \ S = G∗ \ S, so F is also a facial subgraph
of G \ S. Let F ′ be a subgraph of F with P ⊆ F ′ and V (F ′) = V (C \ S) ∪ D1(S,G). Now consider the tuple
(G \ S,F ∪ {F ′}, T \ {C}, Lϕ). For each F ∗ ∈ F , we have d(C,F ∗) ≥ α + 1 and thus d(F ′, F ∗) ≥ α. Likewise,
for each C ′ ∈ T \ {C}, we have d(C,C ′) ≥ α + 2 and thus d(F ′, C ′) ≥ α + 1. Furthermore, P is Lϕ-colorable
and |Lϕ(v)| ≥ 3 for all v ∈ V (F ′ \ P ). Thus, (G \ S,F ∪ {F ′}, T \ {C}, Lϕ) is also a tennis court, and since
|E(G \ S)| < |E(G)|, it follows from the minimality of (G,F , T , L) that G \ S is Lϕ-colorable. Thus, G is L-
colorable, contradicting our assumption. This completes the proof of Theorem 0.3.5.

We now briefly discuss some potential future work along the same lines as Theorem 0.3.5. The goal of this future
work is to use Theorem 0.3.1 to obtain more results about the 5-choosability of drawings which differ from a planar
embeddings by some pairwise far apart region. One such conjecture we have is the following.

Conjecture 14.0.21. There exists a constant d such that the following holds: Let G be a drawing on the sphere of a

graph and let C1, · · · , Cm be a collection of cycles in G such that d(Ci, Cj) ≥ d for each 1 ≤ i < j ≤ m. Suppose

that, for each 1 ≤ i ≤ m, there is a connected component Ui of S2 \ Ci such that the following hold.

1) For each crossing point x of G, there is an i ∈ {1, · · · ,m} such that x ∈ Ui ; AND

2) For each i = 1, · · · ,m, the underlying graph G∩Cl(Ui) has girth at least five and admits a planar embedding.

Then G is 5-choosable.

In the statement above, G does not necessarily admit a planar embedding, and, for each 1 ≤ i ≤ m, the drawing
of G ∩ Cl(Ui) is not necessarily planar, or else the result would trivially follow from Theorem 0.2.3. Although
G ∩ Cl(Ui) admits a planar embedding, it does not necessarily admit a planar embedding in which Ci is a facial
cycle, so the drawing G possibly has arbitrarily many crossings and the underlying abstract graph of G possibly has
an arbitrarily large crossing number.

391



Bibliography

[1] M. Albertson, You Can’t Paint Yourself into a Corner J. Combin. Theory Ser. B 73 (1998), 189-194
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Index

This index consists of non-symbolic terminology and definitions which are specific to this thesis. The pages referenced
indicate where each piece of terminology is first defined.

(C, z)-opener

for L-coils, 234

for open rings, 159

head of a-, 159

C-

band, 62

short, 62

seam, 288

blocker of a-, 289

head of a-, 288

join of a-, 288

tail of a-, 288

wedge, 135

H-box, 196

L-

coil, 232

shield, 135

P -target, 300

Q-prism, 167

⟨D, z, z∗, L⟩-corner coloring, 196

C-shortcut, 68

P-sampling, 384

e-enclosure, 253

k-bouquet, 139

stem, 139

z-bend, 166

anchor, 265

atom, 167

irreducible, 167

boundary cutter, 312

broken wheel, 16

channel, 167

(v, S)-avoiding, 167

chart, 8

critical, 363

near-triangulated, 13

oriented, 38

precolored subgraph of a-, 8

chord-closure, 163

collar, 286

large side of the-, 286

small side of the-, 286

color

(A,P )-matchable, 242

highly (A,P )-matchable, 242

coloring

match-valud, 385

coloring matrix, 216

covering set, 384

crown, 84

cycle

C-close, 367

blue, 366

broken, 371

descendant of a-, 366

immediate descendant of a-, 366

obstructing, 373

red, 366

uncrossed, 379

vertex-free side of a-, 379

vertex-partitioning, 379

fulcrum, 163
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generalized chord, 3

C-splitting, 59

T -non-separating, 49

T -separating, 49

proper, 3

good z-direction, 164

graph

short-separation free, 9

hinge, 32

ideal C-route, 300

lens, 310

k-, 310

k-partitionable, 312

k-partitioning pair of a-, 312

k-reducible, 311

breadth of a-, 311

non-split, 312

split, 312

mosaic, 38

critical, 39

natural (C,Q)-partition, 3

natural C-partition, 2

-in a nonplanar drawing, 380

necklace

1-, 81

2-, 158

large side of the-, 158

small side of the-, 158

path

C-monotone, 288

divisible, 238

quasi-shortest, 11

reducing, 311

pointer, 97

rainbow, 167

irreducible, 167

ring, 8
closed, 9
open, 9

roulette wheel, 328
anchor vertex of a-, 333
boundary cycle of a-, 328
cycle connector of a-, 328
defective, 331

subgraph
(k, L)-short, 32
facial, 2
L-predictable, 37
highly predictable, 37
inward-facing, 310
Thomassen, 10

subpath
alternating, 321
touring, 296

tennis court, 379
tessellation, 13

vertex
P -gap, 11
Sj-consecutive, 385
matched, 384
obstruction, 251
maximal, 251
problematic, 253
pentagonal, 234
pivot, 203
unmatched, 384

vertex set
inert, 15

wall, 253
web

K-, 42
wheel, 16
wheel sequence, 83

apex path of a-, 83
wheel terminals of a-, 83
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