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ABSTRACT
Chemical vapor deposition (CVD) is a promising method for the mass production of high-quality graphene films, and great progress
has been made over the last decade. Currently, the CVD growth of graphene is being pushed to achieve further advancements, such as
super-clean, ultra-flat, and defect-free materials, as well as controlling the layer, stacking order, and doping level during large-scale prepa-
ration. The production of high-quality graphene by CVD relies on an in-depth knowledge of the growth mechanisms, in which theoretical
calculations play a crucial role in providing valuable insights into the energy-, time-, and scale-dependent processes occurring during high-
temperature growth. Here, we focus on the theoretical calculations and discuss the recent progress and challenges that need to be overcome
to achieve controllable growth of high-quality graphene films on transition-metal substrates. Furthermore, we present some state-of-the-art
graphene-related structures with novel properties, which are expected to enable new applications of graphene-based materials.

© 2021 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0051847

INTRODUCTION

Graphene, which is composed of sp2-bonded carbon atoms,
continues to attract widespread interest from academia and indus-
try and has triggered the development of the entire field of two-
dimensional materials. The controllable synthesis of such materials
is the foundation of their applicability in various fields. Chemical
vapor deposition (CVD), which is a widely used bottom-up synthe-
sis approach in the semiconductor industry, is considered the most
promising method to realize the mass production of high-quality
graphene films.1,2 In particular, graphene films grown on catalytic
transition-metal substrates now have excellent properties, which
are comparable to those of mechanically exfoliated graphene.3,4

In the last decade, tremendous improvements were made in this
field, such as increasing the size and growth rate of single-crystal
graphene (SCG)5–12 and the successful preparation of wrinkle-free
graphene, super-clean graphene, and large-area bilayer and trilayer

graphene.3,8,13–22 In addition, various models for the controllable
growth of graphene have been developed, which have helped clarify
the related mechanisms. CVD processes usually operate at high tem-
peratures (∼1000 ○C) and under vacuum, which makes it difficult to
directly observe the deposition process and the growth of graphene
at the nanometer scale. Fortunately, theoretical calculations can pro-
vide insight into the energy of the system via the thermodynamics
and kinetics, as well as an understanding of the high-temperature
reaction processes during CVD, and are expected to contribute to
further experimental advancements.23–31

Here, we focus on theoretical calculations used to enhance the
controllable growth of high-quality graphene films via the CVD
method. First, we provide a brief introduction of multiscale cal-
culations and outline recent achievements in van der Waals epi-
taxial growth of SCG. Then, two key issues affecting the quality
of graphene films (surface contamination and roughness) are dis-
cussed. In addition, new graphene-related structures, which can be
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achieved by controlling the number of layers, stacking order, and
doping of the graphene, are discussed as they are expected to dis-
play novel properties. The recent progress is analyzed and placed in
context by discussing the major challenges in the field and future
perspectives.

MULTI-SCALE CALCULATIONS OF GRAPHENE
GROWTH

Figure 1 presents several theoretical calculation methods for the
modeling and simulation of graphene growth, which have been clas-
sified by both the time and length scales over which they can be
used.

The density functional theory (DFT) approach (also called the
ab initio method) is within the framework of quantum mechanics
and Kohn–Sham equations.32–37 Information such as the stability,
formation energy of the system, and the energy barrier of the chem-
ical reaction all originate from the Schrodinger equation, which is
further converted to the more easily solvable Kohn–Sham equa-
tion. Consequently, DFT calculations have relatively high accuracy
and can reliably predict various useful physical quantities, becom-
ing one of the most widely used computational methods. Using

FIG. 1. Major theoretical calculation methods used for the modeling and simula-
tion of graphene growth, classified by the length and time scales. (a) Examples
of a magic carbon cluster observed in graphene CVD growth on Ru(0001) and
Rh(111) surfaces with the DFT method. Reproduced with permission from Gao
et al., Angew. Chem. Int. Ed. 126, 14255 (2014). Copyright 2014 Wiley-VCH.60 (b)
Snapshots of the simulated carbon network grown from coronene on a template
on the Ni(111) terrace via 50 ps DFTB/MD simulation. Reproduced with permis-
sion from Wang et al., J. Am. Chem. Soc. 133, 18837 (2011). Copyright 2011
American Chemical Society.61 (c) Snapshots taken from the trajectory of graphene
growth on the Ni(111) surface via MD simulation. (d) Atomic edge structures of a
graphene island in KMC simulation. Reproduced with permission from Kong et al.,
npj Comput. Mater. 7, 14 (2021). Copyright 2021 Springer Nature.56 (e) PFT sim-
ulation showing the formation process of a graphene island through coalescence
with a small graphene grain around it. Reproduced with permission from Dong
et al., Angew. Chem. Int. Ed. 58, 7723 (2019). Copyright 2019 American Chem-
ical Society.51 (f) Contours of molar concentration of methane distribution on the
symmetry plane at low-pressure CVD with a simulating temperature of 1270 K.
Reproduced with permission from Li et al., Phys. Chem. Chem. Phys. 17, 22832
(2015). Copyright 2015 Royal Society of Chemistry.59

DFT calculations, the energy barriers of CH4 dissociation on Cu and
other transition metal surfaces were determined, thereby revealing
the corresponding dissociation processes.38,39 Subsequently, a com-
prehensive DFT study of the absorption and diffusion barriers of
various active carbon species on four representative metal surfaces,
Cu(111), Ni(111), Ir(111), and Rh(111), was performed.40 Based on
these energy barriers, the thermodynamics and kinetics of graphene
growth can be determined using various equations, most of which
are variants of the Arrhenius equation k = Ae−

Ea
RT , where k is the reac-

tion rate, Ea is the energy, T is the temperature, and R is the universal
gas constant.

However, the time scale (fs) and length scale (nm) of the
DFT approach are far from those used in the practical CVD
growth process of graphene. In addition, DFT calculations usu-
ally provide only the information at 0 K (ground state), which is
distinct from the experimental conditions (1000–1300 K). There-
fore, factors such as the vibration of atoms are usually considered
to incorporate the effects of temperature. In contrast, molecular
dynamics (MD) simulations are within the framework of classic
Newtonian mechanics; thus, the timescale can reach nanoseconds
and the length scale can reach up to hundreds of nanometers. MD
simulations model ensembles of particles in liquid, solid, or gaseous
states, providing a view of the dynamic evolution of the system,
including temperature effects.41–43 Very recently, based on the self-
developed Cu–C potential, the graphene sinking process on a semi-
molten Cu surface during CVD growth was simulated.44 However,
the accuracy of the MD method depends significantly on the clas-
sic force field potential, which requires a huge parameterization
effort to achieve results close to those from DFT methods. In addi-
tion, insufficient simulation time mostly leads to defective graphene
islands.

Finite-temperature density functional theory based-molecular
dynamics (DFT-MD) combines the force calculated from DFT with
some classic MD component. The timescale can be increased to the
picosecond scale, although the computational burden of DFT-MD
is heavy and the number of atoms in the system is limited to hun-
dreds.45,46 The DFT-based tight binding (DFTB) method and its
extension (DFTB+) offer an alternative tool, enabling simulations of
larger systems (hundreds of nanometers) and longer timescales (ps)
with reasonable accuracy.47–50

Kinetic Monte Carlo (KMC) and phase field theory (PFT)
methods can allow for the analysis of larger systems (up to tens
of micrometers), over a longer timescale (typically microseconds
and beyond), than the previously discussed methods. For instance,
PFT has often been used to explore the morphological evolution
of graphene islands and polycrystalline grain growth resulting from
a concentration gradient and flux of species or growth dynam-
ics.5,7,51,52 Moreover, the predicted results can be directly compared
with experiments with good consistency of the time and length
scales. Although PFT lacks the details of the atomic structure, KMC
can compensate for this shortcoming. KMC, typically rejection-
KMC, is often used to simulate graphene growth processes that
occur with all the key transition rates among states.53–56 Accord-
ingly, it is important to fully understand these rates as inputs for the
KMC model, which strongly influences the shape and growth rate of
graphene islands. Generally, these kinetic parameters are obtained
from DFT calculations by identifying the minimum energy path
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(MEP). However, such a MEP-based protocol is questionable when
describing high-temperature reactions, while the DFT-MD method
could give a more accurate barrier as inputs for the KMC model.57

Recently, Kong et al. developed a low-computational-cost large-scale
KMC algorithm including all possible events of carbon attachment
and detachment on various graphene edge sites to reveal a comple-
mentary graphene growth and etching process with a single CPU
core.56 This model was able to reproduce experimentally observed
shape evolution and provides insight into the physical meaning of
each step in the process.

Based on analyzing and solving numerical equations, the com-
putational fluid dynamics (CFD) method makes it possible to study
the CVD process on a macroscale (∼m in length, ∼min/h in time).
For example, simulations of heat transfer; the flow fields of tem-
perature, velocity, and molar concentration of the carbon precur-
sor; and the surface deposition rate have been developed.29,58,59

CFD can predict and directly compare the growth environment
in the reaction chamber of the CVD system, which is benefi-
cial for designing key components in pilot or production level
equipment. However, atomic-scale information is not provided by
this method. It is necessary and urgent to establish the relation-
ship between fluid dynamics and elementary steps of graphene
growth.

HIGH-QUALITY LARGE-AREA SCG FILMS

The controllable synthesis of large-area SCG films is an essen-
tial prerequisite for electronic and optoelectronic devices and their
integrations. In the last decade, theoretical calculations have played
an important role in realizing this goal via single-nucleus and
multi-nuclei approaches.62 Currently, the synthesis of high-quality
graphene films is targeted toward achieving super-clean, ultra-flat,
and defect-free signatures, as well as precise large-scale manufac-
turing. Multiscale calculations are expected to continue to assist
researchers in achieving controllable preparation of high-quality
graphene films.

van der Waals epitaxial growth of large-area SCG

The strategies for growing SCG can be divided into two
approaches: (1) single-nucleus approach, which allows a single seed
crystal to evolve into a large domain [Fig. 2(b)], and (2) multi-
nuclei approach, where well-aligned domains from multi-seed crys-
tals are coalesced on a single-crystal metal foil or film substrates
[Fig. 2(e)]. The mechanisms underlying these two strategies are
revealed through theoretical calculations.

The single-nucleus approach is based on the “edge epitaxy
growth” theory, where the orientation of the matured graphene
film inherits the orientation of the graphene nucleus [Figs. 2(a) and
2(b)].63 Hence, a single graphene domain can cross the grain bound-
ary of a substrate, and a polycrystalline catalyst can be used. Accord-
ingly, researchers have investigated the limitation of the active sites
or concentration of active carbon species to decrease the nucleation
density. However, this is contradictory to the goal of achieving a
high growth rate. Cu–Ni alloys have been used to both decrease the
nucleation density and increase the growth rate of a single domain
as the alloy has more active catalytic sites than a pure Cu surface.6,9

DFT calculations revealed that the existence of Ni in the substrate

FIG. 2. Illustrations of SCG growth on transition-metal substrates. [(a) and (b)]
Illustration of single-crystal graphene growth on a polycrystalline catalyst surface
via the edge epitaxy mechanism. Reproduced with permission from Zhang et al.,
J. Phys. Chem. Lett. 3, 2822 (2012). Copyright 2012 American Chemical Soci-
ety.63 (c) Molecular dynamics simulation of graphene nanostructures (C24, C54,
and nanoribbons) sinking on a semi-molten Cu(111) surface. Reproduced with per-
mission from Xu et al., npj Comput. Mater. 6, 14 (2020). Copyright 2020 Springer
Nature.44 (d) Illustration of the three growth modes of graphene: the step-attached
(SA), on-terrace (OT), and sunk (S) growth modes. Reproduced with permission
from Yuan et al., J. Phys. Chem. Lett. 5, 3093 (2014). Copyright 2014 American
Chemical Society.66 (e) Schematics of epitaxial growth of single-crystal graphene
on single-crystal metal substrates. Reproduced with permission from Li et al.,
Inorg. Chem. Front. 8, 182 (2020). Copyright 2020 Royal Society of Chemistry.73

and O2 or F2 in the gas phase significantly lowers the energy bar-
rier for decomposing carbon precursor CH4, which contributes to
increasing the graphene growth rate.5,7,64,65 In addition, O2 in the
gas phase plays a critical role in altering the edges of graphene
from H-terminated to metal-passivated, which promotes the attach-
ment of carbon species to the graphene edges. However, the effect
of metals with high catalytic activity (e.g., Ni and Pt) on the edge
attachment of carbon species and their lattice incorporation remains
to be explored. In addition, the effect of the ultrafast growth rate
on the defect density of graphene should be clarified in the near
future.

In contrast to the single-nucleus method, the multi-nucleation
approach is more efficient and relies on heteroepitaxy theory. How-
ever, as a two-dimensional material, there are differences between
the epitaxial growth of graphene and traditional heteroepitaxy.
Three growth modes on metal surfaces, that is, step-attached
(SA), sunk (S), and on-terrace (OT) modes, have been proposed
[Fig. 2(d)]. By calculating the formation energy difference between
the S and OT modes, Yuan et al. found that graphene tends to grow
in SA or S modes on Cu(111), Au(111), or Pd(111), which pro-
vide strong graphene-edge–catalyst interaction, thereby providing
the possibility of fixing the graphene orientation relative to the sub-
strate.66 Classical MD and DFT-MD simulations can consider the
premelting phenomenon of the Cu surface (∼1273 K) and explore
the size of the graphene nanostructure domains [Fig. 2(c)],44 which
is a step toward experimental graphene growth and will contribute

APL Mater. 9, 060906 (2021); doi: 10.1063/5.0051847 9, 060906-3

© Author(s) 2021

https://scitation.org/journal/apm


APL Materials PERSPECTIVE scitation.org/journal/apm

to the further study of the coalescence of small-angle disorientated
graphene.

The key issue in realizing the epitaxial growth of well-aligned
graphene is to obtain large-area single-crystal metal substrates with
suitable symmetry, lattice constants, and strong graphene–catalyst
interactions. In the past few years, great progress has been made in
the design and preparation of single-crystal metal substrates, which
can be classified as foils or wafers.8,11,67

Large single-crystal metal foils with (111) orientation and high-
index facets were successfully prepared from commercially available
polycrystalline foils by thermal annealing based on anomalous grain
growth.8,20,68,69 The Cu(111) surface, with closest-packed arrange-
ment, has the lowest surface energy compared with other facets and
could be produced from a polycrystalline foil if the surface energy
is the governing driving force.68 MD simulation results indicated
that the grain surface tends to rotate and flatten toward the (111)
orientation, resulting in the disappearance of the stacking faults
under the stress-free conditions in a hydrogen-rich environment,68

where the temperature gradient acts as a driving force for grain-
boundary migration.8 Accordingly, single-crystal metal foils with
high-index facets can be prepared under conditions where the strain
energy or interfacial energy dominates the formation and growth of
anomalous grains.20,69

Another route to achieve single-crystal metal substrates is the
physical deposition of thin metal films (usually <1 μm) on single-
crystal inorganic substrates, among which c-plane sapphire wafers
are the most frequently used.8,70,71 Therefore, the single-crystal metal
obtained by this method is usually called a single-crystal metal
wafer. However, such epitaxial metal films tend to have twin crystals
and there is a risk of dewetting during the graphene CVD process
because of the thinness of the metal film. This challenge requires
further in-depth research, including calculations or simulations of
the metal–sapphire interfacial interactions and the recrystallization
process of the metal thin films.

Recently, DFT calculation results have revealed that the sym-
metry of epitaxial substrates should generally be a subgroup of C6v.72

This rule expands the range of viable substrate orientations, espe-
cially for the vicinal surface of the basal facets. However, the presence
of some domains with small misalignment angles and those with
30○ angles is still inevitable in large-area graphene, which suggests

that the design of a substrate is not enough for fulfilling the epi-
taxial growth of misorientation-free graphene and that the role of
gas-phase reactions still needs to be explored. Thus, further theo-
retical studies of the formation mechanism and kinetic process of
misaligned angle domains should be performed using multiscale
computational methods. For instance, MD simulations at the atomic
scale can provide more information regarding the growth process,
relying on which the high accuracy of the C–Cu–H, C–Cu–Ni, and
C–Cu–Ni–H potentials should be developed to provide more theo-
retical references for the large-scale controllable growth of SCG in
experiments.

Toward super-clean graphene

During the high-temperature CVD growth of graphene, car-
bon precursors and intermediate carbon species in the gas phase are
involved in complex side reactions that can lead to the formation of
amorphous carbon (contamination) on the graphene surface, which
strongly degrade the intrinsic properties of graphene [Fig. 3(a)].3
With the aim of eliminating such surface contamination, a series of
strategies for growing super-clean graphene films were sequentially
developed as follows: (i) introducing additional gas-phase metal cat-
alysts to promote the decomposition of large carbon clusters using
alternating Cu foil and Cu foam stacks or metal-containing carbon
precursors,2,14 (ii) using cold-wall CVD systems to suppress the gas-
phase reactions,17 and (iii) introducing CO2 for selective chemical
etching or force-engineering lint roller to physically remove sur-
face contamination.16,74 However, these experimental studies were
all focused on the cleanliness of one single graphene domain on a
polycrystalline Cu surface. Hence, we propose that improving the
cleanliness of SCG on single-crystal metal substrates should also be
explored to optimize the intrinsic properties of SCG.

The formation of amorphous carbon is dependent on gas-
phase and surface reactions; thus, a combination of the above-
mentioned theoretical methods at different scales is vital to fully
understand these mechanisms. In addition, considering the exis-
tence of dangling bonds or the breaking of the charge distribu-
tion on an intrinsic graphene lattice, defects can act as absorption
sites for carbon species, resulting in the nucleation of amorphous
carbon [Fig. 3(b)].75 Thus, control of the defect density requires

FIG. 3. Key issues affecting the quality of single-crystal graphene. (a) Surface contamination occurring during the high-temperature growth process. Reproduced with
permission from Zhang et al., Angew. Chem. Int. Ed. 58, 14446 (2019). Copyright 2019 Wiley-VCH.16 (b) Point defects and line defects, which could serve as adsorption
sites, leading to the formation of surface contamination. Reproduced with permission from Zheng et al., Nat. Commun. 11, 8 (2020). Copyright 2020 Springer Nature.76 (c)
Increase in the roughness of the graphene films during the cooling process.
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more detailed research. Furthermore, establishing a fast and con-
ventional characterization technology is important. Future experi-
mental and theoretical studies are required to clarify the following:
(i) the type and concentration of the species produced during the
gas-phase reactions, (ii) the formation mechanism of amorphous
carbon, and (ii) the competitive relationship between the formation
of amorphous carbon and few-layer graphene.

Toward large-area ultra-flat graphene films

High roughness is another key issue degrading the performance
of SCG, resulting in a decrease in the carrier mobility, mechanical
strength, and thermal conductivity.8,13,77 In contrast with the sur-
face contamination occurring during the high-temperature growth
process, the wrinkles or step-bunches [Fig. 3(c)] that increase the
roughness are usually formed during the post-growth cooling pro-
cess because of the large difference in the thermal expansion coeffi-
cient between graphene (−7 × 10−6/K) and the metal substrate (e.g.,
16.7 × 10−6/K for Cu).1

Generally, the formation of wrinkles is accompanied by at least
three stages of graphene distortion: (i) bending, (ii) detachment
from the substrate, and (iii) slipping on the substrate. Therefore,
the adhesion energy and friction force of graphene on the metal
substrate play crucial roles in the wrinkle-formation process. By
performing DFT calculations and MD simulations, two indepen-
dent studies demonstrated that a strong adhesion force and large
frictional force between epitaxial graphene and a Cu(111) substrate
enable a compression strain (0.25%–0.4%) to be maintained, which
prevent strain release by wrinkle formation.8,20 Moreover, MD sim-
ulation results showed that Stone–Wales defects or grain boundaries
can induce the formation of wrinkles.14 Very recently, using a cus-
tom MD simulation package, a complete description of the wrinkle-
formation process was developed, including nucleation, propaga-
tion, and splitting of the wrinkle on a Cu surface.78 In contrast, the
formation of step bunching is not a result of the release of strain
but is driven by the fast diffusion of metal atoms below the step, as
well as the reduction in the bending energy of graphene near the
step. As proven by a detailed MD simulation, the crystal surface
of metal substrates has a significant influence on the formation of
step bunching.79 Thus, more attention should be paid to the vici-
nal step of metal substrates before growing graphene. In addition,
the steps of the metal substrate form a higher step bundle owing
to the graphene coating, which releases the local bending energy
of graphene. Considering the presence of vicinal steps on the metal
surface, avoiding the step bunching during the cooling process is a
significant challenge.

GRAPHENE WITH NOVEL PROPERTIES

Generally, the electronic properties of graphene change signif-
icantly with the number of layers and stacking order due to inter-
layer coupling. The conventional stacking order of bilayer graphene
(BLG) is the most-stable AB stacking (or Bernal stacking), as shown
in the left panel of Fig. 4(a), which results in a zero bandgap.82,83

When the two layers are stacked with a twisted orientation [right
panel, Fig. 4(a)], interesting physical phenomena can occur.19,21,84–87

For instance, when the twist angle between the two layers of BLG is
close to the so-called “magic angle” (∼1.1○), the flat band near the

FIG. 4. Approaches for endowing graphene with novel properties. (a) Changing
the stacking order of bilayer graphene. Left panel: AB-stacking and right panel:
twisted stacking. (b) Different stacking sequences of bilayer graphene: the wedding
cake (WC) and inverted wedding cake (IWC) models. Reproduced with permission
from Zhang et al., J. Am. Chem. Soc. 136, 3040 (2014). Copyright 2014 Ameri-
can Chemical Society.80 Schemes of (c) graphene nanoribbons and (d) N-doped
graphene. Reproduced with permission from Lin et al., Sci. Adv. 5, 8337 (2019).
Copyright 2019 The American Association for the Advancement of Science.81

Fermi level leads to superconductivity in BLG.19,21 The twist angle-
dependent van Hove singularities (VHSs) in the electronic density
of states give rise to the enhanced optical absorption,88 chiral optical
property,89 and selectively enhanced photocurrent generation.90,91

The incommensurate BLG with a 30○ twist shows quasicrystal order-
ing with a 12-fold rotational symmetry.86 However, the controllable
growth of BLG with a precise twist angle over large areas continues
to face numerous challenges. The growth modes of BLG can be cate-
gorized as the wedding cake (WC) or inverted wedding cake (IWC)
models according to the stacking sequence, i.e., the second layer of
graphene grows above the first layer in the WC structure, while it
grows beneath the first layer in the IWC structure [Fig. 4(b)].80 Based
on previous theoretical calculations and experiments, the growth
modes can be altered by tuning the concentration of active car-
bon species or the graphene–substrate interaction.87,92,93 There have
been many reports on the synthesis of bilayer or few-layer graphene
films by designing alloy substrates, such as Pt–Si, Cu–Si, and Cu–Ni
alloy to effectively tune the carbon solubility of bulk substrates.14,94,95

However, the precise control of layer number, stacking order, and
twist angle of graphene layers is still challenging. The elucidation of
the exact growth mechanism by both theoretical and experimental
studies is required.

In addition to multilayer graphene, some other structures with
novel properties are being investigated. For example, the synthesis
of graphene nanoribbons with different edges and widths [Fig. 4(c)]
and nitrogen-doped graphene [Fig. 4(d)] is of interest for tai-
loring the electronic properties.2,96–98 Although single-crystal nar-
row graphene nanoribbons and graphitic nitrogen-cluster-doped
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graphene have been realized, their controllability are still limited.
As a new class of graphene systems, further in-depth exploration of
their growth mechanism is required.

CONCLUSIONS AND PERSPECTIVES

The growth of graphene via CVD approaches involves compli-
cated high-temperature reaction processes that cannot be directly
observed experimentally. Multiscale theoretical calculations have
proved valuable as an effective way to understand the growth mech-
anism of graphene at the atomic scale to the macroscale, which have
greatly contributed to the recent advancements in the CVD growth
of graphene films.

With the combination of theoretical and experimental stud-
ies, significant success has been achieved in the growth of large
SCG on transition-metal substrates. Using a single-seed approach,
the size of foot-long graphene on the Cu90Ni10 polycrystalline sub-
strate or a growth rate of 200 μm/s has been realized. However, the
trade-off between nucleation density and growth rate is a big chal-
lenge. Thus, considering the recent breakthrough in the synthesis of
single-crystal metal films or foils, we have confident in multi-nuclei
approach on single-crystal metal substrates. However, avoiding the
imperfect grain boundary of the metal substrate and the small frac-
tion of misaligned graphene domains requires further exploration.
To further increase the quality of SCG, much attention should be
paid to key issues such as surface contamination, defect density,
and roughness. Most importantly, theoretical calculations to pro-
vide a deeper understanding of amorphous carbon formation and
step-bunching at the vicinal step of the single-crystal metal sur-
face are urgently needed. The novel properties of a new class of
graphene-related structures, such as multilayer graphene with var-
ious stacking orders, graphene nanoribbons, and heteroatom-doped
graphene, have been widely explored theoretically. However, the
growth mechanism is still unclear.

For future applications of graphene films, the cost, controlla-
bility, and transferability should also be carefully evaluated in the
scaling-up production and commercialization. Therefore, technolo-
gies such as plasma-enhanced CVD for low-temperature growth,
transfer processes or direct growth on target insulating substrates,
and industrial CVD system design by CFD simulation deserve to be
extensively studied.15,99–101 In addition, some unknown effects, such
as impurities from the solvent or gas phase, can also be carefully
considered from a theoretical perspective. We believe that with the
rapid development of computational methods and characterization
techniques such as in situ observation, the preparation and industri-
alization of graphene materials will continue to make great progress.
Moreover, following the success of graphene, theoretical calcula-
tions could contribute to the growth of other new two-dimensional
materials.
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