
EXPLORING INFRASOUND WAVEFIELDS TO CHARACTERIZE VOLCANIC 

ERUPTIONS

By

Alexandra M. Iezzi, B.A.

A Dissertation Submitted in Partial Fulfillment of the Requirements

for the Degree of

Doctor of Philosophy

in

Geophysics

University of Alaska Fairbanks

August 2020

APPROVED:

Dr. David Fee, Committee Chair
Dr. Carl Tape, Committee Member
Dr. Michael West, Committee Member
Dr. Pavel Izbekov, Committee Member
Dr. Matthew Haney, Committee Member
Dr. Paul McCarthy, Chair

Department of Geosciences
Dr. Kinchel C. Doerner, Dean

Col lege of Natural Science and Mathematics
Dr. Anupma Prakash,

Provost and Executive Vice Chancellor



Abstract

Infrasound has become an increasingly popular way to monitor and characterize volcanic 

eruptions, especially when combined with multidisciplinary observations. Regardless of how 

close the infrasound instruments are to the eruption, the effects from propagation must 

be considered prior to characterizing and quantifying the source. In this dissertation, we 

focus on modeling the effects of the atmosphere and topography on the recorded infrasound 

waveforms in order to better interpret the acoustic source and its implications on the volcanic 

eruption as a whole.

Alaska has 54 historically active volcanoes, one third of which have no local monitoring 

equipment. Therefore, remote sensing (including that of infrasound arrays) is relied upon 

for the detection, location, and characterization of volcanic eruptions. At long ranges, the 

wind and temperature structure of the atmosphere affects infrasound propagation, however, 

changes in these conditions are variable both in time and space. We apply an atmospheric re

construction model to characterize the atmosphere and use infrasound propagation modeling 

techniques for a few recent eruptions in Alaska. We couple these atmospheric propagation 

results with array processing techniques to provide insight into detection capability and 

eruption dynamics for both transient and long-duration eruptions in Alaska. Furthermore, 

we explore the future implementation of this long-range infrasound propagation modeling as 

an additional monitoring tool for volcano observatories in real time.

The quantification of volcanic emissions, including volume flow rate and erupted mass, is 

possible through acoustic waveform inversion techniques that account for the effects of prop

agation over topography. Previous volcanic studies have generally assumed a simple acoustic 

source (monopole), however, more complex source reconstructions can be estimated using a 

combination of monopole and dipole sources (multipole). We deployed an acoustic network 

around Yasur volcano, Vanuatu, which has eruptions every 1-4 minutes, including acoustic 

sensors along a tethered aerostat, allowing us to better constrain the acoustic source in three 
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dimensions. We find that the monopole source is a good approximation when topography is 

accounted for, but that directionality cannot be fully discounted. Inversions for the dipole 

components produce estimates consistent with observed ballistic directionality, though these 

inversions are somewhat unstable given the station configuration. Future work to explore 

acoustic waveform inversion stability, uncertainty, and robustness should be performed in 

order to better estimate and quantify the explosion source.

Volcanic explosions can produce large, ash-rich plumes that pose great hazard to aviation. 

We use a single co-located seismic and infrasound sensor pair to characterize 21 explosions at 

Mount Cleveland, Alaska over a four-year study period. While the seismic explosion signals 

were similar, the acoustic signals varied between explosions, with some explosions exhibiting 

a single main compressional phase while other explosions had multiple compressions in a 

row. A notable observation is that the seismo-acoustic time lag varied between explosions, 

implying a change in the path between the source and receiver. We explore the influence 

of atmospheric effects, nonlinear propagation, and source depth within the conduit on this 

variable seismo-acoustic time lag. While changes in the atmospheric conditions can explain 

some of the observed variation, substantial residual time lags remain for many explosions. 

Additionally, nonlinear propagation does not result in a measurable difference for the acoustic 

onset. Therefore, using methods such as seismic particle motion analysis and cross correlation 

of waveforms between events, we conclude that varying source depth within the conduit likely 

plays a key role in the observed variation in the seismo-acoustic time lags at Mount Cleveland.
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where γ is the specific heat ratio, R is the universal gas constant, and T is the temperature 

[Pierce, 1981]. At a standard temperature of 20oC (68oF) at sea level, the sound speed 

(c) is 343 m/s. Temperature, and therefore sound speed, fluctuates as a function of time, 

space, and altitude. In addition to temperature, the speed at which infrasound propagates 

is greatly influenced by the wind velocities that may increase or decrease the sound speed.

Infrasound recordings are an indication of shallow to subaerial activity and can be used 

to detect, locate, characterize, and quantify acoustic sources. It is becoming increasingly 

popular for volcano monitoring because the propagation of infrasound is not dependent on 

cloud cover like other remote sensing techniques (i.e. satellite imagery). Additionally, it 

can propagate for hundreds to thousands of kilometers due to low acoustic attenuation at 

these low frequencies, allowing for arrays of infrasound sensors to be strategically placed in 

locations where they can be easily maintained.

1.1.1 The Acoustic Source

The infrasonic multipole source mechanism, similar to the moment tensor in seismology, 

can be represented as the combination of pressure fluctuations from simple sources. A

1

Chapter 1

General Introduction

1.1 Infrasound

Infrasound (or low frequency sound waves below 20 Hz) can be recorded from a variety of 

natural (e.g. volcanoes, earthquakes, microbarom, and bolides/meteors) and anthropogenic 

(e.g. rockets, industrial activity, and chemical and nuclear explosions) sources. Infrasound 

propagates as a compressional (or longitudinal) wave that moves at the speed of sound, 

which in an ideal gas is defined as



monopole (or simple) source represents the net change of mass flow rate in a compact source 

region, generating sound that radiates equally in all directions. This is the type of source 

that is assumed most often in infrasound studies. Lighthil l [1978] defines the pressure at 

time t and distance r resulting from a monopole source as 

where S is the source strength (rate of change of the mass flow rate) and c is the speed of 

sound. The dipole source is equivalent to force or momentum changes within the fluid (i.e. no 

net introduction of fluid) and can be represented by two closely spaced (with respect to the 

acoustic wavelength) monopoles that are out of phase by 180o. The acoustic dipole results in 

directivity of the acoustic radiation pattern, where there is zero pressure change orthogonal 

to the dipole axis and the maximum pressure change exists at the dipole axis [Johnson et al., 

2008; Lighthill , 1952]. Dipole source mechanisms are less efficient than a monopole source 

since the two alternating simple sources have a combined radiation pattern that cancels 

much of the radiated energy [Kim et al., 2012; Lighthill , 1952]. Finally, dipole sources can 

be combined to form higher order source terms (lateral and longitudinal quadrupoles, etc.).

1.1.2 Linear and Nonlinear Propagation

Linear propagation of acoustic waves is often assumed in many infrasound studies. In 

linear acoustics, it is assumed that i) the speed of propagation is independent of amplitude 

and frequency, ii) the speed of the atmosphere is assumed to be substantially less than the 

speed of sound, iii) the atmosphere returns to its initial state after the sound wave passes, 

and iv) the principle of superposition holds for the interaction of multiple sound waves 

[Atchley, 2005]. If these assumptions are true and propagation of sound is linear, then it 

can be simple to characterize the acoustic source such as calculating the explosion yield of 

an anthropogenic source or a mass flow rate for a volcanic explosion.

For very high amplitude acoustic sources, the sound waves produced can travel faster than 
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where P8 is the source overpressure and t* is the relaxation time (time when the rarefaction 

begins after the compression returns the ambient pressure). The amplitude of these nonlinear 

waves decay and transition into linear sound waves after some distance, usually by the time 

an infrasound sensor placed at a safe distance away from the source can record the signal. 

Therefore, nonlinear propagation remains somewhat elusive in natural settings, though it is 

understood in theory.

Since nonlinear propagation can affect both the amplitude and frequency content of ex

plosion waveforms that are recorded, the calculation of explosion size/yield becomes more 

difficult than if propagation were strictly linear. A recent study by Maher et al. [2020] per

formed detailed analysis of local infrasound data from Sakurajima volcano and the potential 

impact of spectral energy transfer to higher frequencies due to nonlinear propagation. They 

find that nonlinear propagation impacts locally recorded waveforms on volcanoes far less 

than the effects of winds and topography. Another study by de Groot-Hedlin [2016] finds 

that nonlinearity has a greater effect on frequency of the recorded waveform as compared to 

the amplitude as infrasound propagates away from the source. Therefore, the assumption of 

linear acoustic propagation is likely valid in many studies.

3

the speed of sound (i.e. supersonic) and propagate nonlinearly. In nonlinear propagation, 

the speed of propagation is dependent on the instantaneous amplitude [Atchley, 2005], which 

violates the first assumption of linear acoustics previously mentioned. Because of this, the 

waveform distorts as it travels, where the compressional (positive) phase travels faster than 

the rarefaction (negative) phase, potentially steepening into a shock wave [Atchley, 2005; 

Reichman et al., 2016; Maher et al., 2020]. This shock wave is often described by the 

Friedlander equation [Friedlander , 1946], which defines the pressure of a shock wave (p(t)) 

as



1.2 Global Sources of Infrasound

Infrasound sensors can be deployed as single sensors, as large scale distributed networks, 

or as arrays. A network consists of a number of sensors that are distributed around or near a 

source which allows for precise source localization and often increased source characterization 

capabilities. An array is a group of sensors spaced closer together in a specific configuration 

that is away from a source and is tuned to detect coherent waves between the sensors at 

infrasonic frequencies (i.e. long wavelengths).

The Comprehensive Nuclear-Test-Ban Treaty (CTBT) bans nuclear explosion tests glob

ally and was opened for signature in 1996. In an effort to monitor global compliance, the 

International Monitoring System (IMS) has been installed and consists of seismic, hydroa

coustic, infrasound, and radionuclide sensors to detect underground, underwater, subaerial 

explosions, and nuclear confirmation, respectively. The infrasound component of the IMS is 

a network of 60 planned infrasound arrays, 51 of which have been installed as of 2019, and 

whose placement (average spacing of ~2,000 km) is configured around the ability to detect 

atmospheric explosions with an equivalent yield of 1 kiloton or more worldwide [Christie and 

Campus , 2010]. While the arrays were set up for detecting potential nuclear explosion testing 

[e.g. Assink et al., 2016, 2018], the IMS is used to study a variety of other sources of infra

sound including volcanic eruptions [e.g. Matoza et al., 2017], earthquakes [e.g. Evers et al., 

2014; Shani-Kadmiel et al., 2018; Pilger et al., 2019], bolides/meteors [e.g. Le Pichon et al., 

2013; Pilger et al., 2015], chemical explosions [e.g. Fee et al., 2013], and the microbarom [e.g. 

Le Pichon et al., 2006; Landes et al., 2012].

The EarthScope Transportable Array (TA) is a network of 400 seismometers and atmo

spheric sensors that were temporary installations of two years that rolled across the United 

States with roughly 70 km spacing beginning in 2007. The TA project began installing in

frasound sensors as part of their normal station setup in 2010, corresponding to the times 

when the Center and Eastern US networks were installed, as well as in Alaska. So far, the 

infrasound sensors in this network have been used to study volcanic eruptions [Fee et al., 
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2017a; Sanderson et al., 2020], gravity waves [de Groot-Hed  lin et al., 2014], and meteors 

[de Groot-Hed lin and Hed lin , 2014].

Permanent regional networks of infrasound sensors also exist, such as that run by the 

Alaska Volcano Observatory (AVO). AVO currently operates 28 single stations and six in

frasound arrays to help monitor its 54 historically active volcanoes spanning 2500 km.

1.2.1 Anthropogenic

Anthropogenic sources of infrasound include those from chemical tests (both surface and 

underground), suspected nuclear explosion tests, mining blasts, industrial noise, and wind 

farms. Geophysical recordings of chemical tests with known source locations and yields such 

as the Source Physics Experiment [SPE, Snelson et al., 2013] and Sayarim Calibration Tests 

[Fee et al., 2013] increase the knowledge of the infrasonic source, effects that the atmosphere 

and topography have on the propagation, and allow for the development of better analysis 

tools for infrasound monitoring. As a local recording example, Jones et al. [2014] use the 

ground motion from buried chemical explosions recorded by accelerometers to predict the 

acoustic pressure signals at distances up to 5 km from the source. At long ranges, the 

IMS infrasound arrays have been used to help determine values such as explosion depth and 

yields from underground nuclear tests by the DPRK [Assink et al., 2016, 2018]. Additionally, 

quasi-continuous sound from wind farms, which is characterized by a fundamental frequency 

with harmonics, has been used to better understand the changing conditions of the lower 

part of the atmospheric boundary layer [Marcillo et al., 2015].

1.2.2 Volcanoes

Volcanoes can produce a variety of infrasound signals from eruptions, degassing, and 

mass wasting events. This is discussed in detail in Section 1.5.
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1.2.3 Microbarom

The microbarom is a permanent source of infrasound (between 0.1-0.5 Hz, generally with 

peaks at ~0.2-0.3 Hz) that is created by the nonlinear interaction between ocean waves with 

the atmosphere and can be detected over thousands of kilometers. This is similar to its 

seismic counterpart, the microseism, which is also created by waves in the ocean and large 

lakes that can be detected on seismometers around the world. Due to its continuous nature, 

the microbarom is often used to evaluate detection capabilities of infrasound arrays as well 

as inferring the atmospheric conditions between the source and receiver [Le Pichon et al., 

2006; Landes et al., 2012]. A clear seasonal trend in dominant microbarom source locations 

has been found, switching between the northern and southern hemispheres [Landes et al., 

2012].

1.2.4 Earthquakes

Infrasound can be created by intense ground motions due to large earthquakes. Infra

sound radiated from the rupture zone itself is termed “epicentral infrasound”, while recent 

studies have shown that infrasound can be also be produced from secondary regions of ground 

motion such as mountain ranges. The underwater MW 8.1 earthquake near Macquarie Ridge, 

was reported to couple from the water into the atmosphere evanescently [Evers et al., 2014]. 

Evers et al. [2014] found that if the hydroacoustic wavelength is much larger than the source 

depth, energy can be transferred through the water-air interface at shallow water depths near 

objects such as seamounts and underwater ridges and recorded by an infrasound array. Back 

projection methods have been used to relate signals observed at an IMS array to both the 

epicentral infrasound signal as well as secondary infrasound sources [Shani-Kadmiel et al., 

2018; Pilger et al., 2019]. Furthermore, Pilger et al. [2019] find no clear connection between 

infrasound recordings and the supershear nature of the magnitude 7.5 Sulawesi earthquake 

(i.e. the rupture velocity of the earthquake was greater than the propagation speed of the 

seismic waves). Recently, Shani-Kadmiel et al. [2019] presented on the potential to obtain 
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earthquake shaking intensity and source mechanism using remote infrasound recordings on 

the IMS, which could provide another means of quickly quantifying the hazards from large 

earthquakes. They find good agreement between their results and the USGS estimated 

ShakeMap and the Global CMT moment tensor for the event.

1.2.5 Bolides/Meteors

Meteors are meteoroids that have entered the Earth's atmosphere and burn up, often 

referred to as fireballs or shooting stars. One of the largest sources of infrasound, at least 

in modern times of infrasound recordings, is from the Chelyabinsk meteor in 2013. It was 

recorded by infrasound arrays up to distances of ~85,000 km, some signals of which travelled 

around the globe twice [Le Pichon et al., 2013]. This meteor was recorded by at least 20 IMS 

infrasound arrays [Le Pichon et al., 2013; Pilger et al., 2015], as well as the EarthScope TA 

[de Groot-Hedlin and Hedlin , 2014]. Pilger et al. [2015] examined the signals from this meteor 

on the IMS infrasound arrays, finding that a clear preference for detection of the meteor 

signal was from stations perpendicular to the trajectory as well as a strong dependence on 

the diurnal variability of background noise at the arrays.

1.3 Infrasound Propagation Over a Variety of Distances

Infrasound can be studied at a variety of distances spanning local recordings less than 

15 km, regional from ~15-250 km, and global infrasound recordings over 250 km from the 

source [Fee and Matoza , 2013]. Because of this, infrasound arrays can be strategically placed 

in regions where it is not feasible to deploy and maintain infrasound sensors. Arrays can 

be used to increase the signal to noise ratio especially in places of high wind, as well as to 

calculate values such as back azimuth and trace velocity in order to better determine which 

direction the signal came from.

The signal recorded by an infrasound sensor is the combination of the source itself as 

well as the effects of propagation between the source and the receiver (e.g. topography 
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and atmospheric conditions). Therefore, prior to being able to fully interpret an acoustic 

source, the propagation must but characterized. At local distances, it has been shown that 

topography has a first order effect on the recorded waveform at local distances [e.g. Kim 

and Lees, 2011; Kim et al., 2015; Fee et al., 2017b], while the atmosphere is increasingly 

important as distance from the source increases [e.g. Drob et al., 2003; Schwaiger et al., 

2020].

1.3.1 Local

Early studies of infrasound at local distances assumed propagation was simple compared 

to seismic and was generally assumed to propagate over a halfspace. It has now been estab

lished that infrasound propagation, even at local distances, is highly influenced by topogra

phy [Kim and Lees, 2011, 2014; Kim et al., 2015; Lacanna and Ripepe, 2013]. One avenue 

of research seeks to constrain the affects of topography using finite-difference time-domain 

(FDTD) algorithms. Kim and Lees [2011] found that significant distortion around the crater 

rim of Karymsky volcano exists that can be modeled using a FDTD algorithm. At Stromboli 

volcano, Lacanna and Ripepe [2013] found an anomalous decay of the source amplitude up to 

-11 dB larger than expected (using a simple 1/distance assumption) for station not within 

line of sight of the source. They applied a 2-D FDTD modeling scheme to account for the 

effects of topography. Similarly, Kim and Lees [2014] used a 3-D FDTD model to obtain the 

full 3D Green's functions that accounts for topography (i.e. response of a simple source from 

source to receiver). While simple FDTD models are appealing due to their ability to run 

simple simulations on a personal computer, more computationally expensive, higher order 

FDTD models exist such as ElAc [Petersson and Sjogreen, 2018] as well as spectral element 

methods [e.g. Brissaud et al., 2017; Martire et al., 2018]. On the other end of the spectrum, 

simple models for 1-D wave propagation inside a volcanic crater was used to understand 

changing crater properties [e.g. CRes, Watson et al., 2019], such as from a lava lake whose 

height moved up and down within a conduit, requiring many propagation model runs to 
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account for these changes.

The atmospheric boundary layer can play a critical role in the propagation of infrasound 

over just a few kilometers. However, the effects of the atmosphere in the first few kilometers 

of altitude is poorly constrained using numerical weather predication models and therefore 

studies have been performed in order to better constrain the lower atmosphere. For example, 

Marcillo and Johnson [2010] used continuous infrasound from Kilauea to invert for the 

horizontal wind speeds between the source and receiver. Kim et al. [2018] perform waveform 

inversions for a series of explosions to explore the need for atmospheric constraints on local 

infrasound propagation, finding that atmospheric heterogeneity has non-negligible impacts 

on infrasound amplitude. Additionally, radiosondes are becoming increasingly popular as a 

way to perform in situ measurements of the atmosphere at a given time and location (up to 

~30 km altitude), though they can be expensive and difficult to deploy in remote locations.

1.3.2 Regional and Global

The structure of the atmosphere plays a critical role in the propagation of infrasound 

at regional and global distances. As stated by Equation 1.1, the adiabatic sound speed is 

dependent on the temperature. However, in a realistic atmosphere, winds also play a large 

role to enhance or diminish the propagation of sound. Thus, long range infrasound studies 

generally use the effective sound speed, defined as

ceff = c + v · u (1.4)

where c is the adiabatic sound speed (Eq. 1.1) and v∙u the vector component of the horizontal 

wind velocity in a particular direction [Fee and Matoza, 2013; Salomons, 2001]. These wind 

and temperature influences on the effective sound speed are highly anisotropic and enhance 

the propagation of infrasound in the downwind direction or diminish the propagation in the 

upwind direction. Infrasound is subject to both spreading and absorption losses in energy 

[Salomons, 2001]. Geometric spreading is independent of frequency and occurs as the sound 
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spherically spreads away from the source, decreasing in amplitude as 1/r (r being the radial 

distance from the source). Cylindrical spreading can also occur in certain situations, in 

which amplitudes decrease as 1∕∖∕r. Atmospheric absorption is another type of energy 

loss for infrasound that is dependent on frequency, as well as temperature and humidity 

of the medium [Salomons , 2001]. The relatively low amount of absorption at infrasonic 

frequencies (as compared to those in the audible range) allows infrasound to propagate over 

large distances.

When the effective sound speed surpasses the effective sound speed at the source, the 

acoustic energy refracts down towards Earth's surface. This causes the formation of ducts, 

or waveguides, where infrasound is preferentially guided. Infrasound propagates to altitudes 

up to ~120 km with the three main ducts being the troposheric, stratospheric, and ther

mospheric ducts. The tropospheric duct spans from Earth's surface to 10-20 km in altitude 

(higher at the Equator and lower near the poles). Acoustic energy ducted in the troposphere 

arrives at the station the fastest with the highest amplitude. However, these ducts are 

ephemeral and can fluctuate between existence and nonexistence over short times scales and 

over long distances. The stratospheric duct spans altitudes up to ~50 km and its existence 

is dependent on the zonal winds that reverse with the season (East in the winter hemisphere 

and West in the summer hemisphere). Exceptions to this trend exist and are referred to 

as sudden stratospheric warming (SSW) events [e.g. Smets and Evers , 2014]. The thermo

spheric duct spans altitudes up to ~120 km. Signals that propagate to these altitudes are 

generally lower in both amplitude and frequency due to enhanced attenuation. Any energy 

with steeper takeoff angles leaving the source close to vertical exceeds the thermospheric 

duct and does not refract back to the surface.

Because winds and temperature vary as a function of time, altitude, and distance, at

mospheric values are non-unique and must be modeled for each event. High resolution 

atmospheric specifications (both temporally and spatially) for the lower atmosphere exist, 

however, infrasound can be guided up to ~120 km altitude. Atmospheric reconstruction 
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ground-to-space models such as NRL-G2S [Drob et al., 2003] and AVO-G2S [Schwaiger 

et al., 2019] seamlessly integrate the atmospheric specifications for the lower atmosphere 

with empirical models for winds [HWM, Hedin et al., 1996; Drob et al., 2008, 2015] and 

temperatures [NRLMSISE-00, Picone et al., 2002] for the upper atmosphere. Propagation 

modeling through the reconstructed atmosphere can then be used to determine the likely 

paths (ducts) the infrasound energy is likely to take between the source and receiver. At

mospheric propagation modeling includes ray tracing [e.g. GeoAc, Blom, 2014], normal 

modes [Waxler et al., 2017], and the parabolic equation [Waxler et al., 2015]. Conversely, 

a few studies use ground-truth infrasound observations to better determine these model at

mospheric conditions for infrasound propagation in the upper atmosphere [Le Pichon et al., 

2005; Antier et al., 2007].

1.4 Detection, Localization, and Quantification

Some of the overall goals for the growing field of infrasound include detection, localization, 

and quantification of an event. As discussed earlier, these can all be done at a variety of 

distances from the source as well as using a variety of station configurations. Some of these 

techniques are discussed briefly.

1.4.1 Detection

For monitoring and characterizing sources of infrasound, the detection of a coherent, 

real infrasound signal is often the first step. There are a variety of infrasound processing 

techniques for detecting signals depending on the arrangement and footprint of the infrasound 

sensors. For infrasound arrays and therefore array processing techniques, the plane wave 

approximation is often used. Array processing techniques allow for the computation of the 

trace velocity (propagation speed across the array), backazimuth (direction the signal came 

from, measured clockwise from North), and many use beamforming techniques to increase 

the signal to noise ratio (SNR) [Johnson and Dudgeon, 1992]. Common infrasound array 
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processing methods include the Fisher Ratio [Melton and Bail ey , 1957], Progressive Multi

Channel Correlation Method (PMCC) [Cansi , 1995], least squares estimation [Szuberla and 

Olson , 2004], and least trimmed squares (LTS) [Bishop et al., 2020]. Deployments of single 

sensors or networks can also be used for signal detection with techniques such as short term 

average/long term average (STA/LTA) and VINEDA [Bueno et al., 2019].

The detection capability of infrasound sensors, whether it's a single sensor, network, or 

array configuration, is dependent on the background noise which often comes from wind. 

The aperture of an infrasound array is designed so that the longer wavelength infrasound 

waves of interest remain coherent between elements while the shorter wavelength wind noise 

will be incoherent. Infrasound sensors should be deployed in low-wind environments, such 

as forests, but this is not always feasible. The effects of wind on an infrasound sensor can 

be mitigated in a variety of ways, ranging from pipe arrays for spatial averaging (e.g. the 

IMS array) to small ~1-m diameter wind domes. Even with noise suppression techniques, 

storms can be overwhelming and mask small amplitude signals.

1.4.2 Localization

Once a coherent, real signal is detected, it is often of interest to localize the event, 

or determine where the source was. For array processing, the backazimuth is often the 

first step, though array processing can only give direction, not range. A recent study by 

Green and Nippress [2019] explores the possibility of using signal duration recorded at an 

array for transient events as a proxy for source-to-receiver distance, as the duration of the 

signal increases with distance due to increasing separation of the fast and slow arrivals 

of the wavefield propagating in the atmospheric ducts. Techniques that involve multiple 

arrays include back projection [Shani-Kadmiel et al., 2018; Pilger et al., 2019], regional 

distance reverse-time migration [Sanderson et al., 2020], IMS VASC [Matoza et al., 2017], 

and Bayesian Infrasonic Source Localization (BISL) [Modrak et al., 2010; Marcillo et al., 

2013; Blom et al., 2015]. Time reversal methods have also been used for local networks over 
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shorter distances to locate volcanic events [Kim and Lees, 2014; Fee et al., 2019].

1.4.3 Quantification

Quantification of infrasound recordings is a growing area of research, as obtaining yield 

or mass eruption rates (MER) is of great interest to the community. A few simple ways to 

quantify infrasound are intensity, energy, and power. The acoustic intensity is defined as the 

average rate of flow of energy through a unit area normal to the direction of propagation 

[Fee and Matoza, 2013]

where P is the excess pressure and ρatmos is the density of the atmosphere. The acoustic 

energy (Eacoustic) is intensity integrated over time and the region of propagation, which for 

a simple monopole source reduces to [e.g. Firstov and Kravchenko, 1996; Johnson, 2003; 

Vergniolle et al., 2004; Johnson and Aster , 2005]

The acoustic power can be calculated by differentiating the acoustic energy with respect to 

time.

Waveform inversion techniques have become of particular interest to the volcano commu

nity starting in seismology [e.g. Ohminato et al., 1998] and more recently infrasound [Johnson 

et al., 2008; Kim et al., 2012, 2015; Fee et al., 2017b] as they exploit more information in the 

recorded waveforms to aid in our understanding of the source mechanism. These techniques 

use local infrasound recordings and have recently began incorporating the effects of topog

raphy using methods such as FDTD to obtain 3D Greens functions for the path between 

source and receiver [e.g. Kim et al., 2015; Fee et al., 2017b; Diaz-Moreno et al., 2019]. Recent 

studies on volcano infrasound have focused on the calculation of erupted mass assuming a 

13



monopole source using acoustic waveform inversions [e.g. Kim et al., 2015; Fee et al., 2017b], 

which is an invaluable measure for volcano monitoring and helps inform predictions for ash 

transport modeling such as Ash3D [Schwaiger et al., 2012]. Acoustic waveform inversions 

have also been used for understanding the acoustic source of controlled anthropogenic sources 

using local infrasound sensor deployments [Kim, 2017; Kim et al., 2018].

Quantification of infrasonic sources becomes more complex at longer ranges due to the 

effects of the atmosphere, but is still an active area of research for the CTBTO commu

nity goals. Methods for determining yield can be done using empirical period-yield scaling 

relations [e.g. for a bolide, Le Pichon et al., 2013] and by combining seismic and infra

sound methods to determine the trade-off between depth and yield estimates [e.g. DPRK 

underground nuclear explosions, Assink et al., 2016].

1.5 Volcano Infrasound

Volcanic eruptions can be hazardous to humans and infrastructure, with proximal hazards 

including ash/gas emissions, ballistics, lava flows, pyroclastic density currents, and lahars, 

as well as distal hazards such as drifting ash clouds high in the troposphere (and sometimes 

into the stratosphere). Eruptions are monitored by a variety of techniques including seismic, 

infrasound, satellite imagery (visible, thermal, gases), web cameras, deformation, and geo

logic studies. When volcanoes erupt, a large quantity of the acoustic energy is emitted in the 

infrasound band. The 1883 eruption of Krakatau volcano, Indonesia is often discussed as the 

beginning of volcano infrasound studies. During this eruption, audible sounds were heard as 

far as 5000 km from the volcano and acoustic-gravity waves (very long period) circled the 

globe at least seven times [Strach ey , 1888].

Seismology has long been used to study a variety of signals at volcanoes from the trans

port of magma or other fluids to explosion signals. Infrasound complements its seismic 

counterpart, as it is an indication of shallow to subaerial activity that might be more am

biguous when interpreting seismic signals alone. Because of this, studies often analyze both 
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seismic and acoustic signals when trying to understand shallow and subaerial volcanic pro

cesses. For some sources of infrasound, such as large explosions, infrasound may couple into 

the ground as a ground-coupled airwave (GCA) [e.g. Fee et al., 2016; McKee et al., 2018]. 

Infrasound signals have the advantage of being supplemented by direct and remote observa

tions of quantities such as gas, ash, and thermal activity, which is not always achievable for 

seismic signals that are produced from sources underground. Thus, infrasound is becoming 

increasingly useful in both understanding volcanic source processes as well as aiding hazard 

mitigation techniques in near real time.

1.5.1 Eruption Styles

Volcanoes produce a wide spectrum of eruption styles, ranging from effusive to explosive 

activity. With the range of eruption styles comes a range of hazards and potential impacts on 

society, which hopefully can be predicted by observatories and information dispersed to the 

public to mitigate the harm to humans and infrastructure. These different types of activity 

also create a variety of infrasound signals. Continuous signals that last tens of seconds to 

months are referred to as tremor and come in a variety of forms, including monotonic, har

monic, gliding, broadband, spasmodic , and banded [Fee and Matoza , 2013]. Some eruptions 

are characterized by transient explosions that consist of a rapid, high-amplitude compression 

followed by a rarefaction (decompression), with durations lasting on the order of seconds to 

minutes. Another category of continuous signal is created by sustained volcanic explosions 

and has been shown to resemble that of jet noise [Fee and Matoza , 2013].

Hawaiian-type eruptions are often effusive but can be explosive at times and are often 

characterized by lava fountaining and fissure eruptions. These eruptions tend to be from 

low viscosity basaltic magmas. Infrasound from this type of activity is tremor-like, often 

with broadband spectra [Fee et al., 2011; Fee and Matoza , 2013]. Some open vent Hawaiian 

systems such as from Pu'u 'O'o (Kilauea) have been shown to exhibit steady and nearly 

continuous sound induced by flow [Garces et al., 2003]. However, the infrasonic character 
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has been shown to vary with activity (between tremor and impulsive events), such as during 

the collapse and draining of Pu'u ,O,o crater in mid-2007 [Fee et al., 2011]. In this eruption, 

azimuthal progression in time of infrasound was also used to track the fissure propagation 

[Fee et al., 2011].

Strombolian and Vulcanian eruptions involve short duration transient explosions. Strom

bolian eruptions are thought to occur due to the rising of a gas slug in a relatively open system 

that results in an explosive release of gas. Vulcanian eruptions are often more violent, higher 

amplitude, and often longer duration explosions caused by the destruction of a solidified lava 

dome/plug at the top of a conduit, allowing high pressures to build underneath. Both result 

in impulsive, relatively short duration infrasound signals with the potential for low amplitude 

jetting after the first initial blast [Fee and Matoza, 2013]. Studies of infrasound recordings 

on volcanoes such as Stromboli [e.g. Lacanna and Ripepe, 2013], Yasur [e.g. Marchetti et al., 

2013; Jolly et al., 2017], and Erebus [e.g. Johnson et al., 2008] exhibit classic Strombolian 

explosion behavior that has remained relatively unchanged for years. Infrasonic recordings 

from explosions at Sakurajima [e.g. Yokoo et al., 2009; Fee et al., 2014; Kim et al., 2015; 

Fee et al., 2017b] and Santiaguito [e.g. Sahetapy-Engel et al., 2008; De Angelis et al., 2016] 

volcanoes exhibit Vulcanian behavior.

Some of the largest and most hazardous eruptions are often classified as sub-Plinian- 

Plinian eruptions, characterized by sustained eruptions that produce large eruption clouds. 

In some cases of eruptions with large sustained plumes, very low frequency gravity waves can 

be produced [e.g. De Angelis et al., 2011]. Infrasound signals from these types of eruptions 

are often high-amplitude, sustained signals that last minutes to hours [Fee and Matoza, 

2013]. The frequency content of the eruption tremor is broadband and is often observed to 

be similar to the spectral content of jet noise [Fee and Matoza, 2013]. Jet noise has been 

observed at eruptions from volcanic eruptions [Matoza et al., 2009, 2013] as well as fumarole 

acoustics [e.g. McKee et al., 2017]. In sustained volcanic eruptions, the lowermost portion 

of the plume is where the jet noise is sourced, where the column is driven by momentum 
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where fj is the peak frequency of the jet noise, Dj is the diameter of the jet (i.e. vent 

diameter), and Uj is the jet velocity.

1.5.2 Infrasound From Mass Wasting Events

Mass wasting events on the steep flanks of volcanoes can occur during periods of eruptive 

activity as well as during periods of volcanic quiescence. Surficial mass wasting events 

include lahars and outburst floods, edifice collapses, avalanches, rockfalls, and pyroclastic 

density currents (PDCs) [Al lstadt et al., 2018]. These surficial events produce seismic and 

infrasound signals that may provide key research and real-time monitoring information for 

these hazardous phenomena. Allstadt et al. [2018] provide a nice overview of mass wasting 

events and their seismic and infrasound signatures.

Lahars pose great hazard to humans and infrastructure due to their ability to travel large 

distances (tens of kilometers) and can occur both with and without an associated eruption. 

The most recent catastrophe involving lahars is those from the June 3, 2018 eruption from 

Fuego volcano, Guatemala that caused roughly 200 deaths as well as large economic losses 

in the area [Cando-Jacome and Martmez-Grana, 2019]. Infrasound (and seismic) signals 

produced by lahars characteristically appear as cigar-shaped waxing and waning signals, 

where a low amplitude signal gradually increases in its amplitude and then more slowly 

decreases [Zobin et al., 2009]. The exact source location of the infrasound within a lahar, or 

flowage event in general, is not well-known. Johnson and Palma [2015] used a three-element 

infrasound array to study the lahar flow progression at Volcan Villarrica, Chile, detecting 

an initial flow pulse travelling at an average speed of 38 m/s down the channel. Infrasound
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parameters has been shown to be possible and scaled using the Strouhal number [Fee and 

Matoza, 2013; McKee et al., 2017]



arrays have been deployed over the last few years for lahar monitoring worldwide, including 

at Fuego [De Angelis et al., 2019], Mount Rainier [Thelen et al., 2019], and Mount Adams 

[Sanderson et al., 2018].

1.5.3 Eruption Forecasting

Infrasound is often only effective after an event occurs, because its source is created due 

to a perturbation to the atmosphere. However, a few recent studies have shown that there 

may be ways to use infrasound for eruption forecasting in certain situations. For example, 

lava lakes present in some open volcanic systems have been shown to change levels prior to 

eruptions. Johnson et al. [2018] find that the frequency content of the resonant tones within 

the crater increased due to increases in the lava lake level two days prior to a paroxysmal 

eruption at Volcán Villarrica, Chile. Ripepe et al. [2018] leverage smaller eruptive activity 

at Etna volcano that occurs prior to a larger eruption to create an infrasound early warning 

system for that particular eruption style.

1.5.4 Connection to Multidisciplinary Observations

While using infrasound to characterize volcanic events is valuable, the connection of in

frasound observations with other observations is becoming increasingly popular, allowing 

for greater understanding of volcanic processes. For example, AVO used a multidisciplinary 

approach to help forecast and detect eruptions from the 2016-2017 eruption of Bogoslof vol

cano, relying on a combination of distal (>54 km) seismic, regional infrasound, lightning, 

and satellite imagery [Coombs et al., 2018]. Studies on the June 2019 eruptions of Raikoke 

and Ulawun during a Cooperative Institute for Dynamic Earth Research (CIDER) work

shop allowed participants to integrate data from satellites, the IMS infrasound network, and 

globally detected lightning [Maher et al., 2019] to quickly asses the eruption.

Many studies have compared infrasound-derived gas volumes with independent mea

surements from visual imagery [e.g. Johnson and Miller, 2014; Witsil and Johnson, 2018], 
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thermal imagery [e.g. De Angelis et al., 2016], UV data [e.g. Dalton et al., 2010; Delle Donne 

et al., 2016], and ground-based [e.g. Fee et al., 2017b] and satellite [e.g. Albert et al., 2015] ash 

and gas emissions. Of particular interest to operational monitoring of eruptions is the poten

tial link between infrasound and plume height. Fee et al. [2017a] found that the relationship 

between volcanic tremor (both seismic and infrasound) and plume height varied during the 

waxing and waning portions of the 2016 eruption of Pavlof volcano, Alaska, exhibiting hys

teresis due to vent erosion. Other studies such as Lamb et al. [2015] use infrasound to obtain 

a mass ejection velocity at the vent that is then used as an input value for numerical plume 

rise models.

1.6 Overview of Chapters

This dissertation is written for a PhD in Geophysics at the University of Alaska Fairbanks 

and is comprised of three main chapters, two of which have already been published and one 

that is in review at a journal for publication. Topics explored in this dissertation focus on 

characterizing the propagation effects between the source and receiver in order to better 

interpret the acoustic explosion source. The infrasound recordings used span local to long 

range distances with explosion sources both underground and subaerial.

1.6.1 Chapter 2: Application of an Updated Atmospheric Model to Explore Volcano Infra

sound Propagation and Detection in Alaska1

1 Iezzi, A.M., Schwaiger, H.F., Fee, D., Haney, M.M. (2019). Application of an updated atmospheric 
model to explore volcano infrasound propagation and detection in Alaska. Journal of Volcanology and 
Geothermal Research, 371, 192-205.

Chapter 2 examines the long range infrasound recordings and propagation modeling 

from recent eruptions in Alaska to help distinguish between propagation and source effects 

to aid in volcano monitoring efforts. The Aleutian Arc in Alaska is home to 54 historically 

active volcanoes that span 2500 km, where roughly a third of these volcanoes have no local 

monitoring equipment. Therefore, AVO depends on remote sensing techniques for monitoring 
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eruptive activity. In this study, a new open-source atmospheric reconstruction model (AVO- 

G2S) is applied and predictions are compared to long range infrasound recordings of recent 

eruptions from Cleveland and Pavlof volcanoes with the intent to better understand the 

signals recorded. The combination of propagation modeling and quantification of infrasound 

observations such as celerity, traveltime, trace velocity, and backazimuth allow for enhanced 

characterization and interpretation of the infrasound waveforms recorded at AVO regional 

infrasound arrays. The results reiterate that infrasound signals recorded at long ranges can 

be highly influenced by the atmosphere and shows the necessity of understanding propagation 

conditions in order to better characterize volcanic eruptions recorded by regional infrasound 

arrays. Results and interpretations in this study also highlight the current limitations of 

atmospheric reconstruction models due to limitations in the spatial and temporal resolution 

of the input weather predication models. The methods used in this study are being applied 

in near-real time to aid volcano monitoring abilities by AVO, such as to better understand a 

detection (or lack thereof) at any of the six infrasound arrays for current and future volcanic 

eruptions in Alaska.

1.6.2 Chapter 3: Three-Dimensional Acoustic Multipole Waveform Inversion at Yasur Vol- 
2

cano, Vanuatu2

2 Iezzi, A.M., Fee, D., Kim, K., Jolly, A.D., and Matoza, R.S. (2019). Three-Dimensional Acoustic 
Multipole Waveform Inversion at Yasur Volcano, Vanuatu Journal of Geophysical Research: Solid Earth, 
124.

The second study aims to obtain a robust characterization of the infrasonic explosion 

source mechanism at Yasur Volcano, Vanuatu by sampling the wave field in the third di

mension, allowing for estimates of volume flow rate and acoustic directionality. A network 

of infrasound sensors was deployed around the volcanic crater both on the ground as well 

as a novel approach of stringing infrasound sensors aboard a tethered aerostat that was 

walked around the crater over the course of the deployment. In this study, FDTD modeling 

is used to obtain the 3D Green's functions that account for topography and acoustic wave
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form inversions are performed for the monopole and multipole source mechanisms. This 

study presents the first acoustic source inversion results that both account for the effects 

of topography and investigates the contributions of the vertical dipole component of the 

source mechanism. It is found that inversions for the volume flow rate (which can further be 

converted to mass flow rate) remain stable regardless of the assumed source mechanism for 

the inversion. Results reiterate that neglecting effects of topography, especially in complex 

topographic regions such as volcanoes, during acoustic waveform inversions leads to over

estimation of the volume flow rate. While multipole inversions that attempt to compute 

acoustic source directionality in all three dimensions are unstable, acoustic source direction

ality is observed that is not due to topography and is found to roughly agree with azimuths 

of increased ballistics from explosions. This study shows that the wavefield sampled using 

only instruments on Earth's surface limit the interpretations that can be made, especially in 

terms of acoustic directionility, though acoustic waveform inversions show promise for better 

characterizing the acoustic source from explosions of volcanic and anthropogenic origin.

1.6.3 Chapter 4: Seismo-Acoustic Characterization of Mount Cleveland Volcano Explo- 
3sions

The study carried out in Chapter 4 takes an observationalist approach to investigate 

peculiar relationships between the seismo-acoustic signals related to explosive activity at 

Mount Cleveland, Alaska over a recent 4 year period. Mount Cleveland is one of the most 

active volcanoes in Alaska with 64 explosions over the last nine years and the potential to 

disrupt air traffic over the North Pacific with occasional volcanic clouds that surpass 25,000 

ft. In this study, we provide the first seismo-acoustic characterization of the explosions using 

recently installed local sensors. The variable arrival time lags from a co-located seismic 

and acoustic station is used to analyze 21 explosions and make inferences about what is 

causing this phenomena. A variety of methods are explored to determine the effects of the 

3Iezzi, A.M., Fee, D., Haney, M.M., and Lyons, J.J. (in review ) Seismo-Acoustic Characterization of
Mount Cleveland Volcano Explosions, Frontiers in Earth Science 
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atmosphere, nonlinear propagation, and a changing explosion source depth and/or conduit 

velocity on the variable acoustic arrival time in relation to the seismic arrival. Atmospheric 

effects on the propagation velocity were found to not be able to explain the variability, and 

therefore something else must be changing in the source-receiver path, in this case likely 

changes in the explosion source depth within the volcanic conduit. Even with a single co

located seismic and acoustic sensor that clips for some explosions, results and interpretations 

from this study show that it is still possible to provide meaningful interpretations on the 

explosion source depth which may help monitoring agencies understand the volcanic system 

during times of unrest.
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Chapter 2

Application of an Updated Atmospheric Model to Explore Volcano Infrasound Propagation 

and Detection in Alaska4

4 Iezzi, A.M., Schwaiger, H.F., Fee, D., and Haney, M.M. (2019). Application of an updated atmospheric 
model to explore volcano infrasound propagation and detection in Alaska. Journal of Volcanology and 
Geothermal Research, 371, 192-205.

2.1 Abstract

Winds and temperature gradients greatly affect the long-range propagation of infrasound. 

The spatio-temporal variability of these parameters must therefore be accurately character

ized to correctly interpret recorded infrasound at long distances, specifically to differentiate 

between source and propagation effects. Here we present the first results of an open source 

reanalysis model, termed Alaska Volcano Observatory Ground-to-Space (AVO-G2S), con

structed to accurately characterize the atmosphere and model long-range infrasound prop

agation from volcanic eruptions in Alaska. We select a number of case studies to examine 

recent eruptions of Alaskan volcanoes whose ash emissions posed a threat to air traffic, in

cluding the two most recent eruptions of Pavlof Volcano and two typical explosions from 

Cleveland Volcano. Strong tropospheric ducting and low noise at the station during the 21 

July 2015 explosion of Cleveland Volcano led to an automated detection of the explosion 

at an infrasound array 992 km away, whereas low signal-to-noise ratio for the 6 November 

2014 Cleveland Volcano explosion helps explain the non-detection in real-time of a predicted 

strong stratospheric arrival. For the November 2014 Pavlof eruption, discrepancies between 

local seismic data and a distal infrasound array 460 km away cannot be solely explained 

by changes in atmospheric conditions, though some features of the complex propagation 

predictions follow the trends in long-range infrasound signals. The most recent eruption of 

Pavlof Volcano in March 2016 shows minimal changes in propagation conditions throughout 

the eruption and therefore indicates that the signals detected at long-range primarily reflect 

source processes. These results show how detailed examination of the acoustic propagation 
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conditions provides insight into detection capability and eruption dynamics. Future work 

will implement AVO-G2S and high-resolution long-range infrasound propagation modeling 

in realtime for Alaskan volcanoes of interest.

2.2 Introduction

Alaska's over 50 historically active volcanoes span 2,500 km and their eruptions pose great 

threats to aviation. On any given day, roughly 70,000 passengers fly over the North Pacific 

and have the potential to be affected by ash released from Alaskan volcanoes [Bureau of 

Transportation Statistics, 2016]. This makes both prompt observations of explosion onsets, 

as well as characterization of their eruption style and dynamics, critical for monitoring and 

eruption response. When volcanoes erupt, the majority of the acoustic energy is emitted 

in the infrasound band, defined as sound waves below 20 Hz. Infrasound complements its 

seismic counterpart, as it is an indication of shallow to subaerial activity that might be more 

ambiguous when interpreting seismic signals alone. It is an especially crucial tool in Alaska 

because infrasonic energy propagation is not obstructed by frequent cloud cover, which often 

hinders another key monitoring tool for remote volcanoes-satellite imagery. Additionally, 

due to relatively weak attenuation in the atmosphere at these low frequencies and strong 

ducts in the atmosphere, infrasound can propagate hundreds to thousands of kilometers 

under suitable conditions and be detected by infrasound sensors, either at an array or on 

single sensors.

Because of their expansive range and remoteness, Alaskan volcanoes are predominantly 

monitored by local seismic networks supplemented with remote observations including satel

lite imagery and infrasound sensors. Centralized infrasound arrays have been key in monitor

ing eruptions in Alaska because they can be strategically placed and more easily maintained 

than single stations scattered around the numerous volcanoes (Figure 2.1) [De Angelis et al., 

2012]. However, infrasound station coverage is still relatively sparse in Alaska. Furthermore, 

strong wind and temperature gradients in the atmosphere can create multiple ducts and 
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shadow zones where propagation of infrasound is enhanced and diminished, respectively. As 

infrasound propagates, it often retains a significant amount of information about the source 

process, and can be used to detect and characterize eruption style and dynamics [Fee and 

Matoza , 2013, and references therein]. To accurately constrain volcanic source information 

and understand the long-range propagation, a detailed characterization of the spatial and 

temporal variability of the atmosphere is vital. This long-range propagation modeling in

creases our ability to determine if a detected signal (or lack thereof ) is a result of source or 

path effects, which can aid volcano monitoring efforts in near real-time and in retrospective 

analysis.

Figure 2.1: Map of Alaska and infrasound arrays and volcanoes discussed in this manuscript. 
Pavlof and Cleveland volcanoes are shown with red triangles and the Dillingham (DLL) 
infrasound array as a red star. Other infrasound arrays maintained by AVO are shown by 
yellow stars. The propagation distance from Cleveland to DLL is ~990 km and Pavlof to 
DLL is ~460 km. (uses ETOPO1, [Amante and Eakins, 2009])
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where c is the adiabatic sound speed (Eq. 2.1) and v · u is the vector component of the 

horizontal wind velocity in a particular direction [Fee and Matoza, 2013; Salomons , 2001]. 

Wind velocities are generally decomposed into components from west to east (zonal) and 

from south to north (meridional). These wind influences on the effective sound speed are 

highly anisotropic and enhance the propagation of infrasound in the downwind direction or 

diminish the propagation in the upwind direction.

Infrasound, though not attenuated as greatly as higher acoustic frequencies, is still sub

ject to both spreading and absorption losses in energy. Geometric spreading is independent 

of frequency and occurs as sound spreads away from a source; for a homogeneous atmosphere 

the amplitude decreases as 1/r (r being the radial distance from the source). Sound absorp

tion is typically frequency dependent, and increases dramatically in the upper atmosphere 

due to lower air density [Salomons, 2001; Sutherland and Bass, 2004]. Therefore, infra

sound refracting from thermospheric altitudes tends to be lower in amplitude and frequency 

[de Groot-Hedlin and Hedlin, 2014].

Following Snell's Law of refraction, when the effective sound speed surpasses the effective
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2.2.1 Infrasound Propagation in the Atmosphere

Infrasound propagates as a compressional wave that moves at the speed of sound, which 

in an ideal gas is defined as

where γ is the specific heat ratio, R is the universal gas constant, and T is the temperature 

[Pierce, 1981]. The long-range propagation of infrasound can generally be described using 

the effective sound speed (approximation explored in depth by Waxler et al. [2017]), defined 
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sound speed at the source, the energy is refracted back down towards the surface. This 

produces ducts, or waveguides, within the atmosphere in which infrasound is preferentially 

propagated. Starting at the Earth's surface, temperature generally decreases up to the 

tropopause (upper limit of the troposphere) , increases to the stratopause (upper limit of 

stratosphere), then decreases in the mesosphere, and increases again in the thermosphere 

(Figure 2.2). This leads to three main ducts for infrasound propagation: i) tropospheric; 

ii) stratospheric; and iii) thermospheric. Energy can be split between these ducts, as well 

as within the ducts, and propagate with different paths (termed “multipathing”); therefore, 

multiple arrivals at an infrasound array are often observed [De Groot-Hedlin et al., 2009]. 

The tropospheric duct spans altitudes of 0 to 10-20 km (lower at the poles and higher at 

the Equator). It is a crucial duct for the detection of infrasonic events at local to regional 

distances (<250 km), as they tend to contain the highest amplitudes due to the least amount 

of energy losses from geometric spreading and absorption [Drob et al., 2003]. Additionally, 

tropospheric ducts are the only arrival possible within stratospheric and thermospheric duct 

shadow zones at local to regional distances. Tropospheric arrivals appear first at a station as 

a result of their more direct propagation path. Tropospheric ducts generally only exist when 

the lower atmospheric winds are towards the receiver and are strongly dependent on the 

local atmospheric conditions [Ceranna et al., 2009]. Therefore, these ducts can disappear at 

distances on the order of a few hundred kilometers [Ceranna et al., 2009; Drob et al., 2003; 

Le Pichon et al., 2006]. However, there are cases when tropospheric arrivals can be detected 

at distances >1000 km, such as in Fee et al. [2013].

The stratospheric duct extends from the surface to an altitude of ~50 km. The main 

influence on the existence of this duct is seasonal zonal wind patterns in the stratosphere, 

which blow east in the winter hemisphere and west in the summer hemisphere. Studies such 

as Le Pichon et al. [2006] conclude that the prevailing stratospheric zonal winds have a strong 

influence on global infrasonic detection capabilities, finding that the number of detections 

are 2-3 times greater in the direction of these winds. Stratospheric ducts are known to exist
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Figure 2.2: Example sound speed profile and ma jor regions in the atmosphere. The effective 
sound speed profile (ceff ) includes the wind component in the direction of propagation while 
c is the sound speed. The effective sound speed shows the potential propagation ducts from 
Pavlof Volcano to DLL at 00:00 UTC on 28 March 2016.

for thousands of kilometers [Ceranna et al., 2009; Le Pichon et al., 2006]. While tropospheric 

ducts tend to diminish at these global distances (<250 km), stratospheric arrivals are often 

the most energetic arrivals detected [e.g. Ceranna et al., 2009; Drob et al., 2003].

The thermospheric duct consists of the lower thermosphere, spanning the surface to ~120 

km, and is susceptible to significant temperature variations associated with space weather 

(e.g. solar tides). This duct exists at all times due to high temperatures (and therefore high 

sound speed) in the lower thermosphere [Le Pichon et al., 2002], which is sufficient to refract 

energy without the addition of wind. However, infrasonic signals guided by the thermosphere 

are the faintest and often go undetected for small signals due to increased geometric spreading 
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and attenuation partially caused by lower particle density in the upper atmosphere [Ceranna 

et al., 2009; Le Pichon et al., 2006; Sutherland and Bass, 2004]. Thermospheric arrivals can 

be significantly distorted due to nonlinear propagation related to decreased density in the 

thermosphere [Rogers and Gardner, 1980].

Finally, acoustic energy with steep takeoff angles, or energy that leaves the source closer 

to vertical, that is not ducted in the thermosphere will escape to higher altitudes and not 

refract back down to the surface.

2.2.2 Constraining Atmospheric Variability

In order to properly model infrasound propagation within the atmosphere, variables such 

as temperature and winds at altitudes from 0 to ~150 km in the atmosphere must be ac

curately estimated both spatially and temporally. Lower atmospheric conditions (up to 

mid-stratospheric and lower), can be obtained by a variety of numerical weather prediction 

models, with some recent products providing values up to midmesopheric levels such as 

NASA GEOS-5 [Molod et al., 2012] and ECMWF [Molteni et al., 1996]. Above this level, 

we rely on empirical models such as the Horizontal Wind Model (HWM) [Drob et al., 2008, 

2015; Hedin et al., 1996] and the NRLMSISE-00 model [Picone et al., 2002]. Infrasound 

propagation modeling requires a smooth transition and reconstruction of these data in one, 

two, or three dimensions, such as has been done in the Naval Research Lab ground-to-space 

model (G2S) [Drob et al., 2003]. The Alaska Volcano Observatory (AVO) chose to make an 

in-house model, AVO-G2S [Schwaiger et al., 2019], based upon the G2S work of Drob et al. 

[2003] for the following reasons: i) G2S is not open source; ii) G2S specifications are not 

readily available for retrospective analysis; and iii) an in-house model enables greater flexibil

ity specific to the variable atmospheric conditions in the region. For example, higher spatial 

and temporal resolution (up to 2.95 km spatially and hourly) models can be constructed for 

specific source-receiver scenarios. The reader is referred to Schwaiger et al. [2019] for more 

details on the methods and motivation.
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Once the atmosphere is reconstructed, infrasound propagation can be simulated and 

visualized using a variety of methods including classical ray tracing [Blom , 2014], normal 

modes [Waxler et al., 2017], and parabolic equation [Waxler et al., 2015]. In this manuscript 

we choose to focus on ray tracing methods because we are mainly interested in determining 

if the long-range detection of an eruption can be explained by the propagation modeling, as 

well as assessing the accuracy of infrasonic traveltimes for monitoring purposes. Amplitude 

and full waveform modeling studies are beyond the scope of this paper.

Ray tracing is a method of calculating the propagation paths of acoustic waves through a 

varying medium using a high frequency approximation and allows visualization of the likely 

propagation path of infrasound energy in the atmosphere. Ray tracing treats the propagation 

of infrasound as rays that refract in a layered atmosphere and reflect off the surface (bounce) 

back into the atmosphere. Eigenrays are a subset of rays that connect the direct path from 

source (volcano) to receiver (infrasound array) within a specified tolerance, and have an 

associated traveltime, celerity (defined as range over traveltime), and arrival inclination.

2.2.3 Propagation Path Indicators

It is important to accurately distinguish between arrival types to obtain a correct travel

time that can be used to back-calculate the signal origin time at the source. An exact origin 

time facilitates comparison with other geophysical observations [Fee et al., 2010]. A few ways 

to confirm the propagation predictions include investigating trace velocity (or apparent ve

locity) and celerity of the long-range signals seen on an infrasound array. Although trace 

velocity and celerity are usually reliable in helping to determine arrival type, they should be 

used as indicators only and their interpretations treated with caution [Ceranna et al., 2009].

Trace velocity is the phase velocity across an array of sensors. It generally increases 

for energy that reaches higher altitudes due to the increased steepness of arrival trajectory 

[Ceranna et al., 2009; Dabrowa et al., 2011]. According to a study by Ceranna et al. [2009], 

general guidelines for trace velocity are: i) tropospheric arrivals being on the order of the 
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local sound speed; ii) stratospheric arrivals from the local sound speed to ~360 m/s; and iii) 

thermospheric arrivals with trace velocities >350 m/s.

Celerity is defined as the epicentral distance between source and receiver divided by the 

total traveltime, therefore it will decrease with increasing refraction heights [Ceranna et al., 

2009]. Celerity values are typically: i) the speed of sound (330-340m/s) for tropospheric 

arrivals; ii) 280-320m/s for stratospheric arrivals; and iii) 230-280m/s for thermospheric 

arrivals [Brown et al., 2002; Ceranna et al., 2009; Evers and Haak, 2007; Fee et al., 2013; 

Green et al., 2011; Nippress et al., 2014].

2.2.4 Volcano Monitoring Uses in Alaska

In this study we focus on Cleveland and Pavlof Volcanoes. Cleveland Volcano is one of 

the most active volcanoes in Alaska. It has had over 50 explosions since 25 December 2011, 

the most recent at the time ofwriting being on 18 December 2017 [www. avo. alaska. edu] . The 

first local instrumentation on the island, consisting of seismometers, an infrasound array, and 

web camera was deployed in the summer of 2014, allowing for recent detailed studies of the 

volcano. Due to a longer history of data to compare with, remote sensing (including remote 

infrasound monitoring) has been heavily relied upon and continues to play a key role in 

detecting activity at Cleveland Volcano [De Angelis et al., 2012; Werner et al., 2017]. Pavlof 

Volcano is close enough to the communities of Cold Bay, King Cove, and Nelson Lagoon that 

local ashfall hazards must be considered in addition to the threat to air traffic. Characteristic 

eruptions include low-energy lava fountaining, lahars, and emissions of ash, gas, and steam 

[Waythomas et al., 2014; www.avo.alaska.edu]. Pavlof eruptions have been known to affect 

air travel for days. A recent example of ash impacts in Alaska was from the 2016 eruption of 

Pavlof Volcano, that sent ash to 8-9 km above sea level and extended over 600 km northeast 

across interior Alaska, cancelling over 100 flights during the course of a few days [Fee et al., 

2017]. Both Cleveland and Pavlof Volcanoes often have little to no precursory activity 

before eruptions, making them difficult to forecast; therefore, the detection of an explosion 
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onset is often the first sign of an eruption. Once the first signs of emissions are detected, 

AVO uses Ash3d [Schwaiger et al., 2012] to model airborne volcanic ash concentration and 

tephra deposition and help inform the Federal Aviation Administration (FAA) and National 

Weather Service (NWS) of the volcanic hazard.

In this manuscript we introduce the first uses of the new atmospheric reconstruction 

model AVO-G2S for volcano monitoring in Alaska, both as a reanalysis method and a future 

tool for real-time monitoring. We focus on the post-processing and application of the AVO- 

G2S atmospheric specifications for use on long-range infrasound propagation in Alaska and 

explore its capability through a differential look at atmospheric conditions and infrasound 

propagation for: i) two discrete explosions of Cleveland Volcano; and ii) two hours-to-days 

long continuous eruptions at Pavlof Volcano. The main infrasound array used in this study 

is located in Dillingham, Alaska (DLL), with local stations at both Cleveland and Pavlof 

Volcanoes supplementing our analyses with better-constrained source parameters. DLL is 

460 km away from Pavlof Volcano and 992 km from Cleveland Volcano (Figure 2.1).

2.3 Methods

2.3.1 Atmospheric Modeling

AVO-G2S is composed of a global grid of lower-atmospheric meteorological values ex

tended to the upper-atmosphere. Reanalysis data are provided every six hours for events 

that occurred in the last few years, so the atmospheric conditions were reconstructed using 

AVO-G2S for the time closest to each eruption. All times in this paper are in UTC and 

ERA-Interim [Dee et al., 2011] files are used for the lower atmosphere. Conditions for Cleve

land Volcano are obtained for 6 November 2014 at 06:00 and 21 July 2015 at 18:00. For 

the two Pavlof examples where the eruption durations were from hours to days, atmospheric 

models are reconstructed every six hours using AVO-G2S from 12 November 2014 12:00 to 

16 November 2014 12:00 and from 27 March 2016 18:00 to 29 March 2016 06:00. The upper- 

atmospheric nodes are populated with values derived from the empirical model HWM14 
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[Drob et al., 2015] for wind speeds and NRLMSISE-00 [Picone et al., 2002] for temperatures.

Similar to the methods outlined in Drob et al. [2003], each dataset is decomposed into 

spherical harmonic coefficient files and a smooth representation of the coefficients is gener

ated as a function of height using a B-spline representation. From this set of coefficients, 

interpolated spherical harmonic coefficients can be retrieved at any altitude, then the values 

of interest (e.g. meridional and zonal winds, temperature) can be reconstructed. In this 

study, we recreate the atmosphere up to 180 km with altitude spacing of 0.2 km. Once the 

coefficients are calculated, atmospheric models are sub-sampled on 3D volumes.

For local infrasound propagation, a 1D stratified atmosphere is usually sufficient, but 

for longer range propagation such as those in this study, a range-dependent atmosphere is 

necessary [Fee and Matoza , 2013, and references therein]. Infrasound propagation model

ing is performed using range-dependent atmospheres, with the exception of the July 2015 

Cleveland explosion where outputs from range-independent modeling are also included to 

supplement the results. Range-dependent models are assembled using a grid of 1D columns 

from the reconstructed atmosphere with nodes every 1o latitude and ~2o longitude to make 

an approximately square grid at 60o latitude.

The main tool used for propagation simulation is the ray tracing software GeoAc [Blom , 

2014], which is publically available from https://github.com/LANL-Seismoacoustics/GeoAc. 

Inputs include the volcano and station coordinates, as well as the atmospheric specifications 

that are output by AVO-G2S in the previous step. We use GeoAc to launch rays from 

an elevated source, assuming the explosive source is at the volcano's summit (1.73 km for 

Cleveland and 2.57 km for Pavlof) between 15o and 45o from the horizontal in increments 

of 0.5o, allowing for up to 30 bounces and a 5o deviation in azimuth for the eigenray search 

option. Outputs to the post-processing, in addition to the ray tracing visualization, include 

modeled traveltime, celerity, and arrival inclination for eigenrays.

We define the effective sound speed ratio as the effective sound speed divided by the 

effective sound speed at the source. Therefore, an altitude where the effective sound speed 
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ratio is above 1 indicates a region which can act as an upper boundary for a duct, dependent 

upon the angle of incidence of the upward refracting infrasonic energy.

2.3.2 Data Processing

We compare the predicted propagation paths with the DLL data to help identify long- 

range infrasound propagation paths for a few example eruptions in Alaska. DLL is a 6- 

element array spanning 1.2 km; however, only 5 elements were working for most of the 

events in this study (Cleveland 2014/2015 and Pavlof 2014). Array processing techniques to 

determine back azimuth, MCCM (mean cross-correlation maxima), and trace velocity were 

performed via least squares for the slowness of a plane wave crossing the array [Szuberla and 

Olson, 2004]. Array processing techniques for DLL are used as a monitoring tool by AVO 

to detect eruptions, as well as in reanalysis studies for Alaskan volcanoes [De Angelis et al., 

2012; Fee et al., 2017]. DLL data for the Cleveland examples are band-pass filtered between 

0.5 and 5 Hz, historical band-pass filter used for monitoring signals from Cleveland to DLL in 

real-time, while Pavlof examples are filtered between 1 and 5 Hz to be more consistent with 

the results published by Fee et al. [2017]. A standard delay-and-sum beamforming technique 

is applied to increase the signal-to-noise ratio (SNR). DLL infrasound data are corrected for 

the propagation time by subtracting the predicted traveltime from the arrival time at DLL.

Observed data and predicted propagation model outputs using AVO-G2S are compared 

to assess the model's accuracy and effectiveness. We use wind and temperature data from 

the Dillingham, AK airport weather station PADL [http://mesonet.agron.iastate.edu/] to 

calculate the receiver effective sound speed. This is then compared to the trace velocity 

calculated by array processing (termed observed trace velocity) to help distinguish between 

arrival types (Section 2.2.3). If an eigenray is predicted for a particular event, we compare 

the modeled traveltime from ray tracing with the traveltime observed via differencing the 

onset time of the explosions from the local station to DLL. Additionally, for the Cleveland 

examples where the onsets were impulsive and easy to identify, we use calculated celerity to 
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help support the propagation path predicted by AVO-G2S, as it is a relatively clear indicator 

used to distinguish between ducts (Section 2.2.3).

Local seismic data are included in the interpretations for both Pavlof eruptions. For 

the November 2014 eruption, we analyze data from the local seismic station PS4A to com

pare with the infrasound data at DLL. PS4A is located on the south side of Pavlof Vol

cano (8 km from the summit) and was operational throughout the entire eruptive episode 

[www. avo. al a sk a. edu ] , though there are a few >1 min gaps in the data. For the Pavlof 2016 

eruption, local seismic station PS1A was used in a similar fashion as PS4A in 2014 analy

ses. PS1A stayed on scale for the entirety of the eruption sequence and is located on the 

southeast side of the volcano (9 km from summit). During the eruptions, both PS4A and 

PS1A consisted of short-period (1 Hz) seismometers with a sampling frequency of 100 Hz. 

We calculate the amplitude envelope for both the distal acoustic and local seismic data via 

Hilbert transform, and apply a convolutional filter with a window length of 10-min to smooth 

the envelope. We also remove the acoustic traveltime to facilitate direct comparison between 

the seismic and acoustic data.

2.4 Results

2.4.1 Cleveland Volcano

We explore propagation conditions and data collected at DLL for two typical explosions 

from Cleveland Volcano occurring on 6 November 2014 and 21 July 2015. Both events were 

similar in duration, lasting a few tens of seconds with no precursory activity. Using data 

from the CLCO array (15.4 km from the summit), unfiltered amplitudes are 14 Pa for the 

2014 event and 30 Pa for the 2015 event.

2.4.1.1 6 November 2014

On 6 November 2014 an explosion at Cleveland Volcano occurred at 07:42; however, the 

infrasound alarm at DLL (~992 km from Cleveland Volcano) did not automatically trigger
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an alert, which would have indicated that an amplitude threshold was surpassed and that 

the back azimuth is consistent with an explosion from Cleveland Volcano. Array processing 

for this explosion at DLL is shown in Figure 2.3a-d. Figure 2.3a shows the beamformed 

DLL data and Figure 2.3b shows the calculate MCCM values with a peak of ~0.75, just 

above the noise (MCCM of 0.4-0.6). Receiver effective sound speed is 0.332 km/s, which 

is in agreement with the observed trace velocity of ~0.331 km/s (Figure 2.3c). True back 

azimuth from DLL to Cleveland is 230.6o, with the observed back azimuth for this explosion 

being ~230o (Figure 2.3d).

Figure 2.3: DLL array processing results for the Cleveland Volcano explosions. Data are 
band pass filtered between 0.5-5.0 Hz for explosions on: (a-d): 06 November 2014; (e-h): 21 
July 2015. Data are also corrected for traveltime. Panels a) and e) show the beamformed 
DLL data, panels b) and f) are the mean cross-correlation maxima (MCCM), panels c) and 
g) are the trace velocity values colored according to MCCM, and panels d) and h) show the 
back azimuth, also colored according to MCCM value. Celerities are given in km/s on top of 
a) and e), also shifted by the same traveltime. Dotted line in d) and h) is the back azimuth 
to Cleveland Volcano.

Figure 2.4a-c shows the atmospheric specifications for this explosion. The specifications
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are assembled for 06:00, ~1.75 h before the explosion, with Figure 2.4a,b profiles above 

the volcano and 2.4c using range-dependent modeling. Figure 2.4a shows the zonal (red) 

and meridional winds (blue) along with the wind velocity in the direction of propagation 

(black); Figure 2.4b shows the sound speed (solid), the effective sound speed (dotted), and 

a vertical line denoting the effective sound speed at the source; and Figure 2.4c shows the 

predicted propagation paths from source (on the left) to receiver (towards the right). The 

black rays are the eigenrays. During this explosion, winds are light (<8 m/s) below 30 km 

altitude above the volcano (Figure 2.4a), so a tropospheric duct is not predicted for this 

time and source-receiver configuration. Above 30 km, the wind velocity in the direction of 

propagation is positive ranging from 0 to 25 m/s, increasing with altitude (Figure 2.4a); 

therefore a moderately strong (effective sound speed ratio=1.05) stratospheric duct is seen 

in the ray tracing (Figure 2.4c). The rays predicted would arrive at DLL directly on the 

fourth bounce, indicating favorable conditions for stratospherically ducted energy towards 

the receiver. The stratospheric eigenray from this scenario predicts a celerity of 0.290 km/s 

(modeled traveltime of 3416 s), quite similar to the celerity of 0.284 km/s that was observed 

(observed traveltime 3491 s). Celerities are indicated on top of Figure 2.3a, also shifted by 

the same traveltime as the DLL data. Two eigenrays are predicted in the thermospheric 

duct as well with 1-2 surface bounces.

2.4.1.2 21 July 2015

Another explosion at Cleveland Volcano occurred on 21 July 2015 16:17, yet this explosion 

was clearly detected at DLL in near real-time. The amplitude at DLL (0.04 Pa) for this event 

is slightly smaller than the 2014 event (0.06 Pa) (Figure 2.3e) even though at short range 

the amplitude was twice as high. However, background noise is extremely low for this event 

(Figure 2.3e) so the signal appears clearly with high SNR. Array processing shown in Figure 

2.3f-h indicates higher peak MCCM values than the November 2014 explosion, surpassing 

0.9 above lower background MCCM values of 0.3-0.45 (Figure 2.3f). This event exceeded
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Figure 2.4: AVO-G2S specifications with GeoAc ray tracing results for the propagation 
of infrasound from Cleveland Volcano to DLL for: (a-c): 06 November 2014 (07:42 UTC) 
explosion modeled at 06:00 UTC; (d-f): 21 July 2015 (16:17 UTC) explosion modeled at 18:00 
UTC. a) shows the zonal (red) and meridional winds (blue) along with the wind velocity in 
the direction of propagation (black); b) shows the sound speed (solid), the effective sound 
speed (dotted), and a vertical line denoting the sound speed at the source; and c) shows the 
predicted propagation paths from source (on the left) to receiver (towards the right). The 
black rays are the eigenrays.

the detection threshold for the real-time AVO explosion detection alarm, and sent an alert to 

AVO staff indicating that an explosion occurred from Cleveland Volcano. Receiver effective 

sound speed is 0.341 km/s, which agrees with the observed array processing trace velocity 

of 0.342 km/s (Figure 2.3g). The observed back azimuth is 227o, yielding a deviation of ~4o 
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from the true back azimuth (Figure 2.3h).

Figure 2.4d-f show atmospheric specifications for 21 July 2015 18:00, ~1.75 h after the 

explosion, using the range-dependent atmosphere. Atmospheric conditions above the vol

cano show strong zonal and meridional winds that reach up to 49 m/s to both the north 

and east in the troposphere (Figure 2.4d). These wind components resolve to 63 m/s in 

the direction of the DLL array, contributing to the strong effective sound speed observed in 

Figure 2.4e, and also a component <30 m/s perpendicular to the direction of propagation. A 

tropospheric duct can be seen in Figure 2.4f to propagate for up to 850 km before disappear

ing. This duct comes close to DLL, but is not predicted to make a direct arrival. Therefore, 

as a proxy, rough estimates for celerity, traveltime, and arrival inclination for a tropospheric 

arrival at this time were obtained using a range-independent atmosphere, which produces 

a sustained tropospheric duct between Cleveland and DLL. Observed celerity for this ex

plosion is 0.349 km/s (traveltime of 2839 s) and modeled celerity for the range-independent 

tropospheric eigenrays with 10-20 bounces is ~0.350-0.354 km/s (traveltimes between 2796 

and 2827 s) with arrival inclinations of 20-22o. Thermospherically ducted energy from the 

range-dependent modeling yields a direct eigenray with two bounces and a celerity of 0.250 

km/s (traveltime of 3959 s). All values from both explosions are summarized in Table 2.1, 

highlighting the differences between the two events.

2.4.2 Pavlof Volcano

Here we analyze the infrasound signals observed at DLL and the propagation conditions 

for the November 2014 and March 2016 Pavlof eruptions. For both eruptions, there were 

no operational local infrasound sensors, therefore AVO relied upon long-range infrasound 

detected at DLL (460 km away). Due to their long duration (hours to days), propagation 

modeling interpretations for eruptions at Pavlof Volcano are complex and highlight the 

ephemeral nature of lower atmospheric ducts.
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Table 2.1: Infrasound predictions and observations of the 06 November 2014 and 21 July 
2015 explosions of Cleveland Volcano to the DLL array. Tropospheric values for the 21 July 
2015 explosion are from a range-independent atmosphere for comparison purposes. Predicted 
trace velocity is the receiver effective sound speed and does not account for angle of incidence.

Date of
Explosion

06 Nov 2014 21 Jul 2015

Observed Predicted Observed Predicted
Traveltime [s] 3491 3416

(Stratospheric)
2839 2796 - 2827 

(Tropospheric)
3465 - 3882 
(Thermospheric)

3959
(Thermospheric)

Celerity [km/s] 0.284 0.290
(Stratospheric)

0.349 0.350 - 0.354 
(Tropospheric)

0.255 - 0.286 
(Thermospheric)

0.250
(Thermospheric)

Arrival
Inclination [◦]

13
(Stratospheric)

19-22
(Tropospheric)

21 - 37 
(Thermospheric)

24
(Thermospheric)

Trace Velocity
[km/s]

0.331 0.332 0.342 0.341

MCCM 0.75 >0.9

2.4.2.1 November 2014 Eruption

The onset of the November 2014 Pavlof eruption was detected with strong seismic tremor, 

as well as a combination of remote sensing and visual observations late UTC time on 12 

November 2014 [www.avo.alaska.edu]. However, infrasound was not strongly detected at 

DLL (~460 km away) until a full 24 h later. Figure 2.5a-f shows the eruption seismo

acoustic signals and infrasound array processing techniques from 12 November 2014 12:00 to 

16 November 2014 12:00. The first two panels show beamformed DLL data (Figure 2.5a), as 

well as data from local seismic station PS4A (Figure 2.5b). Figure 2.5c is the envelope of the 

infrasound (red) and seismic (black) data, showing the seismic and long-range infrasound 

amplitudes do not track each other well. While the seismic data show a rather steady 

increase in amplitude, the longrange infrasound amplitudes appear as pulses and are more 
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irregular. Figure 2.5d-f show the MCCM, trace velocity, and back azimuth calculations from 

infrasound array processing, respectively, further indicating that the detection of infrasound 

at DLL is sporadic and inconsistent throughout the eruption. The receiver effective sound 

speed at DLL varied slightly throughout the November eruption and on average is 0.34 km/s. 

Similarly, the observed trace velocity is ~0.33 km/s and varies by ±0.02 km/s (Figure 2.5e). 

The observed back azimuth is consistent with propagation from Pavlof to DLL at 208° for 

periods with high MCCM values (Figure 2.5f), with some scatter during periods of lower 

MCCM.

The tropospheric and stratospheric ducts vary throughout the eruption. Figure 2.5g 

summarizes the effective sound speed ratio from 0 to 60 km altitude using a 1D representation 

of the atmosphere above Pavlof Volcano for the duration of the eruption. Range-dependent 

atmospheric variability is considered in the next paragraph. Values are centered on the 

reconstructed times (every six hours) and plotted to ±3 h. A weak tropospheric duct (ceff 

= 1.02) exists from 0-10 km altitude until 13 November 12:00. After this the principal duct 

is in the stratosphere where the effective sound speed ratio reaches 1.02. This stratospheric 

duct fluctuates slightly throughout the eruption, with effective sound speed ratios hovering 

right around 1, indicating a marginal duct. On 13 November 2014 18:00, weak infrasound 

from Pavlof is detected at DLL and neither a tropospheric nor stratospheric duct is clearly 

predicted to exist (Figure 2.5g), though a low number of tropospheric rays are apparent in 

the range-dependent modeling of Supplementary Video 1. Similarly, we do not detect clear 

infrasound from 09:00 to 14:00 on 15 November 2014, which also corresponds to a weak or 

non-existent duct (Figure 2.5g). However, similar atmospheric conditions are predicted for 

about 12 h prior to this period while infrasound was clearly detected. This highlights that at 

times of marginal tropospheric and stratospheric ducting it is difficult to identify the correct 

propagation path using a 1D atmosphere.

The variable range-dependent ducting during the 2014 Pavlof eruption generally coincides 

with changes in infrasound detections at DLL (Figure 2.5), given the coarse 6h temporal
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Figure 2.5: DLL infrasound array processing results for data band pass filtered between 
1.0-5.0 Hz from 12 November 2014 at 12:00 UTC to 16 November 2014 at 12:00 UTC: 
a): beamformed DLL data; b): local seismic data; c) acoustic (red) and seismic (black) 
envelopes; d) mean cross-correlation maxima (MCCM); e) trace velocity colored according 
to MCCM value; f) back azimuth colored according to MCCM; and g) effective sound speed 
ratio as a function of height, centered at times of reconstruction and extended by ±3 hours. 
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resolution for the wind files. At the beginning of the eruption, a tropospheric duct existed for 

a few hundred kilometers in distance, then transitioned into a stratospheric duct of variable 

spatial extent, to only a thermospheric duct, and then back to stratospheric duct by the end 

of the eruption. For a full description of infrasound detection at DLL and the corresponding 

atmospheric conditions, the reader is referred to Table 2.2 and Supplementary Video 1. 

Figure 2.6 shows two notable examples of the atmospheric specifications and propagation 

simulations during the 2014 Pavlof eruption. Figure 2.6a-c roughly corresponds to the 

start of the eruption based on seismic data (13 November 2014 00:00), and shows a weak 

tropospheric duct initially guiding acoustic energy for ~300 km. This duct then disappears, 

upon which energy is then refracted up into the thermosphere and does not return to the 

Earth's surface at DLL (Figure 2.6c). Wind speed toward the receiver reaches 29 m/s at an 

altitude of 10 km (Figure 2.6a), and contributes to the initial tropospheric duct. However, 

wind velocities change as a function of distance from the volcano and become unfavorable for 

tropospheric propagation. On 14 November 2014 12:00 when clear infrasound is detected at 

DLL, a weak stratospheric duct has been established and persists past DLL (Figure 2.6d-f). 

At this time DLL lies in a predicted shadow zone. The strong meridional tropospheric winds 

have weakened significantly (Figure 2.6d), making the overall contribution of the wind in the 

direction of propagation nearly zero below 40 km. The reduction of effective sound speed at 

the source from the previous day (Figure 2.6b,e), causes the appearance ofthe weak (effective 

sound speed ratio just over 1) stratospheric duct. Thermospheric arrivals are predicted for 

the entirety of the eruption.

Table 2.2: Comparison between seismic, long-range infrasound detections at DLL, and prop
agation conditions for Pavlof Volcano to DLL (~460 km) from 12:00 UTC 12 November 
2014 to 12:00 UTC 16 November 2014. Column 3 is the average MCCM centered at times 
of atmospheric reconstruction and extended by ±3 hours

Date
(UTC Time)

Seismic Average 
MCCM

Infrasound
Detection

Range-Dependent
Propagation

12 Nov 2014
12:00 UTC

No 0.30 None Tropospheric duct exists for
300 km
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Date
(UTC Time)

Seismic Average 
MCCM

Infrasound
Detection

Range-Dependent
Propagation

12 Nov 2014
18:00 UTC

No 0.27 None Tropospheric duct exists for 
300 km, where a stratospheric 
duct forms between 15-50 km 
(doesn't reach surface)

13 Nov 2014
00:00 UTC

Yes 0.32 Weak with scat
ter in back azimuth 
and trace velocity

Tropospheric duct exists for
250 km

13 Nov 2014
06:00 UTC

Yes 0.32 Very little to none Tropospheric duct exists for 
200 km, where a stratospheric 
duct forms between 15-50 km 
(doesn't reach surface)

13 Nov 2014
12:00 UTC

Yes 0.31 Weak Stratospheric duct for 300 km 
where a tropospheric duct re
forms

13 Nov 2014
18:00 UTC

Yes 0.42 Very little to none Only thermospheric duct

14 Nov 2014
00:00 UTC

Yes 0.33 Begins around
01:00 UTC

Only thermospheric duct; 
Stratospheric duct on the 
verge of forming

14 Nov 2014
06:00 UTC

Yes 0.64 Becomes more clear Stratospheric duct with DLL 
in a shadow zone; Only ther
mospheric after DLL

14 Nov 2014
12:00 UTC

Yes 0.73 Clear (some scatter 
back azimuth and 
trace velocity)

Stratospheric duct stronger 
and no longer converts to only 
thermospheric duct after DLL

14 Nov 2014
18:00 UTC

Yes 0.72 Very clear Stratospheric duct with
bounces closer to DLL

15 Nov 2014
00:00 UTC

Yes 0.78 Clear Only thermospheric duct but 
stratospheric duct is very close 
to forming

15 Nov 2014
06:00 UTC

Yes 0.64 Clear (some scatter 
back azimuth and 
trace velocity)

Stratospheric duct (5-50 km) 
with DLL in a shadow zone; 
Only thermospheric after DLL

15 Nov 2014
12:00 UTC

Yes 0.41 Weak Stratospheric duct (5-50 km) 
with DLL in a shadow zone; 
Only thermospheric after 400 
km

15 Nov 2014
18:00 UTC

Yes 0.57 Becomes more clear Stratospheric duct reformed 
with DLL in the shadow zone

16 Nov 2014
00:00 UTC

Yes 0.56 None Stratospheric duct (weaker) 
with DLL in the shadow zone
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Date
(UTC Time)

Seismic Average 
MCCM

Infrasound
Detection

Range-Dependent
Propagation

16 Nov 2014
06:00 UTC

No 0.26 None Only thermospheric duct

16 Nov 2014
12:00 UTC

No 0.24 None Only thermospheric duct; Tro
pospheric duct close to re
forming

2.4.2.2 March 2016 Eruption

In contrast, we detect uninterrupted long-range infrasound for the entire March 2016 

eruption of Pavlof Volcano at DLL. The infrasound amplitudes follow similar trends as the 

local seismic station [Fee et al., 2017], with only minor deviations. Figure 2.7 has a similar 

layout to Figure 2.5, but the time spans 27 March 2016 20:00 to 29 March 2016 00:00 and 

uses seismic station PS1A instead of PS4A (Figure 2.7b). Figure 2.7c shows the infrasonic 

and seismic envelopes where amplitudes overall track each other closely for this eruption. 

Seismicity and infrasound increase starting around 28 March 2016 00:00 and continue at 

a peak level until about 17:00 when both datasets begin to decrease to background levels. 

Observed trace velocities begin around 0.32-0.33 km/s and transition more towards 0.34 

km/s partway through the eruption on 28 March 2016 09:30 (Figure 2.7e). The receiver 

effective sound speed was around 0.338 km/s during this eruption. The observed back 

azimuth is consistent with propagation from Pavlof Volcano to DLL (208o), beginning the 

eruption closer to 205o, increasing to 207o on 28 March 2016 at 12:00, and ending the eruption 

at ~208° (Figure 2.7f).

Propagation conditions remain relatively consistent throughout the eruption. Figure 2.7g 

summarizes the peak effective sound speed ratio above the volcano as a function of time. 

Winds in the troposphere toward DLL remained positive and relatively strong throughout the 

eruption, especially when compared with the 2014 Pavlof eruption. The tropospheric duct 

is fairly low altitude (up to 10 km), with peak winds in the direction of propagation from 30 

to 40 m/s that decrease steadily with time. A slight increase in strength of the stratospheric
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Figure 2.6: AVO-G2S specifications with GeoAc ray tracing results from DLL to Pavlof 
Volcano for: a-c): 13 November 2014 modeled at 00:00 UTC; d-f): 14 November 2014 
modeled at 12:00 UTC. Subplots and colors same as in Figure 2.4.
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Figure 2.7: DLL array processing results for data band pass filtered between 1.0-5.0 Hz from 
27 March 2016 at 20:00 UTC to 29 March 2016 at 00:00 UTC. Subplots same as in Figure 
2.5.
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duct as a function of time can be seen in Figure 2.7g by 28 March 2016 12:00 (effective sound 

speed ratio >1 after this time), around the time of the increase in observed back azimuth.A 

representative ray tracing diagram from Pavlof to DLL during the March 2016 eruption is 

shown in Figure 2.8. For the most part, marginal tropospheric and stratospheric ducts are 

predicted for the entire duration of the eruption (with minor fluctuations), as well as the 

typical thermospheric duct.

Figure 2.8: AVO-G2S specifications with GeoAc ray tracing results from DLL to Pavlof 
Volcano for 28 March 2016 modeled at 00:00 UTC. Subplots and colors same as in Figure 
2.4.

2.5 Discussion

2.5.1 Cleveland Volcano

Atmospheric propagation modeling for the 6 November 2014 explosion of Cleveland Vol

cano predicts a strong stratospheric duct to DLL, as well as thermospheric arrivals (Figure 

2.4a-c). Tropospheric winds provided by the reanalysis products (and therefore the AVO- 

G2S model as well) are blowing in the opposite direction of DLL, therefore limiting the 

chance of detecting tropospheric arrivals. The receiver effective sound speed and observed 

trace velocity at DLL, 0.332 and 0.331 km/s, respectively, are similar for this explosion, 
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which would suggest a low arrival angle (troposphere or stratosphere). The observed celerity 

(0.284 km/s) is on the higher end of those predicted by the thermospheric eigenrays and 

almost exactly the same as the predicted celerity from the stratosphere at 0.290 km/s (see 

Table 2.1). These results strongly suggest sound propagation from Cleveland to DLL in a 

stratospheric duct for this explosion. Because the propagation conditions are conducive for 

stratospheric ducting but the signal at DLL was relatively weak (Figure 2.3a), we suggest 

the lack of detection at DLL in real-time was likely related to the low SNR from relatively 

high background noise, and not because of insufficient propagation conditions.

For the 21 July 2015 explosion at Cleveland Volcano, stratospheric arrivals are unlikely 

given that the stratospheric winds were blowing in the opposite direction of DLL for this time 

(Figure 2.4d-f). Tropospheric winds peaked at over 60 m/s in the direction ofpropagation at 

the source, creating a strong duct. However, range-dependent atmospheric modeling suggests 

this tropospheric duct does not exist past 850 km in range, or about 150 km shy of reaching 

DLL. Tropospheric ducts are dependent on local weather systems and conditions that can 

change rapidly [Drob et al., 2003] and might not be captured in the temporal resolution of the 

reanalysis files (6 h), therefore the duct may have persisted at the time of propagation [e.g. 

Evers et al., 2014]. Additionally, sub-grid size spatial changes in local weather may affect 

the range-dependent propagation modeling. We also note that while tropospheric ducts can 

disappear after a few hundred kilometers [Ceranna et al., 2009; Drob et al., 2003; Le Pichon 

et al., 2006], there are cases in which tropospheric arrivals are detected at ranges >1000 km, 

as shown in Fee et al. [2013] and De Angelis et al. [2012] for a similar propagation scenario. 

The receiver effective sound speed and observed trace velocity were 0.341 km/s and 0.342 

km/s, respectively, for the July 2015 Cleveland explosion (see Table 2.1), supporting the 

conclusion that the arrival at DLL came from either the troposphere or stratosphere. The 

back azimuth deviation of 4° can be partially explained by a component of the tropospheric 

winds perpendicular to the direction of propagation, which deflect the signal laterally and 

make it appear to originate from a slightly different azimuth. This is plausible for the given 
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scenario due to the positive and strong zonal winds (Figure 2.4d). An accurate calculation 

of the back azimuth deviation for the troposphere using GeoAc was not possible due to the 

lack of a range-dependent tropospheric eigenray for this example. Both the predicted and 

observed celerities are high (see Table 2.1), similar to that of the speed of sound for this 

explosion, which also suggests a tropospheric arrival. This high celerity (and therefore low 

traveltime) could not have been from a signal in the thermosphere. A high MCCM value 

for this explosion means that the shape of the waveform across the array elements at DLL 

are highly similar, and that background noise was extremely quiet during this event. Due to 

the high celerity, strong tropospheric winds, unfavorable stratospheric ducting conditions, 

and low trace velocity, we conclude that the 21 July 2015 explosion at Cleveland Volcano 

traveled primarily in the troposphere, even though the ray tracing diagram in Figure 2.4f is 

somewhat inconsistent with this assertion.

2.5.2 Pavlof Volcano

Long-range infrasound propagation conditions between the two most recent eruptive 

episodes at Pavlof Volcano vary significantly. The predicted propagation conditions from 

Pavlof to DLL fluctuate throughout the course of the 2014 eruption (Figure 2.5), with 

plausible paths in a combination of tropospheric, stratospheric, and thermospheric ducts. 

Meridional tropospheric winds above the volcano were strong during the beginning of the 

eruption when seismic tremor was occurring, but weakened to near zero when the first clear 

infrasound detection occurred at DLL (Figure 2.5g). Therefore, winds in the troposphere no 

longer helped or hindered the guiding of infrasonic energy at these altitudes when infrasound 

becomes clearly detected. Discrepancies between local seismic and distal infrasound (Figure 

2.5a-c)may be related to variability in the volcanic source or temporal changes in the at

mosphere that are not captured in our analyses. Atmospheric modeling limitations such as 

fluctuations between the 6h wind files and inaccuracies in the wind files themselves do not 

allow us to perfectly predict the propagation paths within the atmosphere, and therefore we 
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cannot completely differentiate the contributions of possible source and atmospheric varia

tions. Trends begin to appear in the comparison between detections at DLL and propagation 

conditions as a function of time when keeping these inaccuracies into account (see Table 2.2 

and Supplementary Video 1). For example, when infrasound begins to be detected around 14 

November 2014 01:00, propagation conditions are changing from only a thermospheric duct 

at 14 November 2014 00:00 to a stratospheric duct as well at 06:00 (see Table 2.2, Figure 

2.5). Similarly, on 15 November 2014 12:00, infrasound detections are weak and propagation 

conditions show that the stratospheric duct disappears at a range of 400 km, before reaching 

DLL. Infrasound detections become clearer by 18:00, when the stratospheric duct reformed 

for the entire distance from Pavlof to DLL (see Table 2.2). Though we cannot confirm that 

favorable propagation conditions were the primary factor in the changes in detectability a 

DLL for the duration of the November 2014 Pavlof eruption, we do see some indications of 

the changes in propagation conditions being reflected in the long-range infrasound detections.

Because the trace velocity was similar to the receiver sound speed (0.32-0.34 km/s as 

compared with 0.34 km/s), it is possible that the signal could be a combination of tropospher- 

ically and stratospherically ducted energy, either occurring simultaneously (multipathing) or 

changing as a function of distance and time. This eruption occurred near the winter, where 

seasonal stratospheric arrivals are likely to the east (e.g. towards DLL). Additionally, west

erly tropospheric winds blowing towards the east are stronger in this region during the 

winter due to the increased strength of the tropospheric polar jet stream winds [Archer and 

Caldeira, 2008]. Therefore, the seasonality of both the tropospheric and stratospheric winds 

were towards the receiver for propagation from Pavlof to DLL for this eruption.

The observations during the March 2016 eruption of Pavlof show a marked difference 

to those from November 2014, with local seismic and long-range infrasound signal ampli

tudes having similar temporal trends and we detect infrasound during the entirety of the 

eruption. Here we show that only very minor changes in the strength of the tropospheric 

and stratospheric ducts occur throughout the eruption (Figure 2.7g), suggesting that the 
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propagation conditions did not significantly change. This was discussed briefly in Fee et al. 

[2017], where it was interpreted that long-range infrasound signals at DLL primarily reflected 

changes in the volcanic tremor source amplitude as opposed to propagation effects. Based 

on the atmospheric conditions and modeling outlined in this study, infrasound arrivals at 

DLL were likely a combination of tropospheric and stratospheric ducting throughout the 

eruption (multipathing). Because the stratospheric duct increases in strength slightly as the 

tropospheric duct decreases (Figure 2.7g), the increase in trace velocity and back azimuth 

around 08:00 and 11:00, respectively, could be due to the increasing contribution of the 

stratospheric duct, which would increase the inclination angle (trace velocity and decrease 

the back azimuth deviation due to crosswinds in the troposphere.

The observed changes in the back azimuth and trace velocity throughout the eruption 

(Figs. 2.5, 2.7) may also be affected by the inherent uncertainties for the DLL array process

ing, local temperature changes affecting trace velocity, temperature and wind variability not 

captured by the model, and a changing signal to noise ratio through time. We also compute 

the infrasound array uncertainties following the method of Szuberla and Olson [2004]. For 

the events when only 5 elements were working at DLL (Cleveland 2014/2015 and Pavlof 

2014), uncertainty for back azimuth is 1.2° and trace velocity is 0.007 km/s given a 95% 

confidence interval, while for the Pavlof 2016 eruption when all 6 elements were functioning, 

the uncertainties decrease to 0.6o in back azimuth and 0.003 km/s for trace velocity. The 

higher back azimuth uncertainties for the earlier events may help explain some of the array 

processing results.

2.5.3 Other Influences on Infrasound Propagation

The existence of ducts allows for efficient infrasound propagation though the atmosphere 

for hundreds to thousands of kilometers. Range- and time-dependent infrasound propa

gation modeling is needed in order to constrain these ducts and how they might change 

both spatially and temporally, especially in a location such as Alaska that has significant 
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atmospheric variability. For example, a range-independent model during the November 2014 

eruption of Pavlof Volcano predicts a tropospheric duct in the beginning of the eruption that 

transitioned into a stratospheric duct because it is only based on the atmospheric conditions 

directly above the volcano (Figure 2.6 a,b,d,e). However, our range-dependent modeling 

(Figure 2.6 c,f) show that changing atmospheric conditions along the source-receiver path 

help explain the discrepancies with the recorded data. The tropospheric duct dissipated on 

13 November 2014 (Figure 2.6c) after ~200 km and likely did not propagate energy all the 

way to DLL. If a range-dependent global model were not used for that particular eruption, 

then the interpretation of the signals detected at DLL would differ.

The analyses we have presented solely use coarse resolution reanalysis atmospheric data 

due to the limited availability of higher resolution data. This restricts our analysis for 

some of the events with unexplained features, such as the November 2014 eruption of Pavlof 

Volcano. The unexplained migration of sound energy between the ducts likely caused by 

spatial and temporal changes in wind during this eruption is a prime example of the need to 

have the high-resolution aspect of AVO-G2S model, as outlined in Schwaiger et al. [2019]. 

Higher resolution lower atmospheric data such as from the NCEP North American Mesoscale 

Forecast System were incorporated into AVO-G2S starting in 2017 for forecasting with higher 

resolution wind files in Cartesian coordinates in the Alaskan region. Unfortunately, many 

of the high resolution wind files prior to 2017 are not currently available as they were not 

stored by AVO until the AVO-G2S projected grid model was operational; therefore reanalysis 

of this eruption using the high resolution data was not possible for this study. For future 

eruptions in Alaska, higher resolution files can be used and will hopefully allow for a better 

understanding of the atmospheric conditions and their influence on infrasound propagation. 

In addition to being higher resolution, the Alaskan-specific model outlined in Schwaiger 

et al. [2019] takes approximately one-third the computation time than the coarser resolution 

global model, and is therefore preferred as AVO plans to implement real-time forecasting of 

infrasound propagation.
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A radiosonde is located in Cold Bay, Alaska (~60 km from Pavlof Volcano) and is used 

to validate AVO-G2S atmospheric modeling variables for the troposphere and lower strato

sphere every 12 h throughout the course of both Pavlof eruptions. Figs. S1 and S2 of the 

Supplemental Material show a comparison of zonal and meridional wind speeds as well as 

the static sound speed profile calculated from the temperature. AVO-G2S and radiosonde 

sound speed profiles agree well and are within a few m/s of each other, while wind speed 

profiles differ by <10 m/s for all time periods. Slight differences in winds can be attributed to 

modeled results being smoothed representations of the true winds as well as profile locations 

being 60 km apart.

In middle and high latitude regions like Alaska where differences in atmospheric condi

tions (e.g. surface temperature, tropospheric and stratospheric wind jets) between seasons 

are great [Fee and Matoza, 2013], time of year must be taken into account when interpreting 

infrasound signals at long-range. Using examples from this paper, we can see that the sound 

speed (not including winds) at the source was about 325 m/s for the November 2014 Cleve

land explosion and about 350 m/s for the July 2015 explosion. This sound speed is easily 

calculated using AVO-G2S. An accurate prediction of the celerity/traveltime would impact 

the estimate of the origin time of the event, which can vary on the order of minutes between 

propagation paths at these distances.

Many of the infrasound signals AVO has observed at DLL are longrange tropospheric 

arrivals from Alaskan volcanoes to the southwest (Figure 2.1) [De Angelis et al., 2012; Fee 

et al., 2017]. However, when the lower atmospheric winds are not directed towards DLL, 

then stratospheric arrivals [Fee and Matoza, 2013] and even thermospheric arrivals [Fee 

et al., 2010] are observed. Because stratospheric winds blow east in the winter hemisphere 

and west in the summer hemisphere, and given the current configuration of volcanoes and 

infrasound arrays in Alaska (Figure 2.1), AVO is more likely to detect explosions from the 

stratosphere in the winter than in the summer. This is becoming less of an issue with the 

recent installations of infrasound arrays near Cleveland Volcano (CLCO) and Adak (ADKI) 
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towards the western end of the Aleutian arc. AVO and its collaborators now maintain arrays 

at DLL, Sand Point, Akutan, Okmok, CLCO and Adak (Figure 2.1), as well as an increasing 

number of single sensors across Alaskan volcanoes, which will expand and strengthen AVO's 

year-round infrasound monitoring capabilities. The EarthScope Transportable Array has 

now also been deployed across Alaska, with 210 co-located seismic and acoustic sensors on 

the Alaska mainland and peninsula. Fee et al. [2017] found clear infrasound signals from the 

2016 Pavlof eruption on four Transportable Array stations.

The AVO-G2S model uses state-of-the-art atmospheric specifications, yet portions of the 

atmosphere are still poorly constrained. Wind and temperature data are fairly reliable up 

to around 55-60 km; however, the higher altitude winds are empirical, based on a statistical 

representation of over 50 years of measurements, and are therefore not as well constrained 

[Drob et al., 2008, 2015; Hedin et al., 1996; Lalande and Waxler , 2016; Picone et al., 2002]. 

This can lead to large discrepancies between predicted and observed infrasound propagation. 

Current research is being conducted to better constrain the conditions of the atmosphere 

that can be used in the field of infrasound [e.g. Drob et al., 2015]. Small scale variability from 

gravity waves and other phenomena are not yet included in the atmospheric modeling, which 

may produce scattering of acoustic energy into the predicted “shadow zones” predicted by 

ray theory [De Angelis et al., 2012; de Groot-Hedlin et al., 2008; De Groot-Hedlin et al., 

2009; Le Pichon et al., 2010]. An example of this scatter can be seen for some portions 

of the November 2014 Pavlof eruption where DLL was predicted to be in a shadow zone. 

However, sound energy still reached the station through diffraction and/or limitations in 

the atmospheric specifications and ray tracing technique [Fee and Matoza , 2013; Fee et al., 

2010; Matoza et al., 2011]. Some recent studies such as Drob et al. [2013] and Lalande and 

Waxler [2016] have incorporated these small-scale perturbations in order to help explain why 

signals are frequently detected in classically predicted shadow zones. Physically reasonable 

representations of gravity wave perturbations can be added stochastically to the atmospheric 

conditions and used in propagation modeling [Drob et al., 2013]. Some of the discrepancies 
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and unexplained phenomena we observe may be related to propagation perturbations from 

gravity waves or other variability.

2.6 Conclusions and Future Work

The AVO-G2S atmospheric specifications will help guide interpretation of infrasound 

signals observed from volcanoes and other sources at regional to global ranges. This capa

bility will be valuable for volcano monitoring in Alaska, both in retrospective and real-time 

analyses. In this study, we focus on a few case studies examining remote infrasound data 

by exploring AVO-G2S guided propagation modeling and its relationship with infrasound 

observations, such as celerity, traveltime, and trace velocity. It important to consider the 

limitations of atmospheric reconstruction models like AVO-G2S, which are restricted by the 

spatial and temporal resolution of the input weather prediction models. Similarly, limita

tions exist in the propagation modeling such as ray tracing, which may not capture every 

detail in the atmosphere that affects propagation (e.g. gravity waves). Our findings reiter

ate that variable atmospheric conditions play a vital role in the propagation of infrasound, 

and constraining these conditions using modeling techniques similar to those outlined in this 

study is important for long-range infrasound signal interpretations. We note that even with 

state-of-the-art atmospheric specifications careful analysis and interpretation of long-range 

propagation modeling must be used.

Using a combination of array processing, celerity, and propagation modeling in Alaska 

can help differentiate between propagation paths and refine interpretations of infrasound 

detections at long-range. We show that the combination of strong tropospheric ducting 

and extremely low noise at DLL likely contributed to the triggering of the AVO infrasound 

alarm for the 21 July 2015 Cleveland Volcano explosion. In comparison, the 6 November 

2014 Cleveland explosion occurred during a time of strong stratospheric ducting but higher 

noise levels which prevented a clear detection at DLL. Infrasound propagation during the 

November 2014 Pavlof eruption was complex, with the propagation paths changing drasti

66



cally over the days of the eruption. The changing atmosphere likely played a role in the 

differences in long-range infrasound observations. Propagation modeling as presented in this 

study begins to explain temporal changes in long-range infrasound detection for this erup

tion with stronger signals seen during times when lower atmospheric ducts (tropospheric 

and stratospheric) form and persist to the range of DLL (see Table 2.2). However, changes 

in the infrasonic source may have also contributed to the signal observed at DLL. For the 

Pavlof 2016 eruption, changes in propagation conditions were minimal, with a slight in

crease in the strength of the stratospheric duct through time. This shows that changes in 

the DLL infrasound signals were largely representative of the changes in the volcanic tremor 

source amplitude. Our analysis supports the necessity for a range-dependent , post-processing 

model to constrain long-distance infrasound propagation to stations like DLL due to rapidly 

changing atmospheric conditions in Alaska.We also show that for some eruptions, such as 

Pavlof 2014 and Cleveland 2015, even higher spatial and temporal resolution files might be 

necessary to constrain the propagation conditions better. These higher resolution North 

American Mesoscale (NAM) files (up to 2.95 km spatially and hourly) are incorporated into 

the AVO-G2S model starting in 2017 [Schwaiger et al., 2019].

An increased number of infrasound arrays allows increased opportunities to monitor each 

volcano from different azimuths, increasing the likelihood that even smaller activity will be 

detected throughout the entire year. AVO-G2S helps explain why signals are preferentially 

detected at some arrays and not others, determine if a signal represents more of the source 

or propagation effects, and allows determination of the most accurately available modeled 

traveltime and therefore origin time of the event at the volcano. With the use of the open 

source AVO-G2S program, this can all be done in near-real-time. AVO has used the AVO- 

G2S on a test-basis for the March 2016 eruption of Pavlof Volcano, as well as the 2016-2017 

eruption of Bogoslof Volcano. Future work will include implementing AVO-G2S in real-time 

to automatically recreate atmospheric conditions and post-process propagation conditions 

for all volcanoes that show elevated activity. This will provide a quick estimate of the likely 
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propagation paths to each of AVO's arrays, as well as EarthScope Transportable Array single 

infrasound stations.

Supplementary data to this article can be found online at https://doi.org/10.1016/ 

j.jvolgeores.2018.03.009.
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Chapter 3
5 

Three-Dimensional Acoustic Multipole Waveform Inversion at Yasur Volcano, Vanuatu

3.1 Abstract

Acoustic waveform inversions can provide estimates of volume flow rate and erupted 

mass, enhancing the ability to estimate volcanic emissions. Previous studies have generally 

assumed a simple acoustic source (monopole) ; however, more complex and accurate source 

reconstructions are possible with a combination of equivalent sources (multipole) . We de

ployed a high-density acoustic network around Yasur volcano, Vanuatu, including acoustic 

sensors on a tethered aerostat that was moved every ~15-60 minutes. Using this unique 

dataset we invert for the acoustic multipole source mechanism using a grid-search approach 

for 80 events to examine volume flow rates and dipole strengths. Our method utilizes Finite- 

Difference Time-Domain modeling to obtain the full 3-D Green's functions that account for 

topography. Inversion results are compared using a monopole-only, multipole (monopole and 

dipole), simulations that do not include topography, and those that use a subset of sensors. 

We find that the monopole source is a good approximation when topography is considered. 

However, initial compression amplitude is not fully captured by a monopole source so source 

directionality cannot be ruled out. The monopole solution is stable regardless of whether 

a monopole-only or multipole inversion is performed. Inversions for the dipole components 

produce estimates consistent with observed source directionality, though these inversions are 

somewhat unstable given station configurations of typical deployments. Our results suggest 

infrasound waveform inversion shows promise for realistic quantitative source estimates, but 

additional work is necessary to fully explore inversion stability, uncertainty, and robustness.

5 Iezzi, A.M., Fee, D., Kim, K., Jolly, A.D., and Matoza, R.S. (2019). Three-Dimensional Acoustic 
Multipole Waveform Inversion at Yasur Volcano, Vanuatu Journal of Geophysical Research: Solid Earth, 
124.
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3.2 Introduction

Volcanic eruptions emit a considerable amount of acoustic energy in the infrasonic band 

(acoustic signals < 20 Hz) with minimal absorption that can be recorded from local (<15 km) 

to global (>250 km) distances and used to detect, locate, and quantify volcanic emissions in 

real-time [e.g. Fee and Matoza, 2013; Matoza et al., 2019]. Acoustic waveform inversions can 

provide estimates of volume flow rate and mass eruption rate (MER), which are invaluable 

parameters for volcano monitoring and ash transport models [Fee et al., 2017; Kim et al., 

2015]. Similar methods can be applied to anthropogenic sources to estimate explosion yield 

[Kim and Rodgers, 2016].

Acoustic signals from volcanic explosions comprise the source as well as propagation 

effects the wave encounters along the path from the source to receiver (e.g. topography, 

atmospheric conditions). Proper modeling of these propagation effects allows the unknown 

acoustic source parameters of the explosion to be recovered from the recorded waveforms 

[e.g. Kim et al., 2015]. While some studies have shown that atmospheric conditions can be 

retrieved from acoustic waveforms [e.g. Johnson et al., 2012; Ortiz et al., 2018], they are often 

assumed to have negligible impact on the acoustic waveforms at local distances of less than 

a few kilometers [e.g. Fee et al., 2017; Johnson and Miller, 2014; Kim et al., 2015]. However, 

numerous studies [e.g. Fee et al., 2017; Kim and Lees, 2014; Kim et al., 2015; Lacanna and 

Ripepe, 2013; Matoza et al., 2009] have established that the local topography of a volcanic 

edifice can affect the recorded waveforms and therefore the calculation of mass flow rate via 

waveform source inversion. Therefore, it is important to account for topography in acoustic 

source inversions for locations with intricate topographic features (i.e. most volcanoes).

Previous volcanic studies have generally assumed a simple volumetric acoustic source 

(monopole), however more complex and accurate source reconstructions can be estimated 

using a combination of pressure fluctuations from volume changes and shifts in momentum 

of a fluid (multipole) [Johnson et al., 2008; Kim et al., 2012]. The actual acoustic source is 

likely dependent on the type of volcanic activity, where blast-type explosions may be best 
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represented by a simple volumetric source [Fee and Matoza , 2013; Fee et al., 2017; Johnson , 

2003; Kim et al., 2015; Matoza et al., 2014; Woulff and McGetchin , 1976], while sustained 

eruptions likely have a more complicated mechanism similar to jet noise [Matoza et al., 2009, 

2013].

Our study aims to determine if acoustic directionality is resolvable and explore the stabil

ity of both monopole and multipole source inversions of discrete explosions of Yasur volcano 

by sampling the wavefield in both the horizontal and vertical directions. Our deployment 

consists of a traditional deployment of infrasound sensors on the ground surface, as well as 

a sensor onboard a tethered aerostat that was fixed at various locations around the volcanic 

crater, capturing explosions from a variety of azimuths and inclinations [Jolly et al., 2017]. 

We use Finite-Difference Time-Domain (FDTD) modeling to obtain the full 3-D Green's 

functions for each propagation path from source to receiver. This method, following Kim 

and Lees [2014], takes into account realistic topography based on a high-resolution digital 

elevation model created using structure-from-motion techniques. We then invert for the 

minimum error solution source location and acoustic source mechanism using a grid-search 

approach [Kim et al., 2015]. We perform this inversion for 80 events from the two vents of 

Yasur to examine the source characteristics of the vents, including an infrasound-derived vol

ume flow rate as a function of time and acoustic radiation directionality after the influences 

of topography are removed.

3.3 Background

3.3.1 Acoustic Multipole Sources

A well-constrained acoustic source inversion requires extensive station coverage in order 

to fully sample the wavefield [Kim et al., 2012]. If the acoustic source region is compact 

(small compared to the wavelength of interest), the source can be represented as a sum of 

equivalent point sources [Kim et al., 2012; Matoza et al., 2013]. An acoustic multipole source 

mechanism is a combination of pressure fluctuations from monopole, dipole, and quadrupole 
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sources [Lighthill , 1952]. A monopole (or simple) source represents the net change of mass 

flow rate in a compact source region. Lighthill [1978] defines the pressure at time t and 

distance r resulting from a monopole source as

where S is the source strength (rate of change of the mass flow rate) and c is the speed of 

sound. The monopole generates sound that radiates equally in all directions (Figure 3.1a). 

The dipole source is equivalent to force or momentum changes within the fluid (i.e. no net 

introduction of fluid) and can be represented by two closely spaced (with respect to the 

acoustic wavelength) monopoles that are out of phase by 180o (Figure 3.1b). The acoustic 

dipole results in directivity of the acoustic radiation pattern, where there is zero pressure 

change orthogonal to the dipole axis and the maximum pressure change exists at the dipole 

axis [Johnson et al., 2008; Lighthill , 1952]. Dipole source mechanisms are less efficient than a 

monopole source since the two alternating simple sources have a combined radiation pattern 

that cancels much of the radiated energy [Kim et al., 2012; Lighthil l , 1952]. Dipole sources 

can be combined to form higher order source terms (lateral and longitudinal quadrupoles, 

etc.). In this study, we focus on the monopole and dipole components and refer to their 

combination as a multipole.

Figure 3.1: Radiation pattern of an acoustic a) monopole and b) dipole. Black and white 
circles represent positive and negative monopole sources, respectively.

Volcanoes erupt in a variety of styles including lava fountaining and effusive activity 
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(Hawaiian), discrete blasts (Strombolian and Vulcanian), and high-energy sustained ash 

emissions (Subplinian-Plinian). While impulsive, blast-type volcanic explosions such as those 

common to Yasur volcano have been shown to be well approximated by a monopole source 

[e.g. Fee and Matoza , 2013; Fee et al., 2017; Johnson , 2003; Kim et al., 2015; Witsil and 

Johnson , 2018; Woulff and McGetchin , 1976], higher order acoustic terms might also be 

present and provide valuable information about the eruption [De Angelis et al., 2016; Johnson 

et al., 2008].

Multipole radiation can be expressed as a combination of a monopole, horizontal dipole, 

and vertical dipole [Johnson et al., 2008; Kim et al., 2012]. The vertical dipole has previ

ously been neglected for many studies of volcanic eruptions due to infrasound sensors only 

being placed on the Earth's surface [Matoza et al., 2013]. Johnson et al. [2008] solved for a 

sub-vertical dipole orientation where sensors located on the crater rim were above the crater 

floor. Studies such as McKee et al. [2017] and Rowell et al. [2014] have taken advantage of 

surrounding topography for network deployments at Aso and Karymsky volcanoes, respec

tively, in order to improve vertical coverage of infrasound sensors; however, not all volcanoes 

have the advantage of nearby high relief topography. This study, for the first time, incor

porates the vertical dipole component using acoustic data collected on a tethered aerostat, 

which has great flexibility for sensor location and may sample closer to a hypothetical vertical 

dipole axis.

3.3.2 Acoustic Source Inversion

Waveform inversion techniques allow the construction of quantitative source models for 

a wide range of volcanic processes and hence have become popular for the studies of both 

seismic [e.g. Chouet et al., 2005; Ohminato et al., 1998] and acoustic [e.g. Johnson et al., 

2008; Kim et al., 2012, 2015] data. Previous infrasound studies have assumed monopole [e.g. 

Fee et al., 2017; Johnson and Miller , 2014; Kim and Lees, 2011; Kim et al., 2015], dipole 

[e.g. Caplan-Auerbach et al., 2010; Lamb et al., 2015], and multipole [e.g. De Angelis et al., 
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2016; Johnson et al., 2008; Kim et al., 2012] source mechanisms. Additionally, many studies 

have compared infrasound-derived gas volumes with UV camera data [e.g. Dalton et al., 

2010; Delle Donne et al., 2016], visual camera [e.g. Johnson and Miller , 2014; Witsil and 

Johnson , 2018], thermal imagery [e.g. De Angelis et al., 2016], and ground-based [e.g. Fee 

et al., 2017] and satellite [e.g. Albert et al., 2015] ash and gas emission estimates. These 

multidisciplinary studies have allowed for greater insight into the acoustic source mechanism 

by using independent measures to compare with the infrasound results. However, these com

parisons are complicated by the fact that all methods have their own inherent assumptions 

and associated errors.

A few studies have inverted for the combined monopole and dipole source mechanism, 

though none have incorporated the effects of topography and numerical Green's functions. 

Johnson et al. [2008] inverted for the volume flux of a volcanic explosion using the monopole- 

only, dipole-only, and multipole source mechanisms for lava lake explosions at Mt. Erebus, 

Antarctica. They found that the initial tearing of the bubble membrane likely radiated as a 

dipole source that transitions into a predominantly monopole source as the bubble membrane 

is fully compromised. Kim et al. [2012] performed multipole (monopole and dipole) source 

inversions for explosions at Tungurahua volcano, Ecuador and concluded that the observed 

strong directivity of infrasound radiation can be explained by an “effective dipole” largely 

resulting from volcanic crater topography preferentially directing the sound radiation.

At local distances, topography can alter the recorded acoustic waveforms. Therefore, 

constraining the effects of topography has proven important for acoustic source inversions 

[Kim and Lees, 2014; Kim et al., 2015]. The FDTD code used in this study to constrain to

pographic influences was first published in Kim and Lees [2011], where diffraction of acoustic 

waves on the vent rim edge was observed both in recorded and synthetically-produced wave

forms at Karymsky volcano, Russia. Lacanna and Ripepe [2013] used a FDTD method in 

2-D cartesian coordinates to constrain the influence of topography on the acoustic wavefield 

assuming a simple monopole source. Kim and Lees [2014] incorporated a digital elevation 
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model for the FDTD forward model to calculate the full 3-D Green's functions, finding that 

including effects of topography can improve reverse time modeling techniques for source lo

calization. Kim et al. [2015] then used the updated FDTD forward model methods from Kim 

and Lees [2014] and source inversion work by Kim et al. [2012] to invert for the monopole 

source-time function, finding that a monopole source was sufficient to accurately model ex

plosions at Sakurajima volcano, Japan. Kim et al. [2012] and Lacanna and Ripepe [2013] 

showed that neglecting topography for acoustic waveform inversions can lead to large source 

estimation errors and should therefore be accounted for. More recently, the methods laid 

out in Kim et al. [2015] were extended to determine total erupted mass and then compared 

with independent estimates derived from ash collection systems and gas measurements by 

Fee et al. [2017], finding good agreement between the two methods.

While previous work has focused on quantifying the volume and mass flow rates for 

volcanic eruptions, a multipole acoustic waveform inversion that includes both the vertical 

dipole component and accounts for 3-D topography simultaneously has not been performed. 

Here we build upon these previous studies by using the inversion method of Kim et al. [2015] 

and including the multipole source. By accounting for topography to create the synthetic 

waveforms, we can examine how much of the observed directive radiation pattern [Jolly 

et al., 2017] is due to topography or source directivity (i.e. a dipole source mechanism), a 

problem evident in Kim et al. [2012] that has remained undetermined.

3.3.3 Yasur volcano, Vanuatu

Yasur volcano (360 m above sea level) is a basaltic to basaltic-andesitic scoria cone located 

on the island of Tanna, Vanuatu. Activity is characterized by continuous gas emissions 

punctuated by frequent Strombolian to Vulcanian explosive activity for at least the past 300 

years [Simkin et al., 1981]. Eruption rates at Yasur are high, with up to several explosions 

per minute [Battaglia et al., 2016a; Meier et al., 2016]. Passive degassing composition differs 

from that of gases released by explosions, suggesting explosions are driven by deep volatile 
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exsolution [Metrich et al., 2011], which is typical for volcanoes with Strombolian activity. 
The 400-m wide summit crater is divided into two sub-craters, North (Vent C) and South 

(Vents A and B) (Figure 3.2). Yasur's multiple vents are thought to come from a single 

homogeneous magma supply based on seismic [Kremers et al., 2013] and petrologic [Kremers 

et al., 2012] evidence. Yasur is a prolific and reliable source of infrasound which is regularly 
detected as far as 600 km and used to validate and update wind models [Assink et al., 2014; 

Le Pichon et al., 2005]. A number of recent studies have focused on seismic and infrasound 

signals at Yasur volcano and their relation to other multidisciplinary datasets including UV, 

thermal imagery, and Doppler radar [e.g. Battaglia et al., 2016b,a; Jolly et al., 2017; Kremers 

et al., 2013; Marchetti et al., 2013; Meier et al., 2016].

3.4 Methods

3.4.1 Data Collection

The field campaign at Yasur occurred in July to August 2016 and was a joint effort 

between the University of Alaska Fairbanks (UAF), University of California Santa Barbara 

(UCSB), GNS New Zealand, University of Canterbury in New Zealand, and the Vanuatu Me

teorology and Geohazards Department. We focus on data from six ground-based Chaparral 

Physics Model 60 UHP infrasound sensors, five located around the crater rim (YIF1-5) and 

one ~1 km from the vent (YIB2.1) (Figure 3.2). An infraBSU-type sensor was deployed on 

the aerostat. This sensor uses a MEMS transducer with an operation similar to that described 

in Marcillo et al. [2012]. Because the aerostat sensor was in a different location for every 

explosion, we name them as separate stations (and therefore events) as YBAL.3(vent)(event 

number). Chaparral Physics Model 60 UHP infrasound sensors have a flat response between 
33 s to Nyquist and pressure range of ±1000 Pa, and were sampled at 400 Hz. The BSU- 

type sensor with flat response from 30 s to Nyquist on the aerostat were sampled at 200 Hz. 

Infrasound data were digitized using the Omnirecs DATA-CUBE digitizers.

The aerostat operated from July 29th to August 1st, 2016 during the daytime hours 
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and was moved every 15-60 minutes to a new stationary tether position. By the end of the 

experiment, the aerostat occupied 38 loiter positions that spanned ~200° in azimuth and 50°

in takeoff angle (defined as the angle viewed from the eruption crater with vertical equal to 

90o) [Jolly et al., 2017]. The five crater stations spanned an azimuth of 207o. Unfortunately, 

a sixth crater station (YIF6.1) located to the northwest side only had data for July 28th 

to July 29th, leaving an azimuthal gap in acoustic wavefield coverage for nearly the entire 

experiment when the tethered aerostat sensor was deployed. Therefore, we do not use YIF6.1 

in our study as we favor data collected aboard the tethered aerostat. In addition to the 

acoustic equipment, the campaign included 8 broadband seismometers, an unmanned aerial 

vehicle (UAV) supplemented by survey-grade GPS, high-definition video, multi-angle GoPro 

video, forward looking infrared camera (FLIR), and Fourier transform infrared spectroscopy 

(FTIR). However, we focus only on infrasound data in this study. Jolly et al. [2017] describe 

the details on the aerostat deployment and observations.

3.4.2 Digital Elevation Model (DEM) Creation

At local distances, previous studies have indicated that topography can largely affect 

acoustic waveforms [e.g. Kim and Lees, 2011, 2014; Kim et al., 2015]. Therefore we can 

investigate source dynamics once topography is considered in the modeling using an accu

rate digital elevation model (DEM). However, obtaining a high-resolution DEM at active 

volcanoes is challenging. DEMs derived using visible band sensors are generally the most 

cost effective and feasible options for a remote island (Tanna, Vanuatu) and a highly active 

volcano (Yasur, explosions every 1-4 minutes), but the images we acquired for Yasur were 

obscured by both meteorological and volcanic clouds in the vent region. Additionally, the 

crater morphology can change over short periods of time due to the frequent explosions, thus 

requiring a DEM acquired near the time of the experiment . To account for this we combined 

DEMs created by i) an unmanned aerial vehicle (UAV) using structure-from-motion tech

niques within the crater (resolution 1.5 m); ii) Worldview02 satellite stereo pairs collected
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Figure 3.2: Yasur location map and sensor deployment. The volcanic edifice is represented by 
the digital elevation model using 20-meter contour intervals. Red inverted triangles represent 
infrasound stations used in this study, pink diamonds represent active vents (Vent C is north 
and Vent A is south), and green and blue circles show the aerostat locations in the x-y plane 
for the Vent A and Vent C explosions used in this study, respectively. Inset shows the 
location of Yasur volcano in the Vanuatu archipelago.

on 26 September 2012 around the volcanic edifice (resolution 2 m); and iii) ASTER Global 

(resolution 29 m) further out from the crater and within the holes of the Worldview-derived 

DEM where clouds (both volcanic and meteorological) existed. These three DEMs were 

stitched together and smoothed in order to create a composite DEM. In the crater area 

where infrasound is most affected by topography, resolution was ~2 m. For computational 

reasons, the entire combined DEM was evenly resampled using 2 m grid spacing.

3.4.3 Inverse Model for the Acoustic Multipole Source Mechanism

The inversion method here follows that first proposed by Kim et al. [2015], which mini

mizes the misfit between the data and synthetic waveforms for a grid of trial source nodes 

over an assumed source region. We simulate the full 3-D numerical Green's functions (i.e. re

82



sponse from a simple source to receiver) for a monopole and horizontal and vertical dipole us

ing Finite-Difference Time-Domain (FDTD) modeling by solving a set of first-order, velocity

pressure coupled differential equations [Kim and Lees, 2011; Ostashev et al., 2005]. The 

FDTD modeling follows Kim and Lees [2014] which incorporates the use of a DEM to ac

count for realistic topography and uses a graphics processing unit (GPU)-based approach in 

a compute unified device architecture (CUDA) environment, with compilation of the codes 

done using nvcc (NVIDIA compiler for CUDA-enabled codes). A simple source (Blackman 

Harris window function) with a cutoff frequency of 10 Hz is propagated over the aforemen

tioned DEM (section 3.2). Earth's surface is treated as a rigid boundary, though in reality 

some energy is likely absorbed [Kim et al., 2012]. The Perfectly Matched Layers (PML) 

technique is employed at the other model boundaries to create an absorbing boundary and 

remove reflections. The model grid is 2.2 x 2.4 x 0.5 km with spacing of 2 m. This cor

responds to 22 grid nodes per shortest wavelength in our filtered data (0.1-8 Hz), which is 

greater than the recommended minimum of 10 grid nodes [Wang , 1996]. We use a grid

search over 15x15 points with nodes spaced 15 m apart for the likely source location and pin 

these points to the DEM surface. Green's functions are computed for a duration of 6 s with 

a time step 0.001 s, which is long enough for the source to propagate well past all stations in 

the deployment. Sound speed and air density are assumed to be homogeneous at 346.4 m/s 

and 1.18 kg/m3 , respectively, based on a representative temperature value collected during 

the field campaign. Our method ignores wind and nonlinear behavior, which we examine 

further in the discussion section.

Acoustic pressure p(xr, t) at distance xr and time t can be represented by a monopole 

(mass flow rate) and the x, y, and z components of a dipole force given by Pierce [1989]

where G(xr, t; xs) is the Green's function for a monopole, and xr and xs are the receiver and 
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source position, respectively. Here, S (t) is the mass flow rate at the source, and Fx(t), Fy (t), 

and Fz (t) are the time histories of forces in x, y, and z directions, respectively. / xs, / ys, 

and / zs denote partial derivatives with respect to the source coordinate. The reader is 

referred to Morse and Ingard [1986] and Kim et al. [2012] for details on the monopole and 

dipole source mechanisms.

According to Equation 3.2, the Green's functions for an arbitrary dipole, Fx , Fy , and Fz , 

can be defined by the spatial derivative of the monopole Green's function.

For the grid search method, the Green's functions G, Dx, Dy, and Dz can be determined 

by 3-D numerical simulation for every possible source location, which is computationally 

very expensive. Here, we use the reciprocal property of the Green's function [Morse and 

Ingard , 1986] to reduce the number of simulations. The reciprocity theorem leads to

Therefore, instead of running 225 numerical simulations for the monopole Green's functions 

at the 15x15 source grid, we can obtain the same Green's functions by only 7 simulations 

with a source at each receiver position. In addition, the dipole Green's functions can be 

calculated by spatial differentiation of the monopole Green's functions without additional 

simulations. The spatial derivatives of the Green's function can be further converted to 

temporal derivatives of particle motions by the first-order equation of motion [Morse and
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Ingard , 1986] that leads to 

where ρ(x) is the density, and vx(xs, t; x) is the x component of acoustic particle velocity. 

By substituting Equation 3.8 in Equation 3.6, the dipole Green's function can be rewritten 

as 

and substituted back into Equation 3.2 and similarly for the other two components (y and 

z). Because the output of numerical simulation is a time series, temporal differentiation is 

often more straightforward than spatial differentiation which requires additional time series 

at adjacent grid points. The model simulations output a pressure time history response to 

the Blackman Harris window function source recorded at the station, which we refer to as 

the 3D Green's functions, similar to previous studies [e.g. Fee et al., 2017; Kim et al., 2015].

We perform a linearized waveform inversion using the observed acoustic data and Green's 

functions calculated in the previous steps to solve for the source location and multipole 

(monopole and dipole simultaneously) source-time function using a grid-search approach. 

Building on the methods of Kim et al. [2015] we use a simple rearranged version of Equation 

3.2 

where m is the solution vector of the mass flow rate and forces, G is the matrix representing 

the monopole and dipole Green's functions calculated from the FDTD forward model, and 

d is the observed acoustic pressures. Data are band-pass filtered between 0.1 and 8 Hz 

using a zero-phase filter and a window length of 5.5 s after the explosion onset. We zero 

each trace prior to the explosion onset and allow for slight discrepancies in arrival time at
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the stations (e.g. unaccounted for winds, temperature, station/vent location) by allowing a 

cross-correlation time-shift between Green's functions and observations of up to 0.04 seconds 

(a similar study by Fee et al. [2017] used 0.5 s).

The source location is determined by calculating the waveform misfit (residual) for the 

inversion using each grid point as the source location by solving the following equation using 

a LSQR iterative solver for linear equations.

The grid point with the minimum residual is chosen as the preferred source location on 

the surface of the DEM. We perform the grid-search inversion for the monopole-only source 

and use the grid point with the minimum residual as the source location for the multipole 

inversions. The inversion produces the expected synthetic acoustic waveform in Pascals (Pa) 

at each station as well as the associated solution vector, or mass flow rate S(t) in kg/s, at 

the source. This mass flow rate is simply converted to a volume flow rate of displaced air 

[e.g. Fee et al., 2017; Johnson et al., 2008] using 

where ρair = 1.18kg/m3. Finally, we apply a simple linear trend correction to the final 

volume flow rate, detailed in the following section (section 3.4.4).

3.4.4 Signal Conditioning

For volcanic explosions, the recorded infrasound waveform's integrated compression (pos

itive pressure) is not necessarily equivalent to that of the rarefaction (negative pressure). 

Therefore, while infrasound traces may taper to zero after an explosion has ceased, the 

integrated pressure (flow rate) may not go to zero after the explosion signal has ended. Con

sequently, the twice integrated pressure (cumulative flow rate) does not plateau, as it should 

86



under a linear assumption as mass is assumed to no longer be ejected from the vent. Johnson 

and Mil ler [2014] propose a signal correction technique, Finite Window Zero Pressure Zero 

Flux (FWZPZF), to mitigate the offset by performing a linear detrend on each station's 

waveform prior to performing the inversion. The detrend point for each station occurs where 

the integrated flow rate returns to zero. This method is effective at removing the flow rate 

offset, but the detrend for each station is applied to waveforms prior to the inversion that 

contains both source and path effects. It is not viable for our multi-station, grid-search 

inversion incorporating numerical Green's functions and could lead to potential errors. Kim 

et al. [2015] removes the linear trend from the flow rate after the inversion, but does not 

explore how this compares to the results following Johnson and Mil ler [2014] exactly. Fee 

et al. [2017] apply a linear detrend and demean to six stations using a different start and 

endpoint for each station following Johnson and Miller [2014]. However, this simple detrend 

does not appear to bring the flow rate back to zero for all of the 49 explosions examined 

[see Figure 3 in Fee et al., 2017]. Anderson et al. [2018] use a slightly different method for 

detrending where the optimal drift minimizes the L2 norm of the estimated flow rate:
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where qt is the mass flow rate, Hij is the ordinary-least squares generalized inverse of the 

Green's functions, pj is the recorded pressure, m is the slope of the instrument drift, and tj 

is time.

Here we propose a linear detrend on the post-inversion flow rate that yields similar results 

to the FWZPZF method and does not rely on detrending the raw waveforms. We choose the 

first substantial increase in flow rate to be the start point for the linear detrend, and the last 

value in the flow rate to be the end point of the detrend. We compare linear detrending both 

pre- and post-acoustic source inversion for an example explosion at Yasur in Figure 3.3. The 

linear trend correction both pre- and post-inversion yields similar cumulative flow rates that



level off after the explosion has ceased (as compared with the uncorrected inversion result).

This figure also illustrates the necessity of detrending acoustic inversion results in general.

Figure 3.3: Comparison of linear detrending pre- and post-inversion for an example Vent C 
explosion. a) Shows the volume flow rate and b) shows the cumulative volume, both as a 
function of time. The output of our inversion model without modification is shown in black, 
the inversion using the FWZPZF method of Johnson and Miller [2014] is shown in blue, and 
our proposed post-inversion linear correction is shown in red.

3.4.5 Event Selection

We select a limited number of explosions for inversion due to the high level of activity 

during the campaign and the computational cost of running the FDTD forward model for 

each of the aerostat sensor locations. Because the aerostat station location was different 

for each explosion, the Green's functions had to be uniquely calculated for each explosion. 

Out of the entire infrasound dataset, we only searched for explosions during times when the 
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aerostat station was tethered (and therefore the sensor location was well-constrained). To 

select events we apply a simple recursive STA/LTA (length of short term average window 

= 0.005 s, length of long term average window = 0.15 s) on the aerostat sensor data using 

a trigger threshold of 8, yielding a total of 201 events. Events are distinguished between 

the north and south crater based on the arrival times at the crater stations, which was later 

confirmed in the grid-search inversion discussed in Section 3.3. We then select 40 events for 

each vent and ensure a wide distribution of aerostat locations (Figure 3.2). We examine each 

event to confirm that the waveforms taper to zero and only one event is present during the 

6 s time window. We see the same transition from predominantly Vent C (North crater) to 

Vent A (South crater) eruptions on August 1st mentioned in Jol ly et al. [2017].

3.4.6 Evaluation of the Dipole Component

To help evaluate the significance of each dipole component (x, y, and z) to the source 

inversion, we calculate the Akaike Information Criterion (AIC). AIC evaluates the signifi

cance of free parameters in an inversion while imposing a penalty for increasing the number 

of model parameters to discourage over-fitting the data. We follow the formula used in 

Ohminato et al. [1998]

AIC = N * log(S) + 2r (3.14)

where N is the number of data points, S is the squared error for the whole waveform, 

and r represents the number of free parameters. AIC is a relative calculation in which the 

lowest AIC should be the ideal number of model parameters. We note that while adding the 

force components to a moment tensor inversion in seismology (i.e. going from 6 to 9 free 

parameters) is an increase in number of parameters by 50%, our multipole acoustic inversion 

increases the number of free parameters from 1 (monopole only) to 4 (monopole and three 

dipole components ) , which is an increase in number of parameters in the inversion by 400%.

To further evaluate the dipole component and determine whether or not the inferred 

dipole vector has a dominant direction, we draw similarities with particle motion in seismol
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ogy. We use rectilinearity [Montabetti and Kanasewich , 1970], defined as 

where λ1 is the principal eigenvalue (i.e. a measure of the long axis) and λ2 is the second 

eigenvalue (i.e. a measure of the short axis). This equation yields results between 0 and 

1, where Fr = 1 represents purely rectilinear motion. We set a threshold based on visual 

inspection of Fr ≥ 0.65 to distinguish between events that have a dominant dipole direction 

from those that do not. The eigenvalues are calculated from the dipole time series from 

0.5 to 1.5 seconds, which corresponds to the highest amplitude oscillations of the dipole 

component for the explosions, and therefore the most likely time period of a dipole source 

mechanism, if it exists. The dominant direction is found by fitting a line in 3-D to the dipole 

solution using singular value decomposition (SVD), allowing for an azimuth and inclination 

to be determined using the first principal component. Explosions with directivity will likely 

have rectilinear acoustic dipole components.

Additionally, we examine the stability of the inversions by varying the number of itera

tions the LSQR iterative solver completes before returning a solution m. We present these 

results as a convergence curve of the solution norm versus squared error (residual), in which 

the number of iterations that gives the solution closest to the corner of the convergence curve 

(i.e. location of maximum curvature) is the ideal number of iterations [e.g. Aster et al., 2013]. 

We examine solutions for a select number of iterations to determine the dependence of the 

solution on the number of iterations performed, and therefore an estimate of stability of the 

inversion.
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3.5 Results 

3.5.1 Monopole Inversion

Waveforms for 80 explosions of Yasur volcano (40 per active vent) are inverted for the 

monopole acoustic source time function over a 15 x 15 grid of possible source locations. 

Results for example event YBAL.3A8 are shown in Figure 3.4. The 225 possible grid-search 

source locations are colored by the squared error of the waveform fit, or residual, in Figure 

3.4a where lower residuals correspond to a better fit to the data than source locations with 

higher residuals. The slight smearing of low residuals in the northwest-southeast directions 

is likely due to the lack of station coverage in those azimuths (station YIF6.1 that did not 

collect data during the aerostat campaign was located to the northwest), which decreased 

location constraint in that direction. The inversion source location (minimum residual, red 

star) is consistent with the assumed Vent A location at the DEM minimum in that sub-crater 

(black star). The inferred source time function as the volume flow rate as a function of time 

is shown in Figure 3.4b, with a peak volume flow rate of 5.2 x 104 m3/s and duration of ~2.5 

s. The cumulative volume flow rate (i.e. integrated form of Figure 3.4b) is shown in Figure 

3.4c, yielding a cumulative erupted volume of 4.4 x 104 m3. In our model, the volume flow 

rate corresponds to the gas injection into the atmosphere. The waveform fit for the inversion 

is shown in Figure 3.4d, where the data are red and synthetics are black. The residual for 

this monopole-only inversion for the full waveform over 5.5 s is 0.14, which indicates a good 

fit to the data but other source terms might still be present that cannot be fit by an isotropic 

source. The relative arrival time of the initial compression between 1-2 seconds matches well 

for all stations; however, the amplitude of the initial compression of the synthetic waveforms 

differs from the data for some stations (e.g. YIF1.1, YIF4.1, and YIF5.1).

Inversion results for all 80 events show similarities and differences between the two active 

vents. Overall, the grid-search method locates the events within ~30 m of the lowest point 

of the crater, or assumed vent location (Figure 3.4a, black star). This confirms that events
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Figure 3.4: Monopole-only inversion results for example event YBAL.3A8. a) Residual map 
of the grid-search for the best source location, yielding a minimum residual (red star) within 
34 meters of the low point of the DEM in the Vent A crater (black star). Grid cells are 
spaced 15 meters apart in a 15 x 15 grid around the crater. Inferred b) volume flow rate, 
and c) cumulative erupted volume. d) Data (red) and synthetic (black) waveforms for each 
station with an overall residual of 0.14.

are from the correct active crater. We leave high resolution source location studies to other 

methods such as reverse time migration [e.g. Kim and Lees, 2014] as source location is not the 

main focus of this study. The normalized volume flow rates using the monopole inversion 
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for explosions 1-40 for vents A and C are shown in Figure 3.5a,b, respectively. Vent A 

explosion volume flow rates generally have an abrupt onset that decreases rapidly during 

the first few tenths of a second, where Vent C explosion volume flow rates decrease more 

smoothly as a function of time. While explosion amplitudes cover a wide range for the 80 

events investigated, volume flow rates have similar shape within each vent category, with a 

main onset that tapers back to zero after roughly 2.5-3 seconds. The average peak volume 

flow rate for 40 Vent A explosions is 3.7 x 104 m3/s and average cumulative erupted volume 

is 4.0 x 104 m3. Vent C explosion volume flow rates are smaller than Vent A, with an average 

peak volume flow rate of 9.1 x 103 m3/s and average cumulative erupted volume is 1.4 x 

104 m3. The results are summarized in Table 3.1. Peak volume flow rate and cumulative 

volume for vents A and C are plotted in Figure 3.6a, indicating that events with higher peak 

volume flow rates tend to have higher cumulative volumes. Peak volume flow rates generally 

correlate with cumulative volumes. Peak volume flow rate does not appear to correlate with 

inversion residual in Figure 3.6b, suggesting that waveform fit is not dependent on the size 

of an eruption.

We next investigate the stability of the monopole inversions by changing the number 

of iterations performed in the LSQR iterative solver, ranging from 10 to 100000 iterations. 

The monopole-only volume flow rate solutions are nearly identical and not dependent on the 

number of iterations used in the iterative solver, as shown in Figure S1. Our stability test 

indicates that the solution converges fast and that small changes in fit to the data do not 

impact the volume flow rate solution.

3.5.2 Multipole Inversion

We perform a multipole (monopole and dipole in x, y, and z) acoustic waveform in

version for the the same example event as the previous section (YBAL.3A8), finding that 

the multipole inversion provides a better fit to the data. The source location is set to the 

minimum-residual location determined by the monopole grid-search to facilitate comparison
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Figure 3.5: Volume flow rates ordered chronologically for selected events from a) Vent A and 
b) Vent C. Amplitudes are normalized to the peak of the largest event for each vent.
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Figure 3.6: Comparison of monopole source inversion results for selected events. a) Cumu
lative volume versus peak volume flow rate. b) Residual versus peak volume flow rate. Vent 
A results are shown as green circles and Vent C results as blue triangles.

with the monopole inversion (Figure 3.4). While not shown, a grid-search for the multipole 

mechanism results in a less distinct minimum source location than the monopole inversion 

due to the increased number of model parameters. The multipole-derived volume flow rate 

as a function of time is shown in Figure 3.7a, with a peak volume flow rate of 5.1 x 104 m3/s 

and duration of ~2.5 s, producing a cumulative volume of 4.0 x 104 m3. The shape of the 

volume flow rate solution (solid line) is very similar to that of the monopole-only inversion 

(dotted line), with the peak and cumulative volume values being slightly smaller by 2.0% 

and 9.3%, respectively. This is a common trend for many events, as will be discussed below. 

The differentiated volume flow rate, which allows for the monopole and dipole sources to be 

more easily compared in the the same physical dimension (acceleration), is shown by Figure 

3.7b. The dipole forces in the x, y and z directions are shown in Figure 3.7c-e, yielding 

a peak dipole strength (sum of the squares of the forces in x, y, and z) of 6.4 x 107 N. 

The fact that the monopole and dipole source components are in phase suggests that the 

same physical source responsible for both, or that the inversion wants to partition the same
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Table 3.1: Inversion volume flow rate summary for the 80 events used in this study for vents 
A and C.

Vent A Vent C
No
Topography

Topography No
Topography

Topography

Monopole-Only 
Peak Volume
Flow Rate [104 

m3/s]

Range 1.9 - 6.1 1.8 - 5.8 0.37 - 3.6 0.33 - 2.7

Average 4.1 3.7 1.1 0.91
Multipole Peak
Volume Flow
Rate [104 m3/s]

Range 2.1 - 6.5 1.7 - 5.7 0.36 - 3.3 0.31 - 2.5

Average 4.3 3.5 1.1 0.88
Monopole-Only 
Cumulative 
Volume [104 m3]

Range 1.2 - 7.8 1.3 - 7.5 0.30 - 5.9 0.38 - 5.7

Average 4.0 4.0 1.3 1.4
Multipole Cu
mulative Volume 
[104 m3]

Range 1.3 - 7.2 1.0 - 7.2 0.24 - 4.9 0.33 - 5.1

Average 3.7 3.5 1.1 1.3
Monopole-Only
Residual

Range 0.18 - 0.75 0.10 - 0.26 0.27-0.69 0.08 - 0.26

Average 0.37 0.16 0.47 0.14
Multipole 
Residual

Range 0.12 - 0.30 0.03 - 0.11 0.090 - 0.17 0.021 - 0.11

Average 0.18 0.065 0.13 0.050

source-time function between monopole and dipole components. This can be interpreted 

as an explosion mechanism that is not perfectly omnidirectional (monopole) , but has some 

directivity (dipole) structure to it. The vertical dipole that is larger than the horizontal 

dipoles may indicate a directional explosion in which the displaced fluid by jetting solid ob

jects and gas/fluid phase is accelerated mainly in the vertical direction [Chouet et al., 1974; 

Gerst et al., 2008; Johnson et al., 2008]. The waveform fit for the multipole inversion for 

all stations is shown in Figure 3.7f. The residual has decreased to 0.03 for the multipole 

inversion from 0.14 for the monopole-only inversion and the amplitude of the synthetics for 
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the first compression match the data well with the addition of the dipole components. These 

dipole components can be better visualized spatially in Figure 3.8. The inferred dipole for 

event YBAL.3A8 is predominantly positive in the vertical dimension and to the northeast, 

with an inclination of 67° from horizontal and azimuth of 19° clockwise from north. This 

event had a rectilinearity of 0.93, which is one of the highest rectilinearities and may indicate 

a strong dipole component for this explosion.

The volume flow rate solutions for the multipole inversions for all 80 events investigated 

in this study are similar in both magnitude and shape to that of the monopole-only inversion 

(Table 3.1). The peak volume flow rate and cumulative volume generally decrease slightly 

when the dipole components are added to the inversion. For Vent A, including the dipole 

components in the inversion causes an average decrease of 6.0% for peak volume flow rate 

and 11% in cumulative volume. For Vent C, the additional components, on average, decrease 

the peak volume flow rate by 2.7% and cumulative volume by 5.8%.

Vents A and C have distinct dipole characteristics both in amplitude and direction. Peak 

dipole strengths range between 6.8-75 x 106 N with an average of 3.3 x 107 N for Vent A 

and 2.4-25 x 106 N with an average of 6.1 x 106 N for Vent C. Explosions with higher peak 

volume flow rates tend to have higher peak dipole strengths (see Figure 3.9a, where peak 

dipole strength is plotted with volume flow rate). This is in agreement with the results of 

Figure 6b of Kim et al. [2012], where it is shown that events at Tungurahua volcano with 

higher volume flux have higher dipole strengths. We note that Figure 3.9a also indicates 

that the dipole strength is substantially greater for Vent A than for Vent C events. A 3-D 

view of the dipole component of the multipole inversion for the first 12 events for each vent 

is shown in Figure 3.10. Explosions from Vent A not only have higher dipole strengths, 

but also have a more defined dominant dipole direction than those from Vent C, meaning 

that the dipole more closely resembled a line in three dimensions (Figure 3.10). We further 

quantify the dipole direction using rectilinearity, where events that were considered to have 

a dominant dipole direction had rectilinearities greater than 0.65. Rectilinearities for Vent
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Figure 3.7: Inversion results for the multipole (monopole and three force components) for 
event YBAL.3A8. a) Volume flow rate for the monopole component of the multipole inversion 
(solid line) and monopole-only inversion (dotted line). b) Differentiated volume flow rate 
(acceleration). Force in c) x-, d) y-, and e) z-directions. f) Data (red) and synthetic (black) 
waveforms for each station. A residual of 0.03 is calculated using the full waveforms over 
the duration of 5.5 s.

A ranged from 0.11-0.93, with an average of 0.71, while rectilinearities for Vent C ranged 

from 0.09-0.75 with an average of 0.47. Using a rectilinearity threshold of 0.65, 29 of 40 

Vent A events and 6 of 40 Vent C events have dominant dipole directions. The rectilinearity
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Figure 3.8: Dipole direction results for the multipole inversion (monopole and three force 
components) for example event YBAL.3A8 in the three principal planes. a) View of dipole 
in the X-Y plane. b) View of dipole in the X-Z plane. c) View of dipole in the Y-Z plane. 
d) View of dipole in 3D from a viewing azimuth of 300° and an elevation of 15°. Note, the 
coordinate system used is +x (East), +y (North), and +z (up). Plots are normalized to the 
maximum dipole component value for the explosion and colored by time.

is plotted as a function of peak dipole strength for Vents A and C (Figure 3.9b). Vent A 

explosions with high peak dipole strengths tend to have high rectilinearity as well. For low 

peak dipole strength for Vent A and most explosions from Vent C the trend is not very clear. 

This suggests that events with higher dipole strengths tend to have more-defined dominant 

dipole directionality. It is unclear whether smaller events have less distinct directionality, or 

if it is just due to lower signal to noise ratio.

To further evaluate the significance of each dipole component (x, y, and z) to the source 

inversion, we calculate the Akaike Information Criterion (AIC). AIC decreases as free pa- 
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Figure 3.9: Comparison of monopole source inversion results for all events. a) Peak dipole 
strength versus peak volume flow rate. b) Peak dipole strength versus rectilinearity. Vertical 
dotted line in b) denotes the Fr ≥ 0.65 cutoff for events considered to have a dominant dipole 
directions.

rameters are added to the inversion (Table 3.2). This calculation suggests that all three 

dipole components lowers the AIC score and may be the best solution according to the AIC 

calculation.

Table 3.2: AIC calculation using the residual for the entire waveform for example event 
YBAL.3A8.

Squared Error AIC
Monopole 0.14 -6520

Monopole + Fx 0.12 -6098
Monopole + Fx + Fy 0.07 -7067

Monopole + Fx + Fy + Fz 0.03 -9466

AIC calculations for the majority of our multipole inversions shows that the addition of 

dipole components in the source inversions lowers the AIC score. For Vent A, 26 of 40 events 

had AIC values for all 4 components less than that of the monopole only inversion, while 17
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Figure 3.10: Visualization of the dipole component of the multipole inversion for the first 
12 events investigated for both vents. The x, y, and z components of the dipole solution 
are normalized for each event to emphasize dipole solution shape, with axes labeled on the 
bottom left plot. Rectilinearity for each event is given by Fr .
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of 40 events had the inversion with all 4 components as the minimum AIC overall (i.e. out 

of the monopole, monopole + Fx, monopole + Fx + Fy, and monopole + Fx + Fy + Fz).

For Vent C, 39 of 40 events had AIC values for all 4 components less than the monopole only 

inversion, while 21 of 40 events had the inversion with all 4 components as the minimum

AIC overall. These AIC calculations show that the addition of dipole components in the 

source inversion lowers the AIC score and likely not only fitting the noise. However, AIC is 

only one metric for evaluating inversions with increasing number of free parameters.

We also investigate the stability of the multipole inversion by varying the number of 

iterations in the LSQR iterative solver. A convergence curve of the norm of the solution 

(||x||) and squared error (residual) with respect to number of iterations for example event 

YBAL.3A8 with the source location fixed is shown by Figure 3.11a. This curve illustrates 

that there are multiple local maximum curvature points as the number of iterations is in

creased (as opposed to the more traditional “L-shape”), creating a step-like pattern with 

jumps in solution norm corresponding to very small changes in residual. The volume flow 

rate, Fx, Fy, and Fz solution vectors are shown by Figure 3.11b-e, respectively, for 100, 1000, 

and 10000 iterations. We find that the volume flow rate solution remains stable, even with an 

extreme case of 10000 iterations (Figure 3.11b). This indicates that the volume flow values 

for monopole source are reliable, regardless of whether the dipole components are included 

in the source inversion or not. However, the dipole component solutions show large solution 

variations between iterations with small improvement in the data fitting (Figure 3.11c-e).

3.5.3 Directionality

We explore the acoustic radiation pattern using simple waveform amplitude observations, 

specifically the difference in amplitude for the initial compression between the synthetic wave

forms from the monopole inversion and the data (e.g. Figure 3.4d, stations YIF1.1, YIF4.1, 

and YIF5.1). Differences in amplitude between the data and model for the monopole inver

sion may be related to a dipole component or noise. We calculate this amplitude deviation
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Figure 3.11: Multipole inversion stability test. a) Convergence curve of the norm of the 
solution (||x||) and squared error (residual) with respect to number of iterations allowed by 
the least squares iterative solver for example event YBAL.3A8. b-e) show the volume flow 
rate, Fx, Fy, and Fz solution vectors, respectively, for 100 (blue), 1000 (pink), and 10000 
(green) iterations. Blue, pink and green triangles in a) correspond to volume flow rate vectors 
plotted in b-e).

103



(Adev), or fractional misfit between the peak data compression amplitude (Ad(tmax,d)) and 

corresponding synthetic value (Am(tmax,d)) divided by the peak data amplitude, for each 

station as follows

These percent differences are plotted as a function of azimuth from the vent for vents A 

(Figure 3.12a) and C (Figure 3.12b), where red corresponds to data amplitude being larger 

than the synthetics (i.e. synthetic under-predicts data amplitude) and blue denotes synthetic 

amplitude being larger than data amplitude (i.e. synthetic over-predicts data amplitude). 

This analysis shows that the monopole source mechanism under-predicts amplitudes to the 

east and south (e.g. YIF2-5) but over-predicts the amplitude to the north (e.g. YIF1.1), 

even after the effects of topography are accounted for in the synthetic waveforms.

Figure 3.12: Difference in amplitude of the peak initial compression between modeled wave
forms from a monopole-only inversion and the data for explosions from a) Vent A and b) Vent 
C. Positive differences signify that data amplitudes are higher than the model (red), while 
negative differences correspond to model amplitudes greater than the data (blue). Points 
near the center mean that the amplitudes match well, with zero being a perfect match.
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3.5.4 Topographic Impact on Waveform Inversions

We re-run our source inversions using 1-D Green's functions obtained by simulating across 

a flat horizontal plane to assess the significance of topography on the Green's functions and 

inversion. This is the acoustic equivalent of a 1-D vs. 3-D seismic ground motion simulation 

[e.g. Rodgers et al., 2018] to quantify path effects. The peak volume flow rate for example 

event YBAL.3A8 for a 1-D simulation is 5.7 x 104 m3/s, as compared to 5.2 x 104 m3/s for 

the 3-D simulation with topography. For this example, this results in a 8.7% decrease in peak 

volume flow rate when topography is included. We find that the peak volumetric flow rate for 

the 80 events examined in this study is overestimated by 10% for Vent A events and 16% for 

Vent C events. Additionally, waveform fit is worse when topography is not accommodated. 

The residuals for the 80 events explored in this study are, on average, 53% and 69% higher 

for vents A and C, respectively, for simulations propagated across a horizontal plane than 

when topography is considered. We summarize the values both with and without accounting 

for topography for peak volume flow rate, cumulative volume, and residual in Table 3.1.

A stability test and convergence curve is constructed for inversions propagated across a 

1-D horizontal plane (Figure 3.13a). The inversion results for the volume flow rate remains 

stable and is not dependent on the number of iterations (Figure 3.13b). Figure 3.13c,d show 

similar solutions for the Fx and Fy components of the dipole that do not vary largely with 

number of iterations compared to the multipole inversion results across topography (Figure 

3.11c,d). However, the vertical dipole (Fz) remains dependent on the number of iterations 

as shown in Figure 3.13e, making results unreliable with the given station coverage (only a 

single sensor on the tethered aerostat). These results indicate that the multipole inversion 

is more stable with the Green's functions across a plane for the Fx and Fy components than 

when topography is accounted for, but the vertical dipole remains unstable. This increased 

stability may be due to those Green's functions being simpler than the Green's functions 

across topography, or possibly due to an effective dipole component induced by topography 

being better modeled by a single dipole approximation.
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Figure 3.13: Multipole inversion stability test over a 1-D plane. a) L-curve of the norm of 
the solution (||x||) and norm of the residual (||r||) with respect to number of iterations for 
example event YBAL.3A8. b-e) show the volume flow rate, Fx, Fy, and Fz solution vectors, 
respectively, for 100 (blue), 1000 (pink), and 10000 (green) iterations. Blue, pink and green 
triangles in a) correspond to volume flow rate vectors plotted in b-e). The Fz component is 
highly sensitive to the iteration number.
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3.5.5 Contribution of the Aerostat Station to the Inversion

An enhanced characterization of the dipole component and acoustic directionality is 

afforded by including a sensor in the vertical dimension (in our case, aboard a tethered 

aerostat) that is not seen when only using stations placed on the Earth's surface (see Jolly 

et al. [2017], their Figure 1 for diagram ofthe tethered aerostat). Figure 3.14 shows the dipole 

component solution when the aerostat sensor is included for source inversion (top row, a-d) 

and when the aerostat sensor is not included (bottom row, e-h) for event YBAL.3A8. All 

components in Figure 3.14 are normalized to the global maximum across both inversions to 

facilitate visual comparison. Including the aerostat sensor yields a clear dominant dipole 

direction (Figure 3.14a-d), while only using the ground stations yields a much smaller dipole 

amplitude and less clear dominant dipole direction (Figure 3.14e-h). Peak volume flow rate 

with and without the aerostat sensor is 5.1 x 104 m3/s and 4.4 x 104 m3/s, cumulative volume 

is 4.0 x 104 m3 and 3.6 x 104 m3, and peak dipole strength is 6.4 x 107 N and 1.8 x 107 N, 

respectively. These are all large differences, highlighting the potential importance of vertical 

sensors. We note that the aggregate residual decreases when the aerostat sensor is included 

in the multipole inversion, in this case from 0.14 to 0.03. Some individual events have a 

residual increase when the aerostat sensor is included in the inversion.

Similarly, we perform a “jackknifing resampling” test for the entire network to assess 

bias in the inversion. We systematically remove each one of the 7 sensors from the multi

pole inversion and compare results including peak volume flow rate, peak dipole strength, 

rectilinearity, and residual (Table 3.3). Rectilinearity and peak dipole strength remain high 

(>0.90 and >4.7 x 107 N, respectively) when YIB2.1, YIF3.1, or YIF2.1 are removed from 

the inversion. This indicates that the inversion is least sensitive to these stations, which hap

pen to be in the middle of the azimuthal distribution of the stations deployed (Figure 3.2). 

Rectilinearity and peak dipole strength decrease greatly when YBAL.3, YIF5.1, or YIF1.1 

are removed from the inversion, which are the three stations that stretch the azimuthal and 

vertical coverage of the deployment. We note that YIF1.1 - YIF5.1 were located on the crater
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Figure 3.14: Comparison of dipole inversion results including the aerostat sensor in the 
inversion results (top row, a-d) and without (bottom row, e-h) for event YBAL.3A8. All 
components are normalized to the maximum of all components across both inversions. Dipole 
magnitude and directions are all more pronounced when the aerostat sensor is included.

rim and therefore had similar vertical coverage, while YBAL.3 (aerostat) expand the verti

cal coverage of the network. A similar analysis for station configuration impact on source 

parameters is performed by Kim et al. [2012], where it was found that multipole inversions 

that do not account for topography are only stable if at least three stations spanning 180°

around the infrasound source are used.

3.6 Discussion

The multipole acoustic source inversion can provide valuable information on a volcanic 

explosion source, yet the dipole components may be unstable even with good azimuthal 

ground station coverage and a station on a tethered aerostat. The acoustic monopole in

version is stable, converges fast, and solutions of volume flow rate are reliable given the 

network distribution of this Yasur volcano campaign (Figure S1). The monopole results are 

presented in the form of volume flow rate, which can easily be converted to mass flow rate
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Table 3.3: Results of a jackknife resampling test for the multipole inversion of example event 
YBAL.3A8. Inversions were systematically performed using only 6 stations, each time with 
one station excluded from the inversion. The inversion result for all 7 stations is included as 
the first row for reference.

Excluded
Station

Peak Vol
ume Flow
Rate [104

m3/s]

Peak
Dipole 
Strength 
[107 N]

RectilinearityResidual Largest
Azimuthal
Gap [◦]

None 5.1 6.4 0.93 0.03 145
YBAL.3 4.4 1.8 0.32 0.14 145
YIB2.1 5.1 6.3 0.93 0.16 145
YIF5.1 4.0 2.0 0.17 0.14 205
YIF4.1 4.4 1.7 0.51 0.14 145
YIF3.1 5.0 4.7 0.90 0.14 145
YIF2.1 5.0 6.7 0.95 0.16 145
YIF1.1 2.9 4.1 0.61 0.30 203

[see Fee et al., 2017]. Our grid-search method indicates the minimum residual solution for 

most events is located within 30 m of the lowest point of the crater (i.e. our inferred vent 

location), demonstrating that events can easily be distinguished between the active vents at 

Yasur. Explosions from vents A and C show different characteristics from one another, but 

the shape and duration of explosion volume flow rates are similar to other explosions from 

the same vent. We find that Vent A explosions are larger and have volume flow rate peaks 

that decrease more rapidly than those from Vent C.

Although the dipole components may be unstable and/or nonexistent, we contend there 

is still utility in analyzing the dipole solutions and their importance to the overall acoustic 

source. By taking the optimal solution in the bend of the convergence curve, we make 

inferences on the source using the most reliable solution (albeit non-unique). The inclusion 

of the dipole components in the inversion yields results that indicate a dipole component may 

exist for explosions at Yasur, even after topography is accounted for. We use rectilinearity as 

a measure of evaluating the dipole component, where events with higher rectilinearity were 

determined to have a dominant dipole direction. We find that 29 of 40 events from Vent 
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A and only 6 of 40 events from Vent C had a dominant dipole direction according to this 

classification. Explosions from Vent A tend not only to have stronger directionality and a 

higher dipole strength, but also have a more linear motion as one would expect from a dipole 

source mechanism than explosions from Vent C. Furthermore, we show that inversions for 

the monopole solution (and hence volume flow rate) remain stable regardless of whether the 

inversion includes a monopole or a multipole (monopole and dipole) source mechanism. The 

shape and amplitudes of the volume flow rate for the monopole and multipole inversions are 

relatively similar (Figure 3.7a), despite dipole components being allowed to vary freely in the 

multipole inversion. The peak volume flow rate and cumulative volume generally decreased 

slightly when the dipole components were added to the inversion because part of acoustic 

pressure is attributed to the presence of a dipole, which does not generate the net change of 

mass in the source region.

Using an infrasound sensor elevated from the Earth's surface yields an unprecedented 

view of the acoustic wavefield from volcanic explosions, an idea proposed by Matoza et al. 

[2013]. We use a tethered aerostat to achieve the vertical sensor coverage, but some studies 

such as McKee et al. [2017] and Rowell et al. [2014] have used nearby topography for an im

provement in vertical station coverage for a network around a volcano. Including the aerostat 

sensor in the inversions yielded a measurable increase in dipole strength that would have 

otherwise been unobservable, and shows the importance of both the vertical sensor coverage 

and multipole inversion. For many explosions examined here, the peak dipole strength nearly 

doubled when the aerostat sensor was included in the source inversion. Inversions only using 

ground sensors often showed no realistic dipole component. There is a distinct dominant 

dipole when the aerostat sensor is used and a more random dipole shape when the aerostat 

sensor is excluded (see Figure 3.14). Therefore, 2-D source estimates of volcanic, and poten

tially anthropogenic, explosions may have underestimated (or at least poorly constrained) 

directionality. We caution that this study only uses one infrasound sensor hanging from a 

tethered aerostat as a proof-of-concept. Because of this, we performed a brief investigation 
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to ensure that the calculated dominant dipole direction (azimuth and inclination) was not 

directly linked to the azimuth and inclination of the aerostat sensor as it moved to various 

loiter positions. While we do not see a strong correlation, future work should include more 

infrasound sensors in the vertical direction at varying azimuths and inclinations simultane

ously to further sample the acoustic wavefield and constrain acoustic source directionality. 

For a dipole source, there are directions in which radiated acoustic energy density are great

est and some where radiated dipole energy cannot be detected (analogous to the nodal plane 

in a seismic moment tensor). Therefore, dense station coverage at a variety of azimuths and 

inclinations will be necessary for future studies that perform acoustic waveform inversions 

with the intent to solve for a dipole solution, if it exists.

3.6.1 Reliability of the Dipole Component

Many acoustic source inversion studies have assumed that their inversions are stable due 

to good waveform fit, station coverage, etc. [e.g. Fee et al., 2017; Johnson et al., 2008; 

Johnson and Miller , 2014; Kim et al., 2015]. However, our results and analysis suggest that 

the monopole solution is valid using numerical Green's function, but the dipole component(s) 

may still be unstable and non-unique. Including the dipole components causes decrease 

in residual by ~0.10; however, the dipole components are highly-dependent on number of 

iterations for our scenario (e.g. Figure 3.11) and station configuration (Table 3.3). This 

indicates that a small amount of noise in the data may change the dipole solution completely. 

Our results indicate that the multipole inversion as currently formulated may be ill-posed 

because the data we collected is not sufficient to fully constrain the source. Therefore, while 

our methods find a solution to the multipole inversion, we cannot uniquely determine that 

it is the true solution. Consequently, careful attention should be used for interpretations of 

our dipole results as they are non-unique. We caution that the commonly used (in volcano 

seismology) metric AIC which tests the significance of the number of free parameters can 

provide misleading results. Of the 80 events we explored, 65 have smaller “goodness of fit” 
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AIC numbers for all 4 components than that of the monopole-only inversion. This reiterates 

that the model that provides the best fit (i.e. lowest residual) is not always the true solution 

[e.g. Aster et al., 2013; Bean et al., 2008; O'Brien et al., 2010]. We stress that this is likely 

the case for many volcano deployments, as we use 6 ground stations with good azimuthal 

coverage as well as a sensor on a tethered aerostat, and still cannot reliably resolve the dipole 

component, if it exists. Stability analysis and sensitivity tests should be performed for future 

studies before the dipole component results can be considered reliable.

3.6.2 Eruption Directionality

In a volcanic environment, it is important to make a distinction between dipole radia

tion resulting from the source mechanism itself (e.g. the interaction of fluid with the vent 

walls and solid particles [Caplan-Auerbach et al., 2010; Woulff and McGetchin , 1976]), and 

that of an “effective dipole” where the environment directs acoustic radiation preferentially 

(e.g. diffraction and reflection of sound induced by topography, a sub-vertical conduit, or 

wind) [Kim et al., 2012]. While we cannot reliably solve for the dipole components using an 

acoustic source inversion, we can make first order observations about the unresolved ampli

tude differences from the monopole inversion that account for topography influences on the 

acoustic radiation pattern. Jolly et al. [2017] investigated explosions from Yasur during the 

same field experiment using both infrasound and video data to explore explosion directivity 

and found a high amplitude infrasound anomaly at azimuths of ~60°-130° for explosions 

from the Vent C and ~80°-120° for explosions from Vent A (i.e. acoustic amplitudes are 

higher at the aerostat station than at the crater rim). They also find an increase in explo

sion amplitude for higher takeoff angles and that this amplitude anomaly exists for discrete 

explosions, as well as low-level (tremor-like) activity. However, they do not account for to

pography in their interpretations, so acoustic directivity seen in Jolly et al. [2017] could be 

due to path effects from topographic scattering by the crater walls [e.g. Kim et al., 2012] 

or from source directivity. The analysis of video data for ballistic trajectories that have 
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consistent directionality to the east by Jolly et al. [2017] should remain true regardless of 

whether topography is considered for acoustic analysis. Our results are consistent with these 

findings, where the monopole source causes an under-prediction of initial compression am

plitudes towards the east and south but an over-prediction the amplitude at YIF1.1 to the 

north for both vents (Figure 3.12). This shows that even though a reliable source inversion 

for the dipole or directionality cannot be performed, we see that explosions have directivity, 

and a monopole source cannot fully explain the data. Furthermore, this study indicates 

that multiple stations with excellent azimuthal coverage should be used, even for monopole 

source inversions, in order to obtain a more reliable estimate of the volume flow rate and 

other source parameters. Comparing our results directly to Jolly et al. [2017] is difficult as 

different events were used for the analysis of ballistic trajectories and those in this study. 

However, the existence of ballistic trajectory directionality supports our interpretation in our 

directionality results generally towards the east and south as ballistic trajectories may be less 

affected by topography than infrasound (like the amplitude ratio calculations of Jolly et al. 

[2017] can be) and are likely indicative of source directionality. A recent study by Fitzgerald 

et al., (currently in review), also using data at Yasur volcano from a few months around our 

deployment, found higher spatial densities of mapped ballistics to the south-southeast and 

toward the east, further indicating preferential eruption directionality at Yasur.

Our method aims to understand the acoustic radiation pattern of volcanic explosions 

and determine the relative influence of crater topography versus source mechanism on the 

observed directionality. While this method does not solve for the source physics causing 

that radiation, we briefly mention some potential mechanisms. An explosion represented as 

a monopole is relatively easy to envision, whether it is a Strombolian gas bubble burst or 

any explosion that radiates infrasound equally in all directions. The physical representation 

of the volcanic dipole, however, is not as well understood. Johnson et al. [2008] attribute 

the dipole source of Strombolian explosions at Mt. Erebus to be the result of the random 

location of initial bubble membrane failure that lead to fluid advection. Jolly et al. [2016]
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explain infrasound source directivity from a mud heave as the result of a gas slug moving 

through a viscous mud/sulfur lake, though we note that station coverage was limited and 

topography effects were not accounted for in their study. If the vent opening is vertical, one 

would expect the vertical flow of material through the conduit to be modeled as a vertical 

dipole [Kim et al., 2012]; however, a sub-vertically oriented conduit could cause a horizontal 

dipole component. Similarly, one might expect dipole radiation from a lateral blast, such as 

for the onset of the 1980 Mount St. Helens eruption [Lipman and Mullineaux , 1981]. The 

ability to constrain a reliable dipole could yield information on ballistic directivity, as well as 

a more accurate calculation of volume flow rate via acoustic source inversion methods. While 

the dipole component at Yasur, if it exists, is likely small, larger eruptions could exhibit a 

larger dipole component, which may affect the calculation of volume flow rate to a greater 

extent.

3.6.3 Assumptions and Potential Sources of Error

Results highlighted in this study may have important implications for the volcano hazards 

community interested in calculating eruption mass via infrasound and source directivity, but 

there are still some notable assumptions and potential sources of error. In our inversion, 

we assume that once the effects of topography are incorporated into the calculation of 3

D Green's functions, the rest of the complexity in the waveform must be due to the source 

mechanism. In doing so, we assume a 1-D homogeneous atmosphere, i.e. no winds or density 

changes. The farthest station we use in this study is roughly 1 km from the active vents, 

with most stations being within 0.5 km. At these short distances, winds would have to be 

very strong in order to have a measurable effect on the acoustic waveforms [Johnson and 

Ripepe , 2011; Kim et al., 2015; Kim and Lees, 2014]. Jolly et al. [2017] note that winds were 

light (<10 m/s) and in the opposite direction (toward the west-northwest) of the observed 

directionality here.

We only account for linear sound propagation in our inversions. If nonlinear propagation 
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was present [e.g. Marchetti et al., 2013], eruptive volumes would be underestimates of their 

true values [Anderson et al., 2018; Fee et al., 2017]. Therefore, our results should be consid

ered a minimum estimate where true volumes (and therefore masses) could be higher. Our 

inversion procedure yields low residuals even for high amplitude events (>400 Pa at a dis

tances less than 1 km from the vent). For each of the 80 events, we performed a grid-search 

for the source location, yielding good agreement with the inferred vent location, meaning 

that waves likely did not surpass the speed of sound and propagate nonlinearly along most 

of the path [Fee et al., 2017]. We assume that if a nonlinear component existed, it did not 

appear to last for a considerable amount of time and, therefore, nonlinear effects were likely 

weak [e.g. Fee et al., 2017].

Residuals for other recent monopole inversions such as Kim et al. [2015] and Fee et al. 

[2017] are smaller (generally <0.15, see Fee et al. [2017], Figure 4) than the ones calculated 

in this study (ranging from 0.08 to 0.26 for the monopole). We suggest this is because i) 

Yasur may have a stronger dipole component; ii) we have 7 stations (compared to 5 and 

6 of previous studies), including one on a tethered aerostat; and iii) we are fitting higher 

frequencies than the other inversion studies (we filter between 0.1 - 8 Hz, while Kim et al. 

[2015] and Fee et al. [2017] use 0.001-2 Hz and 0.05-3 Hz, respectively). This also raises 

potential concern in assuming only a monopole source in the inversion as the true source 

mechanism may have higher order terms.

Due to the difficulty in obtaining a very accurate, high-resolution (<2 m) DEM in the 

visual band, we were forced to stitch together multiple DEMs from different methods (see 

Section 3.2). Using other methods, such as LiDAR, that are not affected by residual steam 

and gas would be preferable. We also note that topography can change between explosions 

over short time scales due to the frequent and explosive nature of Yasur, therefore the DEM 

should be created near the time of the field experiment. Another limitation of our inversion 

related to the DEM is that we assume a rigid topography. In reality near-surface layers have 

lower impedance.
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Another potential source of error is the vertical location of the aerostat sensor. While 

the horizontal location (latitude and longitude) were recorded by the DATA-CUBE digitizer 

that was hanging from the tethered aerostat with the acoustic sensor, the vertical location 

was not recorded. Tests in similar atmospheric conditions were performed (outlined in Jolly 

et al. [2017]) and indicate that vertical errors are on the order of 15 m while lateral errors 

are around 10 m. Given a reasonable speed of sound of 346 m/s, this yields arrival time 

errors on the order of 0.043 s vertically and 0.029 s horizontally. Our inversion uses a cross 

correlation component which allows for timing errors up to 0.04s, as well as an individual 

grid-search for each individual event to help mitigate the effect of aerostat and vent migration 

location errors on the inversion. We refer to Jolly et al. [2017] for a full description of how 

the vertical locations were calculated. Similarly, the main vents migrated as much as 20 m 

laterally over short time scales during this deployment [Jolly et al., 2017] as documented by 

daily UAV flyovers. These changes were also mitigated by this cross correlation component. 

Additionally, while our method accounts for potential vent migration between events by 

performing a grid search for the monopole-only inversion, we assume that the source is 

fixed during an explosion. Visual imagery suggests that the vents did not have measurable 

spatial variations within the explosions, however, there could be some spatial variation of 

the acoustic source over the course of a few seconds.

The events used in this study were discrete, short duration, Strombolian-type explosions. 

Due to the large number of explosions (thousands over the field campaign) and computa

tional time for the FDTD calculation of the Green's functions, we limited our study to 80 

explosions with high signal-to-noise ratio and whose waveforms taper back to zero within a 

six second window. We also did not include time periods when measurable acoustic energy 

was emanating from both vents simultaneously. Future work should begin to expand acoustic 

source inversions to include more complex and sustained volcanic activity, including more 

energetic and hazardous eruptions. Additionally, this work would benefit greatly from a 

denser set of observations spatially and temporally. Our study also presents some of the first 
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inversion results using infrasound sensors aboard a tethered aerostat, showing promise for 

their use in future experiments. Future work should include more infrasound sensors in the 

vertical direction at varying azimuths and inclinations simultaneously to further constrain 

acoustic source directionality.

3.7 Conclusions

Two goals in volcano infrasound research we address in this study are (1) to invert 

acoustic data to infer erupted mass or mass eruption rate from an explosion and (2) to 

characterize the explosion directional radiation pattern. Here we assess the ability of typ

ical network deployments and a new acoustic multipole inversion scheme that accounts for 

3-D topography along with an acoustic sensor aboard a tethered aerostat to provide stable 

volcanic source constraints. We compare results for inversions that use a monopole-only 

source, multipole (monopole and dipole) source, propagation across a horizontal plane, and 

with varying station deployment geometries. We find that the monopole source mechanism 

is a good approximation for explosions at Yasur volcano as it is stable, reliable, and leads 

to relatively small waveform residuals when topography is included using numerical Green's 

functions. The predominantly monopole explosions of Yasur Volcano are in agreement with 

previous studies of acoustic inversions that account for topography [e.g. Fee et al., 2017; Kim 

et al., 2015]. We introduce a simple linear trend correction method applied post-inversion 

to detrend the volume flow rate solution. We find that vents A and C have distinct dipole 

characteristics, where both volume flow rate and dipole strength are substantially greater for 

Vent A than for Vent C events. Additionally, the peak dipole strength nearly doubled when 

the aerostat sensor was included in the source inversion, compared to a very small dipole com

ponent when only ground sensors where used. Therefore, 2-D deployments and subsequent 

source estimates of volcanic explosions may have underestimated and poorly constrained 

directionality. Our results indicate that inversions for the multipole source mechanism with 

all three dipole components (Fx, Fy, Fz) are unstable, even with an enhanced network that 
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included an acoustic sensor on a tethered aerostat. We show that a non-unique multipole 

solution can be determined and metrics such as rectilinearity can be used to quantify them. 

We stress that improved waveform fits due to including the dipole components as free param

eters in subsequent calculations of AIC do not necessarily imply improved source inversion 

results. Stability of future acoustic inversions should be explored [e.g. Bean et al., 2008] 

before dipole components can be considered reliable and interpreted in their entirety. Even 

though a fully stable, unique source inversion for the dipole is not available here, we find that 

explosions exhibit directionality and that a monopole source, after topography is accounted 

for, cannot explain the data fully. First compression amplitude comparisons between data 

and synthetics show that amplitudes are under-predicted towards the east of the volcano 

and may therefore not be fully modeled by an isotropic source. This is consistent with 

ballistic directionality towards the east and likely represents explosion source directionality. 

The implications for understanding eruption source dynamics and associated hazards, such 

as the direction in which ballistics are likely to fall, are explored in a paper by [Fitzgerald 

et al., currently in review]. Furthermore, we reiterate that neglecting effects of topography 

especially in complex topographic regions such as volcanoes during acoustic waveform inver

sions leads to overestimation of the volume flow rate [e.g. Kim et al., 2015]. These factors 

should be considered in future acoustic source studies, particularly if used for volcano mon

itoring purposes to infer erupted mass of explosions. The effect of limited acoustic wavefield 

sampling should also be explored further using synthetic tests other real examples, both for 

volcanic and anthropogenic sources.
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Chapter 4
6

Seismo-Acoustic Characterization of Mount Cleveland Volcano Explosions

4.1 Abstract

Transient explosions can produce large, ash-rich volcanic plumes that pose great hazard 

to aviation, yet often have few precursory geophysical signals. Mount Cleveland is one of 

the most active volcanoes in the Aleutian Arc with at least 64 explosions since December 

2011. We characterize the seismo-acoustic signals from explosions at Mount Cleveland over 

a period of four years using local instrumentation. While the seismic explosion signals were 

similar, the acoustic signals varied between explosions, with some explosions exhibiting a 

single main compressional phase while other explosions had multiple compressions in a row. 

The time lag between seismic and acoustic arrivals varies considerably (up to 2.20 s) at a 

single station ~3 km from the vent. We apply a variety of methods to explore the potential 

contributions to this variable time lag from atmospheric conditions, nonlinear propagation, 

and source depth within the conduit. This variable time lag has been observed elsewhere, 

but no clear explanation exists. Our results indicate that while changes in atmospheric 

conditions can explain some of the variation in acoustic arrival time relative to the seismic, 

substantial residual time lag variations often still exist. Additionally, nonlinear propagation 

modeling results do not yield a change in the onset time of the acoustic arrival with source 

amplitudes comparable (and larger) to Cleveland explosions. We find that seismic cross

correlation between events and particle motion analysis suggests that a varying explosion 

source depth within the conduit likely plays a dominant role in the observed variations in 

seismo-acoustic time lag. Explosion source depths appear to range from very shallow depths 

down to ~1.5-2 km beneath the summit. Understanding the seismo-acoustic time lag and the 

subsequent indication of a variable explosion source depth may help inform explosion source 

modeling for Mount Cleveland, which is relatively not well-understood. We show that even

6Iezzi, A.M., Fee, D., Haney, M.M., and Lyons, J.J. (in review ) Seismo-Acoustic Characterization of 
Mount Cleveland Volcano Explosions, Frontiers in Earth Science
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with a single co-located seismic and acoustic sensor that clips sometimes, it is possible to 

provide meaningful interpretations on the explosion source depth which may help monitoring 

agencies understand the volcanic system during future times of unrest.

4.2 Introduction

Coupled seismic and acoustic analyses can be used to help understand shallow to sub

aerial explosion sources, including buried chemical explosions [e.g. Arrowsmith et al., 2010; 

Jones et al., 2014; Blom et al., in review] and volcanic eruptions [e.g. Johnson and Aster, 

2005; Petersen and McNutt, 2007; Wech et al., 2018]. While some volcanoes are heavily 

instrumented and monitored, many eruptions occur in remote regions where minimal lo

cal monitoring equipment exists. Therefore, the ability to characterize a volcanic system 

with limited equipment [e.g. a single seismo-acoustic pair of sensors, McKee et al., 2018] is 

valuable to the volcano monitoring community.

Vulcanian eruptions tend to be violent in nature due to the formation of a rigid dome 

or plug at the top of the conduit allowing for a buildup of pressure beneath. The explo

sive fragmention of this dome or plug results in ash-rich volcanic plumes that are hazardous 

to aviation and pyroclastic fallout that can impact local communities or observers. In

frasound recordings of Vulcanian eruptions are typically characterized by short duration, 

high-amplitude signals with the potential for jetting or sustained tremor to occur for several 

minutes after the initial blast [Fee and Matoza, 2013]. Sakurajima volcano is often viewed as 

a classic example of a Vulcanian system and its seismic and infrasonic explosion signals have 

been well studied over many years [e.g. Tameguri et al., 2002; Yokoo et al., 2009; Fee et al., 

2014; Kim et al., 2015; Fee et al., 2017]. Tameguri et al. [2002] describe the “bottom-up” 

explosion source model of Sakurajima as beginning with an isotropic expansion at a few 

kilometers depth, whose pressure waves propagate up the conduit, inducing an expansion of 

the lava cap or plug (viewed as a small increase in pressure on the infrasound sensor) fol

lowed by the main acoustic explosion signal. In contrast, a “top-down” model is sometimes 
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considered, where the explosion initiates near the surface due to the pressurized build-up 

and failure of the plug or lava dome. This model also causes a very long period earthquake 

(VLP) at depth [Lyons and Waite, 2011]. The seismo-acoustic signals at Mount Cleveland, 

Alaska, appear Vulcanian in nature [De Angelis et al., 2012], yet due to its remote setting, 

the volcanic system is not well-understood.

Mount Cleveland is one of the most active volcanoes in the Aleutian Arc, with recent 

activity characterized by nearly continuous degassing and elevated surface temperatures, 

punctuated by short-lived ash-rich explosions that destroy small domes [De Angelis et al., 

2012; Dixon et al., 2017; Werner et al., 2017; www . avo . alask a . edu ] . Prompt and accurate 

characterization of explosions is essential due to the ash hazard to aviation. Satellite observa

tions of cloud heights resulting from these explosions can be limited because of meteorological 

clouds as well as latency issues, so geophysical instrumentation is often used for explosion 

characterization. The first local instrumentation, two stations, was installed at Mount Cleve

land in the summer of 2014, so permanent local monitoring data are limited. Temporary, 

non-telemetered deployments help better understand the volcanic system, such as the one 

from 2015-2016 [Werner et al., 2020; Haney et al., in prep; Power et al., in prep]. Remote 

infrasound recordings supplement the local instrumentation for monitoring [e.g. De Angelis 

et al., 2012; Iezzi et al., 2019a]. While the Alaska Volcano Observatory (AVO) makes obser

vations of Mount Cleveland at the time of each explosion, detailed characterization of the 

seismo-acoustics signals from Cleveland has not been performed. Here we use local seismo

acoustic instrumentation to better understand and characterize the explosions and volcanic 

system, and take a holistic look at trends in the data from numerous explosions.

A notable feature of the seismo-acoustic observations from Mount Cleveland explosions 

over a four-year time period is that the difference between the acoustic arrival time in 

relation to the seismic arrival at station CLES (referred to as the “seismo-acoustic time 

lag”) is found to vary by up to 2.20 s. If the path and propagation conditions between the 

explosion source and the receiver are the same, the relative timing between the seismic and 
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acoustic arrivals are expected to also be the same. However, a variable time delay between 

seismic and acoustic arrivals is observed at many volcanoes similar to Cleveland, implying 

that the path between the explosion source and the receiver may also change. This relative 

timing between the seismic and acoustic arrivals at a co-located seismo-acoustic station has 

been used to help constrain the explosion source location within the conduit of Vulcanian 

systems, although full explanations are still elusive. Yamada et al. [2016] found that the 

arrival time differences between the seismic and acoustic waveforms vary between 0.5 to 2.1 

s at a distance of 5.1 km from the vent of Lokon-Empung volcano, Indonesia. They propose 

that the cause of the discrepancies does not appear to solely be the atmosphere based on 

a simple calculation of sound speed given realistic temperature and wind conditions (T = 

293 K, winds +/- 5 m/s), and therefore may be due to source depth changes within the 

conduit. Ruiz et al. [2006] noted varying time lags of ~9.3-12.6 s (3.516 km from vent) at 

Tungurahua volcano, Ecuador, which they contend supports a model where explosions occur 

at different depths within the shallow portion of the conduit (<200 m depth). Ruiz et al. 

[2006] presented a model consisting of a spatially fixed point source with a variable velocity 

of the pressure wave in the conduit, but deemed it less likely than the spatially varying 

source depth. Sahetapy-Engel et al. [2008] use the thermo-acoustic delay times to calculate 

explosion source depths between 100 and 600 m below the vent at Santiaguito volcano, 

Guatemala. More recently, Wallace et al. [2020] observe single station seismo-acoustic time 

lags between ~6 to 17 s (2.1 km from the vent) at Santiaguito over a four-year study, and 

conclude that the larger time differences suggest a potentially deeper fragmentation source, 

which is consistent with their petrologic analyses. However, Wallace et al. [2020] do not 

explore the variability further to calculate corresponding depths of the seismo-acoustic time 

lag and assumed fragmentation depth. While these studies explore a few of the factors that 

may affect the seismo-acoustic time delay, none combine the three effects we assume most 

plausible: changes in the atmosphere, nonlinear propagation, and a variable source depth 

within the conduit.
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In this manuscript, we perform the first local seismic and acoustic analyses and charac

terization of explosions at Mount Cleveland between 2014 and 2018. We identify three main 

factors that may affect the seismo-acoustic time lag, and explore their relative contributions: 

atmospheric conditions, nonlinear propagation, and source depth within the conduit. We 

apply a variety of methods on acoustic, seismic, and coupled seismo-acoustic observations 

aimed at extracting as much information as possible about the remote Mount Cleveland 

using a single co-located seismo-acoustic station. We then combine the methods to interpret 

their meaning for the volcanic system and how it may be evolving through time.

4.3 Mount Cleveland

Mount Cleveland is a remote stratovolcano located in the central Aleutians on Chug- 

inadak Island that is roughly 8.5 km in diameter near its base and 1.73 km in elevation 

above sea level [Miller et al., 1998]. As of June 2020, Cleveland has exploded 64 times since 

December 25, 2011, making it one of the most frequently active volcanoes in Alaska and 

the U.S. Recent activity is characterized by nearly continuous degassing and elevated sur

face temperatures, as well as short-lived ash-rich explosions that destroy small domes [Dixon 

et al., 2017; Werner et al., 2017; www.avo.alaska.edu]. The closest inhabited community is 

the village of Nikolski, located 75 km to the east of the volcano on Umnak Island. Due to 

its remote location, the main hazards from Mount Cleveland explosions are to aviation and 

scientists visiting the island, with at least ten explosions since 2014 resulting in detectable 

ash plumes to an altitude surpassing 15,000 ft [www.avo.alaska.edu]. Explosions occur with 

little to no known precursory activity suggesting explosion sources to be shallow and/or 

aseismic.

Previous studies on Mount Cleveland include those using satellite observations [Simpson 

et al., 2002; Dean et al., 2004; Gu et al., 2005; Worden et al., 2014; Wang et al., 2015; 

Werner et al., 2017], sparse summit gas flights [Werner et al., 2017, 2020], temporary seismic 

deployments [Janiszewski et al., 2020; Power et al., in prep; Haney et al., in prep], and 
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long range infrasound recordings [De Angelis et al., 2012; Iezzi et al., 2019a]. Janiszewski 

et al. [2020] used receiver functions to find a low seismic velocity zone below Cleveland 

with a minimum vertical extent of 10-17.5 km below sea level that is <5 km in diameter. 

This suggests a vertically extensive magma storage region with a lack of sharp horizontal 

boundaries at the top and bottom of this region [Janiszewski et al., 2020]. Janiszewski et al. 

[2020] note that their results are consistent with a well-developed open volcanic conduit 

system, which may help explain the general lack of precursory and general seismicity at 

Cleveland. A recent study by Werner et al. [2020] uses a combination of volcanic gas 

emission rates and melt inclusion compositions from 2016 and find evidence that magma may 

be residing and degassing in a vertically extensive conduit region ranging in depth between 

0.5 and 3.0 km below the summit. Poweret al. [in prep] focused on characterizing the general 

seismicity at Mount Cleveland and located hypocenters of volcano-tectonic earthquakes using 

a temporary seismic deployment in 2015-2016. Haney et al. [in prep] perform moment tensor 

inversions on the three explosions that occurred during the same 2015-2016 deployment, 

finding a volumetric source in the VLP band (0.25-0.5 Hz) located 400-640 m above sea 

level (depths of ~1090-1330 m beneath the summit). Werner et al. [2017] utilized gas 

emissions, thermal output, and lava extrusion rates to inform their interpretations on the 

Cleveland volcanic system. They suggest that the lack of precursory geophysical signals are 

due to small magma volumes, slow ascent rates, and low magma viscosity. Werner et al. 

[2017] also note that the persistently high thermal output of Mount Cleveland, even in inter- 

eruptive periods, is indicative of hot magma high in the conduit and suggest that convection 

causes the continued presence of shallow magma in the upper conduit. Previous studies such 

as De Angelis et al. [2012] and Iezzi et al. [2019a] have analyzed infrasound signals from 

Cleveland explosions. However, these studies were based on long-range signals where source 

observations are complicated by propagation in the atmosphere.
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4.3.1 Monitoring Data

Prior to the installation of the local instruments at Mount Clevelend, the closest seismic 

station was ~75 km away (Nikolski) and infrasound monitoring was predominantly done 

using the Dillingham infrasound array [992 km away, De Angelis et al., 2012; Iezzi et al., 

2019a] as well as ground-coupled airwaves (GCAs) on nearby seismic networks [De Angelis 

et al., 2012; Fee et al., 2016]. Cleveland is also monitored by AVO using satellite imagery, 

both in the visible and infrared bands, but the region is regularly cloudy which often obscures 

smaller explosion plumes below the cloud deck. Temporary seismic deployments, such as a 

year-long deployment from 2015-2016 [Janiszewski et al., 2020; Haney et al., in prep; Power 

et al., in prep], have also been used to gain information about Mount Cleveland, though they 

were not telemetered in real time.

The first permanent local instrumentation was installed in the summer of 2014, allowing 

for more detailed studies of the volcano than previously possible. This instrumentation 

currently consists of two stations, each with multiple geophysical instruments. Station CLES 

(52.8235°N, 169.8951°W) is located 3.5 km east of the summit (Figure 4.1) and consists of 

a Trillium Compact (120 s period) broadband seismometer sampled at 50 Hz as well as an 

infrasound sensor. Beginning in August 2014, the infrasound sensor was a VDP-5 sampled 

at 50 Hz which was replaced in July 2016 by a Chaparral 60UHP sensor sampled at 100 

Hz. Station CLCO, located on Concord Point 15.6 km east-southeast of the summit, has 

a broadband and short period seismometer, web camera, and a 5-element infrasound array 

(Figure 4.1). In this study we focus on explosion signals recorded by the closest station 

(CLES) with co-located seismic and infrasound sensors. We do not use station CLCO for 

most of the analyses due to the increased influence of path effects over the longer distance, 

lower signal-to-noise ratio (SNR), and the station being roughly in line with station CLES 

and the summit, thereby not increasing azimuthal coverage around the explosion source. 

Additionally, part of the purpose of this study is to determine how much information about 

the explosion mechanism can be extracted from a single co-located seismic and infrasound
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sensor pair, which can sometimes be the only local instrumentation at remote volcanoes.

Figure 4.1: Map of Mount Cleveland and the surrounding area. The summit is denoted by 
a pink diamond, while the two geophysical stations CLES (3.5 km from summit) and CLCO 
(15.4 km from summit) are denoted by inverted red triangles. Inset map shows location of 
Mount Cleveland (red square) in relation to the state of Alaska.

4.4 Explosion Characterization

AVO began consistently numbering Mount Cleveland explosions on December 25, 2011 

with monitoring capabilities consisting of remote infrasound arrays, GCAs on regional seismic 

networks, and satellite imagery [De Angelis et al., 2012]. From 2011 onward, most of the 

activity at Cleveland consisted of cycles of dome building and subsequent dome destruction 

via explosive eruptions. This study focuses on 21 explosions between November 2014 and 

May 2018 which corresponds to Explosions 37 through 58 of the current AVO catalog. The 

explosion numbers considered here are limited by the installation in the summer of 2014 and a 

long term data outage that began in September 2018. Detailed information on the explosions 

used in this study are found in Table 4.1. The seismic and infrasound traces at station 
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CLES for these explosions are shown in Figure 4.2A and 4.2B, respectively. Explosions are, 

in general, short-duration Vulcanian blasts, sometimes with infrasonic tremor occurring for 

several minutes after the initial explosion signal. The characteristics of the seismic signal 

produced by explosions consists of a low amplitude compressional first motion on the vertical 

component (Figure 4.2A) and positive first motion on the radial component (outward). The 

peak velocity for the first 9 seconds of the explosion signal on the vertical component ranges 

between 109 and 376 μm∕s (Table 4.1). For most explosions, the higher frequency GCA shows 

up on the seismometer after >9.5 seconds from the initial arrival, also showing the same 

variable seismo-acoustic time lag observed on the infrasound sensor. Unlike the repetitive 

nature of the seismic signals, the characteristics of the infrasound signal varies substantially 

between explosions. Peak pressures at 3.5 km distance range between 21 and 260+ Pa (Table 

4.1) and were short-duration. Note that 260 Pa represented the maximum pressure range 

of the infrasound sensor for much of the time period, thus numerous signals are “clipped”. 

Some explosions exhibit a single main compressional phase (e.g. Explosions 43-49, Figure 

4.2B), while other explosions have multiple compressions in a row (e.g. Explosion 42, Figure 

4.2B). A few explosions have a preceding low amplitude infrasound phase <0.5 s prior to the 

main explosion onset (e.g. Explosion 40, Figure 4.2B).

The state of dome emplacement in Vulcanian systems affects the pressurization in the 

shallow conduit system and thus influences the explosion process. The repose time (num

ber of days since previous explosion), as calculated from explosion dates provided by AVO 

[www.avo.alaska.edu], varied between 2 and 257 days over the 4-year study period but gen

erally decreased with time (Figure 4.3B). In some instances, for example between Explosions 

45-49 and 55-58, the repose time remained relatively similar at less than 54 and 22 days, 

respectively. AVO reported that at least 9 of the 21 explosions resulted in eruption plumes 

visible in satellite imagery greater than 15,000 ft in altitude [www.avo.alaska.edu], reinforcing 

the desire and importance to characterize Mount Cleveland explosions. When possible, AVO 

records observations of the lava dome in Cleveland's crater using satellite imagery. There
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Figure 4.2: Normalized, unfiltered (A) seismic and (B) infrasound waveforms for station 
CLES for explosions used in this study (Explosions 37-58). Waveforms are aligned where 
time zero corresponds to the onset of the explosion signal on the seismometer. The higher 
frequency ground-coupled airwave can be seen in (A) for most explosions arriving after 
~9.75 seconds. Vertical line in (B) represents the earliest acoustic arrival of 9.75 s.

appears to be no clear relationship between whether there is no visible dome at the bottom 

of the crater, dome growth, or a static dome (i.e. dome that has stopped growing) prior to an 

explosion (Figure 4.3A). Explosions 37-58 (November 2014 to May 2018) are also plotted in 

Figure 4.3A, showing the varying repose time over the course of the study period. Of the 16 

explosions we have decent satellite observations before and after the explosion, 8 explosions 
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destroyed an existing dome, 2 explosions left at least part of the dome intact, and 4 explo

sions occurred with no confirmed dome prior to the explosion. Dome observations, including 

whether there was no dome, a growing dome, or a static dome prior to explosion, as well as 

the dome area (and therefore height calculation) used in the propagation calculations, are 

subject to the availability of clear satellite imagery.

Figure 4.3: Dome emplacement and explosion relationship from mid-2014 to mid-2018. (A) 
Dome status confirmed by satellite imagery. Categories consist of (i) “no dome”: when there 
was no visible dome within the crater, (ii) “dome growth”: when a dome was actively growing 
in size, and (iii) “dome static”: when there was a dome that had ceased growing. Vertical 
lines denote explosions, which vary in repose time over the course of the study period. (B) 
Repose time [in days] prior to each explosion as a function of explosion number.

We note two important caveats for CLES data analysis. The first is that amplitude- and 

frequency-based analysis can only be used for some of the explosions due to clipping of the 

CLES infrasound sensor for larger explosions (5 explosions, see Figure 4.2B). Additionally, 

a GCA appears on CLES seismic data for most explosions (see Figure 4.2A), so some anal

yses are limited to the first ~9 seconds of the explosion signal recorded by the seismometer.
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Station CLCO is farther away where propagation effects are likely to be more substantial. 

Therefore, arrival time-based analysis of Cleveland acoustic signals at station CLES is the 

most complete and reliable parameter, more so than amplitude- or frequency-based calcula

tions at either station.

4.5 Seismo-Acoustic Time Lag Investigation

The observed variable seismo-acoustic time lag ( ttobs ) can be defined as the time difference 

between the explosion onset and the arrival of the pressure wave that is recorded on the 

infrasound sensor (ttinfra) and the explosion onset and the arrival time at the seismic station

( ttseis )

The acoustic arrival time in relation to the seismic arrival of the explosion signal at 

station CLES is found to vary up to 2.20 s for the 21 explosions investigated, as shown by 

Figure 4.2B where traces are aligned to the seismic arrival. The seismic and acoustic arrival 

times are picked on unfiltered vertical seismic and infrasound data, respectively, first using 

a short term average long term average algorithm (STA/LTA, STA length = 0.01 s, LTA 

length = 0.3 s) then values are manually refined. These seismo-acoustic time lags vary as a 

function of explosion number (Figure 4.4A) and span a range of 9.75 to 11.95 s at a distance 

of 3.5 km from the vent. The distribution of seismo-acoustic time lags for the 21 explosions 

investigated is skewed towards lower time lags, with a mean time lag of 10.56 s and median 

of 10.25 s (Figure 4.4B).

A breakdown of the seismo-acoustic propagation paths is shown by Figure 4.5. The 

seismic wave travels directly from the explosion source (Figure 4.5, Location 1) to station 

CLES (Figure 4.5, Location 4). This distance is dependent on the explosion source depth. 

However, because the seismic velocity is an order of magnitude greater than the acoustic 

velocity, the exact distance does not have a major effect on the seismic travel time (ttseis ) . 

We also assume that the seismic velocity is constant and does not change between explosions
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Using values of vseis = 2500 m/s and dseis = 3800 m (assuming an explosion source near the 

summit), the seismic travel-time between the explosion and receiver (ttseis) is 1.52 s. The 

wave recorded on the infrasound sensor has a more complex propagation path. It propagates 

from the explosion source in the conduit (Figure 4.5, Location 1) to the bottom of the crater 

(Figure 4.5, Location 2) at acoustic velocity within the conduit (vconduit) over a distance 

equivalent to the source depth (dsource). Then, the wave propagates from the bottom of 

the crater (Figure 4.5, Location 2) to the top of the crater (Figure 4.5, Location 3) then to 

station CLES (Figure 4.5, Location 4) at the effective sound speed (ceff) (Section 4.5.1).

The travel time of the pressure wave that is recorded on the infrasound sensor (ttinfra), 

and therefore variable observed acoustic time lag (ttobs), is most likely affected by the atmo

sphere (ttatm, Section 4.5.1), potential nonlinear propagation (ttnonlinear, Section 4.5.2), and
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Figure 4.4: Seismo-acoustic time lag for Mount Cleveland explosions (A) as a function of 
explosion number and (B) as a histogram of the time lag distribution. Histogram bins are 
0.125 s in width.

or along the path. The calculation of ttseis is shown by the following equation.



Figure 4.5: Breakdown of propagation segments for the seismic and infrasound paths. Loca
tion 1 is the explosion, Location 2 is the bottom of the crater (dome surface), Location 3 is 
the summit, and Location 4 is station CLES. The signal recorded by the infrasound sensor 
(dashed line) propagates from Location 1 through Locations 2, 3, and 4, while the initial 
signal recorded by the seismometer (dotted line) travels directly from Location 1 to Location 
4. Elevation profile from the Polar Geospatial Center ArcticDEM [Porter et al., 2018].

source depth within the conduit (dsource ) coupled with potentially varying conduit material 

velocities (ttconduit , Section 4.5.3). We summarize the various contributions on the arrival 

time recorded by the infrasound sensor (ttinf ra) as follows, and discuss them in subsequent 

sections:

4.5.1 Atmospheric Effects

Variations in wind and temperature affect the propagation velocity of infrasound. These 

effects have been the source of multiple recent studies of volcanic explosions in Alaska [e.g. 

De Angelis et al., 2012; Iezzi et al., 2019a; Schwaiger et al., 2019, 2020]. Infrasound propa

gates in the atmosphere at the speed of sound, defined as
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For Cleveland explosions registered at station CLES, the shortest observed time lag is 

9.75 s (requiring a ceff of 0.392 km/s) while the longest time lag is 11.95 s (requiring a cef f of 

0.320 km/s). This spread in effective sound speeds is unlikely, even considering the range of 

extreme wind and temperatures at Cleveland, as it would require winds of approximately 70 

m/s. This would create very high noise levels at the site. We apply two different methods for 

inferring the contribution of the atmosphere on acoustic arrival time at CLES (i.e. estimating 

a unique cef f for each explosion).

The first method to better understand the possibility of the atmosphere causing the vari

able observed seismo-acoustic time lags uses an atmospheric reconstruction model, AVO-G2S 

[Schwaiger et al., 2019], as no local weather stations or in-situ atmospheric data are avail

able. The atmospheric conditions at Mount Cleveland are reconstructed at the closest 6-hour 

increment for each explosion. Within AVO-G2S we use the National Centers for Environmen

tal Prediction (NCEP) Reanalysis data [Kistler et al., 2001] for the lower atmosphere with 

resolution of 2.5 degrees spatially and 6 hours temporally. Once the atmosphere is recon

structed, a 1D stratified atmospheric profile at the location of Mount Cleveland (52.822oN, 

169.945oW) is extracted from the reconstruction. The scalar value for effective sound speed 

(ceff) above the vent (z = 1.8 km) in the direction of CLES (86.6o from N) is used to cal

culate the predicted acoustic travel time from the summit to CLES based on atmospheric
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where γ is the specific heat ratio, R is the universal gas constant, and T is the temperature 

[Pierce , 1981]. In a realistic moving atmosphere, this adiabatic sound speed (EQ 4.4) is 

modified by the vector component of the horizontal wind velocity in a particular direction 

(u · v) and is termed the effective sound speed (ceff), defined as [Fee and Matoza, 2013; 

Salomons, 2001]



conditions at the time of each explosion: 

where d = 3.826 km (the hypotenuse distance from the summit to station CLES) plus the 

hypotenuse distance from the top of the dome to the crater rim (Figure 4.5, Locations 2 to 

3). This distance is calculated by converting the dome area observed in satellite imagery by 

AVO to a dome height above the crater floor, using the ArcticDEM digital elevation model 

[Porter et al., 2018] for crater shape. We note that the presence or absence of a dome only 

changed the infrasonic path length by ~40 m at most (depending on the size of the dome), 

which at a reasonable acoustic speed corresponds to 0.12 s.

The second method leverages the use of the explosion signal arrival time at one of the 

elements from the infrasound array (CLCO, element 1) that is at a similar azimuth from the 

vent as station CLES. The azimuths from the Cleveland summit to stations CLES and CLCO 

are 86.6o and 109.5o, respectively, so the azimuthal difference between the two stations is 

22.9o. The infrasound arrival time of the explosion at station CLCO is picked and the two 

acoustic arrival times are subtracted. Using the distance between the stations (12.33 km) 

and the difference in arrival times, the effective sound speed based on station arrival times 

is calculated using Equation 4.6.

Our results indicate that AVO-G2S-derived cef f values are systematically lower than 

ceff values found using the acoustic arrival time difference between CLES and CLCO by 

0-25 m/s (Figure 4.6A). The observed travel time is calculated as the time lag between the 

seismic and infrasound arrivals at CLES, plus seismic travel time from the conduit to CLES 

(ttseis , Equation 4.2). Both the observed and predicted (ttatm) travel time as a function of 

explosion number are shown in Figure 4.6B. It is clearly seen that that the relatively large 

variation in observed acoustic travel times is not well predicted by either the atmospheric 

conditions of global reanalysis files (model-based) or calculations between CLES and CLCO
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arrivals (data-based). For the rest of our analyses, we choose the second method for effective 

sound speed (ceff ) calculation. If the seismo-acoustic time lags were solely due to changes in 

the atmosphere, we would expect a very strong correlation with the effective sound speed. 

However, there is only a weak negative relationship between the two values (Figure 4.6C). 

From these analyses, we conclude that while changing atmospheric conditions may partially 

contribute to the variable seismo-acoustic time lag observed at Cleveland, there is a lack of 

evidence that it is the main cause for the observed variations.

4.5.2 Nonlinear Propagation

A second factor that may contribute to a change in acoustic propagation time is non

linear propagation, which is often neglected in local infrasound studies but mentioned as a 

potential source of error and uncertainty [e.g. Fee et al., 2017; Iezzi et al., 2019b]. How

ever, the potential impact of nonlinear propagation on the arrival time (ttnonlinear ) should be 

quantified, as nonlinear waves with supersonic sound speeds have been observed for volcanic 

explosions [e.g. Yokoo and Ishihara , 2007; Marchetti et al., 2013].

For very high amplitude acoustic sources such as some Vulcanian explosions, the sound 

waves produced may travel faster than the speed of sound (i.e. supersonic) and propagate 

nonlinearly. In nonlinear propagation, the waveform distorts as it travels, where the com- 

pressional phase travels faster than the rarefaction, potentially steepening into a shock wave 

[Atchley , 2005; Reichman et al., 2016; Maher et al., 2020]. This shock wave is often described 

by the Friedlander equation [Friedlander , 1946], which defines the pressure of a shock wave 

(p(t)) as
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where Ps is the source overpressure and t* is the relaxation time (time when the rarefaction 

begins after the compression returns the ambient pressure). This equation for a theoretical 

blast wave using t*=0.75 is shown as Figure 4.7A, along with Explosion 44 from Cleveland. A 

recent study by Maher et al. [2020] performed detailed analysis of local infrasound data from



Figure 4.6: Predicted acoustic travel time based on atmospheric effects. (A) Derived ceff 

from the two methods, using AVO-G2S and the acoustic arrival time difference between 
stations CLES and CLCO1. The solid line is 1:1 (values are exactly the same), with dotted 
lines being successively offset by 10 m/s. (B) Observed (ttobs, black dots) acoustic travel 
time, predicted (ttatm) acoustic travel time from the summit to station CLES using AVO- 
G2S (gray crosses), and predicted (ttatm) acoustic travel time from the acoustic arrival time 
difference between stations CLES and CLCO1 (gray triangles). (C) Seismo-acoustic travel 
time vs effective sound speed (ceff) for each explosion, showing a weak negative relationship. 
(D) Peak pressure at station CLES vs effective sound speed (ceff) for each explosion that did 
not clip the infrasound sensor. No correlation indicates that the larger amplitude explosions 
did not happen to occur during times of higher effective sound speeds.

142



Sakurajima volcano and the potential impact of spectral energy transfer to higher frequencies 

due to nonlinear propagation. They find that the effects of nonlinear propagation have a 

second-order impact on source quantification [Maher et al., 2020], whereas the effects of wind 

and topography may be more influential on the recorded waveform. de Groot-Hedlin [2016] 

find that nonlinearity has a greater effect on the frequency of the waveform as compared to 

the amplitude as infrasound propagates away from the source. To our knowledge, there has 

not been a thorough study on the impact on arrival time due to nonlinear propagation for 

volcanic explosions.

Figure 4.7: Potential contributions on the seismo-acoustic time lag from nonlinear propa
gation. (A) Friedlander Equation for a blast wave (gray) with normalized Explosion 44 
waveform (black). (B) FDTDWave simulation results over a flat plane for source pressures 
between 50 Pa and 100 kPa at a range of 3.8 km from the source. (C) Normalized FDT- 
DWave simulation results from the previous subplot. (D) Seismo-acoustic time lag vs peak 
pressure at CLES for explosions that did not clip the infrasound sensor. Open circles repre
sent the time lag for explosions that clipped the infrasound sensor, plotted at a peak pressure 
of zero.
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We note that peak pressures at CLES do not appear to strongly correlate with seismo

acoustic time lags (Figure 4.7D), indicating nonlinear propagation (if present) has minimal 

effect on the seismic-acoustic time lag for Cleveland explosions. This is consistent with the 

findings of Maher et al. [2020], where nonlinear propagation was found to be a secondary 

effect on the observed waveform. However, it does appear that the highest peak pressures 

and those that clipped the infrasound sensor (Figure 4.7D, open circles) had lower seismo

acoustic time lags. Additionally, we investigate the connection between higher amplitude 

explosions and the atmospheric conditions. The lack of correlation between the peak pressure 

at station CLES (for events that did not clip the sensor) and the effective sound speed (Figure 

4.6D), indicates that the larger amplitude explosions did not occur during times of higher 

effective sounds speeds.

We use a 2D finite-difference time-domain (FDTD) code, FDTDWave [de Groot-Hedlin , 

2016], to model the potential impact of nonlinear propagation on the acoustic arrival time. 

Our simulations involve propagating a source with a maximum frequency of 2.0 Hz over a 

flat plane to a range of 20 km with synthetic receivers spaced every 100 m. We set the 

transition from nonlinear to linear propagation at 1% ambient pressure, though we note that 

testing was performed varying this parameter between 0.5-5% with no change in our results. 

We input source pressures ranging from 50 Pa to 100 kPa and note that current modeling 

capabilities using this code are limited to a linear, Gaussian input source.

Nonlinear propagation modeling results for a synthetic receiver at 3.8 km from the source 

(slant distance from the Cleveland summit to station CLES) show the expected distortion 

due to increasingly nonlinear propagation (Figure 4.7B,C). As the source pressure increases, 

the compression travels faster while the rarefaction travels relatively slower, similar to results 

in Maher et al. [2020]. Therefore, the arrival time of the peak compression decreases with 

higher source pressure (Figure 4.7C). However, even using extreme values of source peak 

overpressures (red line in Figure 4.7C, approximately 1000 Pa at the range of CLES), we 

are not able to form a full shock front or detect a noticeable change in arrival time of the 
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explosion onset.

Due to the poorly understood conditions within the conduit and limited seismo-acoustic 

data, we investigate the potential variable explosion source depth using four techniques: vol

cano acoustic seismic ratio (VASR), arrival times differences between low and high frequency 

components of seismic data, seismic cross-correlation between explosions, and seismic parti

cle motion analysis. We are not able to estimate the actual source depth due to the limited 

data.

4.5.3.1 Volcano Acoustic Seismic Ratio (VASR)

Volcanic explosion energy couples into both the ground as seismic energy and atmosphere 

as acoustic energy. We follow the methods of Johnson and Aster [2005] to calculate the 

relative partitioning of the energy that is recorded as seismic and acoustic waves, termed 

Volcano Acoustic Seismic Ratio (VASR). Lower VASR may suggest a deeper explosion source 

within the conduit; however, caution should be exercised in this interpretation as there are 

many other factors that can affect the energy partitioning. Note, this can only be used for
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4.5.3 Source Depth Within the Conduit

The effects of the atmosphere and nonlinear propagation can be reasonably approximated 

using available data and modeling. Therefore, in previous sections we constrained these 

values first and assume all residual time discrepancies are due to a variable explosion source 

depth (dsource ) within the conduit and/or conduit velocity (vconduit). Explosion source depth 

and conduit conditions are less well-understood than other aforementioned factors affecting 

the seismo-acoustic time lag.

The travel time of a pressure wave in the conduit from the explosion depth to the bottom 

of the crater can be estimated by:



explosions that did not clip the infrasound sensor.

Seismic energy (Eseismic) for an isotropic source located at the top of a homogeneous 

halfspace can be calculated using [Boatwright , 1980; Johnson and Aster , 2005] 

where r is the distance between source and receiver, S is the seismic site response, Ais the 

attenuation, ρearth is the volcano density, and U2 is the squared particle velocity. Similarly, 

the acoustic energy (E acoust ic) radiated can be calculated by integrating over a hemispher

ical surface, assuming a monopole source and homogeneous atmosphere [e.g. Firstov and 

Kravchenko , 1996; Johnson , 2003; Vergniolle et al., 2004; Johnson and Aster , 2005] 

where ρatmos is the air density, Catmos is the speed of sound, and ΔP is the excess pressure.

We follow suggestions of Johnson and Aster [2005] and use a bandpass filter between 0.5

12 Hz for both acoustic and seismic traces, ρatmos = 1.2 kg/m3, catmos = 340 m/s, ρearth = 

2000 kg/m3, and vseis = 2500 m/s. Note since we do not have good estimates of the seismic 

attenuation or site response, the values we calculate are only relative to other Cleveland 

explosions (termed “relative VASR”, VASRrel) since we set S and Aequal to one (i.e. the 

seismic portion is not true “energy”) and should therefore not be compared with values from 

other studies. A similar method was used in Fee et al. [2020]. Energies are calculated over 

the first 9 seconds of the explosion signal onset (infrasound calculation is delayed by the 

seismo-acoustic time lag) since GCAs appear for most explosions on the seismic data after 

this time.

VASRrel is variable for the explosions investigated here (Figure 4.8A), with Explosions 

45-47 having the highest VASRrel and the rest of the explosions being lower. While there 

is no trend observed between low values of VASRrel and the seismo-acoustic time lag (Fig.
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4.8b), the three explosions with the highest VASRrel values (Explosions 45-47) have low 

seismo-acoustic time lags and none of the explosions with higher seismo-acoustic time lags 

exhibited high values of VASRrel.

Figure 4.8: Relative VASR (VASRrel) for explosions that did not clip the infrasound sensor 
(A) as a function of explosion number and (B) compared to the seismo-acoustic time lag.

4.5.3.2 Arrival Time of Various Seismic Frequency Components

If a bottom-up explosion model is valid at Cleveland, we might expect to see multiple 

arrivals at the seismometer, the first corresponding to the initiation of the explosion at depth 

and a second arrival when the dome/plug is exploded at the surface. The frequency content 

between these arrivals may differ due to the different source processes and be detectable. To 

examine this possibility the vertical component of CLES seismic data are bandpass filtered 

in the “low” frequency band (0.25 - 0.5 Hz, which are the lowest frequencies with explosion 

signals and the frequency band of seismic source inversions by Haney et al. [in prep]) and a 

“high” frequency band (3 - 25 Hz) for example Explosion 45 in Figure 4.9. The frequency at 

the onset starts with energy <5 Hz, and gradually increases to < 7 Hz over the course of a 

few seconds (Figure 4.9A). The low and high frequency bands of the seismic explosion signal 

are shown in the time domain in Figure 4.9B, where the onset time appears similar, and the 

ground-coupled airwave is clearly visible as the high frequency arrival after ~10 seconds.
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Figure 4.9: Frequency content breakdown for example Explosion 45. (A) Spectrogram of 
the explosion signal between 0-15 Hz. (B) Seismic waveform of the explosion signal in the 
time domain for multiple frequency bands. The ground-coupled airwave is visible as the high 
frequency arrival 10 seconds after the explosion onset.

For most explosions, the low and high energy frequency band arrival times occur at or 

near the same time. The spectrograms show a gradual addition of higher frequency content 

(Figure 4.9A), but lack a distinct, quantifiable secondary seismic onset. We find that some 

explosions, such as Explosion 41, have a measurably different start time for the low frequency 

seismic energy that precedes the high frequency component, but this is a minority among 

the explosions in the study. Additionally, there are no examples of the opposite occurring, 

where the high frequency onset measurably precedes the lower frequency energy. Because of 

the lack of a clear secondary seismic arrival, we do not include this frequency analysis in our 

exploration of potential changing explosion source depth.
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4.5.3.3 Seismic Cross-Correlation

Correlation between seismic waveforms can be used to help determine precise seismic 

source locations and identify similar source properties from the recorded waveforms. The 

premise is that seismicity that occurs in the same location may have very similar wave

forms due to the seismicity experiencing the same propagation effects over the same path 

between the source and receiver [Green and Neuberg, 2006; Varley et al., 2010; Waldhauser 

and Ellsworth, 2000]. Using each explosion as a template, we cross-correlate the vertical 

trace with the rest of the explosions. The seismic data are trimmed to an 10.5 s window 

surrounding each explosion, starting 1.5 seconds prior to the explosion onset and ending 9 s 

after to avoid the GCAs. The data are bandpass filtered between 0.1 - 1.0 Hz.

The correlation of the seismic waveforms between explosions is variable. An example of 

the similarity between the highly correlated Explosions 45 and 46 (correlation value of 0.91) 

in this frequency band is shown by Figure 4.10A. Cross-correlation results for all explosions 

are shown in Figure 4.10B, where the clear diagonal line represents each event correlated 

with itself (cross-correlation value of 1). There is a section of higher correlation values in the 

center of Figure 4.10B (Explosions 43-48), which not only occur sequentially in time, but 

also have a fairly stable time lag around 10.0 seconds (Figure 4.4). We discuss this further in 

Section 4.6.1. Explosion 45 appears to have high correlation values with the other explosions 

(Figure 4.10B) as well as a time lag close to the median (Figure 4.4A). The cross-correlation 

values between Explosion 45 and all other explosions are compared with the seismo-acoustic 

time lag of each explosion (Figure 4.10C). The relationship has a “V” shape, where the 

cross-correlation value increases slightly/remains constant from the lowest time lag, reaches 

a maximum correlation value at the time lag associated with Explosion 45 (time lag = 10.00 

s, cross-correlation value = 1), then the cross-correlation value decreases again as the time 

lag continues to increase. This indicates that explosion waveforms become more similar as 

they approach the time lag of Explosion 45. This pattern occurs, to some extent, for most of 
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the explosions with time lags around 10 seconds. Therefore, explosions with similar seismic 

waveforms, as measured by the cross-correlation value between them, may occur at similar 

depths within the conduit, assuming that the seismo-acoustic time lag is related to the source 

depth.

Figure 4.10: Seismic cross-correlation analysis in the 0.1 - 1.0 Hz frequency band. (A) 
Waveforms for Explosions 45 and 46 with a cross-correlation value of 0.91. (B) Seismic 
cross-correlation values for all explosions. (C) Seismo-acoustic time lag vs cross-correlation 
value for example Explosion 45 compared to other explosions. As the time lag increases, the 
cross-correlation value increases to a maximum and then decreases again (red arrows).

4.5.3.4 Seismic Particle Motion

Analysing the particle motion of the three-component seismic data may help understand 

the explosion source depth within the conduit [e.g. Rowe et al., 1998], or at least the source 

depth relative to other explosions at Mount Cleveland. Here we examine the particle motion 
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and dip angle for each explosion to get an estimate of the depth. Seismic data at station CLES 

are integrated from velocity to displacement. Then they are bandpass filtered between 0.25 

- 0.5 Hz and rotated from North (N) and East (E) components to Radial (R) and Transverse 

(T) components with respect to the vent location (Figure 4.11A,B). Particle motion analysis 

is performed for the first 6 seconds of the seismic explosion signals, which generally shows 

stable particle motion.

The dip angle (θ) is defined as the angle below the horizontal of the least squares fit to 

the first 6 seconds of the R and Z components of the displacement (Fig. 4.11c). Dip angles 

range from 21.8 - 48.3 degrees and are distributed fairly uniformly across this range. Most 

explosions with larger dip angles from horizontal tend to correspond to larger seismo-acoustic 

time lags (Figure 4.11D). Three explosions are excluded from this analysis (Explosions 39, 

49, and 51) for not having rectilinear motion in the first 6 seconds of the explosion, and 

therefore no clear dip angle. We caution that near-surface effects [e.g. Neuberg and Pointer, 

2000] may affect the absolute dip angle so a direct conversion to depth is not taken here. 

However, these near surface effects are assumed to be constant over time and minimal in this 

low frequency band, therefore the relative changes in dip angle between explosions indicate 

a changing source depth. The three events with dip angles greater than 40o are Explosions 

41, 42, and 50, all of which have large differences (>1 s) between the observed and predicted 

arrival time based on atmospheric conditions (Figure 4.6B). This suggests relatively deeper 

sources for explosions with larger time lags than those with shorter time lags. Thus, the 

pressure wave travels a longer distance prior to reaching CLES, therefore having a larger 

time delay compared with the seismic arrival.

4.6 Discussion

4.6.1 General Characterization of Explosions

The activity of Mount Cleveland has fluctuated through time and remains one of AVO's 

most historically active volcanoes. The time period analyzed in this study (2014 to 2018)
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Figure 4.11: Particle motion analysis for example Explosion 38 in the 0.25-0.5 Hz frequency 
band. (A) Vertical seismic displacement. (B) Radial seismic displacement. (C) Particle 
motion for the first 6 seconds of the explosion (red section in panels (A) and (B), colored as 
a function of time. The solid black line is the least-squares fit, allowing for the computation 
of dip angle from horizontal (θ) (D) Time lag vs. dip angle from horizontal (θ), generally 
showing a positive correlation between time lag and dip angle (R-squared value of 0.22).

contains the transient dome building and destruction styles that Cleveland has been known 

to produce. In 2001, Cleveland exhibited higher eruptive activity with large volcanic plumes 

[Dean , 2002; Simpson et al., 2002; Dean et al., 2004; Gu et al., 2005]. After this time, 
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the volcano was relatively quiet until December 2011, when activity was again heightened 

and AVO began recording their current explosion catalog. While most of the activity from 

2011 to the time of writing was Vulcanian in nature, two explosions in 2013 book-ended a 

continuous eruption lasting 44 hours that was recorded by the infrasound array and as GCAs 

on the seismic network at Okmok volcano [Power et al., 2020]. Additionally, we note that 

the repose time prior to the most recent explosion at the time of writing (June 2, 2020), was 

510 days, the longest repose time in 9 years so it appears the volcano may have entered a 

new eruptive phase. Explosion dynamics may still be similar though.

Repose time prior to explosions within the study period varied between 2 and 257 days 

and appeared to occur irrespective of whether a lava dome extruded and was visible on the 

crater floor (Figure 4.3A). This is a bit surprising, as we expected the existence and size of 

a dome to have an impact on the amount of pressure that can be built up in the shallow 

conduit system prior to the explosion. Therefore, we assume that the observation of “no 

dome” visible on the crater floor in satellite imagery still means that some form of hardened 

plug occurs at the top of the conduit that causes pressure to build within the conduit and 

create the next Vulcanian explosion. We note that permanent gas instrumentation may help 

better understand this relationship between the dome and subsequent build up of pressure, 

due to the nearly continuous degassing from fractures within the dome surface.

Unlike the repetitive nature of the seismic explosion signals, the characteristics of the 

infrasound signal varied substantially between explosions. Peak pressures at 3.5 km distance 

from the summit ranged between 20 and 260+ Pa and were short-duration Vulcanian ex

plosions, sometimes with tremor occurring for several minutes after the initial blast. The 

waveforms of some explosions were similar to a typical blast wave (e.g. Explosion 44, Figure 

4.7A) where the onset is very sharp, and potentially propagated faster than the expected 

speed of sound. Some explosions have a preceding low amplitude infrasound phase <0.5 s 

prior to the main explosion onset that may be attributed to a minor increase in pressure 

due to the swelling or “uncorking” of the lava plug within the crater (e.g. Explosion 40, 

153



Figure 4.2B). This has been seen at other similar volcanoes such as Lokon-Empung [Yamada 

et al., 2016], Sakurajima [Yokoo et al., 2009], and Suwanosejima [Yokoo and Iguchi, 2010]. 

Some explosions exhibit a single main compressional phase (e.g. Explosions 43-49, Figure 

4.2B) while other explosions have multiple compressions in a row, which may correspond 

to a “slow” or complex destruction of the dome (e.g. Explosion 42, Figure 4.2B). These 

explosions with multiple compressions have been seen at Sakurajima volcano [e.g. Fee et al., 

2014] as well. These observations suggest the surficial component of the explosions, including 

dome destruction, is complex and variable at Mount Cleveland. We note that some of these 

features may be obscured in the signals that clipped the infrasound sensor. AVO has since 

installed an infrasound sensor with a higher dynamic range that should not clip at station 

CLES for future explosions of Mount Cleveland.

A notable period of activity is the similarity of the cluster of Explosions 45-48 (May 

2017 to September 2017, see Figure 4.12). These events had repose intervals between 35 and 

54 days (Figure 4.3A), similar seismo-acoustic time lags of ~10.00 s (Figure 4.4A), similar 

seismic cross-correlation values (Figure 4.10B), and dip angles tightly clustered between 32.5°

and 36.3° (Figure 4.11D). Given the plethora of similarities, we conclude that Cleveland was 

in a relatively stable and regular state of activity during this time period.

4.6.2 Implications for Source Depth within the Conduit

Our results indicate that the explosion depth varied notably between different events and 

is likely responsible for the variable seismo-acoustic time lag. While an absolute calculation 

of explosion depth for all 21 explosions in this study does not appear feasible due to our 

limited data, some trends exist that allow for inferences on relative explosion source depths. 

Results from the seismo-acoustic time lag investigation are summarized in Table 4.1 and 

Figure 4.12, where Figure 4.12 shows the repose time, seismo-acoustic time lag, VASRrel, 

cross-correlation with Explosion 45, and dip angle from horizontal, each normalized between 

0 and 1. It is also clear, from analyses of the atmospheric effect on travel time using two
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independent methods, that the atmosphere is not the sole cause of the observed variable 

seismo-acoustic time lags (Figure 4.6B). Additionally, nonlinear propagation modeling did 

not yield a change in the onset time of the acoustic arrival at 3.8 km range and source 

amplitudes comparable (and larger) to those of Cleveland explosions, just a change in the 

arrival time of the peak pressure. Therefore, we conclude that something else must play a 

critical role in the variable seismo-acoustic time lags observed, which we argue is a change 

in explosion source depth within the conduit.

Figure 4.12: Summary figure of trends as a function of explosion number. The five parameters 
plotted have each been normalized between 0 and 1 and consist of repose time [days], seismo
acoustic time lag [s], VASRrel , cross-correlation value with Explosion 45, and dip angle from 
horizontal (θ) [◦ ]. The period of apparent stability in the volcanic system (Explosions 45-48) 
and explosions that are believed to be initiated deeper within the conduit (Explosions 41, 
42, and 50) are highlighted with gray shading.

Explosions with shorter seismo-acoustic time lags (<~10.2 s) may have shallower source 

depths within the conduit. This is evidenced by small residuals between observed and 

predicted travel times based on atmospheric effects (<0.5 s) (Figure 4.6B), higher VASRrel in 

some cases (Explosions 45, 47, and 48, Figure 4.8B), higher seismic-cross correlation values 

in general (Figure 4.10B) and in relation to Explosion 45 (Figure 4.10C), and lower dip 

angles based on seismic particle motion (Figure 4.11D). These results are also summarized 

in Table 4.1 and Figure 4.12. The low residuals between observed and predicted travel times 

based on atmospheric effects means that the atmospheric predictions for the entire acoustic 
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propagation path (Locations 1 through 4, Figure 4.5) are well predicted by the path length 

within the atmosphere (Locations 2 through 4, Figure 4.5). Therefore, the distance between 

Locations 1 and 2 in Figure 4.5 (i.e. explosion source depth) may be small. Explosions 45, 

47, and 48 have high VASRrel values, which indicates that a higher fraction of the explosion 

energy coupled into the atmosphere as compared with other explosions, also suggesting a 

shallow source or change in coupling from the conduit to the conduit wall. The seismic 

signatures of these events have high correlation, suggesting they may occur in a similar 

location and thus have the same propagation path to the seismic sensor. Finally, the dip 

angles of the seismic particle motion analysis for these events are smaller than explosions with 

larger time lags (e.g. Explosions 41, 42, and 50, dip angles >40°), suggesting a shallower 

source. While the dip angles seem to point to a source lower than station CLES for all 

explosions (e.g. Figure 4.11C), the travel time residuals are low (i.e. the observed time lag 

seems to be explained well by the predicted acoustic travel time based on the effective sound 

speed) and may therefore have a short path within the conduit. This is likely related to the 

surface displacement for P-waves incident at a sloped free surface [e.g. Ben-Menahem and 

Singh , 2012, their Figure 3.3], which causes the observed motion to be upward and outward 

even though the explosion source may be shallower than station CLES. The combination 

of these observations suggests these events have a shallower source than other explosions at 

Mount Cleveland.

Explosions with larger seismo-acoustic time lags are likely associated with deeper explo

sions. This is evidenced by the higher travel time residuals between observed values and 

those predicted using the effective sound speed (Figure 4.6B), low cross-correlation values 

with respect to Explosion 45 (Figure 4.10C), and larger dip angles from particle motion 

analysis (>40o, Figure 4.11D) (Table 4.1, Figure 4.12). The three events with dip angles 

greater than 40o are Explosions 41, 42, and 50, all of which have large differences between the 

observed and predicted arrival time based on atmospheric conditions (>0.88 s, Figure 4.6B). 

We use these three likely deeper explosions to perform calculations on maximum source 
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depths for explosions at Mount Cleveland where the residual travel times (after accounting 

for atmospheric effects) are 0.88, 1.77, and 1.31 seconds, respectively. Tameguri et al. [2002] 

find a reasonable conduit propagation velocity for Sakurajima to be in the range of 1400 - 

1900 m/s and Yamada et al. [2016] estimate the velocity of the pressure wave to be >1000 

m/s at Lokon-Empung. If we use a lower conduit velocity of vconduit = 1000 m/s, explosion 

depths would be 880, 1770, and 1310 m, respectively. If we choose a higher conduit velocity 

of vconduit = 1500 m/s, explosion depths would be 1320, 2655, and 1965 m, respectively. 

Haney et al. [in prep] find volumetric source locations using moment tensor inversions in the 

VLP band from 0.25-0.5 Hz for the first 2 seconds of the waveform of 400-640 m above sea 

level (depths of ~1090-1330 m beneath the summit), which appear to be in the range of 

our results and favor the lower vcondu it. We note that moment tensor inversions from simi

lar explosions at Tungurahua volcano, Ecuador, point to a source region 1.5 km below the 

summit [Kim et al., 2014], also relatively consistent with these deeper explosions at Mount 

Cleveland. Additionally, the range of potential source depths we calculate are consistent 

with the proposed vertically extensive region of magma degassing between 0.5 and 3.0 km 

beneath the summit at Mount Cleveland in 2016 [Werner et al., 2020].

While changing the depth of the seismic explosion source would affect the time the 

pressure wave propagates up the conduit, the conduit propagation velocity may also vary 

due to changing composition and density of the conduit material between explosions. This 

has been hypothesized in previous studies of analog volcanoes, including Tungarahua [Ruiz 

et al., 2006] and Santiaguito [Sahetapy-Engel et al., 2008]. While this may occur to some 

extent at Mount Cleveland, we believe that a changing source depth is more likely for Mount 

Cleveland due to the positive relationship between increasing seismo-acoustic time lag with 

increasing dip angle from seismic particle motion analysis (Figure 4.11D).

Explosion 37 has a similarly large residual between the observed and predicted arrival 

time based on atmospheric conditions (1.81 s) but lacks the large dip angle observed for 

other explosions with large residuals (Explosions 41, 42, and 50, explained above). Upon 
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closer inspection of the infrasound waveform, a small compression is noted ~1.8 s prior to the 

main onset. This feature is likely not noise, as it shows up at the infrasound array CLCO. 

Therefore, we conclude that the small compression may be an arrival from movement of the 

dome surface, and that the dome did not completely rupture until ~1.8 s later, causing a 

larger delay in the main acoustic onset.

4.6.3 Other Potential Impacts on Seismo-Acoustic Time Lag

Uncertainties can be introduced when picking the seismic and infrasound onset times. 

The seismic onsets are low-amplitude compressions which are consistent with studies of 

similar volcanoes such as Sakurajima [Tameguri et al., 2002], Tungurahua [Ruiz et al., 2006], 

and Lokon-Empung [Yamada et al., 2016]. We chose to pick seismic arrivals on unfiltered 

waveforms to obtain the first sign of signal onset, as filtering in certain bands may obscure 

the subtle onset. The infrasound arrival is generally signified by a rapid increase in pressure. 

However, some explosions have a slow compressional onset (<0.5 seconds) prior to the rapid 

onset, which may introduce a small (few tenths of a second) error. Both of these potential 

onset time errors do not change the fact that large variations (up to 2.20 seconds) in seismo

acoustic time lag exist between explosions at Mount Cleveland.

Two methods were used to determine the impact of the atmosphere on the propagation 

velocity of the infrasound signal, both of which have pros and cons. The first method used an 

atmospheric reconstruction model, AVO-G2S [Schwaiger et al., 2019]. Using models such as 

this to obtain atmospheric information is known to not fully capture the exact atmospheric 

conditions at the time and location ofthe event [e.g. Iezzi et al., 2019a; Schwaiger et al., 2020]. 

For example, these models have been found to be inadequate for the local atmospheric and 

boundary layer properties for propagation distances similar to that explored in this study 

[e.g. Kim et al., 2018]. Therefore, atmospheric conditions may not capture smaller-scale 

changes such as variations within the 6 hour increments, transient wind gusts, or flow around 

topography (i.e. a volcanic edifice). These inaccuracies and simplifications (both spatially 
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and temporally) can be due to using coarse resolution input windfiles (NCEP reanalysis 

files, 2.5 degrees and 6 hours, respectively), as well as smoothing and interpolation during 

the reconstruction process in order to obtain a 1D atmospheric profile above the volcano. 

This may explain why the AVO-G2S derived effective sound speed values were systematically 

lower than those from our second method by 0-25 m/s (Figure 4.6A). The second method 

used to obtain effective sound speeds took advantage of the infrasound array CLCO, located 

12.33 km further and 22.9° south of the CLES-summit azimuth. While 22.9° is a relatively 

low azimuthal deviation, if winds were strong the effective sound speed comparison would 

have error. However, we use this value because it is likely a more accurate representation of 

the atmospheric conditions at the time of each explosion.

To further investigate the potential effect of wind noise that may remain unresolved by 

both methods for determining the impact of the atmosphere on the propagation velocity, 

we look at the low frequency (0.02-0.3 Hz) component of infrasound for each explosion, as 

the spectral amplitude in this frequency band can sometimes be used as a proxy for wind 

noise [e.g. Fee and Garces, 2007]. We include the infrasound power spectral density (PSD) 

for the 60 minutes prior to each explosion in Supplemental Figure S1, and note that the 

magnitude of the noise levels in this frequency band varies between explosions and does not 

show a clear correlation with time lag. However, it is not possible to fully interpret wind- 

related travel time effects on the time lag analysis because the noise conditions captured 

by the PSD do not account for directionality of the wind. For future studies that may be 

interested in obtaining explosion source depth from the seismo-acoustic time lag, we suggest 

adding an in-situ measurement of wind speed and direction along with the co-located seismic 

and infrasound sensors, such as an anemometer, in order to more thoroughly capture the 

influence of the atmosphere.

The nonlinear FDTD modeling results in this study did not produce a measurable dif

ference in the onset time of the explosion signal, nor the formation of a shock front. We 

note that our interpretations are limited by current modeling capabilities only using a linear 
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source. Some of the waveforms at CLES show similarities to shock waves, which we believe 

would impact the acoustic arrival time observed at CLES due to the shock front overtaking 

the gradual onset observed for many of the Cleveland explosions. We surmise that future 

simulations performed that include a nonlinear source may produce a more realistic acous

tic travel time. While the simulations performed here did not reproduce nonlinear impacts 

to the explosion arrival times, we believe there still may be a small contribution due to 

the highest peak pressures and those that clipped (Figure 4.7D, open circles) having lower 

seismo-acoustic time lags. This could be a coincidence, but should be explored further. 

Building upon a study on Bromo volcano, Indonesia, by Gottschammer and Surono [2000], 

Kim et al. [2014] corrected their infrasound onset times for explosions at Tungurahua vol

cano, Ecuador, using a constant shock velocity of 560 m/s within 2 km of the source, then 

340 m/s beyond 2 km. However, we do not feel confident enough to include this type of 

sound speed assumption in our study, especially when we only have data from a single sta

tion. Due to the uncertainties from a variety of features of potential nonlinear propagation, 

we chose to not include the potential contribution to our calculations on explosion source 

depth.

Observing nonlinear propagation near the source is difficult because infrasound sensors 

are generally placed far enough away from the source in order to decrease hazard to the field 

team and equipment. Therefore, interpretations often integrate multidisciplinary observa

tions of pressure waves in order to better understand near source pressure dynamics. The 

propagation of pressure waves or “flashing arcs” has been observed and studied using image 

luminance techniques [e.g. Genco et al., 2014] and thermal imagery [e.g. Marchetti et al., 

2013] then connected to the acoustic propagation velocity of volcanic explosions. [Genco 

et al., 2014] find that explosions at Stromboli volcano propagate at the expected speed of 

sound, not faster. Marchetti et al. [2013] find that acoustic waves from explosions at Yasur 

volcano propagate supersonically, along with the observation of blast wave shapes in the 

infrasound traces. Recall that in nonlinear propagation every point on the waveform trav
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els with a different speed (compression faster than rarefaction), which begs the question of 

exactly which part of the acoustic waveform this supersonic propagation speed corresponds 

to, the initial onset (which we are exploring in this study) or the peak compression (which 

has been shown to arrive faster in both this study and in others)? This remains unclear and 

should be investigated more thoroughly in the future.

4.7 Conclusions

Multi-year studies of volcanic activity provide observations of trends, and deviations from 

those trends, that prove useful for volcano monitoring that may not be apparent for studies 

using temporary deployment data that may only catch a few explosions [e.g. Lamb et al., 

2019; Wallace et al., 2020]. Here we examined the activity at Mount Cleveland from 2014 

to 2018 and put it in context of recent work focused on shorter-term, dense observations. 

We find that Mount Cleveland generally followed a pattern of dome building and subse

quent Vulcanian explosions, but parameters including repose time, explosion amplitude, and 

explosion characteristics varied substantially over the 4 years. In general, seismo-acoustic 

data from these explosions consisted of typical Vulcanian eruption signals. The seismic ar

rival for all explosions is a low-amplitude, compressional onset with a GCA often visible on 

the trace. The acoustic signal generally consists of a high-amplitude compressional onset, 

followed by a long duration coda. Some acoustic signals resemble high-amplitude, sharp

onset shock waves, while others have a complicated onset indicating the slower, multi-stage 

destruction of the lava dome. Notably, a variable seismo-acoustic time lag of up to 2.20 

s is observed on co-located seismo-acoustic sensors at a station 3.5 km from the summit. 

Similarly variable seismo-acoustic time lags have been observed at analog volcanoes such 

as Santiaguito and Tungurahua, though their precise cause is not well understood. We at

tribute the variable seismo-acoustic time lags to be a combination of varying atmospheric 

conditions (e.g. winds and temperature), nonlinear propagation, conduit velocity variations, 

and varying source depth within the conduit. Atmospheric effects were examined using two 
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independent measurements, neither of which could solely explain the variation observed. 

Nonlinear propagation impacts were determined to be minimal in relation to the onset time 

of the infrasound arrival, though they were difficult to quantify and model completely. We 

find that results from seismic cross-correlation and particle motion analysis suggest that a 

varying explosion source depth within the conduit may play a role in the observed variations 

in seismo-acoustic time lag. These results suggest explosion source depths ranging from 

near the surface down to ~1.5-2 km beneath the summit. We stress that no one method 

provides a complete depiction of the observed variance for all explosions, but a combination 

of methods is required to help understand the observations.

This study was performed primarily using a single co-located seismic and acoustic station 

at a remote volcano. We suggest that similar analyses may be performed at other volcanoes 

worldwide that have sparse monitoring networks. Even with a single co-located seismic 

and acoustic sensor that clips sometimes, we show that it is possible to provide meaningful 

interpretations on the explosion source depth which may help understand the volcanic system 

during times of unrest. In future years, we anticipate more geophysical and geochemical 

instrumentation to be installed at Mount Cleveland, which will increase our understanding 

of the volcanic system, build upon the results of this study, and increase the ability for 

AVO to monitor and forecast future eruptions of the volcano. Additionally, while this study 

focuses on volcanic explosions, the goal of finding depth from coupled seismic and acoustic 

observations is not unique to volcanic studies and can be applied to other disciplines such 

as the study of buried chemical explosions.
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Table 4.1: Mount Cleveland seismo-acoustic time lag investigation results. Explosion number in AVO catalog, date of explosion, 
arrival time of seismic onset [UTC], seismo-acoustic time lag [s], unfiltered peak infrasound pressure at CLES [Pa], unfiltered peak 
velocity (vertical) at CLES [μm∕s], repose time since previous explosion [days], travel time residual between observed acoustic 
travel time and the travel time predicted by atmospheric effective sound speed [s], relative VASR (VASRrel), cross-correlation 
value in relation to example Explosion 45, and dip angle from horizontal [o].

Explosion 
Number

Date Seismic
Onset 
[UTC]

Time
Lag [s]

Peak 
Pres
sure 
[Pa]

Peak
Ve
locity 
[μm∕s]

Repose
Time
[days]

Travel 
Time 
Residual
[s]

VASRrel X-Corr 
with 
Exp 45

Dip
Angle
[°]

37 06-Nov-2014 07:42:49.70 11.95 30 162 154 1.81 3.9 0.48 34.5
38 21-Jul-2015 16:17:41.55 9.75 74 200 257 -0.26 14.1 0.59 25.5
39 07-Aug-2015 06:02:57.90 10.00 61 109 17 -0.35 40.3 0.71 -
40 16-Apr-2016 18:58:05.50 10.20 >260 273 243 -0.28 - 0.95 35.1
41 06-May-2016 02:43:33.60 10.85 >260 354 30 0.88 - 0.73 43.3
42 10-May-2016 15:31:38.90 11.95 140 257 4 1.77 35.4 0.58 43.9
43 24-Oct-2016 21:10:24.55 10.15 >260 161 167 -0.12 - 0.86 21.8
44 24-Mar-2017 16:15:23.90 10.80 260 245 151 -0.32 70.0 0.90 34.0
45 17-May-2017 03:17:38.80 10.00 250 186 54 -0.09 180.6 1.0 32.6
46 04-Jul-2017 11:18:48.15 10.00 >260 243 48 -0.26 - 0.91 36.3
47 22-Aug-2017 18:43:44.10 10.00 260 165 49 -0.02 258.7 0.87 34.3
48 26-Sep-2017 01:47:06.35 9.90 200 145 35 0.07 260.9 0.94 35.9
49 28-Oct-2017 18:45:01.55 10.15 110 187 32 -0.39 20.1 0.68 -
50 14-Nov-2017 12:15:24.75 11.40 22 146 17 1.31 3.6 0.60 48.3
51 16-Nov-2017 22:44:06.45 11.10 21 298 2 0.94 3.7 0.59 -
52 13-Dec-2017 13:20:40.90 10.20 >260 372 27 0.06 - 0.81 36.0
53 18-Dec-2017 03:17:46.80 10.65 56 131 5 0.61 45.0 0.80 32.1
54 02-Mar-2018 14:57:01.00 10.85 235 235 74 0.95 73.8 0.90 31.5
55 15-Mar-2018 06:18:55.20 11.30 78 201 13 0.62 7.1 0.87 28.0
56 04-Apr-2018 11:55:21.80 10.30 170 284 20 -0.29 39.4 0.88 29.5
57 13-Apr-2018 15:59:18.50 9.85 24 300 9 -0.66 0.8 0.79 26.8
58 05-May-2018 05:48:45.30 11.00 89 376 22 0.96 10.4 0.80 29.7
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Chapter 5

General Conclusions

Characterization of the propagation path infrasound experiences between the source and 

a receiver is vital in order to better understand the volcanic source itself. The three main 

chapters in this dissertation explored the topics of long range infrasound propagation mod

eling, local characterization of infrasound propagation over topography and the resulting 

directional acoustic source, and the combined seismic and acoustic analyses of explosion sig

nals. Through the research in this dissertation, we have improved the understanding of the 

propagation of infrasound at a variety of ranges and made advancements in understanding 

the acoustic source from volcanic eruptions.

It has been well established that spatio-temporal variability in the wind and temperature 

structure of the atmosphere can highly influence the long range propagation of infrasound. 

Chapter 2 outlines these effects from the atmosphere and describes the application of a new, 

open-source atmospheric reconstruction model to recent events in Alaska with the intention 

of understanding the contributions of the variable propagation path on the observed infra

sound signal. It is shown that a combination of array processing, celerity, and propagation 

modeling in Alaska can help differentiate between propagation paths and refine interpreta

tions of infrasound detections at long range. One aspect of understanding the propagation 

paths provides a better estimate of the acoustic travel time, allowing for a better integra

tion with multidisciplinary data at the source through time. While propagation modeling 

capabilities vastly improve the interpretations of infrasound signals at long ranges, we note 

that even using state-of-the-art atmospheric specification files care must still be used in their 

interpretation. Finally, the methods used in this study for retrospective analysis of recent 

volcanic eruptions show promise for implementation in real time as a forecasting tool.

Understanding the acoustic directional radiation pattern of explosions can help determine 

ballistic and gas trajectories, and therefore increase the safety of tourists, scientists, and 
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locals visiting an active volcano. Chapter 3 focuses on acoustic waveform inversions of 

explosions at Yasur volcano, exploring potential existence of acoustic source directionality, 

even after the effects of topography are accounted for. While typical infrasound deployments 

consist of infrasound sensors placed on Earth's surface, this study incorporates the use of 

an infrasound sensor on a tethered aerostat, allowing for a better characterization of the 

acoustic wavefield in three dimensions. Results from this study indicate that the volume 

flow rate solution based on infrasound measurements remains stable, regardless of the source 

mechanism assumed. In other words, even with limited sensors that normally are deployed 

on volcanoes, an assumption of a simple source that radiates equally in all directions can 

produce potentially accurate time histories of the volumetric flow rate, which can further be 

converted to a mass flow rate. While directionality is observed and consisted with ballistic 

trajectories, additional work is necessary to fully explore the stability, uncertainty, and 

robustness of acoustic source inversions with directional components included.

Coupled seismic and acoustic analyses can help provide information about volcanic ex

plosions from their initiation in the subsurface as recorded by the seismometer to the path 

the pressure wave experiences prior to arriving at the infrasound sensor. Chapter 4 provides 

the first seismo-acoustic characterization for 21 explosions at the remote and active Mount 

Cleveland using a single local co-located seismic and infrasound sensor. Over the four year 

study period, the relative timing between the seismic and acoustic arrivals was observed to 

vary by up to 2.20 s at a station 3.5 km from the summit. The results indicate that changes 

in atmospheric conditions can explain some of the variation in acoustic arrival time relative 

to the seismic, but not all of it. We find that seismic cross-correlation between events and 

particle motion analysis suggests that a varying explosion source depth within the conduit 

likely plays a role in the observed variations in seismo-acoustic time lag. The study high

lights the importance of longer-term, multi-year analysis in order to better characterize the 

volcanic system as well as observe trends and deviations from those trends that prove useful 

for future volcano monitoring.
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5.1 Future Work

The studies included in this dissertation have spurred the desire for future work, centered 

on furthering research of the topics discussed as well as a focus on application of techniques 

used to the operational monitoring of volcanoes.

5.1.1 AVO-G2S Propagation Modeling in Real Time

Infrasound arrays are placed strategically along the Aleutian arc in areas that are easy 

for AVO to maintain to detect and locate eruptions from any of the 54 historically active 

volcanoes. The methods outlined in Schwaiger et al. [2019] and Iezzi et al. [2019a] have 

been directly applied to multiple other studies by AVO scientists, including the long range 

detection of infrasonic tremor from the Pavlof 2016 eruption [Fee et al., 2017a], as well as 

infrasound detections of volcanic thunder [Haney et al., 2018, 2020] and eruption signals 

[Lyons et al., 2020; Schwaiger et al., 2020] from the 2016-17 eruption of Bogoslof volcano. 

Additionally, unpublished work includes working with Hans Schwaiger and others to set up 

propagation modeling in near real time for AVO, where the atmosphere is reconstructed 

every 6 hours and propagation modeling is performed using each volcano with suspected 

heightened volcanic activity as a source. The application of propagation modeling to AVO's 

normal monitoring routine allows for an accurate measure of travel time and anticipate where 

acoustic energy is likely to be detected for each of AVO's six regional infrasound arrays.

5.1.2 Acoustic Source Inversions in Real Time

Prompt and accurate estimations of erupted mass using infrasound sensors would be 

beneficial for volcano monitoring in real time. Accurate measurements of the mass flow 

rate using acoustic source inversions of local infrasound waveforms have been shown to have 

good agreement with independent measurements of erupted mass [e.g. Fee et al., 2017b]. 

Additionally, stable volume flow rate solutions have been shown to be possible, regardless of 

the assumed source mechanism [e.g. Iezzi et al., 2019b], once the effects of topography are 
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accounted for. Therefore, the implementation of the methods outlined in Chapter 3 in near 

real time can be useful and likely robust for the volcano monitoring of AVO. We contend 

that the 3D Green's functions that account for the effects of topography can be computed 

in advance, and the assumption that the topography doesn't change significantly between 

explosions can be valid in many cases. AVO has a variety of alarms running continuously, so 

explosion onset time can be extracted from the messages output from the alarms when an 

event is detected. The onset time can then be used to obtain the explosion waveforms and 

the acoustic source inversions can be run relatively quickly, assuming a simple (monopole) 

source. The volume flow rate solution from the inversions can be converted to a mass flow 

rate assuming a mixture density of the plume [e.g. Fee et al., 2017b] and results can finally be 

sent to AVO personnel. These methods should be rather easy to implement for volcanoes in 

Alaska with infrasound networks and that have the potential for transient volcanic explosions 

such as Cleveland, Pavlof, Korovin, and Shishaldin.

5.1.3 Infrasound Radiation in Three Dimensions

While we made strides to measure the vertical acoustic wavefields in Iezzi et al. [2019b] 

and Jolly et al. [2017] using an infrasound aboard a tethered aerostat, we were still unable to 

provide a unique solution for the dipole source mechanism. I will be continuing this work as 

an NSF Postdoctoral Fellow at the University of California Santa Barbara by using a novel 

approach of collecting infrasound data with sensors aboard multiple unmanned aerial vehicles 

(UAVs) in addition to traditional sensor deployments on the ground. The UAV-mounted 

infrasound sensors will record data from unique angles, allowing for acoustic source inversion 

methods that account for the effects of topography to constrain the directional radiation 

pattern of explosions in a way not previously possible. The infrasound observations will 

be validated with ballistic trajectories determined from multiple cameras deployed around 

the crater rim, which we assume to be similar to the directionality of ash, gas, and steam 

emissions that may present harm to those near the volcano. Configuring UAV-mounted 
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infrasound sensors in a vertical line above one of the crater rim stations will, for the first 

time, allow us to investigate the precise vertical location of the infrasonic source. Finally, 

we will create a prototype and test a UAV infrasound sensor deployment where the sensor 

is flown to an inaccessible area, dropped off, and retrieved by the UAV. This technique can 

be applied for future monitoring during times of eruption crises.
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