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Abstract

| M-a,ry chlrp modulatlons both dlscontmuous- and contmuous phase for M-ary data
transmission are proposed and examined for their error rate performances in additive,

| 'whlte Gaussran noise (AWGN ) channel. These chirp modulated signals are described
and 1llustrated asa functlon of time and modulatron _parameters. M—ary chirp modula- -
tion with dlscontmuous phase is ﬁrst proposed and then the M-ary, Contmuous Phase
Chirp Modulation (MCPCM) is considered. General descriptions of these modula-

tion Systems are given and: ‘properties of signals representmg these modulatlons are
grven and 111ustrated Optlmum algorlthms for detectlon of these 81gnals m AWGN
are derived and structures of optimum receivers are identified. Using the minimum
Euclidean distance criterion in s1gnal-space, upper:bounds on Signal-to-Noise Ratio -
‘(SNR) gain relative to Multiple Phase Shift: Keylng (MPSK) are ‘established for 2-.

‘4-, and 8-ary MCPCM systems. It is observed that the maximum likelihood coherent
and non-coherent receivers for MCPCM are non-linear and require multiple-symbol
observations. Since symbol error probability performance analyses of these receivers
are too complex to perform, union upper bounds on their performances are derived
and illustrated as a function of SNR, number of observation symbols, and modulation
* parameters for MCPCM. Optimum 2-, 4-, and 8-ary modulation schemes that mini-
mize uhion upper bound on symbol error rates have been determined and illustrated.
Our results show that 2-, 4-, and 8-ary optimum coherent MCPCM systems, with
5-symbol observation length, offer 1.6 dB, 3.6 dB, and 8 dB improvements relative
~ to 2-ary, 4—ary, and 8-ary"PSK systems, respectively. Also, it is shown that opti-
mum 2-ary and 4-ary non-coherent MCPCM systems can outperform 2-ary and 4-ary
‘coherent PSK systems, respectively.
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C hapter 1

Introductlon

1.1 '»ﬁ@,IntrodUCtion -

| ereless commumcatlons has become one of the most raprdly growmg 1ndustr1es in
the world and 1ts products are now. exertlng an 1mpact in our dally l1ves ereless '
commumcatlons today covers a very wide array of apphcatlons The telecommumca-
tions 1ndustry is one of the largest industries worldwide with more than $ 1 trillion
in annual revenues for service and equipment. The largest and most noticeable part
of telecommunicatiOns business is telephony. The ‘principal wireless component of
telephony is mobile telephony The worldwide growth rate in cellular telephony 1s
very aggressrve, and reports suggest“that the number of cellular telephony subscrlp-
tions worldw1de has now surpassed the number of wrred telephony subscrrptlons'
However cellular telephony is only one of a very w1de array of w1reless technologres
that are belng developed very rapldly at the present trme Among other technolo—
gies are wrreless Internet and other Personal Area Network (PAN ) systems W1reless
Local Area Network (WLAN) systems w1reless Metropohtan Area Network (MAN)
systems ‘and a varlety of satelhte systems These technologles are supported by a
number of transm1ss1on and channel assrgnment technologres, 1nclud1ng Tlme D1v1—--
sion Multlple Access (TDMA), Code D1v151on Multlple Access (CDMA) and other
spread-spectrum systems Orthogonal Frequency D1v1s1on Multrplexmg (OFDM) and
.~ other multl-carner systems, and hrgh—rate s1ngle—carr1er systems All these modern
technologles use the basic pr1nc1ples that underlle the desrgn and analysrs of Dlgltal
Commun1cat1on System (DCS) In such a system commumcatlon 1nvolves the trans-

-mission of 1nformat10n in dlgltal form from source to destlnatlon If the source output

happens to be in analogue form, such as an audlo or v1deo SIgnal it is appropnately
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converted to digital form. In any DCS, modulation playsva fundamental role and is
an integral part of the system. This 1s éspecially so if it involves a radio system. In a
DCS, the function of the modulator is to bridge the gap between digital data and the
electrical ‘signalfrequire(.i at the input to the Radio Frequency (RF):section.. We may
regard the modulator .as a signal sub+éystem that -maps datafpresentéd j;o:it on to ‘a ‘
modulated RF carrier for subsequent processing; amplification -and trahsmission-by
the RF section: The modulation process determinés\the bandwidth occupied by the
transmitted signal. Furthermore, the ‘modulation determines the robustness of the
systein to channel impairﬁlents,‘ due both to the RF sub-systems (such as phase noise
and non-linearity) and the RF channel (such as multipath- dispersion andffading).

Thus, the appropriate choice of modulation scheme is vital for efficient operation of
DCS [1];2].

1.2 Parameters of Modulation Scheme

A radio ‘system will. be strictly‘ limited by the regula;cing'authorities to a certain
frequency band. ‘Often the anilable band will be'shared among fnény users of the
system. by means of Frequency Division  Multiple Access (FDMA) and;: henée, the
narrower the bandwidth occupied by each user, the more users can be accdmmo'dated.
Bandwidth requirement is determined by the spectral occupancy of the modulated
signal, usually presented as a plot of Power Spectral Density. (PSD) as a function of
'r 'ffequency. Ideally, thePSD should be zero outside the band occupied. 'In practicé,
however, this can never be so, and the spectrum extends to infinity beyond the band.
This is either because of the inherent characteristics of the modulation:scheme or
because of the practical implementation of filters. Thus, it is important to define
the bandwidth of the modulated ‘signal such that. the signal power falling outside
the band is below a specified threshold. In.practice, this threéhold is determined by
the tolerance of the system to Adjaceht Channel Interference (ACI) which is itself a
featur_e of the modulation scheme. The bandwidth ‘efficiency of a modulation scheme
is defined by the channel data rate per unit bandwidth obcupied (r/W, bits/sec/Hz)
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" The next 1mportant parameter of a modulation scheme is its Bit Error Rate
(BER) performance, which is defined as the ratlo of the number erroneous bits re-
- ceived to the total number of bits received.:BER represents the probablhty of bit error

and is often plotted as a logarlthm plot agamst-the Signal-to-Noise Ratio (SNR) in
dB. The ordinate of such a graph is normally the bit-energy to noise density ratio since
thls results in a more system—mdependent measure. The n01se power spectral density
is usually a fundamental feature of a channel and unlike the noise power it is inde-
pendent of the bandwidth of the system: Since Ny has the dimension of Watts/ Hz,
which-is same as Joule, % is dimensionless. The modulator/demodulator complex-
ity is yet another parameter that determines the choice of a modulation in any DCS.
The complexity is measured in terms of the number of correlators requlred in the
1mp1ementat10n of the demodulator In a colierent. demodulator, synchromzatlon to-
1ncom1ng signals at the receiver is required. This will further increase the complexrty |
of the receiver. Since coherent receiver assumes exact knowledge of the carrier wave-
form (phase and frequency), it is generally limited by the complexity of the required
synchronization scheme. . Thus, in many situations non-coherent'receivers which are
‘better suited for implementation are considered. Modulation techniques can be clas-
sified as: i) linear or non-linear and ii) memoryless or with memory.wWhil.e linearity -
of 'a modulation method requires: that the principle. of superposition applies in the
mapping of the digital sequence into successive waveforms, in a non-linear modula-
tion,-the superpositi.on.principle does not apply to signals transmitted in successive
time intervals. When the mapping from a digital sequence to waveforms is performed
under the constraint that a Waveforrn tr’ansmitted in any time interval depends on one
or more previously transmitted waveforms, the modulator is said to have memory. In
contrast, when the mappmg from the digital sequence to the waveforms is performed
-without any constraint on previously transmitted waveforms, the modulator is called
memoryless.

~The ultimate choice of a modulation scheme ina DCS depends on spectral effi-
ciency, BER performance and receiver complexity. In general, any DCS can be viewed
as a point in a three-dimensional space-.power, bandwidth, and system complexity..

'Ther_e always exist trade-offs among these three parameters.in the design of a DCS.
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“In praétice,.we'l find two types of modulations: one optifﬁiZed for power and the other
optimized for bandwidth.: The choice of which one is preferred depends on.whether
the DCS in question is power-limited or bandwidth-limited. Accordingly, we refer to

modulation schemes as either power-efficient or bandwidth-efficient.. « @ -

‘1 3 Chlrp Spread Spectrum Systems R

Whlle the prime: 1ssue of concern'in the study of DCS is that of provxdmg for effi-
cient use of power and bandwidth, there exist situations where ‘one sacrifices these
efﬁc1enc1es in order to meet other desngn obJectlves such as to prov1de secure com-
munication in a hostile environment.~ A major advantage of such .asystemis its
ability to reject -interference, be it ‘intentional or unihtentional. The class of signals
that cater to thié requirement is referred to as:spread-spectrum modulation. In re-
cent years, indoor wireless communication has gained increasing attention and its
market share is expected to grow rapidly in the coming years due to its advantages
over cable networks such as mobility of users, elimination of cabling’ and"ﬂexibility
‘etc. Typical applications afe ‘cordless .phone systems; WLANSs for:home and office
applications and flexible mobilefdata'transmissidn links between sensors, actuators,
robots, and controller units in industrial environments. Due to the hostile electro-
magnetic (EM) environment, which includes severe EM emissions from other devices
as well as distortions due to‘ multipath propagation, the robustness offhe commu-
nication link is an extremely important fea_tur'e‘in a wireless communication system.
The spread-spectrum technology is well suited to provide robust data transmission in
these applications. - ‘ - , N

In a spread-spectrum system, the transmitted signal is spread over a wide fre-
Qﬁency band, often much wider than the miﬁimum bandWidth‘ required for conveying
the information. - An instance: of 'spectfum‘spreadiﬁg. may be seen in conventional
Frequency Modulation (FM), by employing frequency deviations greater than unity.
The wideband FM thus produced is often classified as a spread—spectru‘m system
because the RF spectrum produced is much wider than that of the transmitted infor- -

mation. While in FM, the transmitted bandwidth is a function of both information
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bandwidth and the amount of: modulation, there are techniques in which spectrum
spreadlng is accomphshed usmg some signal or operatlon other than the informa-

tion bearmg s1gna1 that is transmltted For' example in Dlrect Sequence (DS) and
Frequency Hoppmg (FH) spread spectrum systems, the spreadlng and despreadmg'
functions are used in the transrmtter and 1 recerver, respectrvely [2] In these spread
spectrum systems, the synchron1zat1on of the despreadmg code i is dlfﬁcult and needs
hlgh computat1onal effort Linear Frequenoy Modulation’ (LFM) or ChlI‘p modulatlon
_1s another type of spread spectrum s1gnall1ng techmque in Whlch a carrler is swept
, over a w1deband durmg a glven data pulse 1nterval Ch1rp ‘modulation [3] [4] does
not necessarrly employ coding and produces a transm1tted bandwrdth much greater
-than the bandW1dth of the information bemg transmltted The growmg 1nterest in
ch1rp modulatlon is mamly due to the advances in Surface Acoust1c Wave (SAW)'
technology, ‘which offers a rapld close—to—optlmum method for both generatlon and
correlation of W1deband ch1rp pulses [5] Ohlrp systems have found ma_]or apphca—
~ tions 1n radar systems for reasons such as antr-eavesdroppmg, ant1—1nterference and
low-Doppler sen51t1v1ty Among several appl1cat10ns of chlrp s1gnals in commumca-
 tion are rad1o telephony, cordless systems arr-ground commun1cat10n via satellrte
repeaters, data communlcatmn in the H1gh Frequency (HF) band and WLANS In
2007 IEEE mtroduced Chrrp Spread Spectrum (CSS) physrcal layer m the new wire- -
less standard 802.15.4a [6]. Addltlonally, this standard uses ch1rp modulat1on w1th
" no additional codmg, whereas in 802.15.4 standard d1rect sequence bmary phase

shift keymg (DS BPSK) and additional spreading codes are used Th1s neW standard‘ .
targets apphcatmns such as industrial and safety control sensor actuator network—
1ng, and med1cal and prlvate commumcatlon dev1ces By applymg CSS technlques
: to multldlmenswnal mult1ple—access modulatlon smgle—chlrp transcelvers for wrre-
less commun1cat10n in the 1ndustr1al sc1ent1f1c and medlcal (ISM) band have been

developed and are commerc1ally ava1lable [7]
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1.4 Literature survey, rnotivatio"n, 'and,objectives

The 11near FM or ch1rp modulatlon techn1que has been extenswely used 1n radar
systems to solve the conﬁlctlng requlrements of s1multaneous long range and hlgh,
resolutlon performance 18] kaler [9] who was motlvated by the antl-lnterference

ant1—eavesdropp1ng, and low-Doppler sen81t1v1ty propertles of ch1rp 31gnals cons1d~

| - ered chirp modulatlon for blnary data transmlssmn In her Work she used two ch1rp

s1gna1s, up—ch1rp (s1nus01dal s1gnal whose frequency increases lmearly w1th tlme) and |
down—ch1rp (smusmdal s1gnal whose frequency decreases lmearly with trme) to map
binary data for transm1s51on of dlgltal teletype, v01ce and telemetry s1gnals Berm and
Gregg [10] 1nvest1gated the performance of ch1rp modulatlon in terms of 1ts probabrl-
ity of b1t error rate and spectrum usage and compared them w1th the performances ‘
of BPSK ‘and b1nary FSK techmques They concluded that BPSK is. superlor m
performance compared to bmary FSK and b1nary ch1rp modulat1on Gott and NeW-
. some [11] proposed Wldeband ch1rp s1gnals for data transm1ss1on in the HF band and _
evaluated the performance of these s1gnals experlmentally They concluded that by
usmg orthogonal s1gnals and matched ﬁlter detectlon both narrowband and Wlde-
band systems offer equ1valent performance for the same b1t energy In [12] Dayton
‘ extended the concept of chlrp modulatlon for data transmlssmn usmg satelhtes in. the
HF band. Gott and Karla [13] subsequently apphed the concept of d1fferent1al en-
codlng techmque for bmary data transmrssron usrng chrrp 51gnals In [14] Kowatsch
-et al investigated the ant1-Jam performance of 2 combmed PSK and chlrp s1gnal
system They have concluded that such a system can assure Low Probabrhty of In-
tercept (LPI) and hence better antl-Jam performance In [15] Elkhamy and Shaaban
1ntroduced a new class of chrrp modulatron referred to as Matched Chlrp Modulatlon
(MCM), whlch is an 1mproved version of the. conventlonal ch1rp modulatlon They .
~ have analysed the performance of MCM usmg opt1mum non—coherent and partlally
coherent recelvers It 1s shown that MCM offers good performance over d1spers1ve
commun1cat10n channels Combmmg the ch1rp 51gnall1ng technrque Wlth some kind
of pseudo—random cod1ng, it is posmble to ach1eve a substantlal 1mprovement in ant1—

Jam performance Such a system is presented and analysed in [16] by Elhakeern and



* Chapter 1: Introduction ' - ' ' 7

Targi. In [17],-Kowatsch and Lafferl presented a spredd spectrum transmission sys-
tem that uses a combination of chirp modulation and pseudo-random PSK. In [18].
- Wang, Fei, and Li have proposed a structure for the chirp Binary Orthogonal'-Keyirig
(BOK) system and have obtained an expression for the probability of bit error. It is
shown that chi.rp BOK performs better than traditional BOK modulati'oni in"Additive
White Gaussian N oise (AWGN) channel. In all:the above chirp systems, binary data
“transmission and receivers that are required to make independent bit-by-bit decisions
- are conéidered."ln’ (19], Hirt and Pasupathy considered binary chirp signals by intro-
ducing phase continuity at bit transitions. Théy demonstrated that coherent binary -
phaée,éontinuous chirp (CPC) modulation can offer, at most, 1..66 dB improvement
~ovér BPSK. They have extended this work to non-coherent situation in [20]. In [21],
Raveendra considered binary phase continuous:chirp modulation with time-varying
‘ inodulation parameters referred to as dual-mode binary .chirp modulation and has
shown that it can outperform binary CPC modulation. More recently, in [22] , Bhumi
and Raveendra have conmdered dxgltal asymmetric phase continuous chirp signals for
data transmission and have shown that it can outperform dual-mode chirp modula-
tion considered in [21].. In recent years, there have been a number of fpubhcatlons‘
- [21],- [23, 24, 25, 26, 27, 28] that clearly exhibit the choice of chirp modulation in
- a var‘iety‘ of digital communication sysf’ems;. It is well known that:M-ary signalling
| Schemes can be used for reducing the bandwidth requirements of baseband Pulse Am-
plitude Mddulation (PAM) data transmission systems [2]. M-ary digital modulation
schemes are preferred over binary d_igitél modulation schemes for transmitting digi-
tal information over bandpass channels when one wishes to: conserve bandwidth '(at
| the expense of incréasing poWer requirements), or to conserve power (at the expense
of increasing bandwidth requirements). In- practice, we seldom find a channel that
has the ékact bandwidth required for transmitting the output of source using binary
signalling schemes. - M-ary,schemeé;may be used to utilize the additional bandwidth
to provide increased immunity to channel r_ioisé. Thus, in this thesis, we examine the
~more general case of M-ary data transmission using chirp modulation. Firstly, we
consider memoryless chirp modulation for‘M-'ary data transmission.: Both coherent

and non-coherent detection situations in AWGN channel are considered. Structures
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of optimum coherent and non-coherent receivers are derived and closed-form expres-
sions for their BER performancés are obtained.. The optimum M-ary chirp systems
have been determined._through minimization of bit error rates. Next, we consider the
case of M-ary data.transmiséion using chirp modulation:with memory.: The class of
signals will be feférred to as M-ary Continuous Phase ChirprModula,.tionn(MCPCM)i '
The ability of these signalé to operate over AWGN channel 'is estimated using:the .
criteria of minimum Euclidean distance.. The problem of coherent and non-coherent
detection of MCPCM signals in AWGN- channel is then addressed and structures
of optimum receivers. are derived using composite hypothesis detection theory. The
error rate upper bounds on these receivers are then derived using the union' bound.
Using numerical minimization of error rate bound, optimum 2-,4, and 8-ary MCPCM
systems have been determined. Finally, A comparison of the perforfnahce of M-ary

- -chirp modulation relative to other conventional M-ary modulations is also provided.

1.5 Thesis organization

In Chapter 2, the signals thdt "desrcribe M-ary chirp modulation are described and
illustrated. Firstly, memoryless M-ary chirp modulation is described and sﬁgnals that
describe the modulation are given and illustrated. Secondly, M-ary chirp modulation
with memory, referred to as MCPCM, are described and illustrated. The parame-
ters that affect the modulétion process are described and illustrated. Finally, some
properties of chirp modulated signals are sketched |
| The problem of detection of memoryless M-ary Chirp modulated 51gnals in addi-
tive, white, Gaussian noise is addressed in Chapter 3 and the structures of optimum
coherent and non-coherent receivers are derived. Closed-form expressions‘for sym-
/bol‘ error rates of these optimum receivers are derived and illustrated as a function
of modulation parameters. A comparison of error rate performance of M-ary chirp
modulations with other conventional M-ary modulations is also provid'ed.-
‘In Chapter 4, we examine the continuous phase chirp signals for_ M—éry data
transmission. Using the notion of minimum Euclidean distance in signal-space, the

achievable SNR gains relative to PSK systems are established. The optimum and
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sub-optimum receiver structures for coherent detectiorl, and arbitrary number of ob-
servation intervals; are derived and their performances in terms of symbol error rates
are given. it is shown that the symbol error'rate.upper bound on the performance
of the optimum coherent receiver is a func_tion of the signal modulation para_meters,
‘the receiver decision observation ‘leugth buumber ofb levels of data, and the received
51gnal—to-n01se ratio. It is shown that 2—ary MCPCM system over 5T observatlon
offers nearly 1.6 dB 1mprovement relative to coherent PSK, 4-ary MCPCM system
has nearly 3.6 dB galn over QPSK and 8-ary MCPCM system over 57" observation
length offers approxzmately 8 dB improvement relative to 8-ary PSK system.

. In Chapter 5, optimum non-coherent MCPCM receiver is derived and the sym-
bol error rate of this receiver.is determined using the high-SNR union'upper bound.
Explicit expressions for determining: this upper bound have been'obtained. Parame- -
ters that influence the performance of the optimum nbn—coherent receiver have been
identified. It is shown that 2-ary and 4-ary non-coherent MCPCM systems can out-
perform coherent PSK -and coherent QPSK. Also, it is shown that non-coherent octal
MCPCM modulation has up to 1.3 dB gain over coherent octal PSK. .

In Chapter 6, the contributions of this thesis and the conclusions from the
results obtained are summarized. Also, we outline areas for further research in the

hght of the needs of modern reliable communication systems
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Chapter 2
M-ary Chlrp Slgnalhng Technlque

2.1 Introduction

In this Chapter we descr1be two types of M- ary ch1rp modulatlons 1) M-ary chirp
modulation without memory, and ii) M-ary chirp modulation w1th memory While
the former techmque is commonly referred to as M -ary ch1rp modulat1on with discon-

tinuous phase the latter is referred to as M-ary continuous phase ch1rp ‘modulation

' (MCPCM) The ch1rp modulated signal is sketched as a functlon of time and the mod-

ulation parameters are 1llustrated Finally, the phase property of MCPCM signals

are 1llustrated

2.2 M-ary Data ’I‘ransmlssmn System

The partlal block dlagram that cons1sts of 1nformat10n source, and d1g1tal/modulators,
of a typ1ca1 drgrtal commumcatron system is shown in F1g 2. 1 Blocks such as source
encoder and channel encoder are omltted and are not part_ of the research presented
1n th1s thes1s The source output may be e1ther an analog s1gnal such as an. aud1o

or v1deo s1gnal or dlgltal signal such as the output of a computer In a DCS the

. message produced by the source are assumed to be sequence of blnary dlglts Th1s

b1nary sequence. 1s passed to an accumulator whlch accumulates K b1nary digits (and
assigns unique, amphtude level) before presentlng it to the dlgltal modulator When
K =1, the digital modulator simply maps binary d1g1ts 0 to a waveform Sl( ) and the
bmary dlglt 1 to a waveform 5'2 ®), both over the bit interval of T} sec. We call this
bmary modulatlon Alternatlvely, the modulator may. transm1t K 1nformat1on b1ts at

a time by using M == 2k drstlnct Waveforms S ( ) i=12,...,M, one,Waveform‘ for
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- each of the. 2’“ possible K — bit sequence.. We call this M-ary modulatlon (M > 2). If
R is the bit rate of the input source, then a new K — —bit sequence enters the .modulator

every K /R seconds. Thas when the channel bit rate R is fixed, the amount of time

available to transmlt one of the M Waveforms correspondmg toa K bit-sequence is - -

K times the time perlod in a system that uses bmary modulatlon

Information ’ Accumaulator | Digital Sit) ‘
Source - [ Kbits.... . [ |. Modulator | . l S
e P | ‘channel

Output
Signal’
-¢«—— Transducer ]

Message to m
Binary Mapper <¢—— Demodulator  [——

| Fighre 2.1: Partial Block Diagram of DCS

The commumcatlon channel is the medlum that is used to send the signal | from
the transmitter to the receiver. Whatever the phys1ca1 medium used for transmlssmn '
~of 1nformat10n, the essential feature is that the transmltted s1gna1 is corrupted in
random manners by a variety of pos31b1e mechamsms The s1mplest mathematical
model for a communication channel is the addltlve noise channel. In this thesis,
we model the additive noise channel to be Whlte and Gauss1an with one-sided power
' spectral density of Ny watts/Hz. Because this channel model applies to a broad class
‘of physical communication channel and ;‘because of its mathematical tractability, this.
is the predominant chanhel model ﬁsed in our communication system design and

analysis. | § - B R ‘

At the recelver end of a dlgltal communlcatlon system the digital demodulator
processes the channel-corrupted transmitted waveform and reduces the waveforms

to a sequence of numbers that fepresent the estimates'of the data symbols which is
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subsequently converted into a sequence. of binary.digit;s that represent the estimate

of the source output at the transmitter.
2.3 Memoryless M-ary Chirp Modulation
The general expfe_ssion for M-ary chirp modulated signal is given by:

Cs= 2 cstutrg@+0), 0<e<T  @D)

where Ej is the energy of S(t) in the symbol duration T, wc is the carrier frequency,
¢(t) is the information carrying phase, 6 is the stapting phase at the beginning (¢ = 0)
of the observation interval. The information carrying phase ¢(t) for chirp modulation

is given by:

H—mg), 0st<T T ey

where a1 is the M -ary data takmg one of the values =1, :l:3 :l:(M 1) The phase“ )
func‘mon g(t) is glven by:

o, e t<0 t>T

git) =14 "2r fo fa(r)dr, 0<t<T o (23)
LN

‘and f,(t) is the instantaneous frequency deviation. For chirp: signalling

0 t<0, BT
fd(t)— : : ‘ Pl (24)
'—T “-Q't 0<t<T o

Using (2.4) in (2.3), (2 2) can be wrltten as
0, | t<0, t>T
. ; 2 = FR TP S
oty =1 a1 {h(}) } 0<t<T - o (25)
o 7ra1Q—7ra1(h w) Y I T S B



Chapter 2;'~M-ary Chirp Signalling Technique | , : | 13

where h and w are dimensionless parameters: h represents the initial peak-to-peak
frequency dev1at10n d1v1ded by the bit rate 1 /T, and w represents the frequency sweep
~ width divided by the bit rate 1/T Slnce h=(g+ w) we may choose (w q) to be

1ndependent s1gna1 modulatlon parameters

2.3.1 Blnary Chlrp Modulatlon

- In binary ch1rp modulatlon data ay takes values :{:1 Flg 2. 2 shows the block dla-
gram of chlrp modulator for blnary data In bmary chirp modulatlon the modulator
outputs up-ChlI‘p 81gna1 S1(2), or down—chxrp signal, S (t) accordlngly as the 1nput is

~a binary ‘1’ or ‘0’ respectlvely This is. summarlzed below for the case of 9 = 0

. up~chirp
“signal
Binary — - .
“Information 1 - X(t
Information) 1 R 0
O .
Demux Switch

Lyl down-chlrp
: signal

.Figure‘2.2: Block Diagram of Binary chirp Modulation

N r : 2 -

e _ -  [Z2=0 - - <t<L
0 — -1 — S‘?(t) T, Ccos -wct ™ {h (Tg) w (Tg) | 0<t<LTy
| | (2.6).
Fig. 2.3 shows waveforms in (2.6) as a function of time. In Fig. 2.4, the phase and

frequency functions are shown for binary chirp signals for ¢ > 0;q = (, and ¢ < 0.
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Figure 2.3: Up-Chirp and Down-Chirp Signals:

phase is quadfatic, the frequency function varies linearly as a function
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- i .

_Figﬁre 2.4: 'Ins’:tantanéolus Phase and Frequency of Binary _Chirp Signal
e Spectrum of Biflary CHirp Signals
The binary chirp signal spectrum can can be found by: - R, N

o S R Y e |
&(f) = /cos(27rfct+di7r h (ﬁ) —w (Tb) e JemIctdt | (2.7)
0 ‘ ' ,

and after solving the integrval in (2.7) , the spectrum is given by:
_ SRRV

8(1) = ezp(~36) ([Clas) ~ Ol )] +418(en) ~ S} (8)

where

& = n{Ta(fe — f) + dih/ 2 /dzw

24 = [2d; — dih — 2T3(fe — ))/+/ 200
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and

-"3— = _[2T8(fc ""f

)+ dhl/E

For different values of w,the normalized amplitude of the low pass binary chirp signal

is shown in Fig. 2.5 .

Cw=Et

16

- s
- N

Normalized amplitude

o o o
a0 w

-1 ~0.5 0 05 1
~ Normalized frequency, fT,

w =100

1.5¢

Normalized amplitude
‘-l

. 0 pasil ' — 4
-200 . -100 0 100 200
Normalized frequency, ﬂ'b

- Normalized amplitude

15

0 T
-20 -0 0 10 20
. b Normalizeq fre_queqcy, ﬂ'b
‘W= 1000
2 T
‘@
ER
£
E
o
b~
3
E
2z
0
-1000  -500 0 500. . 1000
‘  Nommalized frequency, T,

Figure 2.5: Spectrum of Binary Chirp Signal [29]
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2.3.2 4—ary Chirp Modulatlon

" In 4d-ary chlrp modulatlon the data a3 takes values 1, 3. Usmg (2.1), the four

posmble_ modulated signals can be written as:
00%——3——% ?ECOS[QWft—37f{h(t)—@(t)2}]
DT T Ty T e e
R — 1—>,/ cos | 27rfct-—17r{ (%) (%) }]
10 — +1 —» \/ cos 27I'fct+ 1w {h %’ (%)2}]

11-—->+3-—>\/— cos 27rfct+37r{h }]

Where E = 2Eb and T = 2T b denote symbol energy and symbol durat1on respec-

(2.9)

tively.



| Chapter 2: M-ary Chirp Signalling Technique

18

' 2.3.3 8-ary Chirp Modulation

In 8-ary chlrp modulatlon, the data symbol a; takes values +1,+3, 45, +7. Hence

‘there are 8 posmble modulator outputs. They are;

000 — — 7——)4\/ cos 27rfct—77r{ ( )
001——% 5——”/ cos‘ 27rfct——57r{h(T

2K
T

_ 011-> -1 —CQ’s __2%fctv;17r{ﬁ‘_(%)\—f,

100 —’,Tl‘_ﬂ/T cos 27rfct+17r{h % -

101——>+3——+,/ cosﬁzwfct+3n{h%

110 — +5 — ‘/ cos 27rfct+ 51 {h (7%)

111 — 47— = cos 27rfct+77r{h %

<%)?}]

qﬂ.

OB I
Bttt
oy
v @)
@)

-—w(%)z}] |

(2.10)
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24 M-ary Chlrp Modulatlon w1th Memory :

ThlS class of s1gnals w111 be referred to as M -ary Contmuous Phase Chirp Modulation
(MCPCM). The MCPCM waveform during the first symbol interval can be expressed

'

as:

S(t) \/_S cos(27rfct + alg(t) + 6‘) 0< t < T ‘ (2.11)

Where g(t) is the phase functlon as given in (2 3) a is the M—ary data symbol
(taking one of the values +1,+£3, +5,...,£(M —1)), 0 is the phase of the RF carrier
at the ‘beginning of the observation interval, 'h and w are the modulation parameters
(q =h— w). The accumulated phase at the end of the first symbol 1nterval is glven by
aymq = aym(h — w). In MCPCM, this endmg phase durmg the first symbol 1nterva1
will be constrained equal to the starting phasekdu_rlrng the second symbol interval.

Thus, the signal during second symbol interval can be written as:

S(t) =25 cos(2rfut + agg(t QﬁT) +‘a1mj +0), T<t<or (2.12)

where ag is the data symbol durlng the second symbol 1nterval Us1ng the same loglc

the waveform durlng the ith symbol mterval can be wrltten as:.

S(t) =v2 55 cos 27rfct+alg(t—(z—1)T)+7rqzaj+9 (i—,l)T‘_<_t§’z'T
- ! L . J=1 C e -
FRE (2.13)

It is noted that the MCPCM s1gnal durmg the ith symbol 1nterva1 is not only a

function of the data during that symbol 1nterva1 a;, but also is a function of the past

data symbols, at, ag, S Bi_1, that entered the modulator Thus, by constructing the

phase to be continuous at symbol trans1t10ns we 1ntroduce memory into the MCPCM

signal. This memory can be exploited to reduce the symbol error rate at the receiver

by observing the received waveform over more than one symbol interval. As described
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above, MCPCM is a non-linear modulation technique with Iﬁemory. The information

carryillg ‘pha'se in (2'.13) can be written as (assuming 6 = 0):

. J -1

é(t,a) = a;m {h (%) —w (%)2} +7quaJ? (z - 1)T <t <iT (2.14)

el o ‘ J=1 s -

It is 1nstruct1ve to sketch the set of phase trajectomes generated by (2. 14) by
all poss1ble values of the transmlssmn sequence a= al, az, N o For example, in
the case of 2-ary (bmary) MCPCM with blnary symbols a; = #1,i = 1,2, the set of
traJectorles begmmng at time ¢ = 0 is shown in F1g 2.6 for arbltrary set of modulation
parameters (w q) For comparlson the phase traJectones for 4-ary (quaternary) is

shown in F}gs '2.7. These phase dlagrams are called phase trees It is noted that the

phase tree for MCPCM are piecewise continuous and do not_conta1n discontinuities.

day

2mq—]

ﬁqé

s -2Trq ]

~ Figure 2.6: Phase Trajectories for Binary CPC Signal
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. Figure 2.7: Phase Trajectories for Quaternary CPC Signal = = %
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Thefph'ase tree shown in these figures grows with time. However, the phase
of the carrier is umque only in the range 0 to T or equlvalently in the range —m
to +. Slmpler representatlons for phase traJectorles can be obtalned by d1sp1ay1ng'
only the nomlnal values of the 31gna1 phase at t1me 1nstants t = iT.If we restrlct the
‘value of ¢ L to be rat1ona1 the MCPCM 51gnal at tlme 1nstants t = zT w1ll have

| termmal states

9 gesay

when m is even and

3 goesry

p p p
when m is odd. ‘Hence, there are p terminal phase states when m is even and 2 p

| @z{o’ﬂmﬂwm' , (2p~1)7rm}

states when m is odd. For example, 2-ary MCPCM s1gna1 with ¢ = 1 has 4 terminal
phase states. ; . c
~ The MCPCM signals over n symbol observation intervals can be modelled as
S(t,a1,Ag) , where Ay repfesehts one ro,f the M™! possible data sequences. For
example, in a 2-ary MCPCM system, the number of possible waveforms the mod-
ulator can generate over n observation 1ntervals will be equal to m = 2" Of these
m Waveforms, % are waveforms with the first data symbol equal to +1, and 7 are -
waveforms with the first data’ symbol equal to —1. Similarly, in a 4-ary MCPCM sys-
tem, number of pos51ble Waveforms generated by the modulator is glven by m = 4" .
- Of these,LZ— are waveforms with the first data symbol equal to +1, Z are waveforms
with the first data symbol equal to —1, IZ— are waveforms with the first.data symbol
equal to +3 and % are waveforms with the first data symbol equal to —3. Tt is noted
that the number of waveforms generated increases exponentially with n . This is due
to the memory inherent in the MCPCM signals. In contrast, in the case of memory-
less M-ary chirp modulation, the number of possible waveforms in any observation

interval remains equal to the value of M .
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2.5 Summary

In this Chépter,‘ we have described the signalling technique fdr two types of M-
ary chirp modulations. Firstly, M-ary chirp modulation without memory has been
explained with modulation parametefs that’ affec't»the modulation process. Three
: dlfferent examples of M -ary chirp modulatlon are prov1ded w1th thelr SJgnals Sec-
ondly, M- -ary continuous phase chlrp modulation (MCPCM) which is also referred to
as M-ary chirp modulatlon w1th memory is descrlbed Phase trees for binary and
quaternary continuous ChlI‘p SIgnals are sketched and the phase continuity property

is illustrated in these examples.
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Chapter 3 _
Detection and,'Performar‘;ce of M-ary
. Chirp Modulation

3.1 Introduction -

In this Chapter, the problem of coherent and non-coherent, detection ofM -ary chirp
signals in AWGN is addressed. Structures of optifnum receiver are deri\'/eci and closed-
form expression for their symbol error rate:performance are given. Optimum M-

ary chirp system have been arrived at by minimizing these symbol error rate. A |
comparison of the performance of these optimum - M-ary chirp systems relative to

conventional M-ary systems such as MFSK and MPSK is also provided.

3 2 Coherent Detectlon of M—ary Chlrp Slgnals

The detectlon problem can be stated as an M—ary Hypothe51s testlng problem given
by: - '

H:r@) =810 +n) | | |
Hy : r(t) = Sa(t) +”ﬂ(t)' >0< t‘< T h (3.1)

Hy:r(t) = Sar()+ n(t)
where S1(t) .. SM(t) are the M chlrp modulated signals and n(t) is the additive
white Gaussian n01se Wlth one—s1ded spectral den31ty of Ny watts / Hz. The detectlon

- problem is to observe the S;(t) in noise and to produce an optimum decision as to
which of the M ch1rp 51gna1s, {S;(t),i=1, 2 M}, was' transmmted The solution
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~ to thls problem is the likelihood ratio test and for M- -ary chlrp 81gna1s, the test will

“determine M likelihood functions given by:
pl = €XD. ( fo t)Sl ) TR

p2,~=~§),(p( fo S2(t)dt)_} (3:2)

B pM = eXD( fo . t)SM(t dt)
Taking logarithms on both sides and then multlplylng both sides by o We obtain:
. T . 11\ |
. _
Ay = ST r(®)Sa(t)at

(3.3)

The optlmum recelver W1ll compute the M log hkehhood functlons A1,A2, S AM
and arrive at the optlmum decision based on the largest of these M values. Thus,

the decision rule is:

.Ak‘:ma‘X{AlaA%”',AM} . (34)

The M chirp modulated signals can be written as:

2B s wct+z7r{h ,}, '(%)2});,&.. i odd

“ Si(t) = _ { (35)

ﬁﬁ

-T wct—— (i—1)m {h (%) —w(a})2}), i .evén
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where 1 takes values 1,2,..., M. Thus, the decision rule of (3.4) will produce the
_ output to be either k or —(k—1) to be the most likely symbol transmitted, accordingly
as k is odd or even. ' Fof example if k =:5, the receiver decideé symbol +5 was
transmitted. On the other hand if k =4, the receiver would demde —(k -1)= -3

was transmitted. The structure of the receiver d1ctated by (3 4) is shown in Flg 3 L.

@ Tou p—*
0
S5 () .
0 ‘ . ;‘7",
r(t) S.(t) ‘ E .| Decision
—)] % ‘
R (_CCJ’:
T
@ : I()dt [T wursars AM‘
: ol

e
X
~

R

Figure 3.1: Coherent Optimum Correlator Receiver

3.3 Erxi'o_rj Rate Performance (Coherént Case) @+

With reference to Fig. (3.1), we note that the decision variable A;,4 = 1,2,..., M are

Gaussian random variables. Let hypothesis HJ be true. Then,- the received signal is
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given by: .

r(t) = S;(®) +n(t), 0<t<T @)
* Then the M deciSibn variables A i= 1, 2,..., M conditioned on Hy afe given by:
f T . . ’
Mgy = [r@® Sid, i=12,00 (37
_ | () LA - SIEET
‘Substituting (3.6) in (3.7) we get '

Where
plird) = = /s,-(t)sj’(t)dt, i=2,..,M (39)
.:,_.j:.SO‘ - ) .

and
/S n(t ,i=12M . (3.10)
Given HJ is triie, the'probablhty of the receiver makmg a symbol'érrbf is given by:
P(e /H) Pr[Ay>Ajor Ay > Aj... or App > A/H;] T (3.10)

Usmg the 1dent1ty |

_ P@m+mt..tzn) <Y Pl@) o (312
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we can fit- a union bound in (3.11), and it is given by:' -

M'f

P(G JH;) < ZPr [Ai> A; /H] v (313)
- %%J |
Averaging over all j, we get:
ZZP(HJ )P [A; > A /H] 0 (3.14)
j= i=1 ‘ o
i#

Assumlng all hypothes1s are equally hkely, the average probablhty of symbol error

can be ertten as:

tP MMy
(e).__Mz_:_ 5 1—erf (1 p(i,5)) - (38.15).

%

where p(i, §) is as given in (3.9) and

erf(m)’év%/e_t?dt Vv_‘;: o (316)
’ o :

The quantiﬁy[ p(z_y) which is réqiliredvi'h thekevaluation of s.yx'nbolléffbrﬁréte is the
normahzed correlatlon glven in (3 9) and a close- form expressmn for thls correlatlon
derived in ‘Appendix A. o o T -
Fig. 3.2, shows error rate ‘pérfor’mances of:. ’i) optimum binary ¢ = 0.28 and
w ~ 1.85 chirp modulation; ii) BPSK and iii) binary orthogonal FSK. It is noted that
optiinum binary chirp modulation is superior to binary orthogonal FSK by hearly 2
dB and is poorer to BPSK by 0.8 dB, for error rate < 1076, In order to examine
the behavibur of binary chirp modulation as a function of modulation parameteres w
and ¢, in Fig. 3.3 we have plotted performance as a fﬁnction of w=(1,1.85,2,5) for
a fixed value of g = 0.28. It is observed thaﬁ as w deviates from the optimum value of
1.85, the error rate perforxha.nce degrades. The pardmeter w dictates the bandwidth |

~ of the modulated signal. Thus, it is possible to strike trade off between bandwidth
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and error rate perfofrhance. In Fig. 3.4, we have fixed the value of w and error rate
have been plofted_' for different values of q = (0.1,0.28,0.4,0.8). It is observed that

error rate performance is sensitive to variations in g for a fixed value of w.

!7 ) T
== q=0.28 w=1.85|
| v e BPSK Lo
e 2-fsk N

FE.

-5 0. : 5 10 . 15
) - SNR, dB .

Figure 3.2: Error Probability Perfdrinéhce of Binary Chirp Modulation
: (w = 1.85,¢ = 0.28) " - '-
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1

| e =028 w=1.85 '
-8 q=0.28w=1 |[; )
Moo ge028w=2 |13
K X q=0.28 w=5
ol BPSK

5.
SNR, dB

3.3: Error Probablhty Performance of Blnary Chirp Modulatlon
(w=1,1.85,2 5q 0.28)

q=0.28 w=1.85( "
~-®=:q=0,1 w=1.85 |
S q=0.4w=1.85 [
iy g=0.8w=1.85 |
vkt BPSK -

Flgure 3.4: Error Probablhty Performance of Binary Chirp Modulation
w = 1.85,¢ = 0.1,0.28,0.4,0.8)




Chapter 3: Detection and Pe}‘formance of M-ary Chirp Modulation 31

In Fig. 3.5 to 3.7 error rate performances of 4-ary (w, q) 'Ch‘irp'modulation have
been plotted. From Fig. 3.5, we note that the optimum 4-ary (w = 2.4, q = 0.4) chirp
modulation is marginally superior to 4—éry orthogonal FSK and is infefior to 4-ary
PSK by nearly 2y dB. From Fig. 3.6 and 3.7, Wé note that error rate performance of
4-ary chifp modulation is sensitive to variation of i)araﬁieter g, for a fixed value of w

and vice versa.

q=0.4 w=2.4 4—chirp| ]
i@ QPSK - L =l
g 4-FSK

10— i . i 2
: 5 : .10 - 15
SNR, dB - :

Figure 3.5: Error Probability Performance of 4-Chirp Mdduldtipﬁ- (w=24,g=04)
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q=0.4 w=2.4 4-chirp
@ m q=0.4 w=1 4-chirp
r= B~ q=0.4 w=2 4~chirp
m @ = q=0.4 w=4 4~chirp -~
e apsk

107 L : L it
-5 _ 0 5 10 15
: SNR, dB ' :

Figure 3.6: Error Probability Performance of 4—Chirp Modula.ti@n
| (w=1,24,2,4,¢=04) ,

q=0.4 w=2.4 4—chirp
| oo q=0.1 w=2.4 4~chirp
1075k| ' =B~ q=0.3 w=2.4 4=chirp
F] =@ = q=0.6 w=2.4 4-chirp .
g QPSK PR Tae PRI ﬁ‘
107 L R 1 A

-5 . 0 5 10 15

SNR, dB .

Figure 3.7: Error Probability Performance of 4-Chirp Modulation
‘ (w=24,¢g=0.1,0.3,0.4,0.6)
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In Fig. 3.8 to 3.10, performance of 8-ary chirp modulations are shown. In these
graphs," perfofrhances of 8-ary PSK and 8—afy orthogonal FSK are also shown. For
SNRs greater tﬁan 11 dB, 'optirr‘lum 8-ary-('u") = 0.25,¢ — 0.95) chirp;mddulation
offer the same performance as that of 8-ary PSK érid is marginaliy better than 8-ary
.orthégdnél FSK. Fig. 3.11 shows the e.rror probabilitsr‘: perfprmance of 2,4,8-ary Chirp
and 2,4,8-ary PSK modulation. | - "

T
e 1=0.95 W=0.25 8~chirp)| " |
vopl 8PSK ;

10 ; - i i -
=5 o ‘ 5 .10 15
SNR, dB ’ B

Figure 3.8: Error Probability Performance of 8-Chirp Modulation
(w = 0.25,q = 0.95) ,
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10

i = q=0.95 w=0.25 8-chirp
| = &~ q=0.95 w=0.1 8-chirp
== q=0.95 w=0.3 8-chirp
| W g=0.95 w=0.5 8-chirp
| reme 8PSK

107

-5 0

Flgure 3. 9 Error Probablhty Performance of 8 Chlrp Modulatlon '

5 10 .15

(w—010%0305q—0%)

10
10™

1072

v q=0.5 w=0.25 8-chirp
o= g=1 w=0.25 8-chirp
E: ' g q:? W=O,'25 8~chirp -

Ei| e q=0.95 W=0.25 8-chirp

| ome s gpsK

16;9 | : 1 S R R 2
-5 0 5 . 10 . 15
o SNR,dB /% il iLcidh i R

Figure 3.10: Error Probability Performance of 8-Chirp Modulation

(w = 0.25,q = 0.5,0.95, 1, 3)
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| = =~ = = Binary Chirp

‘ ] "".""47Ch‘irp_ ; - :
1] = o= = 8-chip ﬁ

Flgure 3 il Error P)ro}sab111;cy Perférgl;lance of 2,4 8—ar$r Chlrp andl 2‘4 8 afy PSK
. Modulation ,
3. 4 Non—coherent Detectlon of M—ary Chirp
Slgnals B
The detection probleI;) c.aﬁibe stated as:
H1 tr(t) =51, 0) +nlt) |

i@ =5E0+n [ T gy

Hyg :r(t) = Sp(t,0) +n(t) |
This problem is similar to the problem discussed in Section 3.2 fof coherent M-ary

chirp signals except that 6 is a random variable With'probability density function
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.('pdf) given'by:

| } %—r, 0§9§277 ' o
p@O)=y . (319
o 0, elsewhers’ T

In the case of cohefent.detection, one assumes exact knowledge of ¢ in the receiver
and hence the practical significance of such a’re.ceive‘f is limited by the complexity of -
the iniplied synchronization' circuitry. - Following argutﬁénts similar to those used in
Section 3.2, the likelihood-ratio test is the solution to the detection ’_problem stated
“in (3.17). This test will determine the M likelihood function given by:

. T e , - o .. SRRt
Py = / exp(Ni / r(t) Si(t.0) dt) Py(6)dd, i=1,2,...,M  (319)
R R e tr JE I R T R KU SRNCHERTE

~ where Py(6) is as given in (318) Perfoiming integration in (3.19), the M likelihood

functions can be written as:

p; =TIy (-2—2,-) , i=1,2,...,M (3.20)
| No L |
where SRR N
Z; = / r(t) Si(t,0) dt | + / ) S D) (32)

and Ip(.) is the modified Bessel function of zero order [20].Since the modified Bessel
function is a monotonically increasing function of its argument, the hypothesis test

in (3.20) can be carried out using Z;. Thus, a test equivalent to (3.20) computes the

g,



Chapter 3: Detection and Performance of M-ary Chirp Modulation 37
following M values gi\fen'by; : v

| T L L A D
A=22= ( / r(t) Si(t, 0) dt) + ( / r(t) Si(t, ) dt) =12, M
SR 0 . : : 0 ; L o i
The recelver dlctated by (3.22) is shown in Flg 3.12. Such a receiver is; commonly |
referred as the non~coherent or envelope detector. Wlth reference to Flg 3.12, the

recelver arrives at the optimum decrslon based on the largest of the M values Thus

the decision rule is:

A, = max {A1,As, .., Apr) C (32

n (3.2‘2),‘the signals S;(t,0) and S;(¢, g—) for 2'- =1,2,..., M, are given by:

VBl fp @ -u ), o
Sift) =+ o o -: (2
1§ %—,ﬁzcos (wct—(z —1)7r{h(,%)_w(,%)2})’ i even -
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IR T I RS £ U SRR % ML 2R e N
5,10 | - : | @)_g,_[ All

8,@t,7/2)

() Decision

Choose Largest

oo Oy
ERONE —_— & Zn [ A

) jo da , ( )2

Sy, x/2

Figure 3.12: Optimum and High-SNR Sub-Optimum Non-Coherent Receiver. . -.

and
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It is noted that in the non-coherent receiver, the knowledge of 6 is ignored and hence
its. performance will be poorer than that of the corresponding coherent receiver. In
the next section, we perform the error rate analysis of the non-coherent receiver shown

in Fig. 3.12.
3.5 Error Raf,e Performance (Non-Coherent
Case) - |

To evaluate the performance of the receiver shown in Fig. 3.12, we start by assuming

hypothesis H ; is true. Then, the received signal is given by:

() :"Sj<t,9)+n‘(t‘>,f'o"stszf (32

‘The M conditional decision variables can be written as:

Nijny = Ziju; = /r(t)” Si(t,0) dt | + ffr(t) Sz-(t,’%) dt) |, i=12..,M
' 0 N0
. o | (3.27)
Given H; is true,“ the probability that the receiver makés; an error is given by:
P(e/Hj) =P [Z1>Zjor Zo> 7. or Gy > Zi/H;]  (3.28)
Using (3.12), we get . -
P(e /Hj) <> Py [Z; > Z;/Hj] ‘ (3.29)
i=1 . .
i
Averaging over all possible symbols, the Symbol error rate is given by:
MM o
P(€) < 37D > PrlZi>7;/H] (3.30)
j=1i=1 | |

i#j
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In (3.30), we note that Z;’s are Rician random variables. ‘Thus, one R,lClaIl randomb

variable exceedlng another is given by

P [Z >Z/H] [l—Q(x/_,\f)+Q(\/5>\/5))] | (3:31)

N:Ib—l

where

b

2?\/' <1$m> ' (3.32)

and Q(z,y) is the Marcum @ function defined as:

. ' A‘y o ” ‘[ ) , ,'\ o ’
and the complex correlation pc(, j) is given by:
peli) = 51 = [ 50 570 a (33
TR ( 0 g _,‘_‘,7‘ T T i - R LR WA W U D
. e [t+{h(t) (t>2}] e SR ERE AR
7 |wet+inm — |—w| =

Rk R [<>{<><>}J i

exp . , .. teven .. -

*ﬂlr‘r’j-'ﬂlt‘:}«

\
'and denotes complex conjugatmn A close form express1on for pc( 1, ]) is glven in

Appendlx B
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T
“[++s&++ Binary Chirp (w=3.45 q=0.1) 1
ke s DPSK i3

Binary FSK ]

- Figure 3.13: Error Probability Performance of optimum (w = 3.45,¢ = 0.1) 2-ary.
' Chirp, DPSK, and Binary Orthogonal Non-coherent FSK

In Flg 3.13, the optlmum (w = 3.45,q = 0.05) error rate performance for the
non—coherent 2—ary chrrp has been plotted for different values of SNR. It is noted that
the performance of the 2-ary chirp matches the performance of bmary orthogonal non-
coherent FSK ThlS is because the optlmum error rate performance vvhlch occur at
w = 3.45,¢ = 0. 05) makes the normahzed complex correlatlon— 0, and thus performs ,
11ke orthogonal 31gnals Also, it can be seen that that the non—coherent 2-ary chirp
perform poorer than the conventlonal Differential Phase Shlft Keying (DPSK) by
' approx1mately 3 5 dB. In Flg 3. 14 the performance of the 4-ary non-coherent FSK

’- almost 1dent1c}alto the performance;of the 4—ary _’chlrp‘wrth the same Values of w arld

o

Vsl
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4-ary Chirp (w=3.45g=0.1) '’
{09 smaryFSK

Figure 3.14: Error Probablhty Performance of (w = 3.45,9 = 0.1) 4—ary Chirp, and
4-ary Orthogonal Non-coherent FSK

3.6 Summary

In ithis Chapter, the detection problem for M -ary chirp signals have been addressed
for two cases: Coherent and N‘on-coherent.. In the coherent case, the structure of the -
optimum correlator receiver has been explained and used to evaluate the error rate
performance of M-ary chirp modulation. A corhparison betweeh the probability'of
error of Chirp modulation and other conventional M-ary modulation schemes such
as MPSK and MFSK has been provided for (M = 2,4,8). It is noted that optimum
binary chirp modulation performs better than binary orthogonal FSK by approxi-
mately 2 dB and i is poorer than BPSK by nearly 0.8 dB. For M = 4, the optlmum
4-ary (w = 2.4,q = 0.4) chirp modulation performs better than 4-ary orthogonal
FSK and when M = 8, chirp modulation has performance same as 8-ary FSK. In the

~ non-coherent case, optimum 2¥ary (w = 3.45,q = 0.05) offer the same performance



Chapvter 3: Detection and Performance of M-ary Chirp Modulation ‘43

as 2-ary orthogonal non-coherent FSK. For the same value of w and g, the 4-ary FSK

is marginally superior to the 4-ary chirp.
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Chapter 4
Coherent Detectlon of MCPCM Slgnals in

Gauss1an N01se

41 MCPCM Signalling N

In an MCPCM system, the gen‘éral expr‘ess‘ioﬁ'fo’r the transmitted Sighgl is given by
S(t, (”1) =2 Scos(27rfct + ¢(t,a) + ¢0) s <t <400 (4.1)

where the information bearmg phase is given by -

(e, a) / Z a;g(x =iT) dz, =00 <t <'Foo: 1 - (4.2)

g 1=—00

and

L=, 020,021, 00, 041,042, - - - . (4.3)

~is an infinitely long sequence of un-correlated M-ary data symbolé, each assuming

one of the values - | '
:1:1 +3; :1:5 &(M‘— 1);  i=0,%1,%2,... (4.4)

Wlth probablhty

Pla)=as i=0ELE2.. (49
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In (4 1) S = 7;5 is the symbol ; power f¢ is the carrier frequency, T is the symbol
duratlon and ¢ is the arbltrary phase shlft which without loss of generahty can'be

set to zero for a coherent system. In (4.2), the baseband phase function is defined by:

Q@F/QMMIWHM_MMMW,(my
the information carrying the phase’can be written as: -
00

)= 3 agt=iT) - (@D

i=—00
For the full-response system, data symbol:affects the instantaneous frequency only

_over one data symbol. Thus, for chirp signals, the phase function ¢(t) is given by

0, t<0, t>T
Cat)={ or figlz)ds, OLt<T. . (4.8)
, rq=n(h=w), t=T |

~ where the instantaneous freqiiency deviation for the MCPCM signal is given by:

. t<0, t>T
9O =9 L W 3 (4.9)
_ 2T ~ T2 2 0<t< Tf :
Thereby, the phase functicn is given by . | |
| 0,. . o tSO, T
at) =1 m{p(}) -w($)’}, ost<T . (4.10)
| nq = n(h—w), t=T

* Where h,w, and q are dimensionless modulation p'aram’eters Of these h represents
- the initial peak to-peak frequency dev1at10n divided by the symbol rate 1/T w de-
notes the frequency sweep width d1v1ded by the symbol rate Slnce h = q+w, we
choose q and w t0 be the 1ndependent 31gnal parameters to descrlbe a given MCPCM

system The accumulated excess phase due to the kth data symbol at ‘the end of
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the kth data symbol inter‘\}él*‘is‘equal'to jmr(],’ p= i‘l,:!:3,.:.;:|:'M ﬂd‘épendiﬁg upon
‘ ‘akzj:l,:!:B;f .M. Tt is notgd'that CPFSK is a subclass of MCPCM with w =0.

J.g (z)dr  |— FM-Modulator ——»

1

Figure “4.1:.S‘chémati(/: Modljlla{;o,r_‘ for CPC System , : .. .
L T
A
h/2
w
> t .
| - v
-hi2

Figure 4.2: Instanﬁaneous Frequency Deviation in CPC Signalling

In Fig. 4.1 a schematic modulator for generality CPC signals is éhown. ‘In
Fig. 4.2, the parameters h and w are illustrated. The possible phase trajectories,
using the phase term of (4.2), for binary and quaternary modulations are shown in

Fig. 2.6 and Fig. 2.7 , respectively. -
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- 4.2 Optlmum Coherent Maximum Likelihood -
MCPCM(Rece\;ver;;, L

- The detection problem addressed here consists of observing n symbol intervals of
MCPCM waveform corrupted by AWGN n(t), with one-sided power spectral denSiti;
Ng, and producing an optlmum decision onone symbol Denotlng the decesmn symbol

by a5, 6 € { 1,2,...,n }, the received 31gnal can be written as :

r(t) = S(t,a;s, Ak) + n(t) | o (411)
Where Ay is (n — 1)-Tuple (a1,a2,: - ,a5-1,86+1,- - an) and S(t,a5,Ag) is the SIgnal
waveform over n symbol interval.: The detection problem in (4.11) is the M -ary
composite hypothesis testing problem [30] and the solution is given by the likelihood

ratio test ahd for MCPCM waveform is given by: ‘
A / exp [ / t)S(t a5,A)dt pAdd @1
Wheré" ' ‘ R ' . I _
/ dA = / / da5 1da5+1 e
The dens1ty ofA is glven by o ‘ B
”,fm@=ﬂd»@a Plosnplos) oplan) (410

‘and

@) = = az-1) + ..+ 8(ai + (0~ )] (415)
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- Substituting (4.13)-(4.15) in (4.12), we obtain the M likelihood functions given by:

o 1 2 | T ' o
A =1 Zow [m,ff r(t) St a5 = +1, 4y) ,df]
(4.16)

AM:-’,];—LZeXp[ f ’r‘t) S(t, a5——(M-1) Ak) dt]

Where m = M"~1, The maximum likelihood ,rece-lverjprodu:ce an estimate ag of as
using ' L ’ (RN
fp  podd |
ag = P - P (4.17)
~(p—1), peven 3 _

Where 1< p < M and correspond to Ap such that

dp=maz{d;i=1,2,...,M} | (4.18)

for some p. The structure of the optimrlm coherent receiver is shown in Fig. 4.3.
- This receiver essentially correlates the received waveform With each of the m possible
transmitted s1gnals with the data in the decision interval a5 = +1, then forms the sum
of exp(Cj), where Cj is the correlatlon of the recelved Waveform with the jth signal
Waveform Wlth a data +1 in the decision interval. S1rn11ar operatlon of correlatmg
and summing for each set of the m possible waveforms with decision interval data
+1,+3,. :!:(m 1) are performed and the decision is based on the largeet of M sums
obtained. Since the evaluation of exact error rate of this recelver is too complex,
bounds on its error rate performance that-are trght a,t hlgh SN R can be determined.

This is carned out in the next sectlon
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X1

Stas =+1,4)

S $)—— Mo a

exp

Toa

S, a, =:+,I,A;l)

0
—

’W expliYVZ—()}

x—(m-l)l [ 5 0

Toa =

| S@as==0a-1,4)

nT

0. -

exp

exp

1[0 d =

o S(tha;=-(M-D,4,) . | ,
- Figure 4.3: Optimurh and High-SNR Sub-bi)timum MCPCM Receiver .

x—(M‘;l),m
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“4 3  Performance of The. Optlmum MCPCM

Recelver
Denoting‘the integljal in Eq (4.16) by: = = o |

"TS(t,as=M\Ag) dt,  Xodd

x,\k= S PRI I AR -..(4.19') .
nT S(t,a5 = —(A — 1), 4g) dt, A even

The M likelihood parameters caﬁ be e;{pressed'a.s.f '

' =— ) — : = 4.2
- m;exp(%”m)l, S oasinM )

v

 For large SNR, making use of the foll_oWing approximation:
m : ) . . P = - ~: . ’ ‘
Z exp 2 m)\;; & exp 2 ‘~ (4.21)
N ™) No |
k=1 o - S b
where

—mesow) @

and noting that exp(C) is a,‘ 41%10‘notonic function, a sub-optimum receiver can be -
obtained. This receiver chooses the largest of {zz}. The error rate of this receiver
can be upper bounded using the union bound [30] . The upper bound is constructed -
by noting that zy; s are Gaussian random variables. |

- Let us suppose that the decision is made on the first Symbol, ie. A= 1. For
a given transmitted data symbol a; = u and Ay, the receiver would be in’ error
: Wheneve_r it decides a1 =v,v 7é wand v =1, 2, ..., M. Thus, ytk\le‘.probability of error

is given by:

Prlay# ufar = u; Ag) SJZ:ZPT[SCUJ' > Tyl (4.23)

v=1 j=1
'u#u'7
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Averagmg over all possible equally likely ag,- the expression for error probablllty in
(4 23) can be written as:

iy

T TS L RN
[al#u/al—u Ak]<ZZZPr $v3>55'uk] (4.24)

v=1j=1k=1
v;éuj

The overall probability of an error may then be obtamed by averaging (4.24) over all

p0551ble input data symbols ie.

1 M M m m
—MZZX_JZ Br o > 2] @25)

~ Where the probability for one Gaussian random variable exceeding another is giveri
by: : '
| .P r (2o >xuk] S“Q.[\[Nos

=, A;)S(t,a1 = u, Ay)dt | (4.27)

(1 = plvg, k) ] S um

and

p(vj, uk) =

is the normalized correla@qn b‘etween the signals S(¢, ag = v, Aj)and S (t, a1 = u, Ag).
To facilitate error probability comparisons with other modulation, we normalize the

- symbol energy to bit energy using. . -

Es = Ey logg M . o (4.28)

Although, an explicit expression given by (4.25) was obtained for ‘upper bound on
theperformance of the optimum receiver, .the computation required for evaluating
this expression is too large. However, the number of computations can be reduced by .

averaging (4.25)-(4.27), i.e. by r_ecog'nizing'and identifying the Gaussian pairs which
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have the same c}orrelatiOn.‘ Thus, an expression equivalent to-(4.25) is given by: -

Popg < (M — 1)M7-1 / Q \/’}%a—s(&))]pm & (429)

‘ Where : o _' ‘ ' |
/d7 / /d71d72 o h »"'",(4'-30)
and ‘ ’
@ =P s (48
with : ”
) Y |
o R L
and
p(m) = M% M2 > i Bm |+ 2(m = 1))+ (1 = 2(m = ) (4.33)
J=1 .

In (4.29), £(7) is related to the correlation function via

o) = €63) ', | as

Where 'y = (71,72, ,'yn) is the dlfference sequence between data symbols of thew
sequence (v Aj ) and data symbols of sequence (u Ak) For M—ary data " takes
values from the set {:l:2 :I:4 :1:2( — 1)} and ;,1 1, 2, 3,...,n from the set
{0,42,+4,...,£2(m - 1)}. Usmg the expression for the sequence correlatien given
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by (4.34) in (4.24) for the efror probability, one would reciuireless computation than
by using (4.26) and-(4.27). |

4.4 " Distance Prdpertiééf‘df MCPCM Signals

The distahce between waveforms is a key concept ‘[30] in understanding the ultimate
utility of any arbitrary signaling scheme in digital communications. Wifh reference
to the set of MCPCM waveforms of duratlon n symbol intervals avaﬂable to the
transmitter, the Euclidean squared dlstance ‘between 51gnals S(t,a; = v,A; ) and ,

S(t,a1 = u, Ag) is given by:

o nT
D2 (vj, uk) = / IS, ay = v, 47) — S(tyay =u, Ag)[dt” (4.35)
It can be shown that (4.35) reduces to:

where ’
Adn(t vJ,uk) (‘A —af )q(t—v G-1T )+9z:—1 o (a7)
with
z—l—%qz(ar;ar (438)

In (4.37), q(t) is the phase function for MCPCM signals. The quantity A¢; (t,vj, uk)
represents the phase difference between the signals S(t a = v, A;) and S(t,a1 =
u, A ) during the ith symbol 1nterva1 For sufficiently large SNR the performance of
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the optimum receiver is nominated by a parameter know as the Minimum Euclidean

Distance [2]. Defined as:

DTann_ mljn {D (U37Uk)} . o (4.39)
ik |

‘and the perfermance then is approximately given by:

mm n .

~ —_— 44

P> Q 2Np | | (4.40)
using energy normalizaﬁion,_the normalized squared Euclidean distanee‘is expressed

as: ' '

D2 ' ;
2 no

: = 4.41

By using this ndrmalization, We can compare different 'M-ary schemes on an equal
7 .
—b baS1s Asa reference pomt we note that dmm = 2 for BPSK QPSK and MSK.

Ny
An estlmate of the SNR galn relatlve to BPSK is then obtalned us1ng
S g2 S N T R
»Gnv= 10logig [7"] T C V)
For MCPCM, (4.36) can be shown to be given by: -~ =+ SR S

. D%(7) = D3(vj,uk) ee

o =2Bs{n -3 —%—[COS(Q)(C(sz)+C(H1z))+Sm(Q)(S(sz)+5(H11))]}
= /——2 ~
| o vAme s
“where -
Q; = ETW"HQQ sgn(v; Zl'rr | (444)
Hy; = |sz|(w 9 | (4.45)

2w
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Hy= lz’hl(wM) | (446)
+1”x“20 ! R , - .
sgn(@)=< - N C ¥y
-1, z<0
C(IE)= /00s(7ry2/2) dy - (448)
/sm 7ry2/2 Ly (4.49)
: O © e .. ‘

For the MCPCM signals, to determine Dmm
%6{0 +1,42,...,42(M = 1)} and 71 € {2,4,6,...,2(m=1)}

~An-important tool in the analysns of the dlstance propertles assomated with

o “we _]ust need to’ con81der R

the MCPCM 31gnals_1s its phase tree. To calculate the maximum squared Euclidean
distance associated with MCPCM signalling set, with signals in that set defined over
nfsymbcl inter{fals,‘all pairs of phase trajectofies,in the phase tree over'n symbol
intervals must be considered. The phase trajectories over the first symbol interval,
however, must not coincide The squared Euclidean distance is then determined using
(4.36) for all these palrs ‘and the maximum is the derived resu]t of (4.39). Using the
fact, that the Euchdean dlstance 1s a non—decreasmg functlon of observation length
n, an upper bound for all n, may be obtamed by con51der1ng just a few representative
pairs of infinitely long. sequences. _Good candldates fcr all these sequences are pairs

~ that merge as soon as'possible. It is seen that such inﬁnifceljr long sequence is:

’7 +-’Ela £L']_,O 0 o (451) _



Chapter 4: Coherent Detection of MCPCM Signals in Gaussian Noise ‘ | 56

with 1 = 2,’4,6,...-;2_(m —1).. Using (4.51), an upper bound on the maximum
Euclidean squared distance for MCPCM is given by:: o ! A

e | eos 7r wp(w 2 Vi
Byl =logp M _mip_ (2- o ) 4 o)+

| <M -1 \/1713 ‘ 2w
DR @%ﬁq—’)( s@rson 0w
| Wherex—\/_g(w q) andy—\/—(w+q) It is noted that o
dBvM(W,fI) dB M(wa fQ) dB M(’Uh IQ|) o (4.53)

Since the upper bound of (4 52) is a functlon of the set of 51gna1 modulation param-
‘ eters (w, q), to find a tlghter bound on Gp, 1nherent in MCPCM signals, d2 B M Was
computed in the 31gnal space by 0<g<2 and 0 < w < 10. The results of the
computation are shown in Table 4.1, Where (w q) that max1m1zed d2 B MATe shown
for M=2,4,8, and 16 . The global mamma give an idea of the hm1t1ng gains available
with MCPCM. For example, 4—ary MCPCM will offer an advantage of 4.67 dB, at
best, relative to PSK ‘However, 1t should be noted that the actual value of cl2 will
always be smaller than the global maximum of its bound. That is to say for ¢ # 0 ,

a value of D% close to maximum may be found out:

M| (waq) |max{d}}}|GndB
2 [(24,00) | 293 - | 166
4 [(0.800)| ~ 58 - | 467
8 | (0.6,0.0) ~ j 879 | 643
16 (0’600)» T2 768 |

Table 4 1: (w, q) maxumzmg d
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Tables 42to44 show sets of (w q) that max1m1ze d% : computed using (4.41), |
in the modulatlon parameter space 0.< g<2 and O<w< 10 for M =2,4,8 and
observation intervals of 2,3,4, and 5. It is observed that the 2- ary (w=2.36,q = 0.12)
MCPCM system prov1des a gain that is only 8% less than the best 2-ary MCPCM

system which has a 11m1t1ng advantage of 1.66 dB On the other hand, 4-ary and 8-ary
MCPCM systems Wlth 5 symbol observatlons prov1de gains that are nearly 75% and
70% of their respectlve best systems This shows that an observatlon interval longer
than 5 symbols may be used to obtain further advantage in SNR gains. However, it

is noted that this may not be true when one chooses a different parameter space.

(w,q) max {d2} | Gn,dB |
(1.55,0.25) | 2.571 1.09
(2.36,0.192) | 2.744 | L4200 |
(2.40,0.156) |~ 2.827 - | 1.50
(2.40,0.140) | ~ 2.847 | 153"
(@. 360120)‘ '1'2 868 157 |

SO WwWINB

Table 4 2 Optlmum (w q) mammlzmg d2 for 2 -aty MCPCM " :

(w,q) | max {d2} | Gn,dB
[(2.94020) | 3680 | 2.6
(255,041) | 4416, | 344 |
(2.54,0.39) | 4417 | 344 | .
(2.54,0.39) | 4417 | 344 |

T O IO IR =

" Table 4.3: Optimum (w, q) maximizing d2 for 4-ary MCPCM:
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(w,q) | max {d2} | Gpn,dB
(4.67,088) | 4712 | 372 |
(4.50,0.90) | 5.084 | 4.05
(
(

4.89,0.90) | 5476 | 4.37
(4.93,0.90) | 5.653 4.51

(G200 IS BN IUR B T =

Table 4.4: Optimum (w, q.). maximizing d2 for 8-ary MCPCM :

4.5 Numerical Results on Error P,r»obabilityv
Bounds B | |

In the previous section we obtained some insight into the distance properties asso-
ciated with MCPCM systems ‘using the minimum distance criterion, wherein a set
(q,w), for a given M and observation interval n, was ‘ch'osen that maximized the
minimum distance between pairs. of signals in the signalling set. Alternatively, in
this section, we examine the MCPCM systems using minimum probability of error
criterion. That is, we examine MCPCM systems that minimize the error probablhty
upper bound on the performance of the optlmum receiver. o

"The error probablhty upper bound of (4.25) i 1s a function of: 1) Slgnal-to-Nmse ‘
Ratlo, Ey/Ng ; 11) number of observatmn intervals,n ; iii) the signal modulation
parameters, (w, q) and iv) the number of levels of the 1nput alphabet, M. For a
glven M,n and a sultably high SNR the modulation parameter set (w, q) that should
be chosen is the one that minimizes the error probability upper bound of (4. 25) The
optlmum (w, g)s haye been determlned at SNRs of 6, 8, and 10'dB, for 2 < n < 5 and
M =4 and 8. The 31gnal parameter space is bounded by 0 <g< 2 and 0 < w< 10.
, The probablhty of error curve of the optlmum (w q) for observatlon mterval of n=>5
is illustrated in Flg 4.4 to Flg 4. 6 for M = 2 4 and 8. The optlmum sets thus
obtained are tabulated in Tables 4.5 to 4.7, for 2- , 4—, and 8-ary MCPCM.
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» BPSK .

11| i s w=2.37; =019

SNR, dB

Figure 4.4: Optimum Error Probability Performance of 2-ary Chirﬁ _

(w

= 2.37,q = 0.19) and n = 5 with BPSK Modulation

2 3 4 s
SNR | g |
c (1.85,0.28) . | (2.06,0.24) | (2.22,0.23) (2.33,0.22)
| 1.23%x 1073 | 6.46x 1074 | 4.24x 1074 |3.55x 1074
q (1.88,0.27) (2.16,0.23) | (2.33,0.21) (2.37,0.19)
492x107% |'1.70x 1075 | 1.00x 107% | 8.53 x 1076
10 (1.93,0.26) (2.24,0,.‘22) (2.33,0.19) - | (2.39,0.18)
335><1o— 6.86 x 1078 391><10-8 336><10 —8

Table 4.5: Optlmum 2-ary (w q) MCPCM Slgnalhng Scheme w1th Error Probablhty

Upper Bounds
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The optimnm 2¥ary MCPCM syetem, optimnm for 5T obeer\}etion, with s’kignal :
parameters (w = ‘2'37 and ¢ = 0.19), outperforms'PSK by nearly 1.6 dB. In the
previous section, we have seen that the limiting SNR gam for. 2-ary MCPCM system
is 1.66 dB. From these two observations, it is apparent that nearly all the potent1al
of 2-ary MCPCM can used,by employlng the- optlrnnm 5- blt MCPCM rec_elver. How-r
ever, the complexity of this re_ceiVerkis' quite high. _Furthermore, it-is noted that an
improvement of about 0.75 dB is possible in going from 3T to 5T observation and
about 0.25 dB in going from 3T to 51" observation. These observations may be used to

| strlke a compromrse between the compleXIty and energy performances of the recelver ‘
. Comparlng the performance of 2-ary MCPCM system with that of the Well—known
2-ary CPFSK system, we observe that the former has nearly 0.5 dB advantage over
the latter.

—-e—-n—s W=2.5; q-o 38'5

....................................................................................................

....................................................
......................................................

....................................................................................................

107

5 6 7 8 : 9 10
SNR, dB

Figure 4.5: Optimum Error Probability Performance of 4-ary Chirp
. (w=2.5,¢=0.38) and n = 5 with QPSK Modulation
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SNR 2 | ] 4 5 T
. (2.73,0.25_) (2.43,040) | (2.48,0.39) (2.49,0.38)

2.60 x 1074 | 6.78 x 107% [ 3.27x107% |2.38x107°

g (2.75,0.25) (2.48,0.40) (2.51,0.39) (2.50,0.38)

2.26 x 1076 | 2.00x 10=7 | 1.00 x 10~7 | 7.15 x 1078

: 1 | (276,025) - .(2.51,0.40‘) 1 (2.52,0.38) (2.51,0.38)

| 1.69 x 1072 | 3.06 x 10711 | 1.68 x 10~ | 3.36 x 1011

Table 4.6: Optlmum 4—ary (w, q) MCPCM Slgnalhng Scheme with Error Probability
Upper Bounds :

For 4-ary MCPCM, the optimufn (w = 2.5,q = 0.38) (optimum for n "= 5)
system with 57 observation gives an improvement of heaﬂy3.6 dB relative to coherent
QPSK. While 4-ary (w = 2.75,q = 0.25) MCPCM system (optimum for n = 2) with
2T observatlon prov1des nearly 2. 6 dB gam relatlve to coherent QPSK only 1 dB
- further gam is possible in going from 2T to 5T observatlon It is noted that in the
parameter space considered (i.e. by 0 < ¢ < 2 and 0 < w < 10) the 4-ary MCPMC
system exhibits only an 1mprovement of up to 3.44dB Table 4.3 relatlve to coherent

PSK sys’sem, usmg the mmlmum dlstance crlterlon
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0

10

»»»»»»

n=4; w=4.60;q=0.88| | " |

- 10

. SNR, dB

F1gure 4.6: Optimum Error Probablhty Performance of 8-ary Chlrp
- (w=4.69,9=0. 88) and n= 4 Wlth 8-PSK Modulatlon

) R
s | @101 12) | (471,088) (4.71,088)
- 6.23 x 1075 |'9.39 x 1076 | 4.37 x 1076
- . (410,1.12) | (4.69,0.88) | (4.69,0.88)
1.22x 10~7 ' | 709 x 1079 |'3:36 x 109
o (4.10,1.12) . | (4.68,0.88) | (4.68,0.88)
9.04 x 1011 | 1.88 x 10713 | 6.83 x 10714

Table 4.7: Optlmum 8-ary (w,q) MCPCM Signalling Scheme with Error Probability

Upper Bounds
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With reference to table 4.8. The 8-ary (w = 4.69,q = 0.88) MCPCM system
(opt1mum forn =4) with 4T observatlon offers. nearly 7.8 dB 1mprovement relatlve
, to coherent octal PSK system That is the optlmum 8-ary MCPCM system for n —>4
has an advantage of nearly 2. 9 dB relatlve to coherent orthogonal srgnalhng scheme
The 8-ary (w = 4. 10,¢ = L 12) MCPCM system (optlmum for n = 2) offers 1 8
dB advantage over coherent octal PSK Wlth 8—ary MCPCM system there is only v
about 1 4 dB gam in performance in gomg from 2T to 5T observatron Beyond
5Tobservat10n the galn is small and also the optrmum receiver complex1ty increases
: tremendously Asa comparlson w1th 8-ary smgle-h CPFSK systems we observe that

. the optrmum 8—ary MCPCM systems perform better for all observatlon intervals.

- , Pe e
SNR r TR EICRUR R
BPSK/QPSK | 8PSK . |
0 787x1072 | 3.48x 107!
1 563x 1072 .| - 293x107!
2 375%x 1072 2.38 x.1071
.3 - .220%10"2 |- . 1.85x 1071
4 C125%x 1072 | 1.37x107L
‘5 5.95 x 103 9.55 x 10~2
6 1 9.39%x10-3 ‘6.14x 10~2
7 773%x 1074 | '359%x10°2
8 T 191x10-% | 1.85x 1072
9 336 x 1070 - 8.24x 1073
10 '387>< 10-6 [ ©3.03x107°3

Table 4. 8 Probablhty of Error for 2,4 and 8-PSK |
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4.6 Summary

In this Chapter we have examined MCPCM signals for M-ary data transmission.
A general description of an MCPCM system is given and the independent modula-
‘tion parameters that characterize such a"syst’e‘m are identified and described. The
optimum and subopt1mum recelver structures for coherent detectlon for arbrtrary ob-
servation intervals are derived and therr performances in terms of symbol error rates
are estimated. Also, using the notion of minimum Euclidean distance in signal-space,
the achievable SNR gain possible with MC‘PCl\/Iﬂsystem relative to PSK systems are
estabhshed The results reveal that the concept of continuous phase can be success-
fully apphed to d1g1tal transmlsswn using chirp s1gnals

‘The symbol error probability upper bound on the. performance of the opti-
mum coherent MCPCM receiver is a function of signal modulation parameters,(w, q),
the receiver decision.observationflength, number of levels of data, and the received
signal-to-noise ratio.: Minimization of symbol error probability for MCPCM systems
can only be solved numerically. Employing this approach, optimurn; 2-, 4-, and 8-ary
MCPCM systems have been,determinedras a function of decision observation length
and. received SNR. It is borne by our:results that the optimum -MCPCM,modula~
tion parameters is a mild function of the received SNR and as well as a function of
observatlon 1nterval . : o . o

It is shown that the 2-ary MCPCM system for 5T observatlon offers nearly
1.6 dB improvement in performance relative to coherent PSK, 4-ary MCPCM system
has nearly 3.6 dB gain over QPSK, and 8-ary MCPCM system over 5T observatlon
length offers nearly 8 dB 1mprovement relatlve to octal PSK. Also, 1t is shown that
the 2-, 4— ‘and 8- ary MCPCM systems have limiting SNR gains relative to coherent
PSK systems of 1. 66 4.67, and 6.43 dB, respectlvely

Although, the results of this Chapter ‘provide performance estimates that are
‘inherent in MCPCM systems, for successful application further examination of band-
width occupancy, receiver complexity, synchronization techniques etc. associated with

- MCPCM systems are required. -



69

Chapter 5 -
N on-Coherent Detection of MCPCM

Slgnals in Gaussian Noise

5.1 N Introductio'n,_; |

In thls chapter we extend the results of the prev1ous chapter to cover the case of
non-coherent receptlon of MCPCM signals. An apparent advantage of non—coherent
system is that they do not requlre carrier trackmg, which 1n fact is mandatory in
coherent systems. The primary obJectlve of this chapter is to assess the perfor-
mauce ability of‘non-coherent MCPCM signals in AWGN channel. The optlmum
non-coherent MCPCM receiver is derived and by minimization of upper bound on its

- performance, optimum non-coherent MCPCM signalling schemes are determined.

5.2 Structure of Optlmal MCPCM N on-Coherent
Recelver
The received MCPCM signal buried in AWGN with one-sided power spectral density
of Ny watts/Hz can be written as: |
r(t) = S(t,a5,Ap.8), 0<t<aT - (5.1)

where nT is the observatlon length g is the random phase un1formly distributed in
(0,27). The detection strategy is to observe r(t) and produce an estimate @ of the

symbol as transmitted during the decision 'symbol:interval.. The detection problem
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clearly is a compoéite hypothesis testing problem [2]. for which the solution is like-
lihood ratio test. The likelihood parameters computed by the optimal receiver are

given by:

Ar =ffezz;1e,xp[ B F0S(0,05 = +1, A 0)] Fy(0)05

Ay = fozk 1eXP[ fo Tt)S(t aa—T(m_,,.,—._:l);flk,f))d#] Py(0)ds -
upon perfqrmipg ‘int’egruatipns over 6 in (5.2), the likelihodd- vpararﬁeterébeéofne:
L 2 | R
Aj=ZIO(N-$jk>’ ji=12,....M (5.3)
0.
k=1 ,
where | ' '
af=lp+ Q@ o D
with o | .
f r(6)S(t a5 = +5, Ay, 0)dt, jodd .
k=N | : .. (55)
| "fonrf(t)s(tyaé:_“(jf‘1),Ak,0)dt, j even

f rt)St a5—+J,Ak,.2)d j odd _

f r(t tac;—-ﬁ—( )Ak, )dt j even

The structure of the optimum receiver implied by (5.3) is shown in Flg. 5.1. This

receiver essentially computes M likelihood parameters and produce a decision by
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choosing the largest of these M parameters. -

(8L A40) R
‘ . 10
(-8, 4y, /D))"
(,8(t1,4,.,0)) |
‘ e Ziinen
(St 4,7/ 2))
r(1)
» <-3S(ta—(M_l):A0 ’O‘)>2‘ — ‘
- . . ™ ZE(M—I),b' A
oS-, 4,1 2) T
L, SEAM -1, A4, O T
B e — ZZ - mo)
[ SEAM-1),4,,,7/2))"

Figure 5.1: Optimum Non-Coherent Receiver Structure -

((x(t),y(t))z = [fé‘ T Oue)d 2)
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If jth of the M parameters is the largest, the receiver decides ag = +j ‘or a5 ="
—(j—-1) accordingly as whether j is odd or even: It is noted that the optimum receiver
structure is canonical and identical :for arbitrary phase modulated signals. Although,
‘the precise structure of the receiver is known, its'exact performance evaluation is too

-complex. Hence, we dér.ive bounds on the performance of the optimum receiver. This

is'carried out in the next section. _
5.3 Error Rate Analysis

t , When a high—SNR‘approﬁir‘nation is fnade)in ’(5.3), i't‘isu ndtéd tﬁét: for a large ‘argu- '

ments:

'ifo (Nz_o%'k)gft)(fviof?).; 6

where

Further using the fact that Ip(.) is a monotonic function, the high—SNR sub-optimum
non-coherent receiVér;may be viewed a8 a receiver that cOm'pu‘t'e's" allz;p,j=1,2,.. .i, M
and k = 1,2,...,m = M™ 1 and makes a decision depending upon the largest of -
 these. The sub—opt.imum_'_receiver is also shown in Fig. 5.1 = .~ .. '
o ‘The ‘performance‘of high-SNR, sub-optimum receiver may, be computed using
the u‘nio’n bounding technique used in the previous chapter.: By noting that z ;s are

Rician and 1etting' as = u, »the probability of error.is bounded by:: .-

M m

P(e /ag =, Ap) < > ZPr (o5 > Tuk) (5.9)
| ' ; vv;@la Fl, i ‘
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Averaging over all possible data symbols in the decision symbol interval and over all

possible data sequences Ay, the probability of an error is given'by: ... ..

‘1 M M m m
H%ZZZX_: v (@05 > 2uk) (5.10)

=1j
| | 75" ,
The problem now is to obtaln an expressmn for the probablhty of R1c1an varlable
exceedlng another which is glven by A " '
e 1 T YL FE
B (%g>xuk)—§( | (\/— \/—)+Q(\/_,\f)) S )

where . ..

_2N [m\/l‘mc %uk)l] (612)
and Pc(’Uj, uy,) is the normalized complex correlation. between the complex envelopes -

Sc(ﬂ a5 =v,Aj;) and S¢(t, a5 = u, A), and these are given by:

2E | |
Sc(t,as = v, Ag) = T eXP [1o(t, a5 = v, Ag)] : (5.13)
Using (5.13) and noting that the data sequences (a5 = v, A;) and (a5 = u, Ay) are
ajl,a%, a5 =, aﬁ; and a'f,a’zc,...,a(g = u,...,aﬁ a closed form expression

for pc(vj,up) can be obtained. The number of computations in the evaluation of
(5.10) can be significantly reduced by recognizing and identifying redundant different
sequences. It can be shown that an expression equivalent to (5.10) can be shown to

be given by: -

P(e) < (M- 1) M [ 111~ QW6 Va) + QWA VB s &y (514

¥
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there‘ f,-y dy and p(j) are as given in (4.30) and (4.31), respectively. In the next

section, we present the error probability'performance of MCPCM systems.

5.4 Numerical Results and Discussion

The symbbl efror probability upper bound on the perforxﬁémce of the optimufn ﬁbn—
‘coherent MCPCM receiver can be computed usi-ng (5.14). As in the coherent case,‘
the error probability is a function of : i) n , observation length; ii) Ep/Np , Signal-to-
‘Noise Ratio; iii): M , size of input data alphabet; and iv) (w,q) , set of modulation
' paraméters. Further, in the case of non-coherent case, the error probability is a
, functibn of the Iocation of the decision data symbbl, 0 . The set of signal modulation
parameters (w,q)' that should be chosen is obviously the one that minimizes the
symbdl error probability ilpper bound of (5.14). The minimization problem cannot
be tackled analytically and, therefore, numerical technique is in order. Using this
technique, at SNRs of 6, 8, and 10 dB, sets (w,q) that riiinimiz'é (514) have been
determined for 2 < n < 5, M = 2,4,8 and 1 < § < n. The results are tabulated in
Tables 5.1 t0 5.8, 1+ + : MO R
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| e~ n=2; w=3.45; q=0.535=2/ -

Figure 5.2: Error Probability Performance of 2—ary non-coherent MCP’CM
(w= 3.45,¢ = 0.53), d = 2 and n = 2 with BPSK Modulation

As an example, the per’folrmance of non-coherent; MCPCM is plotted with an
observation length ofn=2 and n=4in F1g 5.2 and Frg 5. 3, respectlvely When the
performance of non—coherent MCPCM is compared w1th coherent MPSK systems
it becomes apparent that non—coherent 2 ary MCPCM system can outperform co-'
herent BPSK For example, the optlmum non—coherent 2 ary MCPCM receiver Wlth
an observatlon length of 4 b1t mtervals and the declslon on the second b1t data can
outperform BPSK This superlorrty is achleved for Eb /No >7dB (1 e. for error rates
less than 10- 3) An overall galn of about 1 dB is 1nherent 1n non—coherent bmary
MCPCM system relatlve to BPSK The optlmum non—coherent (w = 2 60 q = 0 26)
MCPCM system with 5 symbol observatlon length and dec151on on the mlddle b1t
’y1elds 4.3 dB SN R galn over non—coherent orthogonal system
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-1

10

3 -n-—-n-4 w=1 85 q=0278=2(]

0%

10-5::3

"10'5 . ! X . l : ; - : l
4 ‘ 5 . .. . 6 - 7. . ...8 .9 10

" Figure 5.3:" Error Probability Performance of non-coherent MCPCM with -
(w=185q=027),6=2and n=4

It is noted that the upper bound error rate performance of the optimum non-
coherent MCPCM receiver is a funotion of § , the location of the de’cisﬂion data symbol.
From Tablesr 5;1‘t'o 5.8, it is observed that optimum decision symbol location is given
by & = int (g) +1 fof‘n.odd and ¢ =(g~) or (—g + l)forn even. Also, we note
that this behaviour of the optimum decision symbol location,d , is independent of the
recelved SNR. e e T :

The 4-ary non-coherent (w 0. 55 q= 0. 84) MCPCM modulation (optimum for
n=2and § = 2) Wlth 5T observation performs nearly as well as coherent QPSK for
error rates less than 10 -4 and outperforms QPSK margmally for error rates less than
1073 (i.e. for Eb/No >10 dB) The optimum 4-ary non-coherent (w 4.65,q = 0.76)
MCPCM system, for. 4T observatlon 1ength Wlth dec151on on the second symbol is
inferior to the correspondlng optlmum 4-ary coherent MCPCM system by nearly 1.6

dB.
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The symbelv error rates for ‘non-.ceherentn 8—ary MCPCM system have been com-
pared with symbol error rates for coherent 8-ary PSK. The optimum non-coherent
(w=4.70 4 = 0.88) 8-ary MCPCM system has up to 6.2 dB advantage relative to
coherent 8- -ary PSK. However, in the former case 3T observat1on length and decision
‘on the second symbol are required. The optlmumvnon-coherent (w = 4.70, qg= 0.88)‘
8-ary MCPCM system is worse in terms of SNR when cempared to corresponding

optimum coherent (w = 4.69, ¢ = 0.88) S-ary;MCPACM system by.n‘earwiy 14 dB. -

NR, dB o (EREREIRE R I TR
6 s 10

1 1.(3:45,0.53) (3 45,0. 53) | (3.45,0. 53)
2.468 x 1072 | 3.333 x 10“3 1705 % 104

. (1.25,0.48) (1.25,0.48) (1.25,0.47)
2.106 x 102 | 2.370 x_ 10—3 8.233 x 107°

Table 5.1: Optlmum ( ,q) 2-ary MCPCM Systems Wlth Error Probabﬂlty Upper |
: o Bounds (n=2) ‘

e N KR T L
. 6 o 8 10
b)
) (3.85,0.78) (3.85,0.76) (3.75,0.71)
| 1.810 x.1072 | 2.194.x 10~3 | 1.151 x 10~%.
V ‘2‘ ‘ (3.45,0.50) | (3.50,0.50) | (3.45,0.50)
. 1.033x 1072 | 6.797 x 104 | 1.196 x 107% .
] (1.70,0. 31) (1.65, 0. 33) (1 60, 0. 35)
. 1539><1o— 1418><10‘ 4379><10 5

Table 5. 2 Optlmum (w, q) 2-ary MCPCM Systems w1th Error Probablhty Upper
- Bounds (n—3) '
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NR, dB

6 8 10
)

e (2.00,0.21) (1.85,0.27) (1.75,0.31)
1.144 x 10~2 | 1.036 x 103 | 3.552 x 10~5

. (3.914,0.72) | (3.85,0.69) (3.90,0.71)
6.914 x 103 | 3.180 x 10~ | 3.343 x 1076

5 (0.5,069) | (0.5,0.69) | (0.50,0.70) -
6.914'x 103 | 3.183 x 10-4 | 3.386 x 106

. (4.00,0.85) (3.90,0.79) (3.75,0.71)
1.487 x 1072 | 1.883 x 1073 | 1.052 x 10~°

Table 5.3: Optlmum (w, q) 2-ary MCPCM Systems Wlth Error Probablhty Upper
. Bounds (n=4)

NR,dB | o
6 8 10

g (2.70,0.28) (2.60,0.26) | (2.65,0.26)
4.110 x 1073 | 1.286 x 10* | 8.010 x 10~7

Table 5.4: Optlmum (w, q) 2-ary MCPCM Systems with Error Probability Upper
Bounds (n= 5)

, e 8 10 .-
P (0.55,0.84) + |.(0:55,0.84) | (0.55,0.84) |-
1.045 x 10~2 | 4.974 x 1074 | 5.837 x 1076
. (3.65,0.24) (4.80,0.86) (4.80,0.85)
, 1.135 x 10~2 | 5.566 x 10~4 | 6.596 x 1079

Table 5.5: Optimum(w, q) 4-ary MCPCM Systems with Error Probablhty Upper
Bounds (n=2)
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NR, dB

6 -

8

10

4 (4.80,0.76) | (4.90,0.76) | (4.90,0.76)
. 2.770 x 1073 | 3.525 x.10~° | 5.647 x 1078

’ Bounds (n=3)

Table 5.6: Optlmum (w, q) 4-ary MCPCM Systems with Error Probablhty Upper

NR, dB

6 8 10
. (4.65,0.76) | (4.65,0.76) | (4.65,0.75)
1.686 x 1073 | 1.191 x 10~° | 7.371 x 10~

Table 5.7: Optimum (w, q)v4-ary MCPCM Systems with Error Probability Upper
Bounds (n=4)

‘ SNR, dB
n )
8 dB
2 2 {0.40,0.42}
3 2 {4.70,0.88} -

- Table 5.8: Optimum (w, q)‘8-ary MCPCM Systems with Error Probability Upper
Bounds :
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5.5 Summary

In this Chapter thé optimum non-coherent MCPCM receiver is derived and the sym-
bol error rate of this receiver is found using high-SNR union upper bound. Explicit
expressions for determining this uppéf bound have been obtained. The parameters
that influence the performance of the noﬁfcoherent re‘ceiver:havé been identified and
6ptimum'MC‘PCM systéms that minimize the symbol é'r'rolei‘e{te's have l’)e’er;}found as
a function of observation length, décision‘syinboilocétion and receiver SNR.

It is shown that 2-, 4-, and 8-ary non-coherent MCPCM systems can outperform
BPSK, QPSK, and 8-_arjr PSK systems. However, the receiver complexities associated
with MCPCM systems are much higher compared to MPSK systems.
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Chapter 6 |
Concludlng Remarks and Suggestlons for
Future Work |

6 1 Introductlon

R PRSI

In thrs Chapter we summarise the contrlbutlons of this thesis and the conclusmns
from the results obtained. Also, we outlme areas for further research in the llght of
the needs of modern wireless commumcatlon systems. In partlcular we drscuss the
| possible future apphcatlons for M-ary chirp modulatlons In Section 6. 2 summary of
contrlbutrons to the thes1s is grven and in SeCtIOIl 6 3, suggestlons for further research

Work are outlmed

6.2 Sﬁtriméry;csf Contributions

In this thesrs we have proposed M-chlrp modulations for data transmlssron These
Wlde—band modulatlons have 1nherent mterference reJectlon capablhty of spread—spectrum
type of systems F‘urthermore chrrp modulatlons are partlcularly attractive in appll—
cations where 1mmun1ty agalnst Doppler shlft and fadmg due to multlpath propaga—
tion is 1mportant ' ) o ' o ' o
In Chapter 2 a general descrlptlon of the s1gnalhng techmque usmg chlrp mod—
-ulation for M- -ary data transmxssron is grven The parameters that descrlbe the mod—
ulatlon parameters explamed and 1llustrated These parameters are: h, modulatlon
1ndex and w , frequency sweep width. Since these two are related by the relatlonshrp
q =h—w, we have chosen to represent a spec1ﬁc Chll‘p modulation system using
the set of modulation parameters (q, w) Two classes of ChlI‘p modulatlons are con-

sidered: 1) M—ary (q,w) chirp modulatlon without memory (or drscontmuous phase '
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chirp modulation); and 11) M-ary (¢q;w) chirp modulation with memory referred to
as (g, w) M-ary Continuous Phase Chirp Modulation (MCPCM).

The problems of coherent and non-coherent detection of M-ary chirp modulated
signal in AWGN channel are cons1dered in Chapter 3. Using detection theory we have
derived the structures of opt1mum coherent and non-coherent receivers. Closed-form
expressions for estimating the symbol error rate performances of these receivers have
been derived. Optinium,eoherent and non-coherent' M-ary (q,"w) .chirp systems have
been determined, using exhaustive numerical search that minimize the probability
of symbol error. It is shown that optnnum coherent 2-ary (w = 1.85 g = 0.28) can
prov1de an SNR advantage of nearly 2 dB relatlve to well- known 2 ary Orthogonal..
FSK system. It is observed that optimum coherent 4—ary (w} = 2.4,q = 0.4) ch1rp
modulation is marginally superior to 4-ary Orthogenal'FSK and is ‘onl'y: inferior to
QPSK by nearly 2 dB . The optimurn eoherent 8-ary (w = 0.25,q = 0.95) chirp
system performs nearly as good as 8-ary PSK syetem. ‘An investigation of the sensi-
tivity symbol error rates to variation in modulation parameters w.and q is also given.
As regards non-coherent M-ary (w, ¢) chirp modulation we nete that it e(fuivalent to
M -ary non-coherent Orthogonal FSK A wide range of can be found that meet this
cr1ter10n It is noted that usmg M -ary chlrp modulatlon in general one can strike
trade-offs between symbol error rate and bandwidth of the 51gna1 though appropmate
choice of modulatlon parameters. .

" Whilein Chapter 3 we considered memory-less M-ary. chirp modulated signals,
in Chapters 4 and 5, by introducing memory into these signals we have examined a
class of signals referred to as MCPCM. Memory in these signals has been introduced
by constraining the phase of the signal to be continuous at bit transitions. One of
the advantages of mtroducmg memory is that symbol error rate performance can be
nnproved by observing the received signal over intervals longer than one symbol in-
terval. In Chapter 4 we have considered coherent multiple symbol detection MCPCM
signals in AWGN. channel and the corresponding non-coherent case is addressed in
Chapter 5. The structures of optimum coherent and non-coherent receivers have been
derived using composite hypothesis testing theory. The receiver structures are non-

linear and complex. Since it is too difficult to evaluate precise symbol error rates of
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these reeeivers, we have established error rate bounds at high values of SNR. Again, a
thorough investigation has been carried out to arrive at optimum M-ary (w‘, q) Chirp
-systems, both coherent as well as non—coherent, through numerical minimization of
symbol error rate bounds. Also, in Chapter 4, we have established upper bounds on
the minimnm’distance squared for MCPCM. These bounds can be used to understand
the ultimate ability ‘of MCPCM to operate over AWGN channel and also provide a
means of comparison with. other modulations of which the distance properties are

known. Below we list out'the chief results from Chapters 4 and 5.

| . Coherent 2-ary MCPCM system has up to 1. 66 dB (hmltlng) SNR advantage
relatlve to Blnary PSK 2—ary MCPCM systems ex1st which in conJunctlon
‘ | with 5- symbol optlmum coherent recelver prov1des nearly all the performance

. potentlal inherent in 2—ary MCPC‘M

~ o Coherent 4-ary MCPCM has up'to 4.7 dB (llmltlng) SNR gain relative to QPSK.
However, with an optimum coherent receiver of 5-symbol observation length,

only about 3.5 dB SNR relative to QPSK can be achieved

o Coherent 8-ary MCPCM system has a limiting advantage of 6.4 dB relative to
corresp'onding PSK and has 2.9 dB SNR advantage over corresponding orthog-

onal signalling scheme

e Non-coherent 2-ary MCPCM systems exist that in conjunction with the cor-
responding optimum receiver outperforms coherent 2-ary PSK. However, to
achieve this superiority the observation length of the receiver must be at least

4 symbol intervals

e Non-coherent 4-ary MCPCM system has up to 1.9 dB advantage over coherent
~ QPSK |

e Non-coherent 8-ary MCPCM system has the ability to outperform coherent
8-ary FSK by nearly 1.3 dB . A 4-symbol optimum non-coherent Teceiver is

required to achieve this superiority
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o Optimum non-coherent MCPCM receivers provide best performances when per-
form decisions on the middle bit (s) for any arbitrary number. of observation

intervals

6.3 Suggestions for Future Work:

In any communication Systein the transmitted signals afe‘SuB\jététztb “vall*:iolls interfer-
ences besides the usual additive channel considered in this thesis. A direct extension
of the results of thesis is to assess the ability of M-ary chirp modulated signals in
additive 'white Gaussian noise and multi-path fading channels.

A combihation of 'M-ary chirp modulation and pseudorandom coding can be:de-
s1gned for apphcatlon in a multlpIe user env1ronment ‘Ina multl-user env1ronment
co—channel interference and adJacent channel mterferences are major sources of per-
formance degradatlon It would be interesting to des1gn and analyse multi-user access

communication systems using chirp modulation. RS IS LTSN
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Normahzed Correlatlon for M-ary Chlrp

Signals

The normalized correlation for M -ary chirp signals is derived here. Assume the the

transmittevd signal represents data symbol d; and the received signal represents data

symbol d;. These signals are given by: _
S(t,d5) =\ == cos [wet +djm { ($) — w (§) }]
S(t,di) = 1| == cos [wet + dir {n ($) - w (£)"}]

" The normalized cross correlation between these signals is defined by:

1‘ T
p(G,8) = / S(t d;)dt
0

Substitute (A.l) in ('A.2) -

- p(4,%) =—~f0 rcos[wct+d 7r{h % (%)2}] |

X \/ZEF cos [wct—f-dz?r{h () - w(%)z}] dt

Using the identity:

~cosacosf = %[C(;)S (a'+ B) + cos (a —ﬁ)] |

(A

(A.2)

(a3)
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and ignoring the high(freﬁuency term. (A.3) can be written as:
T | , '
. 1 f t 71\ %)
p(4,%) = T [ cos (dj — dy)m ‘h 7))~ w\7 dt (A.5)
if(dj—di) =0 =p=1
if (dj —d;) +ve or (dj—d;) —uve
SV t' 2. a0 N
i) =7 [ cos [_l(dj o (3) —aldi-ain () @ @0
Let @ = n|dj — d;|w , b = 7|d; ~ d;| and = = % (A.6) can be written as:
o . T , »
e L 2 .
p(4,1) = T / cos (aa: bx) dt (A7)
0 : .
and by completing the square, (A 7) can be wrltten as: |
> N2/ b \2]
h T/ [(f " zf) -(7) ]-‘”

(A-8)

applying the difference formula for the cosine cos(a — 8) = cosa cos 8 + sin asinf, .

(A.8) can be expressed as:

3] =)

(A.9)
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By changing the variable \/ax — F in (A.9) into \/; —u and acoordingly changmg

the limits, we get:"

| p(j,1) = — (\:;ﬁ—) [/cos( u)2du- Cos(\/7 Qdu:I | ‘
ﬁj/é% [zhsm(\'/g“fd@— _07 sin(\/gu)zdu} (A.m)

(q+ w)?

where Q= —|d — d;] and v = |d - d ;|- Solving the integral in (A 10) by

applymg Fresnel 1ntegra1 the normahzed cross correlation can be given as:

o) = [\/Q (C[uhl [11>+3“(7_“)<S[uh1 s[uﬂ)] (A1)

Where the function C(. ) and S(.) are the Fresnel cosme and sine integral which are

glven by

C(u) /ﬁcos(ﬁ—ar?‘)'dxk 'v

S(u) = / sm(——)dx

0
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Appendlx B
Complex Correlatlon for M -ary Chirp
Slgnals

In this appendix, we derive an expression for the complex cross correlatlon between

signals S;(t) and S} (t) The complex correlation can be defined as:

" nT ‘ , K :
o) = 5= [ Si087 (00 | (B.1)
. 0 S e

which is equal to:

s L A7) 07,

(B.2) can be rewritten as:

oot A EG)
0 ‘ | v -

T

Applying Euler’s formula to (B.3)

‘ T ‘ |
pelii) = 7 [ loos(®) + jisin(©)] (B.4)
0
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. ' 2 '
where © = |d; — dj|m {h (%) —w (%) } The integral for the cosine and sine in

(B.4) can be solved following the same procedure in Appendix A. The correlation is

given by:.
p(a',i>=[cj;'_‘% (Clun] — Clal) + j‘;(f—’@[uh] Slu)|
4| s 1—S[ 1>+j“(7_)<S[uh]—S[um} (B
(q+w)2 |

where Q = —|d — dy = |d; — d;| and the function C() and S(.) are the

Fresnel cosine and sine mtegral which are given by:

u

C(u) = /coé(fgz—)d@ |
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