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Zusammenfassung

Diese Arbeit befasst sich mit der theoretischen Beschreibung von integrierten photon-
ischen Wellenleitern zur Simulation nicht-abelscher Eichfelder sowie der Untersuchung
nicht-hermitescher Systeme.

Die künstlichen nicht-abelschen Eichfelder entstehen durch eine geschlossene, adiabatis-
che Variation der Kopplungsparameter eines entarteten Wellenleitersystems. Eine detail-
lierte Studie der zugrundeliegenden Theorie führt zu einer Optimierungsvorschrift, die es
erlaubt ideale Parametervariationen für experimentelle Realisierungen zu finden.

Die Untersuchung nicht-hermitescher Systeme, insbesondere solcher mit Parität-Zeit-
Symmetrie, basiert auf Lösungen der Quantenmastergleichung eines beliebigen Wellenleit-
ersystems mit Verlusten. Zwei verschiedene Lösungsansätze werden hergeleitet, die auf
verschiedenen Lie-Algebra-Methoden basieren. Mithilfe dieser Lösungsansätze wird ein
verlustbehaftetes Wellenleitersystem aus zwei gekoppelten Wellenleitern genauer unter-
sucht. Dazu werden verschiedene Observablen berechnet. Insbesondere der Phasenüber-
gang eines parität-zeit-symmetrischen Wellenleitersystems zur gebrochenen Symmetrie
wird illustriert. Eine periodische Modulation der Verlustrate erlaubt es, die dafür nötige
Verluststärke drastisch zu verringern.

Summary

This thesis deals with the theoretical description of integrated photonic waveguides for
the simulation of non-Abelian gauge fields as well as the study of non-Hermitian systems.

The artifical non-Abelian gauge fields emerge from a closed, adiabatic curve in the
parameter manifold of a coupled waveguide system with degeneracies. Based on the
underlying theory, an optimisation process is devised that was used to find ideal parameter
variations of an experimental implementation.

Additionally, two Lie-algebraic methods that solve the quantum master equation of
an arbitrary, lossy waveguide system are developed, which allow to study non-Hermitian
systems, e.g. with parity-time-symmetry. Both methods are showcased at the hand
of a lossy two-waveguide system. Various observables are calculated and especially the
breaking of the parity-time-symmetry is shown. A periodic modulation of the loss rate
leads to a drastically reduced threshold to reach this phase transition.
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1. Introduction

Over a hundred years after its initial conception [1; 2] quantum physics revolutionised our
understanding of the microcosmos and established itself as one pillar of modern science.
Although many of its concepts seem counterintuitive, ground-breaking technological ad-
vancements like lasers or transistors were only possible due to quantum effects and their
understanding. In the last few decades, the transfer of fundamental theory into technol-
ogy with commercial application accelerated, which ushers in a “second quantum revo-
lution” [3]. These prospective applications will impact all facets of our life. Interesting
examples range from quantum imaging [4] over quantum sensing [5] to quantum compu-
tation or information processing [6] each with considerable enhancements compared to
their classical counterparts.

Many physical implementations exist for these applications, ranging from single atoms
and ions over molecules to semiconductors. Especially promising are optical systems
relying on the fundamental quantum of light – the photon. Because it is arguably the
first described quantum particle [1; 2], quantum optics has always been a vivid research
field with the current state-of-the-art allowing not only to describe the quantised electro-
magnetic field itself but also its detailed interaction with matter [7; 8; 9]. With this
knowledge an astonishing amount of experimental expertise and capabilities developed.
The early building blocks were bulk-optical components like beam splitters and phase
shifters for linear operations as well as nonlinear materials especially important for the
creation of entangled photons [10; 11]. These components already allowed fundamental
tests of quantum physics [12; 13] and linear optics alone was shown to be sufficient for
applications like quantum computation processing [14; 15].

With the shift to real world applications, the experimental techniques matured and
nowadays bulk-optical components are replaced by integrated photonic platforms [16]. Of
special interest are designs based on laser-written waveguides with evanescent couplings
that provide all necessary optical components [17; 18; 19; 20]. They are combined on a
single, integrated chip resulting in high interferometric stability which leads to the notion
of a "pocket quantum optics lab" [19]. Depending on the base material, the optical chip
can include nonlinearities, e.g. in case of Lithium niobate [21]. As an experimental plat-
form, laser-written waveguides are especially interesting because they allow to simulate
complex quantum effects [22; 23]. This is because the paraxial Helmholtz equation that
describes the light’s propagation in such waveguide systems is mathematically equivalent
to the Schrödinger equation [24]. Therefore, one can simulate first-quantisation problems
using only classical light, see e.g. Refs. [25; 26]. When nonclassical light is used, a plethora
of quantum optical effects can be studied: From creation of quantum states [27; 28; 29],
over implementation of quantum gates [30; 31; 20; 32] to simulation of complex quantum
walks [33; 34; 35; 36], to name just a few.
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CHAPTER 1. INTRODUCTION

An interesting use of the simulation capabilities available in integrated photonic waveg-
uides are implementations of geometric phases. These phases act as artificial gauge
fields that allow to study the physical gauge fields which are the back bone of modern
physics [37; 38; 39]. Additionally, geometric phases are the key ingredient for holonomic
quantum computation (HQC) [40]. In this setting, holonomies are quantum gates that
arise from cyclic variations of the system parameters. Consequently, they only depend
on the geometric properties of the path through the manifold of parameters. As a result
of this geometric nature, holonomic gates are inherently resilient against path fluctua-
tions [41].

The emergence of a geometric phase in cyclic, adiabatic evolutions is well known for
single states, which is often called the Berry-Pancharatnam phase [42; 43]. These scalar
phases result in Abelian operations. However, non-Abelian generalisations where multiple
degenerate states follow a cyclic, adiabatic evolution are equally valid [44]. These non-
Abelian geometric phases, or gauge fields, result in nontrivial unitary operations acting
on the subspace of the degenerate states. The resulting matrix-valued holonomies are the
basic building blocks to perform HQC and pose an interesting alternative for quantum
information processing [45; 46].

Geometric phases are typically implemented with atoms in optical lattices [47; 48; 49]
or trapped ions [50]. Recent experiments showed the viability of photonic implementa-
tions using polarisation degrees-of-freedom [51]. However, this approach is limited to 2×2
unitary gates in the two-dimensional space of polarisations. One part of the present thesis
shows how these limitations are lifted by using photonic waveguides which paves the road
to efficient photonic HQC.

The other main part of this thesis deals with losses in photonic waveguide systems. Gen-
erally speaking, losses and decoherence are the largest adversaries when trying to conduct
quantum experiments and scaling quantum devices for potential commercial applications.
As a quantum system becomes larger and more elaborate, undesired and uncontrolled
interactions with its environment become unavoidable [52]. Consequently, fundamental
quantum properties like quantum interference and entanglement are destroyed, nullifying
any expected advantage over classical systems. Due to the detrimental effects of losses
a considerable amount of research is dedicated to them, resulting in an established and
comprehensive theory of open quantum systems [53].

Techniques were developed that aim to avoid or correct the impact of losses. Examples
include loss avoidance techniques via decoherence-free subspaces [54; 55; 56; 57] which are
closely related to efforts which use tailored system-environment interactions that allow not
only to avoid losses but can also be used to deliberately create quantum states [58; 59; 60].
In this example loss is not seen as a hindrance but as a resource of interesting physics in
itself.

This change in perspective also manifests in current research regarding non-Hermitian
quantum physics that generalises the usual quantum theories centred around Hermitian
Hamiltonians. Such non-Hermitian extensions of quantum physics entail many intriguing
concepts not found in conventional Hermitian physics due to their potentially complex
spectra and biorthogonal eigenbases [61; 62]. They allow for degeneracies in the complex
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CHAPTER 1. INTRODUCTION

spectra that simultaneously result in a coalescence of the eigenvectors. Such degeneracies
are aptly called exceptional points (EPs) [63] as they themselves and their surroundings
give rise to exceptional behaviours. These often counterintuitive effects range from uni-
directional mode-switching when encircling an EP [64; 65; 66] over self-orthogonal eigen-
modes [67] and loss-induced revival of lasing [68] to increased sensitivity in the vicinity of
an EP [69; 70; 71; 72].
An important subset of non-Hermitian systems are those with parity-time (PT ) sym-
metry. In their seminal paper, Bender and Boettcher [73] showed that non-Hermitian
Hamiltonians can still possess purely real spectra as long as they and their eigenvectors
are PT -symmetric. Such a PT -symmetric phase is embedded in the complex spectrum
and the transition to the PT -broken phase is marked by an EP. Commonly, such a
PT symmetry is implemented via symmetric gain-loss distributions whilst passive im-
plementations with an asymmetric distribution of only loss are also often used to avoid
the need of a finely tuned balance between gain and loss [74]. The physics of such PT -
symmetric systems is well tested for classical implementations like microwave cavities [65],
LRC circuits [75], pendulums [76], or optical couplers [77]. These open systems are cor-
rectly described by effective non-Hermitian Hamiltonians whose active and passive forms
are related by shifts along the complex energy axis.
On the other hand, experiments with quantum systems have also been reported, e.g. for
single photons [78], ultra-cold atoms [79], single NV centers in diamond [80], or single
superconducting qubits [81]. Although these implementations use quantum systems, they
are still based on single-particle descriptions limiting their observables to first-quantisation
effects which are essentially covered by classical wave mechanics. However, the first
second-quantisation effect in a PT system was recently measured with the two-photon
correlation in a lossy waveguide coupler [82]. The emergence of quantum PT systems
gives rise to many new questions regarding their difference to the classical PT systems.
For example, there is an ongoing debate whether the expected increase in sensitivity at the
EP also occurs at the quantum level or if it is always counteracted by quantum noise [83].
Quantum optical setups with active PT symmetry were ruled out because the gain leads to
thermal broadening [84]. In addition, certain setups like coherent input states in coupled
cavities [85] or Brillouin ring laser gyroscopes [86] showed an exact compensation of the
increased sensitivity by an excess-noise factor due to the self-orthogonal eigenmodes [87].
However, a final judgement is still pending and requires a deeper understanding of quan-
tum PT systems.
In this thesis we develop a full quantum description of lossy waveguide systems as a tool
to possibly shine light on this and other questions and to allow the design of future ex-
periments. The retrieved solutions give insight into when it is valid to use an effective
non-Hermitian Hamiltonian, like in the classical case, and open the way to describe ar-
bitrary quantum observables. Additionally, our analysis extends on a recently suggested
scheme to implement higher-order EPs [88] in waveguide PT couplers using more than
two photons. These higher-order EPs are expected to further enrich the intriguing effects
of complex degeneracies [89; 90; 83].
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CHAPTER 1. INTRODUCTION

Outline

The outline of this thesis is as follows. Chapter 2 introduces the theoretical foundations
of integrated photonic waveguides. This entails the derivations of their description in
classical as well as quantum optics. The classical description centres around the paraxial
Helmholtz equation culminating in a coupled-mode theory following with an outlined
derivation of its quantised form.

In Chapter 3 we discuss the implementation of holonomies in integrated photonic waveg-
uides. We begin by recapitulating how certain dynamics result in geometrical phases and
how these features emerge in waveguides. Interestingly, purely geometric dynamics gen-
erally emerge from first-order differential equations such as the Schrödinger equation or,
in our case, the paraxial Helmholtz equation. Thus, at this point no quantisation is
necessary. A classical experiment conducted in joint work with the group of Professor
Alexander Szameit showcases the emergence of these geometric dynamics. However, cer-
tain benefits can only be obtained if one advances to the fully quantised description. For
example, we discuss how the use of second-quantised Fock states allows to drastically
increase the dimensionality [91]. In addition, the Hermitian theory of holonomies can be
extended to non-Hermitian systems [92]. This results in larger sets of control parameters,
e.g. by adding loss rates, facilitating the creation of universal holonomic quantum gates.

In Chapter 4 we focus on the description of open quantum systems with emphasis on
applying it to waveguide arrays. For that purpose we recapitulate fundamentals on the
theory of open quantum system and discuss which approximations are applicable to the
photonic waveguides. The result is a quantum master equation of Lindblad type in the
coupled-mode picture where individual waveguides can experience single-photon losses. In
order to prepare our following main work, we will introduce the concept of the Liouville
space, an open-systems generalisation of the common Hilbert space. Building on this, we
present problem solving strategies based on a Lie algebraic interpretation of the Lindblad
master equation. First, we show how to utilise eigendecompositions of the algebra induced
by the master equation. This yields analytical solutions for waveguide arrays with constant
parameters, e.g. coupling strength and loss rates. Second, we present a Wei-Norman
expansion that solves the master equation for arbitrarily varying parameters.

In the following Chapter 5, the previously obtained solutions to the quantum mas-
ter equation of lossy waveguide arrays are applied to the instructive example of a PT -
symmetric coupler. We derive observables like the two-photon correlation. Our result has
been experimentally validated in a recent experiment conducted in joint work with the
group of Professor Alexander Szameit [82]. In addition, we will discuss the case of an
arbitrary number of photons which results in higher-order EPs.

In Chapter 6 the PT -symmetric coupler is studied in case of periodically modulated
losses. This Floquet coupler is analysed with respect to its PT -phase diagram. The key
result is that the threshold for broken PT symmetry can be greatly reduced which should
facilitate tests of EPs and the general behaviour at the phase transition.

Finally, Chapter 7 sees the concluding remarks and a discussion of possible future
research.
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2. Integrated photonic waveguides

The integrated photonic waveguides, which serve as the experimental platform for the
present theoretical contribution, are manufactured in silica glass using the direct-laser-
writing technique [30]. For that, a femtosecond-pulsed high-intensity laser is tightly fo-
cussed inside the amorphous glass, see Fig. 2.1. The large energy deposited in the small
laser focus results in a violent reorganisation of the silica bounds which subsequently
results in a permanent increase of the refractive index [30]. These light-guiding lines
are not limited to one plain but can be written in any three-dimensional configuration.
This opens up various geometries like 3D couplers [17] or whole waveguide arrays, see for
example Ref. [25].

Additionally, the index contrast is relatively small, usually of order 10−7 [30; 93], and
thus the waveguiding itself is only weak and any changes in the system happen gradually.
Therefore, the whole system is more stretched out along the propagation direction leading
to a paraxial propagation. For example, the transversal extend of the waveguide system
is usually on the scale of micrometres whereas the propagation length is often a few
centimetres. Thus, the theoretical description of the light propagation in such structures
is well described in a slowly-varying envelope approximation [10].

The main feature of such a waveguide system, the coupling of modes, is introduced
by varying the distance of the waveguides which results in weak, distance-dependent
coupling due to the evanescent overlap of the guided modes. This small overlap ideally
does not affect the individual transverse mode fields of the waveguides and thus the setup
is well approximated by a coupled-mode theory [94]. The paraxial approximation and the
resulting coupled-mode theory is the basis for the classical as well as the quantum optical
description of the waveguides which we will now discuss in more depth.

2.1. Classical description of photonic waveguides

Our starting point of the classical description are the macroscopic Maxwell equations
without free charges,

∇·D = 0 , (2.1)
∇×H = ∂tD , (2.2)
∇·B = 0 , (2.3)
∇×E = −∂tB , (2.4)

with constitutive equations D = εE and B = µH for isotropic materials. The silica
glass interacts only with the electric field, hence we can set µ = µ0 and ε = εrε0 for
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CHAPTER 2. INTEGRATED PHOTONIC WAVEGUIDES

Fig. 2.1.: Laser-writing of an evanescently coupled waveguide system. The pulsed laser
creates a permanent index-increase along which light is guided.

the permeability and permittivity. The relative permittivity is now a position-dependent
function, εr(r), because of the index contrast of the laser-written waveguides compared
to the ambient glass.

In order to study the evolution of the electric field, we derive its governing equation
inside the glassy material and we start by calculating ∇× (∇×E). Comparing the
differential geometric result with the result from inserting Eqs. (2.4) and (2.2) leads to
the wave equation of the electric field,

∇2E −∇ (∇·E) =
εr(r)

c2
∂2tE , (2.5)

with the speed of light c = 1/
√
µ0ε0. Because the index contrast of the waveguides is

supposed to be small, we can approximate that ∇ ·E ≈ ε−1∇ ·D = 0, where we used
Eq. (2.1). Furthermore, we do not consider any polarisation effects and assume the field to
be of a single frequency ω, i.e. E(r, t) = E(r) exp(−iωt)v with some constant polarisation
vector v. The wave equation (2.5) thus becomes the Helmholtz equation for the amplitude
E(r), (

∆+
n2(r)ω2

c2

)
E(r) = 0 , (2.6)

where we used the definition n(r)2 = εr(r) of the refractive index of the medium. The
refractive index is assumed to be of the form n(r) = n0+δn(r) with variations δn(r) ≪ n0

at the laser-written waveguides.
In general, the propagation of this field through the waveguide architecture is paraxial

and we designate this preferred axis as the z-axis. Decomposing the field as envelope
amplitude and plane wave along z-direction, i.e. E(r) = E(r)eikz, allows to rewrite the
Helmholtz equation as(

2i k ∂z + ∂2z − k2 +∆t +
n2(r)ω2

c2

)
E(r) = 0 , (2.7)

6



CHAPTER 2. INTEGRATED PHOTONIC WAVEGUIDES

where k = n0 ω/c is the wave vector amplitude in the ambient medium and ∆t = ∂2x + ∂2y
the transverse Laplace operator.

We now approximate that n2(r) ≈ n2
0+2n0δn(r) using the fact that δn(r) ≪ n0. Next,

we apply the paraxial wave approximation stating that the change of the amplitude E over
one wavelength is negligible. This translates to ∂2zE ≪ k2E and ∂2zE ≪ k∂zE which yields
the paraxial Helmholtz equation [10](

i
1

k
∂z +

1

2 k2
∆t +

δn(r)

n0

)
E(r) = 0 . (2.8)

The structure of the paraxial Helmholtz equation is the same as for the Schrödinger
equation of quantum mechanics. In fact, when defining k = n0 2π/λ = n0/λ̄, we find(

iλ̄ ∂z +
λ̄2

2n0

∆t + δn(r)

)
E(r) = 0 , (2.9)

which is analogous to the Schrödinger equation,(
iℏ ∂t +

ℏ2

2m
∆− V (r)

)
Ψ(r, t) = 0 , (2.10)

of a nonrelativistic particle of mass m in the potential V (r). Classical waves propagating
in a waveguide system along the z-direction can thus simulate the time evolution of
nonrelativistic particles. This comes to no surprise because first quantisation is just
the act of describing particles via wavefunctions. Nonetheless, this simulation allows to
research the behaviour of complicated quantum systems with relatively simple photonic
setups [24; 18].

An especially beneficial approach is to discretise the paraxial propagation in Eq. (2.9)
with respect to the fundamental waveguide modes, leading to a coupled mode description.
With this aim in mind, we write the refractive index difference δn(r) of a system of M
waveguides as the sum

δn(r) =
M∑
j=1

δnj(r) . (2.11)

If the waveguides are sufficiently far apart, one can expect that the total field is approx-
imately comprised of the individual waveguide eigenmodes. Hence, we decompose the
envelope amplitude E into individual modes localised at the jth waveguide, i.e.

E(r) =
M∑
j=1

Aj(z)Tj(x, y) e
ikjz . (2.12)

The different modes consist of a z-dependent amplitude Aj, a transverse mode profile
Tj(x, y), and a plain wave complex phase determined by the wave vector amplitude kj
relative to the overall plain wave.

7



CHAPTER 2. INTEGRATED PHOTONIC WAVEGUIDES

Inserting this ansatz into Eq. (2.9) leads to

M∑
j=1

(
iλ̄ Tj ∂zAj − λ̄kj TjAj +

λ̄2

2n0

Aj ∆tTj +
M∑
i=1

δniAj Tj

)
= 0 . (2.13)

Note that we assumed the tranverse mode profiles Tj to not depend on z. However,
when changing the position of the waveguides they could potentially have a dependence
Tj(x− x0(z), y − y0(z)), i.e. following the waveguides but otherwise keeping their shape.
This does not pose a problem, because the waveguides only gradually change their po-
sition as required for the paraxial approximation. Therefore, ∂zx0 ≈ ∂zy0 ≈ 0 mean-
ing those contributions can be neglected. For ease of notation we thus still omit any
z-dependence. However, keep in mind that the waveguide positions can still change facil-
itating z-dependent couplings.

The transverse mode profiles Tj(x, y), by definition, fulfil the Helmholtz equations,(
λ̄2

2n0

∆t + δnj(r)

)
Tj = 0 , (2.14)

of the individual waveguides. This means that the individual Tj(x, y) are eigenfunctions
of the Hermitian operator ∆t for different eigenvalues. Consequently, these eigenmodes
are orthogonal to each other, ∫∫

dxdy T ∗
l Tj = δlj . (2.15)

Note that this approximation hinges on sufficient distances between the waveguides. Oth-
erwise their unperturbed, individual eigenmodes without any surrounding waveguides
would not be an adequate assumption. In this case the expansion in Eq. (2.12) should
either be performed using the supermodes [95] of the total waveguide system or one sticks
with the individual, unperturbed modes and takes their non-orthogonality into account,
see for example Ref. [96].

With the orthogonality in Eq. (2.14) in mind we now integrate Eq. (2.13) with
∫∫

dxdy T ∗
l .

The result reads

iλ̄ ∂zAl − λ̄ klAl +
M∑
j=1

Aj

M∑
i=1
i̸=j

∫∫
dxdy δni T

∗
l Tj = 0 . (2.16)

where the complicated summation terms can be simplified by introducing the coupling
constants

κjl =
1

λ̄

M∑
i=1
i̸=j

∫∫
dxdy δni T

∗
l Tj . (2.17)

For cases j ̸= l these constants quantify the overlap between modes j and l mediated by
the index profiles. Because of the large distances, this overlap is only located at the tail of

8



CHAPTER 2. INTEGRATED PHOTONIC WAVEGUIDES

|Tj |

δni

n0

κlj

Fig. 2.2.: Sketch of evanescent overlaps. The different modes centred around the waveg-
uides couple via overlap mediated by the index δni, cf. Eq. (2.17).

the mode profiles and the couplings are thus aptly coined as evanescent, cf. Fig. 2.2. In the
case j = l the coupling constant describes a self-coupling mediated by the index profiles of
other waveguides. This contribution is, however, often negligible due to the large distances
that are already assumed. Nevertheless, we can simply add it to the already appearing
wave vector amplitude kl by defining the propagation constant σl = κll − kl. The result

i ∂zAl + σlAl +
M∑
j=1
j ̸=l

κjlAj = 0 (2.18)

is the coupled-mode propagation equation for the amplitudes Aj(z).

2.2. The quantised coupled-mode equation

The process of quantisation of a classical theory, e.g. represented here by the coupled-
mode equation (2.18), is generally well understood [97]. This is especially true in quan-
tum optics where this transition entails the use of photons as the fundamental energy
quanta [7]. The key step here is to elevate the amplitudes Al(z) to bosonic operators
âl(z) and postulate equal-space commutator relations for them, i.e.

[âl(z), â
†
k(z)] = δlk . (2.19)

Replacing all the amplitudes in Eq. (2.18) with their operator counterparts, its quantised
version reads

i ∂zâl + σl âl +
M∑
j=1
j ̸=l

κjl âj = 0 . (2.20)

9
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dz

dy

dx

dy

dx

c dt

Fig. 2.3.: Quantisation geometries. (Left panel) Volume integration over dxdydz lead-
ing to equal-time commutator relations. (Right panel) Flux integration over
dxdycdt leading to equal-space commutator relations in z.

Based on this coupled-mode equation, a Hamiltonian operator can be deduced for such
waveguides systems by comparing Eq. (2.20) with the Heisenberg equation (ℏ = 1)

∂zf̂ = i
[
f̂ , Ĥ

]
(2.21)

and utilising the commutator in Eq. (2.19). The Hamiltonian consistent with the coupled-
mode equation (2.20) is then

Ĥ =
M∑
i=1

σi â
†
i âi +

M∑
i,j=1
i̸=j

κij â
†
i âj + H. c. (2.22)

The observant reader might have spotted an oddity in this derivation. To be precise, the
Heisenberg equation (2.21) has the wrong sign. The reason for this is that the dynamical
variable is not, as usual, the time t but the propagation distance z. Obviously, this also
means that the dimensions of the Hamiltonian are per length instead of per time (ℏ = 1)
and it thus does not describe the energy. This results in subtle differences in the details
of the quantisation of the propagating fields.

The remedy for these discrepancies is to base the quantisation not on a decomposition
of spatial modes in a quantisation volume V but instead replace the decomposition in
z-direction with a temporal mode decomposition [98; 99; 100]. The new quantisation
geometry is then the flux in a given time T through a unit area perpendicular to z, see
Fig. 2.3. Thus, the integration is over the hyperplane dxdycdt instead of dxdydz.

The bosonic operator âl(z) and â†l (z) are then interpreted as to describe the creation
or annihiliation of a photon in the waveguide mode with index l that passes the area
at z in the time T [101]. It can be proven that the equal-space commutator relations,
Eq. (2.19), are consistent with their equal-time counterparts [101]. Additionally, the
important quantity that governs the dynamics is no longer the Hamiltonian, i.e. the
energy, but technically the momentum. Physically, this means that no longer the energy
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over a certain volume is the basis for the quantisation but the flux through an area over
a certain time. For this momentum operator the Heisenberg-like equation (2.21) is then
correct [100].

Despite these slight differences the resulting equations are analogous to the familiar
quantisation, Heisenberg equation, and resulting Hamiltonian. In fact, detailed calcula-
tions of the momentum operator [102; 103] show that in case of waveguide propagation the
result in Eq. (2.22) is the same and the two approaches are connected via the simple rela-
tion z = c t [100]. For this reason, we will still use the notion of a Hamiltonian throughout
this thesis but keep the clear connection of the physical interpretation as a flux to the
propagation through the waveguide array as well as the directly resulting z-dependent
equation of motion.

Summary

In this chapter, we introduced the coupled-mode theory that describes the paraxial prop-
agation in photonic waveguides along the z-axis. The coupled-mode equations are formu-
lated for classical field amplitudes in Eq. (2.18) as well as for the corresponding bosonic
mode operators in Eq. (2.20). From the quantised coupled-mode equation a Hamiltonian
was derived, Eq. (2.22), that is the basis for the rest of the thesis. In the next chapter,
we discuss how geometric phases and artificial non-Abelian gauge fields emerge from the
evolution under a specific form of this Hamiltonian.

11





3. Implementation of geometric
phases and non-Abelian
gaugefields

The previous chapter introduced the basic theoretical description of light propagation
through a system of coupled waveguides. In this chapter we provide a first example of
an application of said description by showing how one can implement geometric phases
in such waveguide systems. These phases arise naturally in systems that are subject
to adiabatic evolutions and solely depend on the geometry of their parameter space.
Consequently, they have a deep connection to the mathematical theory of differential
geometry. Additionally, these geometric phases share great similarity with gauge fields
which lie at the heart of modern physics [97; 39].

In order to see these interconnections and to understand how they emerge in our waveg-
uide systems, we begin with a prelude of the basic notions of differential geometry. Sub-
sequently, we recapitulate the fundamentals of gauge field theories and illustrate their ties
with geometric phases. Afterwards we discuss how these concepts resurface when describ-
ing the evolution of physical systems, particularly our coupled waveguides. Finally, we
show how geometric phases or gauge fields can be implemented in an experiment with
waveguides and close with some notions on how their uses can be expanded upon with
multiple-photon states and non-Hermiticity.

3.1. Differential geometry and geometric phases

The first concept of differential geometry we need, is the covariant derivative of a vector
V = V νeν (written in Einstein’s sum convention for Greek indices) with components V ν

and basis vectors eν . Along the coordinate xµ, the covariant derivative is defined as [104]

∇µV =
(
∂µV

ν + V ϵΓν
µϵ

)
eν = 0 (3.1)

with the definition of the Christoffel symbols Γν
µϵ being

∂µeϵ = Γν
µϵeν . (3.2)

The covariant derivative encapsulates not only the change of the components along the
coordinate xµ but also carries the information of how the basis eν itself changes along
the way. In flat coordinate spaces, like Euclidean space, this is of course irrelevant as the
basis is invariant and thus the Christoffel symbols evaluate to zero. However, in general,
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α

(a) Parallel transport of a vector on a sphere

x

x′

ψ

ψ′

U

(b) Abstract parallel transport with fibres.

Fig. 3.1.: Geometric concepts of parallel transport and holonomies. The closed paral-
lel transport of a vector or state over a curved manifold creates a geometric
phase/holonomy.

curved spaces their contribution is nontrivial and provides the necessary information to
connect the fields at different points in space. For this reason, the additional term in the
covariant derivative is also called the connection. In case of coordinate spaces this is the
Christoffel symbol.

Using the covariant derivative (3.1), a special case of traversing the coordinate space
can be defined and that is the notion of parallel transport. The vector V is said to be
parallel transported along a curve with coordinates xν(ξ) parametrised by ξ if [104]

DξV
ν ≡ ∂ξV

ν + Γν
µϵ ∂ξx

µ(ξ)V ϵ = 0 . (3.3)

This concept is visualised in Fig. 3.1a where a vector is parallel transported on a globe.
Starting at the north pole, the vector is first shifted south along a meridian which is
followed by a shift along the equator and finally a back propagation to the north pole.
The vector is held parallel along the entire way according to Eq. (3.3). This is most
easily imagined when holding the vector fixed, i.e. parallel to itself, and instead moving
the globe beneath. Regardless of the way one thinks about it, the vector changed its
direction during the transport due to the curvature of the globe. This angle α between
initial and final state of the vector is the geometric phase and it is directly linked to the
area on the curved globe enclosed by the parallel transport.

In this simple example, rooted in basic geometry and thus easily visualised, the geomet-
ric phase is a scalar value because a single vector or state is parallel transported. From
the perspective of quantum physics this would be described as a single state ψ acquir-
ing a phase α when traversing a closed loop in the space comprised of the experimental
parameters controlling the system, i.e.

ψ → ψ′ = eiαψ . (3.4)

The phase α is then the geometric phase. When multiple states or vectors are involved, the
geometric phase becomes matrix-valued and the final state is given by the vector-valued
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initial state times the unitary matrix U = exp(iα),

ψ → ψ′ = Uψ . (3.5)

The operation U that results from the closed-loop parallel transport is called a holonomy.
In Fig. 3.1b this generalised sense of parallel transport can be seen in the context

of fibre bundles. The fundamental mathematical theory of fibre bundles is the basis of
modern differential geometry which comes with a host of own conventions, notations,
and concepts [105; 106; 107]. Although it goes beyond the scope of this thesis it does
provide helpful images to visualise the theory of holonomies in the abstract, matrix-
valued case. Starting point is the vector-valued state ψ at the initial system parameters
x, e.g. couplings and propagation constants of our waveguides. This parameter space
is represented by the underlying sheet in Fig. 3.1b and is the base manifold on which
each point is associated with a fibre. These fibres form vector spaces of states that are
transformed into each other by the holonomies. For example, the collection of arrows in
the plain tangent to the north pole in Fig. 3.1a constitute a fibre where all states are
connected by simple rotations determined by the scalar geometric phase α. A different
point of the sphere is then associated with another fibre, i.e. vectors in a tangent plane
at this point.

In the more abstract sense of Fig. 3.1b the holonomy U = exp(iα) might be more
complicated in detail but follows the same scheme. The state ψ is still parallel transported
following a closed loop in the parameter manifold and thus picks up a geometric phase α
which is determined by the size and curvature of the area of the parameter space enclosed
by the loop. Thus, although the system returns to the initial configuration the state
vector is changed which is visualised as a shift along the fibre.

Under a few conditions, holonomies resurface in gauge field theories and the evolution of
generic physical systems like our coupled waveguides. In fact, differential geometry with
its roots in fibre bundle theory is the mathematical language of gauge field theories as well
as the evolution of physical systems [108]. The key is to identify the condition of closed
parallel transport in the different settings. Later we will see that this means that accessible
physical systems, like the photonic waveguides, can be used to implement artificial gauge
fields and holonomies. On the one hand, the artificial gauge fields could then be used
to simulate the building blocks of the fundamental gauge field theories [109; 48; 110].
On the other hand, the holonomies are general unitary transformations around which a
whole theory of quantum computation is established - holonomic quantum computation
(HQC) [40; 46].

3.2. Fundamentals of gauge field theories

Gauge field theories are ubiquitous in modern theoretical physics as they are able to
describe the behaviour of elementary particles ranging from photons in electrodynamics
to the whole particle zoo (quarks, gluons, etc.) in the standard model [39; 111]. Their basis
are Lagrangians L that encapsulate the theory’s symmetries and from which equations
of motions are derived via Euler-Lagrange equations. The defining property of gauge
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field theories is their invariance or symmetry with regard to Lie group transformations,
e.g. (special) unitary groups for Yang-Mills theories. Such symmetries are physically
motivated, e.g. one would expect the Schrödinger equation to be invariant under U(1)
group transformations of the wavefunction because a global complex phase factor should
not change any observable.

The basic idea of gauge field theories is captured by considering, for example, the
Lagrangian

L =
1

2
(∂µϕ)

†∂µϕ− 1

2
m2ϕ†ϕ (3.6)

for a free particle field ϕ of mass m which in general is vector-valued. The Lagrangian
L , and with it the derived theory, is invariant under unitary transformations

ϕ→ ϕ′ = Uϕ , (3.7)

with a constant matrix
U = eiα , (3.8)

where α is a real matrix, i.e. similar to the holonomic transformations in Eq. (3.4)
and (3.5).

The invariance in Eq. (3.7) amounts to a global symmetry when U is constant. But
what if we demand the symmetry to be local, i.e. α and thus U to depend on the
coordinates xµ? In this case, the derivative in the Lagrangian produces additional terms
in accordance with the product rule,

∂µϕ
′ = (∂µU )ϕ+U ∂µϕ . (3.9)

These additional terms cause the original Lagrangian (3.6) to vary under the transforma-
tion (3.7).

This problem can be remedied by introducing a modified derivative

Dµ = ∂µ +Aµ , (3.10)

with the gauge fieldAµ, which is similar to the covariant derivative introduced in Eq. (3.1).
This is the first of many hints towards the importance of differential geometry as the
mathematical language of gauge fields. In fact, the gauge field Aµ takes on the role of a
connection that keeps track of the local symmetry. This is ensured by demanding that
the gauge field itself transforms as

Aµ → A′
µ = UAµU

−1 + (∂µU )U−1 . (3.11)

With this property, the transformed covariant derivative is simply

Dµϕ→ (Dµϕ)
′ = ∂µϕ

′ +A′
µϕ

′ = UDµϕ , (3.12)

which is the same as for the global symmetry where U directly commutes with the deriva-
tive. Hence, when defining a Lagrangian with the new covariant derivative, i.e.

L =
1

2
(Dµϕ)

†Dµϕ− 1

2
m2ϕ†ϕ , (3.13)
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it is again invariant and follows now the local symmetry.
A special kind of symmetry is connected to the special unitary groups SU(n) that

result in Yang-Mills theories which cover the standard model and thus the fundamentals
of modern physics. In these theories the gauge field itself is considered as a dynamical
variable by adding a term

LF = −1

4
Tr (FµνF

µν) (3.14)

to the Lagrangian (3.13), where Fµν is a field strength tensor defined as

Fµν = [Dµ, Dν ] = ∂µAν − ∂νAµ + [Aµ,Aν ] . (3.15)

In electrodynamics, for which the symmetry group is U(1), this tensor directly contains the
electric and magnetic field components. In fact, when only considering LF for the theory
and inserting it into the Euler-Lagrange equations one recovers the vacuum Maxwell
equations [97]. Note that for the U(1) gauge theory all the above quantities become
scalar and the theory is Abelian, i.e. commutative. However, for other symmetry groups
like SU(2) for the weak and SU(3) for the strong interaction the theories are non-Abelian
and the full matrix-valued equations need to be considered.

As we have just seen, the gauge field takes the role of a connection that preserves the
symmetry of a Lagrangian by modifying the partial derivative to a covariant derivative.
Now, just as in abstract differential geometry, one can define a parallel transport along
a curve C based on the gauge field connection Aµ which would equate to Dµϕ = 0 as in
Eq. (3.3). This results in a differential equation

∂µϕ = −Aµϕ . (3.16)

The transformation UC that propagates the state along the curve is then the path-ordered
integral

UC = Pe−
∫
C Aµdxµ

. (3.17)

This transformation is identical to the parallel transport from abstract differential geom-
etry. The integral over the gauge field connection thus becomes a geometric phase that
now intricately links geometric properties to the symmetry associated with the gauge field
transformation.

For a closed curve C the matrix UC again becomes a holonomy, meaning we have now
come full circle. The holonomy transformation (3.4) or (3.5) is then identified with the
symmetry under the gauge field transformation (3.7). Consequently, the invariance under
the gauge transformation graphically means the invariance under shift along the fibre as
seen in Fig. 3.1b. A fibre structure is thus uniquely identified with a symmetry cementing
the fact that fibre bundle theory and differential geometry are merely the mathematical
language of gauge field theories. We close this section by noting that the line integral
in Eq. (3.17) of the gauge field connection Aµ, which tracks the local symmetry, can be
recast as a surface integral over the enclosed area □C

UC = P e
−

∫
□C

Fµνdxµ∧dxν

, (3.18)
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where ∧ is the wedge product [112; 113]. This gives the field strength tensor of Yang-
Mills theories the role of a curvature which then defines the geometric phase. What is
now left, is to see how such geometric phases or gauge fields emerge in the cyclic evolution
of physical systems.

3.3. Geometric phases and holonomies in Hermitian
systems

The emergence of geometric phases in the evolution of physical systems was first discov-
ered in the scalar case by Pancharatnam [42] and independently by Berry [43]. This
Pancharatnam–Berry phase explains the famous Aharonov–Bohm effect [37] where a
charged particle accumulates a geometric phase from the vector gauge field of an iso-
lated solenoidal magnetic field. It was shown later by Wilczek and Zee [44] that a similar
effect occurs generally in degenerate subspaces of a system that follows a closed adiabatic
dynamic resulting in matrix-valued geometric phases. Due to their matrix-valued nature
these geometric phases and their associated holonomies are non-Abelian.

The two main ingredients in implementing such non-Abelian geometric phases are the
degenerate subspaces and an adiabatic, cyclic evolution. We start with a Schrödinger
equation

i ∂z|ψ(z)⟩ = Ĥ(z) |ψ(z)⟩ , (3.19)

where the Hamiltonian possesses a degenerate spectrum. Because we can always shift
the scale of the Hamiltonian it is possible to chose one subspace to eigenvalue 0 which
is often called a dark subspace in contrast to bright subspaces with nonzero eigenvalues.
The latter acquire a dynamic phase from their nonzero eigenvalue which is why we focus
for simplicity on the degenerate dark subspace spanned by ND dark states {|Di(z)⟩}.

Note that we already used z as the dynamical variable in Eq. (3.19) in anticipation of the
later use for waveguide propagation. Additionally, the starting point of the Schrödinger
equation does not mean only quantum systems are considered. As we have already seen in
Chapter 2, the classical paraxial propagation in the waveguides is mathematically identical
to the Schrödinger equation.

Now the adiabaticity becomes important because the evolution has to be confined to
the degenerate subspace and thus no level crossings are allowed. Later we will discuss
how to ensure the adiabaticity in experiments but for now we simply demand that the
evolution is adiabatic and can thus decompose the initial state at z = 0 in the basis of
dark states, i.e.

|ψ(0)⟩ =
ND∑
i=1

ci |Di(0)⟩ . (3.20)

Formally, we write the evolved state using the evolution operator,

|ψ(z)⟩ = Û(z) |ψ(0)⟩ =
ND∑
i,j=1

Uij cj |Di(z)⟩ , (3.21)
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where

Û(z) =

ND∑
i,j=1

Uij |Di(z)⟩⟨Dj(0)| . (3.22)

If the evolution is adiabatic and thus confined to the zero-eigenvalue dark subspace,
the Schrödinger equation leads to i ∂z|ψ(z)⟩ = 0. Subsequently, when inserting Eq. (3.21)
one finds

∂z|ψ(z)⟩ =
ND∑
i,j=1

cj (∂zUij |Di(z)⟩+ Uij ∂z|Di(z)⟩) = 0 . (3.23)

This is the central equation that links the physical evolution with the preceding geometric
notion of parallel transport, cf. Eq. (3.3). The first term of the summand is the derivative
of the components, here given by Uij, whereas the second term covers the derivative
of the basis |Di(z)⟩. Note that the changing experimental parameters of the system,
e.g. coupling and propagation constant, take on the role of the coordinates {xµ(z)}
now parametrised by z. Varying these parameters such that they return to their initial
configuration creates a closed curve. The derivative ∂z|Di(z)⟩ of the changing basis is
then the derivative along this curve and reads

∂z|Di(z)⟩ =
ND∑
k=1

∂zx
µ (Aµ)ki |Dk(z)⟩ . (3.24)

The matrix Aµ with components

(Aµ)ki = ⟨Dk(x
µ(z))|∂µ|Di(x

µ(z))⟩ (3.25)

takes on the role of the connection, telling us how to stitch together the evolution along
the curve under the varying basis. The Eq. (3.23) then exactly matches the definition
of the parallel transport in Eq. (3.3). Therefore, it is clear that an adiabatic evolution
within a degenerate subspace is just a parallel transport [114]. This is intuitive because an
adiabatic process means that the evolution is infinitely slow so that the state can perfectly
follow without changing to other levels in the spectrum - the state stays parallel to itself
along the way.

A few things have to be noted here. First, the sum notation in Eq. (3.24) is peculiar
because the index k runs over {1, . . . , ND} whereas µ indicates the experimental param-
eters, i.e. the coordinates. Second, the index µ is still written with the Einstein sum
convention. These peculiarities are due to the fact that the sets of indices encountered
in Eq. (3.24) are qualitatively different. On the one hand, the Greek index µ labels the
experimental parameters which are full geometric quantities, i.e. the coordinates of the
underlying space of parameters. In Fig. 3.1b this space is represented by the underlying
sheet. On the other hand, the Latin index k does not refer to coordinate basis vectors of
the parameter space but instead labels the dark subspace basis vectors, which corresponds
to the fibre in Fig. 3.1b.

As a result the Latin indices are not geometrically linked to the Greek indices of the
coordinates xµ. This problem did not occur for the Christoffel symbol Γν

µϵ because there
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the fibres are the tangential spaces spanned by basis vectors created from derivatives along
the coordinates xµ itself. In contrast, the fibres for the connection (Aµ)ik are the dark
subspaces that lack this direct relation to the parameter space but depend on the structure
of the Hamiltonian. Therefore, although the quantities (Aµ)ik are connections they are
not exactly identical to the geometric Christoffel symbols defined in Eq. (3.2). This subtle
difference ties in with the general geometric interpretation of (quantum) physics and has
some interesting effects that are discussed in more detail in the Appendix A.

Nonetheless, the ND×ND-matrix Aµ acts as a general connection and we have seen
in the preceding sections that it thus should be a gauge field connection. In order to
check whether this is true, we simply have to tests its behaviour under a unitary basis
transformation

|D′
i⟩ =

∑
j

Mij |Dj⟩ , (3.26)

with a unitary matrix M . Using the definition (3.25), the new gauge field is(
A′

µ

)
ki
=
∑
nj

(Aµ)nj M
∗
knMij +

∑
n

M∗
kn ∂µMin , (3.27)

or in matrix notation
A′

µ =MAµM
−1 + (∂µM )M−1 , (3.28)

which is the same as the defining Eq. (3.11) for a properly transformed gauge field under
change of basis. Hence, the A′

µ emerging from an evolving physical system as occurring
in Eq. (3.23) is a gauge field connection.

This already opens the way to implement gauge fields via geometric phases. But with
this relation established, we can go even further by returning to the constraint of the
cyclic adiabatic evolution. Because Eq. (3.23) has to hold for arbitrary input states, i.e.
∀ cj, each bracketed expression has to evaluate to zero. When applying ⟨Dk(z)| from the
left and using the chain rule ∂z = ∂zx

µ ∂xµ this results in

∂µUkj = −
ND∑
i=1

(Aµ)ki Uij . (3.29)

A general solution to this equation for the closed curve C in parameter space is the path-
ordered integral

UC = P exp

⎛⎝−
∮
C

Aµdx
µ

⎞⎠ . (3.30)

This unitary evolution operator is again a holonomy and it is determined by the cyclic
integral over the gauge field connection Aµ.

When interpreting the holonomies as unitary transformations, it is clear that these
can be seen as computational gates, e.g. transforming an input in some computational
code into a desired output. This is the general idea of HQC where the required quantum
gates are constructed from carefully chosen loops in the parameter space of a degenerate
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Hamiltonian. Due to the geometric nature, these gates are especially robust against
fluctuations along the path [54; 41]. This is easily seen from Eq. (3.18) where the geometric
phase is recast as a surface integral. Random fluctuations along the path that average
out over the whole loop give the same enclosed area and thus the same geometric phase
leading to a stable holonomy. Additionally, most quantum gates operate on just two qubits
because larger operations can also be constructed from consecutive two-qubit gates. In
contrast, the dimension of a holonomy is given by the dimension of the chosen degenerate
space of the Hamiltonian and can therefore create larger gates in only one cyclic evolution
of the system.

The last part does, however, pose some questions regarding the completeness of the
holonomies, i.e. how many different gates can be created with loops in the parameter
space of a given Hamiltonian? Generally speaking, a complete U(ND) group can be
created from an ND-dimensional subspace when the resulting gauge fields Aµ span the
whole group algebra. However, in detail this is a delicate question which is not the main
focus of this thesis but which is covered in Ref. [45]. We merely focus on the most
important point and that the completeness is usually fulfilled when the dimension of the
parameter space is large enough. At the example of photonic waveguides we will shortly
see that already a few parameters allow for the creation of specific but not all possible
gates. Adding more parameters like the propagation constants can solve this problem.
At the end of this chapter we will discuss how to increase the number of parameters even
further using non-Hermitian systems.

We close this section with a final note on the gauge field connection. It was already
mentioned that because the geometric phase is calculated from a gauge field connection
it allows in principle to simulate non-Abelian gauge field theories in such degenerate
systems. However, the gauge field itself is not an observable because it is not gauge or
basis invariant. This can be seen by its transformation in Eq. (3.28) which contains an
additional term (∂µM )M−1. Therefore, we instead use the so called Wilson loop [38]

WC = TrUC , (3.31)

as it is measurable and can be used to reconstruct the gauge field connection in a chosen
basis [115]. It is an important quantity in gauge field theories because it is linked to the
question of quark confinement [38] and in that capacity often used in numerical analyses
of discrete gauge field theories [110]. We will use it later on to evaluate experimental
implementations of a gauge field in photonic waveguides [116].

3.4. Adiabatic evolution and the quantum metric

Up to this point we assumed perfect adiabaticity. However, deviation from this idealisation
has to be taken into account when preparing an experiment. In the present case, an
interesting approach borrowed from geometry can be used to find curves C through the
parameter space that minimise the nonadiabatic, or diabatic, error. This approach is
based on the formulation of a metric on the parameter space spanned by the experimental
parameters or coordinates xµ. With the metric as a measure of length, a shortest path
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g

Fig. 3.2.: Schematic concept of the quantum metric: Following a small displacement dx
along the curve C, the projection operator P̂ onto the dark subspace changes.
This change is described by the quantum metric g. Adapted from Ref. [116].

under experimental constraints can be found which minimises the diabatic error that
results from the geometry [117].

The link between this geometric approach and the physics of the cyclic evolution can be
understood as follows. The parallel or adiabatic transport of a physical state entails that
the state remains exclusively in the subspace over which the gauge field connection (3.25) is
defined. Consequently, no transitions to other subspaces occur and the state should always
project unto the subspace, which can be tested using the subspace projector P̂ (xµ) =∑

i |Di(x
µ)⟩⟨Di(x

µ)|. This projection is sketched in Fig. 3.2. Along the path C, i.e. for
different configurations of the parameters xµ, the state |ψ(x)⟩ is projected by P̂ unto the
degenerate subspace. Over an infinitesimal change x → x + dx the change dP̂ of the
projection operator can be calculated using the trace norm [108; 117]

||dP̂ ||2 = Tr
(
∂µP̂ ∂νP̂

)
dxµdxν = gµν dx

µdxν . (3.32)

Here, the quantum metric gµν = Tr
(
∂µP̂ ∂νP

)
was defined which describes how the

projection operator changes along a curve. It is the trace of the real part of the so-called
quantum geometric tensor [118; 108; 117; 114], whose imaginary part is the field strength
tensor Fµν of the (non-Abelian) gauge field, see Eq. (3.15). Details on this and further
relations to the general geometric interpretation of the physical evolution along the curve
C can be found in the Appendix A.

Based on the notion of a metric tensor one can define a path length L in the parameter
space as

L =

∫ zf

zi

√
gµν ∂zxµ ∂zxν dz , (3.33)

integrated from the initial variable zi to the final variable zf. This implies that one can find
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a shortest path from zi to zf through the geometry of the parameter space defined by gµν .
Known in physics from the principle of least action, these shortest paths are the geodesic.
Because the quantum metric carries the information on how much the projection operator
P̂ changes, the shortest paths are those with the minimal change in P̂ . For the evolution
of the state this means that it minimises the chances to not be projected onto the dark
subspace. Hence, in the present setting such a geodesic describes the evolution with the
least diabatic error when traversing the parameter space [117].

However, a given implementation might place certain experimental constraints on the
possible range of values for the parameters xµ and thus on the achievable curves C. For
example the photonic waveguides require weak couplings and are also restricted by the
length of the glass chip they are written in. Nevertheless, although perfect geodesics might
not be obtainable one can still minimise L under the additional constraints using (3.33).
Thus, it is possible to find parameter variations that comply with the constraints and still
provide the most adiabatic evolution. Such an optimisation ensures that the previously
discussed geometric phase does emerge from the evolution in a realistic system.

3.5. Implementation in photonic waveguides

In the following section we will outline the physical implementation of an artificial non-
Abelian gauge field or holonomy in integrated photonic waveguides. This work was jointly
published with Mark Kremer from the Experimental Solid-State Optics group under Pro-
fessor Alexander Szameit [116]. While the experiment itself was conducted by Mark
Kremer the waveguide structure, especially its optimisation using the quantum metric,
was designed by the author.

The first main ingredient is the degenerate (dark) subspace which is generally achieved
adopting an N -pod structure known from atomic physics [48], cf. Fig. 3.3a. There, N
ground states |gi⟩ are coupled to one excited state |e⟩. Such a system has ND = N−1 dark
states with zero eigenvalue and two bright states with nonzero eigenvalues. This is the
generalised case of the STIRAP (STImulated Raman Adiabatic Passage) protocol [119;
120] for which N = 2.

The atomic N -pod is now transferred to the photonic waveguide setting by coupling
N waveguides to a single central one, meaning M = N + 1 waveguides in total, see
Fig. 3.3b. Interestingly, it suffices to use classical light in the waveguide setup which
exemplifies how the paraxial Helmholtz equation simulates the Schrödinger equation – the
evolution in quantised atomic energy levels is mapped to a dynamic in coupled discrete
waveguide modes. A simple STIRAP process (N = 2) in waveguides was already done in
Refs. [121; 122] but focussed on the full adiabatic passage from one outer waveguide to
the other via the central waveguide. However, with our generalised approach it is possible
to study non-Abelian geometric phases and gauge fields that result in arbitrary outputs.

Note that the different ground state energies in Fig. 3.3a relate to different propagation
constants in the waveguideN -pod, Fig. 3.3b. However, these are not required to obtain the
degenerate dark subspace which only requires the coupling structure. In fact, one would
probably chose the same propagation constant for easier calculations and experimental
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Fig. 3.3.: Realisations of N -pods in atomic systems and waveguide arrays.

implementation. This would not be possible in an atomic setup as one would hardly find
a system with enough ground states of same energy.

Furthermore, adding more waveguides is conceptually easier than finding new atomic
systems with the required level structure. Such an increase in the number of modes N
coupled to the central mode has, however, its limits even for waveguides. More waveguides
would mean smaller distances between the outer waveguides which, depending on the
specific distance variations, inevitably results in significant evanescent couplings that lift
the symmetry needed for the degenerate subspace structure. In Section 3.6, we will discuss
how to overcome this obstacle using multiple-photon states.

In our experimental implementation, we chose a tripod (N = 3) with four waveg-
uides labelled L, R, U, and C coupled via real, z-dependent coupling parameters {xµ} =
{S, P,Q}, see Fig. 3.3c. The paraxial Helmholtz equation for the classical field amplitudes
aL, aR, aU, aC in the individual waveguides reads,

i ∂z

⎛⎜⎜⎝
aL
aR
aU
aC

⎞⎟⎟⎠ =

⎛⎜⎜⎝
0 0 0 S
0 0 0 P
0 0 0 Q
S P Q 0

⎞⎟⎟⎠·

⎛⎜⎜⎝
aL
aR
aU
aC

⎞⎟⎟⎠ . (3.34)

The tripod Hamiltonian supports two dark states with zero eigenvalue,

|D1⟩ = sin θ |wL⟩ − cos θ |wR⟩ , (3.35)
|D2⟩ = cos θ sinϕ |wL⟩+ sin θ sinϕ |wR⟩ − cosϕ |wU⟩ , (3.36)

where |wL,R,U⟩ are the orthogonal eigenmodes of the respective waveguides with the angle
parametrisations

θ = arctan

(
P

S

)
, (3.37)

ϕ = arctan

(
Q√

S2 + P 2

)
. (3.38)
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Notably, they do not involve the eigenstate |wC⟩ to which all other states are originally
coupled to. In addition, the system possesses two bright states |B±⟩ with eigenvalues
ζ± = ±

√
S2 + P 2 +Q2 that read

|B±⟩ =
1√
2

(
S

ζ±
|wL⟩+

P

ζ±
|wR⟩+

Q

ζ±
|wU⟩+ |wC⟩

)
. (3.39)

In contrast to the dark states, the bright states do contain the central waveguide providing
a simple distinction later in the experiment.

With the degenerate dark subspace known, we can calculate the Aµ from Eq. (3.25)
which yields

AS =
iP Q

(S2 + P 2) ζ+
σy , (3.40)

AP =
iS Q

(S2 + P 2) ζ−
σy . (3.41)

Apparently, the simple tripod setup with real couplings results in matrix-valued, yet
commutative geometric phases. Subsequently, the holonomy is readily calculated from
Eq. (3.30) as we can ignore the path ordering, resulting in [120]

U =

(
cos γ sin γ
− sin γ cos γ

)
, (3.42)

with
γ =

∫ zf

zi

Q (S ∂zP − P ∂zS)

(S2 + P 2) ζ+
dz . (3.43)

Because we have a two-dimensional dark subspace the resulting holonomy is an element
of the unitary group U(2).

Although the noncommutative case is more general and desirable, our proof-of-concept
experiment shows all necessary features to construct such arbitrary noncommutating geo-
metric phases, most notably the optimisation via the quantum metric to ensure adiabatic-
ity. Therefore, the expressions for the gauge field connections in Eqs. (3.40) and (3.41)
as well as the derived holonomy in Eq. (3.42) allow us, in principle, to implement and
study non-Abelian gauge fields. This leads to the side note that one effectively uses the
gauge bosons of an Abelian gauge field theory, i.e. the photon, to simulate more complex
non-Abelian gauge fields. Truly noncommutative gauge fields, and thus holonomies in all
of U(2), can already be achieved by including propagation constants on the main diagonal
of the Hamiltonian (3.34). A detailed investigation of this is done in the Appendix B.

Despite the fact that the holonomy (3.42) is an element of the Abelian group SO(2)<U(2)
it is not decomposable into separate Abelian subsystems. In order to verify this claim,
one can evaluate the Wilson loop [38] as defined in Eq. (3.31), which yields

WC = 2 cos γ . (3.44)

A Wilson loop that evaluates to ±2 means that no evolution took place (γ = 0) and thus
the holonomy is simply the unit matrix. This case would indicate a trivial system that
could be written as isolated Abelian subsystems [47].
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3.5.1. Details on couplings and optimised design

The second main ingredient for the implementation of non–Abelian gauge fields is the
adiabaticity of the evolution. As outlined in the theoretical preliminary in Section 3.4
this can be achieved by optimising the parameter variation using the quantum metric
g. Using its definition in Eq. (3.32) together with the dark states as in Eq. (3.35) the
quantum metric reads

g = 2diag
(
1, cos2(ϕ)

)
. (3.45)

This metric is two-dimensional despite having originally three couplings S, P , and Q.
One degree of freedom is removed due to the normalisation and thus the mixing angles θ
and ϕ are the relevant parameters. Plugging this result for gµν into the definition of the
path length L, see Eq. (3.33), one only needs the functional form of the parameters or
coordinates {xµ} = {θ, ϕ} in dependence of the z-dependent couplings S, P , and Q.

In order to sensibly minimise L we fixed the general functional form of the couplings
with a small set of parameters. We choose Gaussian pulses for S and P and held Q = ΩQ

constant. The Gaussian pulse sequences are parametrised by

S(z) = Ω exp

(
−(z − z̄ + τ)2

T 2

)
, (3.46)

P (z) = Ω exp

(
−(z − z̄ − τ)2

T 2

)
, (3.47)

where z̄ is half the total propagation length (zf−zi), set in our experiments to 15 cm, Ω is
the amplitude, T the width parameter, and τ the separation of the two Gaussian pulses
from the center at z̄.

Experimental constraints limit the range of values for the parameters z̄, Ω, T , and τ and
thus the range of obtainable holonomies U that can be realised. For example, it has to be
ensured that the coupled-mode approximation is valid and thus the total amplitude of the
couplings where limited to values below 2 cm−1. This is a major limitation as adiabaticity
can theoretically be achieved by choosing very strong couplings as these lead to large gaps
between the dark subspace and the bright states with eigenvalues ±

√
S2 + P 2 +Q2. This

larger gap would then translate to a lower transition probability.
Another sensible design choice is the demand that the initial and final dark states are

simple. When setting P (zi)/S(zi) ≈ 0 and S(zf)/P (zf) ≈ 0 at the beginning and end of
the propagation one finds that the dark states become

|D1(zi)⟩ = −|wR⟩ , |D1(zi)⟩ = |wL⟩ ,
|D2(zi)⟩ = |wL⟩ , |D2(zf)⟩ = |wR⟩ , (3.48)

which considerably simplifies the initiation and measurement in the experiment. However,
this additional demand places further constraints on the couplings as they have to be
effectively zero at the initial and final points which we deemed fulfilled in our numerical
calculations when the strengths of the Gaussian pulses were less than 5% of the peak
amplitude Ω.
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Based on the quantum metric and its resulting path length L, see Eq. (3.33), we searched
for those parameter sets ΩQ, Ω, T , and τ that comply with the above conditions and
which minimised L. For that, we performed numerical calculations of L with the coupling
variations as defined via the parameters ΩQ, Ω, T , and τ . Each set also resulted in a
different theoretical value for the Wilson loop when using Eqs. (3.43) and (3.44). Binning
the results for L according to their value of WC we could choose those that minimise L
for a given loop. A collection of three experimentally tested parameters can be found in
Tab. 3.1.

A suitable check whether the path length optimisation leads to an adiabatic evolution
is to simulate (or later measure) the intensity in the central waveguide C. As seen from
the definition of the dark states in Eqs. (3.35) and (3.35), the central waveguide is never
excited in the dark subspace. Therefore, any excitation in waveguide C resulted from
transitions to the bright states, Eq. (3.39), and thus a nonadiabatic evolution. Conse-
quently, the deviation from the adiabatic evolution is measured by the population of the
central waveguide, which we define as

δ =

zf∫
zi

(
|a(1)C |2 + |a(2)C |2

)
dz , (3.49)

where |a(i)C |2 denotes the intensity in the central waveguide C for the initial excitation of
the first (i = 1) or second (i = 2) dark state, respectively. In order to test the adiabaticity
before the experimental realisation, extensive simulations of the amplitude dynamics were
run based on Eq. (3.34). This was done alongside the path length optimisation itself.

In Fig. 3.4 the results for the deviation δ and the path length L are shown as density
plots for different sets of varied parameter pairs. The constant parameters are then set
to T, τ = 1 cm or Ω,ΩQ = 1 cm−1 with the exception of the plots with τ and ΩQ varied
(center two lower plots) where T = 2 cm. For the case where the shift parameter τ and
width T are varied, see right lower two plots in Fig. 3.4, some configurations did not
comply with the constraints that the couplings are effectively zero at beginning and end
and are thus left blank.

The comparison of matching plots for δ and L shows that both methods follow in general
a similar trend, especially with respect to the position of the minimal deviation and
minimal path length. The differences in both schemes may originate from interferences
of the two bright states, which can lead to intensity fluctuations in the central waveguide
C and thus an interference pattern in δ. Such patterns are most prominent in the lower
and upper right panels of Fig. 3.4.

Additionally, the deviation measure δ is defined with the two different initial conditions,
first or second dark state, whereas the path length is purely a geometric measure only
depending on the shape of the couplings. Different initial conditions have an additional
impact on the adiabaticity of the state evolution, as is known from the original STIRAP
process where one differentiates between intuitive and counter-intuitive pulse sequences,
see for example Ref. [119]. Being more precise, the counter-intuitive pulse sequence results
generally in a more adiabatic evolution compared to the intuitive sequence. The reason
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Fig. 3.4.: Plots for comparison between central waveguide population δ and path length L.
In 2-by-1 blocks the results for δ and L are depicted for two varied parameters.
The other parameters are then held constant. Adapted from Ref. [116].
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Table 3.1.: Coupling pulse parameters for the experimental realisation of different pulse
shapes and the resulting Wilson loop values together with theoretical predic-
tions.

ΩQ (cm−1) Ω (cm−1) T (cm) τ (cm) |W theo
C | |W exp

C |
1.42 1.23 3 1.5 0.88 0.87
1.53 1.46 3 1.5 0.97 1.00
1.60 1.8 3 1.5 1.07 1.13

for this is that in the counter-intuitive sequence the waveguide with the initial excitation
is coupled to the central waveguide after the other waveguide. Therefore, the energy
separation

√
S2 + P 2 +Q2 of the bright states from the dark states is already increased.

Consequently, the adiabaticity condition is easier fulfilled as transitions over large gaps
are less likely. However, this cannot be seen in the quantum metric as it is symmetric
with respect to S and P . As a result the path length L for the optimisation is symmetric
under exchange of S and P . This change of sequence is equivalent to a change of initial
condition. Launching the light into the left waveguide with coupling S and in intuitive and
counter-intuitive coupling sequence is therefore equal to fixing the sequence and launching
the light once in the left and once in the right waveguide. The missing sensitivity of the
quantum metric bases optimisation can thus be explained with the fact that the initial
condition does not influence it. This reliance on the abstract geometry of the coupling
variations is, however, an advantage because any implementation of a gauge field or
holonomic quantum gate U should not be tailored to a specific input in contrast to the
specialised STIRAP process.

As a result, the optimisation of the path length L is yielding the expected results of a
minimised nonadiabatic error and does so independently of the initial state. Moreover,
the path length L is, as a function of the system parameters, much smoother than the
deviation δ, which is beneficial for the calculation of the optimal parameters. In addition,
one only has to solve a one-dimensional integral (Eq. (3.33)) to calculate L, while for
the extraction of the deviation δ one needs to simulate the entire propagation dynamics
for every set of parameters. This might especially be challenging for larger system sizes
or networks. The reduced computational effort thus clearly favours the optimisation
with the quantum metric. Improvements of this techniques might be found by more
elaborate optimisation algorithms applied to the measure L. Additionally, one can soften
some of these constraints, e.g. use other functional forms for the couplings or make the
measurement and initiation more complex.

3.5.2. Experimental results

With the suitable parameters for the couplings found, the waveguides can be fabricated.
The chosen parameter values are listed in the first four columns of Tab. 3.1. A visualisation
of such a waveguide design can be seen in Fig. 3.5a. The corresponding z-dependent
couplings and the resulting closed curve in parameter space are seen in Figs. 3.5b and 3.5c.
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State initiation now amounts to coupling laser light into either the waveguide R or L
for the dark state |D1⟩ or |D2⟩, cf. Eq. (3.48). In order to measure the evolution dynamics
along the z-direction a fluorescence microscopy technique is used that collects light scat-
tered from colour centers in the waveguides [18]. One example where the waveguide L
(second dark state) is excited can be seen in Fig. 3.6a with the corresponding theoretical
prediction from the coupled mode equations (3.34) in Fig. 3.6b. Clearly, the evolution is
adiabatic because the central waveguide (between white dashed lines in Fig. 3.6a) is only
marginally excited. The intensity originally concentrated in waveguide L is thus solely
distributed between the three outer waveguides. The odd looking spread at the end of
the propagation length is attributed to the out-of-focus position of the waveguides L and
R due to them being led away from the waveguide C and thus from the central focus
plane spanned by C and U. In conclusion, the experiment generally aligns well with the
simulation and confirms the optimisation using the quantum metric.

However, in order to test whether the geometric description based on the holonomy is
truly correct, one has to specifically measure the output intensities leaving the glass chip.
Such a measurement of the end facet can be seen in Fig. 3.7a, again for the case where
the second dark state is initially excited. The results from this intensity measurement are
marked as red dots at the end (z = 15 cm) in Fig. 3.6a and they align with the prediction
from the simulation. Because the experimental results (red dots) align very well with
the simulation result, we can conclude that the geometric description is fitting. As a
final sanity test it was checked whether all waveguides do, in fact, couple with each other
because otherwise the assumed adiabaticity could just be attributed to the fact that the
central waveguide is not excited because it is decoupled from the outer waveguides. For
this, light was launched into the central waveguide and in Fig. 3.7b the resulting end facet
can be seen. Clearly, the whole system does couple as all waveguides are visibly excited.

With this reassurance the original experiment for the dark subspace evolution can be
repeated but this time initiating the first dark state instead. This allows to retrieve
all the absolute values of the components of the holonomy U . The restriction to the
absolute values stems from the fact that only intensities are measured and thus any phase
information lost. Nonetheless, as we only consider real couplings in a classical optics
experiment it is sufficient to measure the intensities allowing to calculated the absolute
value of the Wilson loop |WC|. The results for the chosen parameters can be found in the
last column of Tab. 3.1 with the theoretical predictions in the second-to-last column.

Note that the criterion |WC| = 2 for a trivial system of two uncoupled Abelian sub-
systems is changed in our specific implementations to |WC| = 0 because of the switch
of the dark state basis, see Eqs. (3.48). This switch of basis means that the case of no
evolution, e.g. |wL⟩ → |wL⟩ corresponds in the dark state basis to |D2(zi)⟩ → |D1(zf)⟩ and
therefore the anti-diagonal unit matrix instead of the unit matrix. Besides the change in
the criterion in |WC|, this basis change has no repercussion.

The results in Tab. 3.1 clearly show that the system is of nontrivial nature (|WC| ̸= 0)
and thus cannot be decomposed in separate Abelian subsystems. Therefore, the presented
waveguide design and its adiabatic optimisation did implement the non-Abelian geometric
phase and its resulting holonomy as intended.
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Fig. 3.5.: (a) 3D-rendering of the waveguides for one realisation. (b) Coupling variation
along propagating distance z. (c) Curve in the parameter manifold {S, P,Q}
(Q = const). Taken from Ref. [116].
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Fig. 3.6.: Intensity distribution in the four waveguides along the propagation distance.
(a) Experimentally measured fluorescence signal which is proportional to the
intensity in the waveguides. The waveguide L was excited, thus the second dark
state. The central waveguide C is located between the dashed lines, highlight-
ing the almost vanishing intensity. (b) Theoretically predicted intensity from
the coupled-mode theory using Eq. (3.34). Red dots at the end facet are the
experimentally measured intensities. Taken from Ref. [116].

Fig. 3.7.: Measured intensities at the end facet. (a) Intensity distribution for dark-state
excitation. This is for the same set of parameters as seen in Fig. 3. The result
is clearly restricted to the dark subspace. (b) Intensity distribution for bright-
state distribution. The waveguide C and U, and with that the bright states, are
dominantly excited. Taken from Ref. [116].
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The outlined scheme to implement a non-Abelian geometric phase has some limitations.
Most notably the possible dimension ND of the degenerate subspace, which for the N -pod
was N − 1, is limited in our waveguide setup due to the fact that only couplings to the
central waveguide are allowed, cf. Fig. 3.3b. Couplings between the outer waveguides
break the required symmetry of the system and lift the degeneracy of the dark subspace.
Because the evanescent coupling is distance-dependent, more waveguides physically mean
less distance between them when they are arranged around the central waveguide.

Additionally, one needs a sufficiently large set of variable parameters to ensure that
the implemented holonomies cover the whole of their respective unitary groups U(ND).
This was discussed in Ref. [45] with the result that the number of required parameters
has to scale rapidly for larger quantum codes. For specific holonomies the limited set of
parameters provided by couplings and propagation constants might be sufficient. However,
to fully utilise the whole range of possible holonomies and gates one has to provide more
parameters.

In the closing sections of this chapter we will show a possible solution to each of these
problems. The first can be remedied by going quantum, i.e. using Fock states of more
than one photon, which we investigated in detail in Ref. [91]. The second problem is
approached by introducing non-Hermiticity to the theory of holonomies which we did in
Ref. [92]. This provides additional parameters like losses, which are the focus of the rest
of this thesis.

3.6. Increasing dimensionality using multiple photons

In this section we show how the use of multiple-photon Fock states leads to an increase of
the dimensionality of the subspaces of an N -pod. In turn this leads to higher dimensional
gauge fields and holonomies for more advanced applications.

Up to this point only classical light was considered and equation (3.34) governed the
evolution of classical waveguide amplitudes ai. As discussed in the preceding chapter this
equation can be quantised allowing to calculate the dynamics of bosonic mode operators
âi. The Hamiltonian corresponding to the N -pod, see Fig. 3.3b, then reads

Ĥ =
N∑
i=1

κi

(
â†i âC + âCâ

†
i

)
. (3.50)

In the following, we restrict the dynamic under this Hamiltonian to a subspace HNp

spanned by the Np-photon Fock states over the M = N + 1 waveguide modes

FNp =

{
|n1, . . . , nN+1⟩

⏐⏐⏐⏐ N+1∑
j=1

nj = Np

}
. (3.51)

When represented in this basis, the Hamiltonian Ĥ defines an operator on the reduced
Hilbert space HNp with dimensions k = (Np + N)!/(Np!N !). Here, k is the number of
possibilities to distribute Np identical photons on N + 1 labelled waveguides.

33



CHAPTER 3. IMPLEMENTATION OF GEOMETRIC PHASES AND
NON-ABELIAN GAUGEFIELDS

With the k Fock states of FNp , a k×k-dimensional matrix representation H = (Hij)
k
i,j=1

can be calculated. When H is diagonalised one finds for all k a decomposition of the
Hilbert space H into orthogonal eigenspaces

H = HD ⊕H(1)
B+

⊕H(1)
B−

⊕ · · · ⊕ H(Np)
B+

⊕H(Np)
B−

, (3.52)

where HD is a dark subspace, and H(n)
B±

is the eigenspace corresponding to the energy
±n ε = ±n

√
|κ1|2 + · · ·+ |κN |2 (n = 1, . . . , Np). The reason for this systematic decom-

position is that the coupling structure is still the same compared to the classical case,
meaning the fundamental symmetry of the waveguide system and thus the underlying
subspace structure remains.

In order to prove this, one can directly diagonalise the Hamiltonian in its operator
form (3.50) instead of using possibly numerical calculations to diagonalise the k×k matrix
representation H . This leads to new bosonic mode operators b̂−, d̂1, . . . , d̂N−1, b̂+ that
are linear superpositions of the original waveguide mode operators âj. The new mode
operators represent exactly the same modes as in the classical case, i.e. N − 1 dark
modes and two bright modes with energies ±ε, respectively. In this diagonal basis, the
Hamiltonian becomes

Ĥ = −ε b̂†−b̂− + ε b̂†+b̂+ , (3.53)

which allows a simple use of new Fock states |n−, nD, n+⟩ that count the number of
excitations n± in the two bright modes and the number of excitations nD in the N − 1
dark modes. The eigenvalue equation of these Fock states is

Ĥ|n−, nD, n+⟩ = ε (n+ − n−) |n−, nD, n+⟩ , (3.54)

with n−+nD+n+ = Np. For Np this creates 2Np+1 different subspaces to the eigenvalues
−Np ε,−(Np−1) ε, . . . , Np ε which are the subspaces in Eq. (3.52), thus proving our initial
assessment.

Going further, we can use the new Fock basis to calculate the dimensions of these
orthogonal subspaces. Starting with HD, we have to determine the number of dark states
when Np photons are used in a setup with (M = N +1) waveguides which then amounts
to counting the number of possibilities to distribute the photons over the modes so that
the eigenvalue ε(n+−n−) becomes zero. In the simplest case, this holds true if n+, n− = 0,
i.e. when all Np photons are distributed over the N − 1 dark modes which has

(
Np+N−2

Np

)
possibilities. Generally, however, this requires an equal number of photons in the positive
and negative bright modes with the rest in the dark modes. For example, one can have
one photon in each positive and negative bright mode, thus

(
Np−2+N−2

Np−2

)
ways remain to

distribute the rest of the photons over the dark modes. This continues until all photons
are equally distributed over the positive and negative bright modes. However, there are
two distinct cases, Np odd or even, for which one finds two formulas for the total number
of dark states, i.e.

d(Np, N) =

{∑Np/2
n=1

(
2n+N−2

2n

)
if Np even,∑(Np−1)/2

n=0

(
2n+1+N−2

2n+1

)
if Np odd.

(3.55)
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Fig. 3.8.: Spectrum of an N -pod system filled with Np photons. The number of eigenstates
d(Np, N) is depicted over the eigenvalues (in multiples of ε) for N,Np ∈ {1, 2, 3}.
In the simple case of one photon Np = 1 an increase of the number N of coupled
waveguides only increases the dark subspace dimension and does so linearly.
In contrast, for more photons the dimension of the dark subspace increases
nonlineary and additional degenerate bright subspaces emerge. Adapted from
Ref. [91].
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When counting the number of bright states with energy ±kε, one first has to put k
photons in either the negative or positive bright mode, and then distribute the rest as if
to create a dark state. Thus, for bright states with energy ±kε there are d(Np − k,M)

possibilities which is then the dimension of the subspace H(k)
B+

. For some values of Np and
N the degeneracies are graphically shown in Fig. 3.8.

The dramatic increase in dimensionality by using multiple photons instead of classi-
cal light opens the way to implement non-Abelian gauge fields and holonomies of higher
dimensions while avoiding any detrimental effects from undesired couplings between the
outer waveguides. This shows a clear advantage compared to other photonic implemen-
tations like such based on polarisation which are limited to only 2×2-dimensional gauge
fields. Note also that this route of increasing the dimensionality via multi-photon states
would not be possible in atomic setups as those are inherently first-quantised states with
only a single occupancy.

In addition to the increased degeneracy of the dark subspace we emphasise that also
the bright subspaces gain considerable degeneracies. Therefore, one could also implement
holonomies in the now degenerate bright subspaces. The only difference to the original
scheme in the dark subspace is the dynamic phase exp(±i k ε z) that is additionally ac-
cumulated. However, because this phase is only a relative phase to the other subspaces,
this poses no hindrance. In fact, a complete HQC computation can be performed in the
bright subspaces as was discussed in great detail in our publication [91] which was jointly
published with Julien Pinske of our group.

3.7. Holonomic quantum computing in non-Hermitian
systems

The last point we make in this chapter is to discuss how certain non-Hermitian systems
can increase the number of independent parameters allowing for more curves through
parameter space and thus more and different non-Abelian geometric phases or holonomies.
This is crucial to ensure that enough independent holonomic gates can be created in order
to obtain complete unitary groups.

Usually, quantum mechanics is formulated based on Hermitian operator, e.g. an Her-
mitian Hamiltonian is used as the generator of the Schrödinger equation. Hermitian
operators always have a real spectrum and thus observables, linking the theory to measur-
able quantities. However, it has been pointed out that certain non-Hermitian operators
also have a real spectrum and are thus candidates to generalise conventional quantum
mechanics [73; 61; 123; 62]. Systems with real spectra governed by such non-Hermitian
Hamiltonians are said to be pseudo-Hermitian.

Consider a z-dependent N -dimensional non-Hermitian Hamiltonian Ĥ(z) ̸= Ĥ†(z).
Due to its non-Hermiticity its right- and left eigenvectors |Φn⟩ and ⟨Φ̃n| differ, i.e. |Φn⟩† =
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⟨Φn| ̸= ⟨Φ̃n|. Thus, generally, one has two eigenvalue equations

Ĥ(z) |Φn(z)⟩ = En |Φn(z)⟩ ,
Ĥ†(z) |Φ̃n(z)⟩ = En |Φ̃n(z)⟩ . (3.56)

The left and right eigenvectors form a biorthogonal basis {|Φn⟩, |Φ̃n⟩} with ⟨Φ̃n|Φm⟩ =
δnm [124]. The special case of a pseudo-Hermitian system is found when demanding that
there exists a positive-definite and Hermitian operator η̂(z) for which

Ĥ†(z) = η̂(z) Ĥ(z) η̂−1(z) . (3.57)

It is then said that Ĥ is Hermitian with respect to η̂ or η̂-Hermitian. The operator η̂ is
itself a Hilbert-space metric [125; 63] because it induces a new inner product

⟨Φ,Ψ⟩η̂ = ⟨Φ| η̂ |Ψ⟩ , (3.58)

for all vectors Φ,Ψ in the new Hilbert space Hη̂(z). Regarding this inner product, the
biorthogonal basis {|Φn⟩, |Φ̃n⟩} can again be written as an orthogonal basis with |Φ̃n⟩ =
η̂ |Φn⟩. Following this relation of the left and right eigenvectors, the metric η̂ can be
defined as [126; 62]

η̂ =
∑
n

|Φ̃n⟩⟨Φ̃n| . (3.59)

Based on this concept of η̂-Hermiticity many familiar aspects of conventional quantum
mechanics can be transferred to pseudo- or η̂-Hermitian systems. The basic idea is here to
replace any inner products of conventional quantum mechanics with the η̂-inner product
from Eq. (3.58) in consistent manner. For example, the evolution operator Û of such a
pseudo-Hermitian system is no longer unitary. However, one can formulate a generalised
unitarity condition [126] by consistently inserting the η̂-inner product. This entails that
instead of demanding

∂z⟨ϕ(z)|ψ(z)⟩ = 0 , (3.60)

for states |ψ(z)⟩ and |ϕ(z)⟩ of an Hermitian system which is fulfilled when Û †Û = 1̂, one
demands for states |Ψ(z)⟩ and |Φ(z)⟩ of an η̂-Hermitian system

∂z⟨Φ(z),Ψ(z)⟩η̂ = ∂z⟨Φ| η̂ |Ψ⟩ = 0 . (3.61)

Consistency then demands that the evolution is governed by a modified Schrödinger
equation [126; 124]

i ∂z|Ψ(z)⟩ = Λ̂(z) |Ψ(z)⟩ , (3.62)

where Λ(z) is the generator of z-displacement and is given by

Λ̂(z) = Ĥ(z) + iK̂(z) , (3.63)

with K̂(z) = −η̂−1(z) ∂zη̂(z)/2. Introducing the covariant derivative Dz = ∂z − K̂(z) the
modified Schrödinger equation takes on the more familiar form

i Dz|Ψ(z)⟩ = Ĥ(z) |Ψ(z)⟩ . (3.64)
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Based on Eq. (3.64) one can again investigate closed parameter variations that then
lead to modified geometric phases and holonomies [92]. However, the geometric phases are
then non-(anti)-Hermitian and subsequently the holonomies only pseudo-unitary. Nev-
ertheless, the very same calculations can be performed as in the unitary case as long as
one makes consistent use of the η̂-inner product. Besides opening the way to a plethora
of new exciting effects due to its non-Hermiticity that generalise conventional quantum
mechanics, pragmatically this introduces a host of new parameters to manipulate allowing
for more complex curves and thus holonomies. For example, one could introduce losses to
the system which one could naively describe via an effective non-Hermitian Hamiltonian
Ĥeff. A waveguide system with loss rates γi in its M waveguides would then simulate the
effective Hamiltonian

Ĥeff =
M∑
i=1

(σi − iγi) â
†
i âi +

M∑
i,j=1
i̸=j

κij â
†
i âj + H. c. (3.65)

clearly increasing the number of available parameters from the original propagation con-
stants σi and couplings κij. A thorough investigation of non-Hermitian HQC in lossy
waveguides can be found in Ref. [92].

Summary

This chapter focussed on the implementation of artificial gauge fields and holonomies in
photonic waveguides. It explained the fundamental link between differential geometry and
gauge field theories: A gauge field is a connection that contains the information of how a
Hilbert space basis changes along parameter variations. This information is vital for the
definition of parallel transport, cf. Eq. (3.3). These concepts reemerge in the adiabatic
evolution under a degenerate Hamiltonian. An adiabatic transport, cf. Eq. (3.23), in
the degenerate subspace is then just a parallel transport under a gauge field connection.
Especially interesting cases of adiabatic transports occur for closed parameter variations,
for which the total evolution is a holonomy – the basic building block of HQC.

The necessary adiabaticity is achieved by an optimisation with the quantum metric,
i.e. path length minimisation under experimental constraints. This optimisation was
used for the design of a tripod waveguide system that was realised in a proof-of-principle
experiment, see Section 3.5. The result was the successful implementation of an artificial
2×2 gauge field and holonomy.

In addition, we showed how the dimension of such gauge fields and holonomies can be
increased with the use of multiple-photon Fock states, cf. Eq. (3.55). Finally, we discussed
how a non-Hermitian extension of the theory provides a larger set of parameters, e.g. by
adding loss rates. This allows more distinct curves in parameter space, which is crucial
for completeness of the holonomies. In the next chapter, we answer the question how
such effective non-Hermitian Hamiltonians emerge from a full quantum treatment of lossy
photonic waveguides in the first place.
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4. The quantum master equation of
lossy waveguides and its Lie
algebraic solutions

In the last chapter we saw from the example of holonomies that non-Hermiticities like
losses can be beneficial by providing interesting resources in their own right. This leads
to the question how lossy, and thus non-Hermitian, dynamics in waveguides can be de-
scribed in a full quantum treatment. Although the general theory of open systems is
well understood and documented in textbooks [53], solutions for specific problems are of-
ten complicated to find once one deviates from prototypical scenarios. Therefore, in this
chapter, we demonstrate some approaches that permit to find solutions for the quantum
dynamics of lossy waveguides [127].

4.1. Open quantum systems

Consider a collection of waveguides inside a glass chip. The coupled waveguide modes
constitute the system of interest and everything else is its environment, cf. Fig. 4.1. This
separation is the basis of the usual approach in describing open quantum systems [53].
A system of interest with a manageable size, i.e. dimensionality of its Hilbert space, is
separated from a large, possibly infinite bath. The total evolution is again assumed to be
governed by a Hermitian Hamiltonian

Ĥ = ĤS + ĤI + ĤB (4.1)

that is decomposed into the system ĤS, the bath ĤB, and the interaction ĤI between
both of them.

At this stage we transition from a description of the quantum states based on Hilbert
space vectors |ψ⟩ to one based on the density operators ρ̂. This allows to cover general
mixed quantum states of the waveguide subsystem, which will result from the lossy dy-
namics and their resulting decoherence. The quantum state ρ̂ of the total compound of
system and bath follows the unitary evolution

ρ̂(z) = Û(z) ρ̂(0) Û †(z) , (4.2)

where the evolution operator Û(z) obeys

∂zÛ = Ĥ Û , (4.3)
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ĤSĤB

ĤI

Fig. 4.1.: System-bath model of open quantum systems. The system of coupled photonic
waveguides interacts with its surrounding environment. Energy transferred from
the system to its bath is lost.

with the initial condition Û(0) = 1H, i.e. the Hilbert space unity. Note that we already
used z as the dynamical variable anticipating the use for waveguide systems, but this is
only for notational consistency.

The full evolution of the system and bath is, however, not explicitly calculable in most
cases. In addition, the system is usually defined as containing all interesting aspects and
is thus the main focus of interest. Therefore, it is beneficial to define an evolution just for
the state of the system ρ̂S, which is extracted from the total quantum state ρ̂ by taking
the partial trace over the bath’s degrees-of-freedom,

ρ̂S(z) = TrB ρ̂(z) = U(z) ρ̂S(0) . (4.4)

Here, we introduced the dynamical map U that maps ρ̂(0) to ρ̂(z). This map plays a
central role in the dynamics of open quantum systems and is a generalisation of the
familiar evolution operator in Hilbert space. In fact, for an isolated system (ĤI = 0) the
dynamical map becomes

U(z) ρ̂S(0) = ÛS(z) ρ̂S(0) Û
†
S(z) , (4.5)

with ÛS(z) being a unitary evolution operator acting solely in the system’s Hilbert space.
Notice that the dynamical map U is not an operator of the system’s Hilbert space and
thus not indicated with a caret. Instead it acts on the operators of the Hilbert space
itself which leads to it being called a superoperator. The notion of such superoperators
will be expanded upon during the discussion of the theory of Liouville spaces later in this
chapter.
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4.1.1. The quantum master equation in Born-Markov
approximation

As we can see from Eq. (4.4), the role of the dynamical map is to directly describe the
evolution of the system in consistency with the collective evolution of the whole system-
bath compound. However, the complicated system-bath interactions together with the
nonlinear trace operation implies that generally no closed expressions for the dynamical
map can be found. This can be alleviated under certain assumptions that allow (in some
cases) to deduce fundamental properties of the dynamical map. The two assumptions
that are important in our setting are the Born and Markov approximations. The Born
approximation assumes that the effect of the system on the surrounding bath is negligible.
This effectively means that the bath approximately remains in its initial state ρ̂B(0). The
total state is then approximated as a direct product of the system state at time t and the
initial bath state [53],

ρ̂(t) = ρ̂S(t)⊗ ρ̂B(0) . (4.6)
In addition, the Markov approximation means that the future evolution of ρ̂ is only de-
termined by its present state and thus not affected by its past. This approximations
is often described as discarding any “memory” effects which holds true when the sys-
tem dynamics’ predominant time scale is much larger than any correlation time of the
bath. Effectively, this means that the Markov approximation considers the evolution to be
coarse-grained [53]. Excitations of the system that are transferred to the bath are imme-
diately dissipated and its coherence lost. Any energy transfer from the bath to the system
is then incoherent and only determined by the current state without any dependence on
the past evolution.

In conjunction, the Born and Markov approximations together with a rotating-wave
approximation lead to the semigroup property for the dynamical map, which can be
expressed as [53]

U(z1 + z2) = U(z2)U(z1) , z1, z2 ≥ 0 . (4.7)
The generator of this semigroup is a linear map L that determines the evolution of the
density operator via the von-Neumann equation [128]

∂zρ̂S(z) = L ρ̂S(z) . (4.8)

which, by definition of L as the generator, has the formal solution

U(z) = eL z . (4.9)

As a result, the generator L is, like the dynamical map U(z), a superoperator acting on
Hilbert space operators like ρ̂S.

Additional requirements for the dynamical map are that it is completely positive and
trace-preserving. This ensures that the evolved density operator does, in fact, describe
a physical state. In conjunction with the Born-Markov approximation a general form of
the Liouvillian can be derived as [128; 53]

L(ρ̂) = −i[ĤS, ρ̂] +
N2−1∑
k=1

γk

(
Âk ρ̂ Â

†
k −

1

2
Â†

kÂk ρ̂−
1

2
ρ̂ Â†

kÂk

)
= ∂zρ̂ , (4.10)
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with so-called Lindblad or jump operators Âk and jump rates γk for a N state system.
The terms of the summand in Eq. (4.10) that modify the common von-Neumann equation
are often called dissipators. The specific forms of the dissipators can in certain cases be
rigorously derived from microscopic theories of the system-bath interaction or be given
in a phenomenological way when the system under study approximately follow the as-
sumptions of those microscopic theories [53]. In the former case the jump rates γk can
be deduced from first principles and in the latter case those describe model parameters
retrieved from experiments.

As a final note, we add that the outlined theory is derived for z-independent systems but
can easily be extended to cover z-dependent Liouvillians L(z). In this case the dynamical
map is formally written as [53; 129]

U(z, z0) = Pe
∫ z
z0

L(z′) dz′
. (4.11)

with the path-ordering P . Because U(z, z0) is then a function of two variables it no longer
satisfies a semigroup property but instead the softened condition of divisibility [53; 129]

U(z1 + z2, 0) = U(z1 + z2, z1)U(z1, 0) , z1, z2 ≥ 0 . (4.12)

Despite this small technical difference, the same Lindblad form of the dissipator can be
derived where the Hamiltonian ĤS(z), rates γk(z) and jump operators Âk(z) are now z-
dependent. For this to be a good approximate description, the system has to be Markovian
at any given value of z which effectively requires all changes in Ĥ(z), γk(z), or Âk(z) to
be slow in comparison with the system-bath interaction and the bath correlation time.

4.1.2. Applicability of the Born-Markov approximation to
laser-written photonic waveguides

The predictive quality of the above theory hinges on the Born-Markov approximation
and thus places demanding requirements on the specific system under study. Therefore,
we first have to evaluate if in our case of the lossy integrated photonic waveguides these
approximations are indeed valid. Note that we only consider losses as the effect from
the coupling to the bath because the photonic waveguides usually operate at or near
optical frequencies. The surrounding environment then acts as a thermal bath at zero
temperature.

For the laser-written waveguides considered in this thesis there are two proven meth-
ods to introduce losses in a controlled manner. First, one can periodically modulate a
waveguide in the micrometer range which results in bending losses [130; 131]. Changing
the frequency and amplitude of the modulations allows to tune the losses. The second
technique is based on creating scattering centres via a deliberate start-stop modulation
during the writing process [132]. Dwelling with the laser focus at certain points in the
glass, effectively creates barriers in the index profile on which the photons can scatter.
Because the writing laser can be precisely positioned and moved, this technique allows a
finely tuned loss. For both approaches the scattered photons are irrevocably lost, which
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allows to treat the setup as an unmodulated waveguide that experiences Markovian loss
of a rate γ.

In addition, the loss rates considered here are very small with only a few photons lost
per centimetre on average. These single photons thus do not alter the ambient medium,
i.e. the bath, in any perceptible way. Therefore, both techniques also fulfil the assumption
of the Born approximation and we can write down the quantum master equation for a
system of M lossy photonic waveguides as

∂zρ̂ = −i
[
ĤS, ρ̂

]
+

M∑
k=1

γk

(
2 âk ρ̂ â

†
k − â†kâk ρ̂− ρ̂ â†kâk

)
. (4.13)

Here, the system Hamiltonian ĤS is the Hamiltonian of a waveguide system incorporating
coupling and propagation constants as introduced in Eq. (2.22). The dissipator models
the Markovian losses of rate γk by removing photons using the bosonic mode operators
âk.

The master equation (4.13) also holds true for z-dependent parameters, i.e. couplings
κkl(z), propagation constants σk(z), and losses γk(z), as long as they are slowly varying.
This requires that the changes are limited to take place over the range of centimetres
because the scattering is determined by modulations in the range of micrometres [130;
131; 132]. Additionally, when considering a parametric z-dependence, we assume that the
modes, and thus the bosonic operators âk, remain the same. These requirements amount
to the assumption that the system is static with regard to the system-bath interactions,
i.e. the system is Markovian at any given value of z. Fortunately, these condition are
automatically fulfilled for our paraxial propagations.

4.1.3. Liouville space formulation

With the quantum master equation (4.13) for a system of lossy waveguides at hand, we
now set the stage for solving it by introducing the notion of the Liouville space L [133].
This amounts to a vectorisation of the current Hilbert space operators, like the density
operator, upon which now act the superoperators mentioned earlier, e.g. the Liouvillian L.
As a result, the cumbersome looking master equation (4.13) is reformulated into a more
familiar, Schrödinger-like equation allowing to use well-known strategies for its solution.

A Liouville space L is defined as the tensor product L = H⊗H′ of two Hilbert spaces.
When used to describe open quantum systems, H is often the Hilbert space of states |ψ⟩
of the closed system one is interested in. The second Hilbert space is then the dual space
H′ spanned by the bras ⟨ψ|. Therefore, the new elements of the Liouville space, i.e. the
states or vectors of L, are the operators of the underlying Hilbert space. Hilbert space
operators Â as elements of L are then written as double kets |Â⟩⟩. This elevates the
description from the quantum states |ψ⟩ ∈ H to the density operators |ρ̂⟩⟩ ∈ L.

The Liouville space L is itself a Hilbert space when equipped with the inner product

⟨⟨Â|B̂⟩⟩ = Tr
(
Â†B̂

)
. (4.14)
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With this inner product on L, properties of the original Hilbert space carry over to
L: In particular notions such as projections and completeness. However, attention has
to be paid to some subtle details, especially regarding the dual elements ⟨⟨A|. For non-
Hermitian systems the dual space generally differs from the original space. See for example
the effective non-Hermitian Hamiltonian used in Eq. (3.56), which had a biorthogonal
basis of generalised left and right eigenvectors [62]. Likewise, we will later see that the
Liouvillian L has a biorthogonal basis. Readers interested in the fundamental theory of
spaces used in physics, especially those with a Dirac bra-ket notation, might take a look
at Refs. [134; 135; 136] for an introduction into the underlying theory of rigged Hilbert
spaces.

In the Liouville space formulation the von-Neumann equation (4.8) is written as

∂z|ρ̂⟩⟩ = L |ρ̂⟩⟩ , (4.15)

which then bears a strong resemblance to the Schrödinger equation where the state vectors
are now given by |ρ̂⟩⟩ and the right-acting superoperator L takes on the role of the
Hamiltonian. An explicit form of right-acting superoperators in L can be defined as left
or right applications of Hilbert-space operators. For example, one can derive the two
Liouville space superoperators L[Ô] and R[Ô] from the Hilbert space operator Ô as

L[Ô]|Â⟩⟩ = ÔÂ ,

R[Ô]|Â⟩⟩ = ÂÔ .

In case of the bosonic mode operators âk of the individual waveguide modes we define
a suitable set of superoperators as

L−
k |Â⟩⟩ = âkÂ , L+

k |Â⟩⟩ = â†kÂ , (4.16)

R−
k |Â⟩⟩ = Ââ†k , R+

k |Â⟩⟩ = Ââk . (4.17)

These Liouville space operators inherit canonical commutator relations from the original
Hilbert space operators, e.g. using the known commutator

[
âi, â

†
j

]
= δij one finds

[
L−
i , L

+
j

]
|A⟩⟩ =

(
âiâ

†
j − â†j âi

)
Â = [âi, â

†
j]Â = δijÂ. (4.18)

Thus, the commutators are

[L−
i , L

+
j ] = δij , [R−

i , R
+
j ] = δij , [L±

i , R
±
j ] = 0 . (4.19)

Based on the superoperators L±
i and R±

i , the dissipator from Eq. (4.13) can be defined as
a right-action operator in L, i.e.

M∑
k=1

γk

(
2 âkρ̂â

†
k −

{
â†kâk, ρ̂

})
⇒

M∑
k=1

γk
(
2L−

k R
−
k − L+

k L
−
k −R+

k R
−
k

)
. (4.20)
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The same reformulation can be applied to the Hamiltonian of the coupled waveguide
system in Eq. (2.22) which leads to the full Liouvillian

L =
M∑
k=1

[
(iσk − γk)R

+
k R

−
k − (iσk + γk)L

+
k L

−
k + 2γkL

−
k R

−
k

]
−

M∑
k,l=1
k ̸=l

iκkl
(
L+
k L

−
l + L+

l L
−
k −R+

l R
−
k −R+

k R
−
l

)
. (4.21)

As discussed in Sec. 4.1.1, the Liouvillian is the generator of the evolution super-
operator U . Transferred into the Liouville space it yields the formal solution |ρ̂(z)⟩⟩ =
U(z, 0) |ρ̂(0)⟩⟩ which now bears even stronger resemblance to the usual Hilbert space nota-
tion. Using this formal solution, the differential equation for the evolution superoperator
U reads

∂zU(z, 0) = LU(z, 0), U(0, 0) = 1L (4.22)

where 1L is the unit operator in Liouville space. The question of how to solve this equation
is the focus of the rest of this chapter and heavily relies on a Lie algebraic treatment of
the involved right-acting superoperators.

4.2. Lie algebras induced by the Liouvillian of lossy
waveguide systems

The superoperators L±
i , R±

i and their composites like L+
i L

−
j can be viewed as basis ele-

ments of Lie algebras with commutators derived from the fundamental commutators in
Eq. (4.19). This allows the use of Lie algebraic techniques in order to find solutions for
Eq. (4.22) with the Liouvillian (4.21).

We begin by introducing the adjoint action adX of an element X of a Lie algebra as

adX • = [X, •] . (4.23)

It allows operations such like concatenated commutators to be written as powers, e.g.
ad2

XY = [X, [X, Y ]]. In addition, it can be used to find a representation of the algebra
often called adjoint representation or regular representation. The regular representation
R(Z) of an element Z of a Lie algebra spanned by {Xi} is in its matrix form defined
as [137]

adZXi = [Z,Xi] = Rij(Z)Xj . (4.24)

The matrix representation R(Z) is a central part of Lie algebra theory because it en-
capsulates the fundamental structure constants of a Lie algebra by its definition via the
commutator. In the upcoming section, a regular representation of the Liouvillian will
be found which upon diagonalisation will allow the construction of ladder operators and
states as a basis for the solution of Eq. (4.22).
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Besides its direct use to find a solution via eigendecomposition, it also resurfaces in the
definition of the Cartan-Killing form [137]

(X, Y )CK = Tr (R(X)R(Y )) , (4.25)

which takes on the role of an inner product between two elements X, Y of a Lie algebra.
The importance of this inner product stems from its role in the structure analysis of a
given algebra. The so called Levi decomposition theorem states that any Lie algebra can
be decomposed into (semi)simple subalgebras and a maximally solvable subalgebra [137].

A solvable Lie algebra is an algebra g with a finite chain of ideals ik,

g ⊇ i0 ⊃ i1 ⊃ · · · ⊃ ir = 0, (4.26)

which are themselves subalgebras that only project onto themselves under commutation
with elements of larger algebras, e.g.

[g, ik] ⊆ ik . (4.27)

In less abstract terms this simply means that any resulting matrix representation can be
written as an upper diagonal matrix leading always to solvable systems of equations. An
example of such a solvable algebra is a nilpotent algebra g which has for each element X
an integer n such that

adn
X g = 0 . (4.28)

In contrast, (semi)simple algebras are defined as containing exactly no ideal. This com-
plementary definition is directly tied to the Levi decomposition.

In order to find this decomposition one takes a representative element Z of the algebra
and calculates its Cartan-Killing form (Z,Z)CK. The element Z is representative as it
encapsulates the whole algebra and usually one simply uses a superposition of all basis
elements, Z =

∑
i ciXi. Other choices can be made in certain cases, see Ref. [137]. The

Cartan-Killing form (Z,Z)CK can then be positive, negative, or indefinite. All elements
Xi for which it is indefinite make up the nilpotent subalgebra. Removing these elements
creates a new element Z ′ for which again the Cartan-Killing form is calculated. This time,
the indefinite part of the algebra creates the Abelian subalgebra which together with the
nilpotent subalgebra give the maximally solvable subalgebra. In the picture of matrices
and systems of equations, the nilpotent subalgebra yields the strictly upper diagonal parts
and the Abelian subalgebra the diagonal components, i.e. simple scalar prefactors. The
remaining elements for which the Cartan-Killing form (Z ′, Z ′)CK is positive- or negative-
definite create the (semi)simple subalgebra.

As an example consider the algebra created by the two-mode bosonic operators 1H, âi,
â†i , â

†
i âj (i, j = 1, 2). The Cartan-Killing product of the general element

Z = A1H +B â1 + C â2 +D â†1 + E â†2 + F â†1â1 +G â†1â2 +H â†2â1 + I â†2â2 (4.29)

is
(Z,Z)CK = 2F 2 + 2 I2 + 2 (F − I)2 + 12GH . (4.30)
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Because this form is independent from the coefficients A, B, C, D, and E, it is indefinite
regarding the elements 1H, âi, and â†i (i = 1, 2). Therefore, these elements create the
nilpotent subalgebra. This result can be verfied as one easily finds powers of their adjoint
actions that evaluate to zero, for example

ad2
â1
â†1âi = [â1, [â1, â

†
1âi]] = [â1, âi] = 0 , i = 1, 2. (4.31)

The reduced element Z ′ without 1H, âi, and â†i then yields the Cartan-Killing form

(Z ′, Z ′)CK = 2 (F − I)2 + 8GH . (4.32)

The peculiar thing to notice is that only G, H, and (F − I) occur. After a basis transfor-
mation {â†1â1, â†2â2, â†1â2, â†2â1} → {â†1â1+ â†2â2, â†1â1− â†2â2, â†1â2, â†2â1}, it is clear that the
reduced Cartan-Killing form (Z ′, Z ′)CK is indefinite regarding â†1â1 + â†2â2. Hence, this
operator makes up the Abelian part, which together with the nipotent subalgebra yields
the solvable subalgebra {1H, â1, â

†
1, â2, â

†
2, â

†
1â1 + â†2â2}.

Subsequently, the remaining operators {â†1â1− â†1â2, â†2â1, â†2â2} constitute the semisim-
ple subalgebra. In this special case this is even a simple algebra as it cannot be written as
a direct sum of simple algebras and in fact it is the special linear algebra sl(2,C) which
is generally represented by operators

K0 = â†1â1 − â†2â2 , (4.33)

K+ = â†1â2 , (4.34)

K− = â†2â1 , (4.35)

with commutators
[K0,K±] = ±2K±, [K+,K−] = K0. (4.36)

This algebra will play an important role in Chapter 5 when we deal with the PT -
symmetric coupler. However, for now we return to the Liouville space operators of the
lossy waveguide system.

From Eq. (4.21) it is obvious that a sensible choice for the whole algebra induced by
the Liouvillian L is spanned by

{1L, L
±
i , R

±
i , L

+
i L

−
j , R

+
i R

−
j , L

−
i R

−
j } (4.37)

where we already added the Liouville-space identity 1L for closure. The indices i, j range
over all combinations of the M waveguide modes. Note that even if not all modes cou-
ple, we still need to include all mode index combinations. This is due to the fact that
commutators like [L+

i L
−
i+1, L

+
i+1L

−
i+2] = L+

i L
−
i+2 occur. Therefore, all index combinations

are possible under commutation and thus need to be included. Additionally, note that
one only needs to include the loss operators L−

i R
−
j because we deal with a passive system

where photons can be removed but not added.
As in the simple example of the two-mode Hilbert space operators above, the linear

operators together with the unity operator can be split off to form a nilpotent subalgebra
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{1L, L
±
i , R

±
i }. Evidently, when the Liouvillian L is interpreted not as a linear combination

of the bilinear operators but as its own superoperator it can be added independently which
results in a closed algebra spanned by

{1L, L
±
i , R

±
i ,L} . (4.38)

The remaining bilinear superoperators,

{L+
i L

−
j , R

+
i R

−
j , L

−
i R

−
j } , (4.39)

then span their own algebra. In the following, we will use these two algebras as a basis
to formulate solutions of Eq. (4.22). First, by using the algebra (4.38) in conjunction
with the regular representation of the Liouvillian L, Second, by finding the Wei-Norman
expansion of the evolution superoperator U based on the algebra (4.39).

4.3. Eigendecomposition of the Liouvillian

The first approach to solve Eq. (4.22) focusses on the z-independent case where L ̸=
L(z). For this case the formal solution of the evolution superoperator reads U = eL z,
cf. Eq. (4.9). Because L and U are connected via exponentiation both share the same
eigenbasis. Thus, finding the eigendecomposition of L provides in turn an eigendecompo-
sition of U and for that we diagonalise the regular representation R(L) in the algebra of
linear operators, see Eq. (4.38).

This regular representation is generally a (4M+2)×(4M+2)-matrix. However, because
the commutator of L with the identity and L itself vanishes we can reduce our focus to the
4M×4M -matrix R′(L) build up from the remaining superoperators L±

i and R±
i . When

arranging these linear operators as

{L+
1 , . . . , L

+
M , R

−
1 , . . . , R

−
M , R

+
1 , . . . , R

+
M , L

−
1 , . . . , L

−
M} , (4.40)

the regular representation becomes

R′(L) =

⎛⎜⎜⎝
−iHeff Γ 0 0

0 −iH†
eff 0 0

0 0 iH†
eff Γ

0 0 0 iHeff

⎞⎟⎟⎠ . (4.41)

Here we defined Γ = 2diag(γ1, . . . , γM) and the matrix representation

(Heff)ij = δij(σj − iγj) + (1− δij)κij (4.42)

of the effective non-Hermitian Hamiltonian Ĥeff which incorporates the loss rates γk as
complex propagation constants. This Hamiltonian was already introduced in Eq. (3.65)
for the non-Hermitian holonomies and was adopted from classical physics. However, it
does not lead to a physically meaningful, i.e. completely positive and trace-preserving dy-
namical map, when one derives the von-Neumann equation directly from the Schrödinger
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equation generated by Ĥeff. The crucial difference is most clearly seen in the correct Liou-
villian L in Eq. (4.21) where the additional terms 2 γk L

−
k R

−
k occur. This quantum jump

term is responsible for a correct, trace-preserving evolution of the density operator and
it resurfaces in the regular representation R′(L) as the upper off-diagonal blocks Γ. As a
side note we remark that gain would create a similar contribution on the lower off-diagonal
blocks when added via dissipators 2 γk L

+
k R

+
k .

Utilising the block structure of the regular representation R′(L) in Eq. (4.41) leads to
an efficient calculation of its eigenvalues and eigenvectors based on the diagonalisation of
the effective non-Hermitian Heff. We begin by splitting the regular representation into
two block matrices, i.e.

R′(L) =
(
R 0
0 R∗

)
, (4.43)

where
R =

(
−iHeff Γ

0 − (−iHeff)
∗

)
. (4.44)

Note that 0 denotes, here and in the following, padding with zeros of appropriate dimen-
sions. Clearly, when v is an eigenvector of R with eigenvalue ζ one finds that

R′(L)·
(
v
0

)
=

(
R·v
0

)
= ζ

(
v
0

)
. (4.45)

Similarly, one finds

R′(L)·
(
0
v∗

)
=

(
0

R∗ ·v∗

)
= ζ∗

(
0
v∗

)
. (4.46)

Hence, if the eigenvectors and eigenvalues of R are calculated, one has found the diago-
nalisation of the regular representation.

Taking a closer look at R, it can be seen that its eigenvectors and eigenvalues are drawn
from the eigensystem of Heff. In fact, when denoting the M eigenvectors of −iHeff as aj,
and their corresponding eigenvalues as λj, one finds that

R·
(
aj

0

)
= λj

(
aj

0

)
. (4.47)

Noting the additional fact that iHeff − Γ = (−iHeff)
∗, one also finds the eigenvalue

equations

R·
(
a∗
j

a∗
j

)
= (−λ∗j)

(
a∗
j

a∗
j

)
. (4.48)

Because R is double the size of −iHeff these two equations are sufficient to construct the
complete eigendecomposition. This means that the eigenvalues ζ of R are drawn from
the 2M values {λj,−λ∗j} with eigenvectors v ∈ {(aj,0)

T , (a∗
j ,a

∗
j)

T}.
From the two Eqs. (4.45) and (4.46) we recall that the eigenvalues of R′(L) are given by

the eigenvalues of R and their complex conjugates, respectively. Therefore, it is straight-
forward that the diagonalisation of R′(L) yields 4M eigenvalues

{λ1, . . . , λM ,−λ∗1, . . . ,−λ∗M , λ∗1, . . . , λ∗M ,−λ1, . . . ,−λM} . (4.49)

49



CHAPTER 4. THE QUANTUM MASTER EQUATION OF LOSSY WAVEGUIDES
AND ITS LIE ALGEBRAIC SOLUTIONS

Analogously, the eigenvectors of R′(L) are determined by the eigenvectors of R. Collected
in a single matrix, these then take the form

T =

⎛⎜⎜⎝
A A∗ 0 0
0 A∗ 0 0
0 0 A∗ A
0 0 0 A

⎞⎟⎟⎠ , (4.50)

where
A = (a1, . . . , aM) (4.51)

is the matrix of normalised eigenvectors of −iHeff. As a result, due to the block structure
of the regular representation R′(L), its eigensystem can solely be constructed from the
eigensystem of −iHeff.

With the matrix of eigenvectors T we can now define a new diagonal basis of R′(L) by
applying the inverse T−1 to the original basis as given in Eq. (4.40). A straightforward
calculation shows that the inverse of T is

T−1 =

⎛⎜⎜⎝
A−1 −A−1 0 0
0 (A∗)−1 0 0
0 0 (A∗)−1 −(A∗)−1

0 0 0 A−1

⎞⎟⎟⎠ . (4.52)

Subsequently, the diagonal basis of superoperators is given by⎛⎜⎜⎝
P+

Q−

Q+

P−

⎞⎟⎟⎠ =

⎛⎜⎜⎝
A−1 ·(L+ −R−)

(A∗)−1 ·R−

(A∗)−1 ·(R+ −L−)
A−1 ·L−

⎞⎟⎟⎠ , (4.53)

where we used a vector notation for the superoperators, e.g. P+ = (P+
1 , P

+
2 , . . . , P

+
M).

The components of P± and Q± are thus 4M superoperators that have the general form

P+
i =

∑
k

cik(L
+
k −R−

k ) , P−
i =

∑
k

cikL
−
k , (4.54)

Q+
i =

∑
k

c∗ik(R
+
k − L−

k ) , Q−
i =

∑
k

c∗ikR
−
k , (4.55)

where the cik are the coefficients of the inverse eigenvector matrix A−1.
With the eigendecomposition of R′(L) at hand a few notes are in order: First, the above

derivation showed that the eigensystem of R′(L) is directly derived from the eigensystem
of the effective non-Hermitian Hamiltonian Heff. Consequently, the eigenvalues and eigen-
vectors have similar behaviours, e.g. when the eigenvalues λ change from real to complex
values the eigenvalues of R′(L) show the same changes, cf. Eq. (4.49). Because of this
the Hamiltonian and the Liouvillian have their exceptional points at the same parameter
values. This is intuitive but not generally the case [138]. However, for our system this
allows to talk only of a single set of EPs without the immediate need of distinction.
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Second, if gain is added to the system via a dissipator with jump operators Âk = â†k,
cf. Eq. (4.10), this adds a lower diagonal block of the gain rates in the matrices R,
see Eq. (4.44). This prevents the direct use of the eigenbasis of Heff as shown above.
Nonetheless, one can of course still find an eigendecomposition because R′(L) remains
diagonalisable. However, this might require the use of more complicated eigenvectors or
numerical approaches. For example Ref. [139] studied the case of a single bosonic mode
coupled to a thermal bath resulting in different eigenvectors but with a similar connection
between the eigenvalues.

Third, when the system is at the EP, the eigensystems of Heff and R′(L) become defec-
tive and require a general Jordan decomposition with generalised eigenvectors. In turn,
the direct link between the eigensystems of Heff and R′(L) can no longer be established.
However, in this case one can still attempt to directly find a Jordan decomposition of
R′(L) itself allowing to formulate solutions at the EP. As in the case of gain, this might
require numerical routines which might complicate the calculations but does not pose a
fundamental problem.

Fourth, and most importantly for our following considerations, the specific naming and
ordering convention for the superoperators P+

i , P−
i , Q+

i , and Q−
i are by no means arbi-

trary. In fact, these superpositions of the original superoperators act as ladder operators
creating and annihilating abstract excitations in Liouville space. Due to their importance
we will invest some more time into them.

4.3.1. Liouville space ladder operators

The new superoperators P±
i and Q±

i show some interesting properties. They obey, after
suitable normalisation, the commutator relations

[P−
i , P

+
j ] = δij, [Q−

i , Q
+
j ] = δij , (4.56)

with all other commutators vanishing. Furthermore, because they diagonalise the regular
representation R′(L), they yield the eigenvalue commutator relations[

L, P+
i

]
= λiP

+
i ,

[
L, P−

i

]
= −λiP−

i ,[
L, Q+

i

]
= λ∗iQ

+
i ,

[
L, Q−

i

]
= −λ∗iQ−

i . (4.57)

These two properties are reminiscent of the ladder operators of the usual harmonic os-
cillator Hamiltonian and in fact one can use the superoperators P±

i and Q±
i to construct

the eigenstates of L. In this picture, the superoperators P±
i and Q±

i create or annihilate
excitations of ±λi or ±λ∗i in Liouville space, respectively. However, these are abstract ex-
citations in L that are not identical to physical excitations from the original Hilbert space
H. For example, the annihilation superoperators P−

i and Q−
i actually remove photons

from the system but do so by acting from the left or right on quantum states ρ̂. Therefore,
they not necessarily create just states of one photon less but also any off-diagonal terms
between such states of different photon numbers. Also, the creation superoperators P+

i

and Q+
i simultaneously contain superoperators that both add and subtract photons from
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left and right. Thus, a direct link between these excitations and the physical creation or
annhihilation of photons in the waveguide system cannot be made.

Despite their abstract nature, the ladder superoperators P±
i and Q±

i can still be used
to construct eigenvectors of the Liouvillian L. The recipe is similar to the more familiar
Hilbert space case and entails the calculation of a ground state |0⟩⟩ from which higher
Fock-like states are created by application of the ladder superoperators. The ground state
is as usual defined by the property that it evaluates to zero if an annihilation operator
acts on it, which translates to

P−
i |0⟩⟩ = Q−

i |0⟩⟩ = 0 , ∀i , (4.58)
⟨⟨0|P+

i = ⟨⟨0|Q+
i = 0 , ∀i , (4.59)

However, some care has to be exercised because L is non-Hermitian and, therefore, one
has to calculate |0⟩⟩ and ⟨⟨0| individually.

We begin with the right ground state |0⟩⟩ whose defining equation (4.58) is straight-
forwardly evaluated because the right action of the superoperators P±

i , Q±
i are already

known by the definitions of the underlying superoperators L±
i , R±

i . For this we insert a
general state

|0⟩⟩ =
∑
n,m

= ξn,m|n⟩⟨m| (4.60)

as our ansatz, following similar considerations in Ref. [139] where it was used for the
ground state of an harmonic oscillator coupled to a thermal bath. This translates to a
single waveguide with specific gain and loss. In our generalised case of coupled waveguides,
this approach results in a set of equations for the coefficients ξn,m once the conditions in
Eq. (4.58) are calculated. Solving this set results in the unique solution

|0⟩⟩ = |0⟩⟨0|. (4.61)

The reason for this simple result is that the annihilation superoperators P−
i or Q−

i only
contain the Hilbert space annhihilation operators â acting from the left or right, respec-
tively.

For the left ground state we can use a similar approach but we first need to know the
left actions of the superoperators. These can be deduced from the definition of an adjoint
superoperator via the Liouville space inner product as defined in Eq. (4.14). One example
given for the superoperator L+ reads:

⟨⟨Â|L+|B̂⟩⟩ = Tr
[
Â†â†B̂

]
= Tr

[
(âÂ)†B̂

]
= ⟨⟨âÂ|B̂⟩⟩ , (4.62)

leading to the left action
⟨⟨Â|L+ = ⟨⟨âÂ| (4.63)

and similarly for the other superoperators L− and R±. The creation operators P+
i and

Q+
i are superpositions of elements of the form L+

k −R−
k or R+

k −L−
k and thus the defining

equations (4.59) become

⟨⟨0|(L+
k −R−

k ) = ⟨⟨âÂ| − ⟨⟨Ââ| = 0 , (4.64)

⟨⟨0|(R+
k − L−

k ) = ⟨⟨Ââ†| − ⟨⟨â†Â| = 0 . (4.65)
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These equations are only fulfilled by Â ∝ 1H. In addition, we require a normalisation
⟨⟨0|0⟩⟩ = 1 and therefore we set

⟨⟨0| = 1H (4.66)

as the left ground state.
With the left and right ground state known, higher rungs of the metaphorical ladder

are then obtained by applying the annihiliation superoperators P−
i and Q−

i to the left
and the creation superoperator P+

i and Q+
i to the right, respectively. As with usual Fock

states, these higher rungs are labelled with their number of excitations. However, with
P±
i and Q±

i we have sets of two creation and annihilation superoperators and thus we
also need two integers to label these. With these points in mind the higher-order states
are then given by

|α,β⟩⟩ = 1√
α!β!

P+αQ+β|0⟩⟩ , (4.67)

⟨⟨α,β| = 1√
α!β!

⟨⟨0|P−αQ−β, (4.68)

with multiindices α = (α1, . . . , αM) and with the superoperator expressions like P+α

defined as

P+α =
M∏
i=1

P+αi
i . (4.69)

With the commutation relations in Eq. (4.56) it is easily seen that the above bras and
kets are biorthonormal, i.e.

⟨⟨α,β|α′,β′⟩⟩ = δα,α′δβ,β′ . (4.70)

Now we prove that the ladder states |α,β⟩⟩ and ⟨⟨α,β| are indeed eigenstates of the
Liouvillian L. For this we use the identities[

L, P+αi
i

]
= αi λi P

+αi
i , (4.71)[

L, Q+βi

i

]
= βi λ

∗
i Q

+αi
i , (4.72)[

L, P−αi
i

]
= −αi λi P

−αi
i , (4.73)[

L, Q−βi

i

]
= −βi λ∗i Q−βi

i , (4.74)

which are easily proven by induction using the fundamental commutators in Eq. (4.57).
In addition, we use the facts that L|0⟩⟩ = 0 and ⟨⟨0|L = 0. The relation L|0⟩⟩ = 0 holds
because in the Liouvillian L from Eq. (4.21) the superoperators acting first to the right
on the vacuum |0⟩⟩ = |0⟩⟨0| are all annhihilation operators. In order to understand why
the relation ⟨⟨0|L| = 0 holds, we have to use the left actions of the superoperators L±

i

and R±
i , cf. Eqs. (4.63)-(4.65). The left action of the Liouvillian from Eq. (4.21) on the
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left ground state ⟨⟨0| is then

⟨⟨0|L =
M∑
k=1

[
(iσk − γk)1H â

†
kâk − (iσk + γk) â

†
kâk 1H + 2γk âk 1H â

†
k

]
−

M∑
k,l=1
k ̸=l

iκkl

(
â†kâl1H + â†l âk1H − 1H â

†
l âk − 1H â

†
kâl

)
= 0 . (4.75)

With both relations and the identities in Eqs. (4.71)-(4.74), the left and right eigenequa-
tions are straightforward calculations that yield

L |α,β⟩⟩ = (α·λ+ β ·λ∗) |α,β⟩⟩ = µα,β |α,β⟩⟩, (4.76)
⟨⟨α,β| L = ⟨⟨α,β| (α·λ+ β ·λ∗) = µα,β ⟨⟨α,β| . (4.77)

Here we defined the notations λ = (λ1, . . . , λM)T and α·λ =
∑

i αi λi. The eigenvalues
µα,β of L are then directly determined by the eigenvalues λi of −iHeff and the multiindices
α and β. Consequently, the biorthogonal ladder states |α,β⟩⟩ and ⟨⟨α,β| are right and
left eigenstates of the Liouvillian.

4.3.2. Eigendecomposition solution of the quantum master
equation

Similarly to the eigenequation for the Liouvillian, we can find the action of the evolution
operator U = eL z on the states |α,β⟩⟩, which is elegantly calculated using the adjoint
action adL, see Eq. (4.23) for its definition. Its advantage is in the formulation of the
exponential operator expression [140]

eXY e−X =
∑
n

1

n!
adn

XY = eadXY . (4.78)

In case of the Liouvillian this implies that

eadLP+α = eα·λP+α , (4.79)

which can be derived with the help of the identity (4.71) and the Taylor series of the
exponential function. As a result the evolution of a single eigenvector |α,β⟩⟩ is given by

eL z|α,β⟩⟩ = 1√
α!β!

eL zP+αQ+βe−L z eL z |0⟩⟩

=
1√
α!β!

(
eadLP+αQ+β

)
eL z |0⟩⟩

= eµα,β z |α,β⟩⟩ . (4.80)

Finally, using the completeness of the biorthogonal eigenstates, we can insert the rela-
tion ∑

α,β

|α,β⟩⟩⟨⟨α,β| = 1L (4.81)
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into the formal solution |ρ̂(z)⟩⟩ = eL z|ρ̂(0)⟩⟩ of the quantum master equation. The result
gives the evolved quantum state as

|ρ̂(z)⟩⟩ =
∑
α,β

eµα,β z|α,β⟩⟩⟨⟨α,β|ρ̂(0)⟩⟩ . (4.82)

The sum runs over all possible combinations of multiindices α and β. However, the
number of nonzero coefficients ⟨⟨α,β|ρ̂(0)⟩⟩ effectively limits the number of summands.
More precisely, for an initial state |ρ̂(0)⟩⟩ containing a maximum of Np photons, the
multiindices are restricted to |α|, |β| ≤ Np. This can easily seen from the coefficients

⟨⟨α,β|ρ̂(0)⟩⟩ = 1√
α!β!

⟨⟨0|P−αQ−β|ρ̂(0)⟩⟩ (4.83)

because all the P−
i and Q−

i only contain superoperators that represent annihilation oper-
ators âi acting in the base Hilbert space. Therefore, the expression

P−αQ−β|ρ̂(0)⟩⟩ (4.84)

means that |α| photons get subtracted from the left and |β| photons from the right of
ρ̂(0) If more than the maximal number of photons Np in the quantum state |ρ̂(0)⟩⟩ is
subtracted, the result is zero.

The eigendecomposition solution in Eq. (4.82) has the familiar form of eigenstates,
overlaps, and eigenvalue exponentials as in Hilbert spaces known from closed systems.
However, there is one major difference and that is that the eigenvectors |α,β⟩⟩ are not
physical states themselves. This fact can be deduced from the general Liouville equation
(4.15). The overall probability, and thus the trace Tr |ρ̂⟩⟩ = 1, is a conserved quantity.
Therefore, it must hold that

∂zTr |ρ̂⟩⟩ = TrL|ρ̂⟩⟩ = 0 , (4.85)

for any quantum state |ρ̂⟩⟩. Testing this for one of the eigenvectors |α,β⟩⟩, one finds that

TrL|α,β⟩⟩ = (α·λ+ β ·λ∗) Tr |α,β⟩⟩ = µα,β Tr |α,β⟩⟩ = 0 , (4.86)

which is only fulfilled when either µα,β = 0 or Tr |α,β⟩⟩ = 0. Consequently, any eigen-
vector |α,β⟩⟩ with µα,β ̸= 0 cannot be a physical state. Only the vector |0,0⟩⟩ = |0⟩⟩ is
itself a physical state, which in the present case of the passive waveguide system is the
vacuum state, cf. Eq. (4.61).

Despite the fact that the eigenvectors |α,β⟩⟩ with µα,β ̸= 0 are not physical states
themselves, the whole solution (4.82) is of course a physical state due to the completeness
of the biorthogonal basis. Thus, under careful consideration of the vectors |α,β⟩⟩ and
their weights ⟨⟨α,β|ρ̂(0)⟩⟩, one can still investigate the propagation properties of certain
input states |ρ̂(0)⟩⟩ by examining the eigenvalues µα,β.

For example, one interesting question would be which kind of states lead to an ideal
transport, i.e. which states experience the lowest losses when propagating through a given
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lossy waveguide system. The loss rates are of course given by the real parts Re(µα,β)
of the Liouvillian eigenvalues. The question is thus, which states |ρ̂(0)⟩⟩ maximise the
overlaps ⟨⟨α,β|ρ̂(0)⟩⟩ with multiindices α and β that create the lowest loss eigenvalues
µα,β = α·λ+ β ·λ∗ of L.

For example, ordering the eigenvalues λi from lowest to highest absolute value of the
real part, i.e. loss,

λi, λk, . . . , λt (4.87)
means that

(αi, βi), (αk, βk), . . . , (αt, βt) (4.88)
are the sets of most to least favourable indices. Choosing a state that predominantly or
even exclusively overlaps with indices αi and βi results in lower overall loss. An example
of such a construction is discussed in the following chapter. In addition, one could of
course raise different questions, e.g. tailored to specific observables, and analyse the state
propagation under more elaborate constraints. But the fundamental procedure remains
the same as in the familiar Hilbert space case, just with added complexity due to the
state construction by the unphysical eigenvectors |α,β⟩⟩.

A closer look at these vectors |α,β⟩⟩ reveals an interesting property of the passive sys-
tem. It can be shown that, under certain restrictions, the propagation is solely described
by the effective Hamiltonian Ĥeff. In order to understand this, we begin by rewriting
the general form of the eigenvectors in Eq. (4.67) or, more specifically, of the creation
superoperators P+αQ+β. These take on the form

P+αQ+β =
M∏
i=1

(
M∑
k=1

cik
(
L+
k −R−

k

))αi M∏
j=1

(
M∑

m=1

c∗jm
(
R+

m − L−
m

))βj

. (4.89)

An elegant reformulation of such products based on permanents has been deduced in
Refs. [141; 142] for bosonic modes and can directly be applied to the present case. The
permanent of a square matrix T is hereby defined as [143]

perT =
∑
σ∈Sn

n∏
i=1

Ti,σ(i) , (4.90)

where the summation runs over all index permutations σ(i) that are part of the symmetric
group Sn of degree n. This is the symmetric variant of the determinant, in which the
summands change sign depending on the then antisymmetric index permutation. The
occurrence of permanents is because we only deal with bosonic mode operators resulting
in symmetric terms in contrast to antisymmetric ones for fermions [144; 145].

Following the combinatoric arguments in Refs. [141; 142], the superoperator products
in Eq. (4.89) can be written as

P+αQ+β =
∑

p∈RM,|α|

1

p!
per
(
A−1[p|α]

) (
L+ −R−)p

×
∑

q∈RM,|β|

1

q!
per
(
(A∗)−1 [q|β]

) (
R+ −L−)q , (4.91)
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where the notation M [n|m] with multiindices n, m of equal lengths designates a matrix
built from ni×mj blocks of the components Mij. In case of the inverse eigenvector matrix
A−1 these are the coefficients cik, cf. Eq. (4.53) and discussion thereafter. The summations
range over the sets RM,|m| of all multiindices of length M and absolute value |m|.

The action of the superoperator terms (L+ −R−)p and (R+ −L−)q in Eq. (4.91) follow
simple multinomial rules, e.g.

(
L+ −R−)p =

M∏
s=1

(
L+
s −R−

s

)ps
=

M∏
s=1

ps∑
t=0

(
ps
t

)
L+ ps−t
s (−R−

s )
t , (4.92)

(
R+ −L−)q =

M∏
v=1

(
R+

v − L−
v

)qv
=

M∏
v=1

qv∑
w=0

(
pv
w

)
R+ qv−w

v (−L−
v )

w . (4.93)

With these forms inserted into Eq. (4.91) the general construction principle of any eigen-
vector |α,β⟩⟩ can be understood as follows: First, from Q+β the superoperator terms
R+ qv−w

v (−L−
v )

w are applied to |0⟩⟩ = |0⟩⟨0|. This effectively means that all terms with
w ̸= 0 vanish because they apply annihilation operators from the left to the vacuum. What
remains are creation operators acting from the right, i.e. R+ qv−w

v |0⟩⟩ = |0⟩⟨0|âqv−w. On
these terms the superoperators from P+α are applied which, according to (4.92), are
superoperators L+ ps−t

s (−R−
s )

t that remove t excitations from the right and add ps − t
excitations from the left. This interplay of adding and removing excitations then results
after evaluation of the summations and products in a general form

|α,β⟩⟩ = ϱ̂|α|,|β| + ϱ̂|α|−1,|β| + ϱ̂|α|,|β|−1 + . . . (4.94)

of dyads ϱ̂|n|,|m| consisting of bras with |n| photons and kets with |m| photons.
These expressions quickly become unwieldy for larger numbers of modes or photons.

However, one special case is worth looking at and that is when an input state |ρ̂(0)⟩⟩
contains Np photons and we restrict any measurement to the Np-photon subspace. Then,
any superoperator terms that remove photons, i.e. containing L−

i or R−
i , do not contribute

to expectation values. Thus we can rewrite the expression (4.91) as

P+αQ+β|0⟩⟩ |α|=|β|=Np
=

∑
p∈RM,Np

1

p!
per
(
A−1[p|α]

) (
â†)p |0⟩

×⟨0|
∑

q∈RM,Np

1

q!
per
(
(A∗)−1 [q|β]

)
(â)q . (4.95)

The Hilbert space states constructed by∑
p∈RM,Np

1

p!
per
(
A−1[p|α]

) (
â†)p |0⟩ , (4.96)

when summing over all multiindices α, are exactly the eigenstates of the effective Hamil-
tonian Ĥeff with its eigenvector matrix A. This shows that the passive system can be
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described by Ĥeff as long as the initial state has Np photons and all measurements are
restricted to the Np-photon subspace. A more thorough explanation as to why this is
the case can be found when examining the algebraic structure of the system more closely.
This will be done in the following section.

4.4. Wei-Norman expansion

The second approach to solve Eq. (4.22) is based on the Wei-Norman expansion [146],
which is rooted in a thorough Lie algebraic analysis. It is a method to solve first-order
differential equations such as Eq. (4.22) when the generator, in our case the Liouvillian,
has the form

L(z) =
m∑
k=1

ck(z)Xk , (4.97)

where the Xk constitute a set of constant operators. If necessary this set of operators can
be closed under commutation by addition of suitable operators resulting in a set {Xk}nk=1

with n ≥ m. As we have already discussed in the beginning of Sec. 4.2 the relevant
operators are in our case the set of bilinear superoperators, i.e.

{Xk}nk=1 = {L+
i L

−
j , R

+
i R

−
j , L

−
i R

−
j }Mi,j=1 , (4.98)

see discussion leading to Eq. (4.39).
With a closed algebra spanning the generator L at hand, the evolution operator of the

first-order differential equation under study is a product of individual exponentials [146]

U(z) =
n∏

k=1

Uk(z) =
n∏

k=1

e gk(z)Xk , (4.99)

with initial condition U(0) = 1L. Differentiating the ansatz (4.99) leads to

∂zU(z) = ∂z

(
n∏

k=1

e gk(z)Xk

)
=

n∑
i=1

∂zgi

i−1∏
p=1

e gp XpXi

n∏
q=i

e gq Xq . (4.100)

In order to compare this to the original first-order differential equation, in our case
Eq. (4.22), the operators Xi have to be shifted to the left which can be accomplished
with the help of the exponential operator expression (4.78) using the adjoint action. The
result is a set of nonlinear differential equations for the functions gk(z)

c =M∂zg, (4.101)

where c is the vector of expansion coefficents in Eq. (4.97). The matrix M generally
depends on the functions gk(z) and also on the structure constants of the underlying
algebra because of the use of the adjoint action in its derivation.

Similar to other, related schemes, like the Magnus expansion [147], the Wei-Norman
method does not always yield a solution to any given problem . For general algebras
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one can check whether the matrix M is invertible. This yields solutions in at least a
neighbourhood of the initial condition. However, due to the connection of the matrix
M to the structure constants there is a direct link between the solvability of Eq. (4.101)
and the algebraic structure of the operators Xk. For example, solvable Lie algebras, as
their name suggests, always lead to an integrable set of nonlinear differential equations
for the gk(z). This is because, for solvable algebras, there exists a chain of ideals resulting
in a triangular form of M with nonvanishing diagonal [148]. In case that the algebra is
not solvable one constructs its Levi decomposition into a solvable part and a remaining
semisimple subalgebra [137; 146], see discussion at the beginning of Section 4.2. Following
the Levi decomposition, the generator is also split as L = LR + LS, i.e. in a part LR

spanned by the operators of the solvable subalgebra (also called the radical) and a part
LS spanned by the operators of the semisimple subalgebra. Accordingly, the evolution
operator then becomes a product U = US UR where each part obeys a separate differential
equation

∂zUS = LS US , (4.102)
∂zUR =

(
U−1

S LR US
)
UR . (4.103)

The solvable part UR is easily integrated once the semisimple part is solved and U−1
S LR US

is calculated. Thus, the actual difficulty is usually to find the solution for the semisimple
subalgebra. In the Section 5.2 we show such a solution for a lossy two-waveguide system.

From the above outline of the Wei-Norman expansion it is clear that the important
task is the analysis of the Lie algebraic structure induced by L. In case of the lossy
oscillator system, the operators Xk are drawn from the set {L+

i L
−
j , R

+
i R

−
j , L

−
i R

−
j } with

i, j = 1, . . . ,M . Their decomposition can be found using the approach via the Cartan-
Killing form (4.25) following the Hilbert space example, see Eqs. (4.29)-(4.32). The re-
sulting decomposition reads

nilpotent  
{L−

i R
−
j }⊕

Abelian  
{
∑
k

L+
k L

−
k } ⊕ {

∑
k

R+
k R

−
k }  

solvable (radical)

⊕
simple  

{L+
k L

−
k − L+

k+1L
−
k+1, L

+
i L

−
j ̸=i}⊕

simple  
{R+

k R
−
k −R+

k+1R
−
k+1, R

+
i R

−
j ̸=i}  

semisimple

. (4.104)

The nilpotent subalgebra {L−
i R

−
j } is to be understood as containing all combinations of

indices i, j = 1, . . . ,M and is responsible for removing excitations from the waveguide
modes. The Abelian part contains the sum over all number operators, acting from the
left and the right. Therefore, they indicate the total number of photons in the bra- or
ket-states and are linked to the mean propagation constant and mean loss. Together, both
parts form the solvable subalgebra. Note that we already split the Abelian subalgebra
into subalgebras of the left and right actions as they always commute.
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What is left are the difference operators, e.g. L+
k L

−
k − L+

k+1L
−
k+1, and the coupling

operators L+
i L

−
j ̸=i. These form two special linear Lie algebras sl(M,C), one for the left and

one for the right application, and together they create the semisimple subalgebra. Hence,
this decomposition is very similar to the example of the two-mode bosonic operators. The
main difference is that we now have duplicate Abelian and semisimple subalgebras for the
left and right actions. This is because of the definition of the Liouville space as a product
of Hilbert spaces.

An immediate result of this structure analysis is that the operators L−
i R

−
j of the nilpo-

tent subalgebra are separated from the rest of the dynamics in the Wei-Norman expansion.
In fact, the evolution superoperator U = US UR can be written as

U(z) =
semisimple  ∏
i

e gi(z)Xi

  
US

Abelian  ∏
j

e gj(z)Xj

nilpotent  ∏
k

e gk(z)Xk

  
UR

. (4.105)

This is possible because the order of superoperators in UR is arbitrary as it always results
in sets of equations that are integrable. When applied to an input state |ρ̂(0)⟩⟩, the first
action of U(z) in Eq. (4.105) is the removal of photons. Therefore, the quantum state
upon which the rest of U(z) acts can be written as a sum of states with different photon
numbers, i.e.

nilpotent  ∏
k

e gk(z)Xk |ρ̂(0)⟩⟩ =
Np∑
i=0

wi(z) |ρ̂Np−i⟩⟩ , (4.106)

where Np is, again, the maximal photon number of the initial state and the wi(z) are
norm-preserving weights. The remainder of U(z) contains the separate left and right
applications of the Abelian and simple algebras sl(M,C). Together these are simply left
and right applications of the underlying effective non-Hermitian Hamiltonian. This is
because the superoperators L−

i R
−
j , which span the nilpotent subalgebra, represent all

operations that stem from the quantum jump terms âk ρ̂ â†k of the master equation (4.13).
Removing these terms allows to rewrite the Lindblad master equation (4.13) as

∂zρ̂ = −i Ĥeff ρ̂+ i ρ̂ Ĥ†
eff . (4.107)

This is the von-Neumann equation one would derive from the non-Hermitian Schrödinger
equation

i ∂z|ψ⟩ = Ĥeff |ψ⟩ . (4.108)

Hence, when the dynamics is restricted to the Np-photon subspace, the same results for
the observables are obtained when directly using the underlying effective Hamiltonian
Ĥeff. Note that there are two conditions for this restriction to the highest-photon-number
subspace: First, the initial state has to be an element of only this subspace and not of
any subspaces with less photons. Second, all measurements have to be postselected to the
highest photon number Np. This confirms the result from the end of Section 4.3.1, where
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Ĥeff = e−γ zĤgain-loss

L

Np Np − 1 Np − 2 . . . . . .γk γk γk

Fig. 4.2.: Illustration of a decomposed evolution under the Liouvillian of Eq. (4.21). The
whole dynamic is determined by the Liouvillian L with loss-induced quantum
jumps from higher to lower photon number subspaces and additional dynamics
inside these subspaces. When the initial state and measurements are restricted
to the highest-photon-number subspace the dynamic is solely described by Ĥeff.
This effective non-Hermitian Hamiltonian can further be decomposed into a
prefactor of the mean loss γ and a Hamiltonian Ĥgain-loss of an equivalent gain-
loss profile.

we saw that the eigenvectors of the Liouvillian L contained the eigenstates of Ĥeff under
the restriction that the dynamics be confined to the Np-photon subspace.

In addition, another interesting fact of the algebraic structure in Eq. (4.104) is that
the Abelian subalgebra is separated from the simple sl(M,C) subalgebras. As a result,
an overall exponential factor containing the mean propagation constant and, more im-
portantly, the mean loss of the system can be separated from the underlying dynamics.
Physically, this means that an active non-Hermitian system with loss and gain can be
simulated by an all-loss passive system if the dynamics is restricted to the highest-photon-
number subspace. The loss profile of the passive system then has to equal the desired
gain-loss profile plus the mean loss, effectively amounting to a shift of the gain-loss scale.
Therefore, one can study the dynamics of a gain-loss profile with effective non-Hermitian
Hamiltonian Ĥgain-loss by implementing an equivalent passive system with postselected
measurements. This is similar to the approach used in classical passive PT systems where
the open system is correctly described by the effective non-Hermitian Hamiltonian alone,
see e.g. Ref. [77]. However, we iterate that this requires for quantum measurements a
postselection to the highest-photon-number subspace as was done in Refs. [81; 82].

A scheme of the decomposition can be seen in Fig. 4.2. The whole evolution is governed
by the Liouvillian L of the lossy waveguide system, cf. Eq. (4.21). In this evolution, sub-
spaces with higher photon numbers feed into subspaces with lower photon numbers via
quantum jumps. These quantum jumps are one-photon losses in the individual waveg-
uides with loss rates γk. When the initial state and all measurements are restricted to the
subspace with highest photon number Np, the system can be described directly by the
effective non-Hermitian Hamiltonian Ĥeff. This Hamiltonian can additionally be decom-
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posed into an exponential decay factor with the mean loss γ and a Hamiltonian Ĥgain-loss.
This is the effective non-Hermitian Hamiltonian of an equivalent active PT system with
a balanced gain-loss distribution.

Summary

In this chapter, we applied the theory of open quantum systems to integrated photonic
waveguides that experience losses. It was argued that the loss of photons scattered
from the slowly varying waveguides during the paraxial propagation is well described
in the Born-Markov approximations, see Section 4.1.2. This lead to the formulation of
a Lindblad-type quantum master equation for the coupled waveguides, cf. Eq. (4.10).
Two solution strategies were developed by elevating the problem to the Liouville space
and closely inspecting the Lie algebras induced by the resulting Liouvillian superopera-
tor in Eq. (4.21). First, an eigendecomposition of the evolution with abstract, Fock-like
eigenvectors of the Liouvillian, cf. Eq. (4.82), which is valid for z-independent system pa-
rameters. The eigendecomposition is based on ladder operators derived from the regular
representation of the Liouvillian in Eq. (4.41), see Section 4.3.1. Second, a Wei-Norman
operator expansion of the evolution, cf. Eq. (4.105). It is applicable to waveguides with
z-dependent parameters and fundamentally relies on the decomposition of the algebra as
given in Eq. (4.104).

Both approaches consistently showed that the evolution under the quantum master
equation can directly be described by an effective non-Hermitian Hamiltonian under the
following constraints: The input state is only element of the highest-photon-number sub-
space and all measurements are postselected to this subspace. This result is most promi-
nently seen in the structure analysis in Eq. (4.104) and the resulting Wei-Norman ex-
pansion in Eq. (4.105). Here, the photon-removing operations are clearly separated from
the dynamics of the underlying effective non-Hermitian Hamiltonian. Furthermore, the
mean propagation constant and mean loss can also be separated. This gives a thorough
explanation as to why passive systems, like the lossy photonic waveguides, can be used
to study active non-Hermitian Hamiltonians in the quantum regime. More importantly,
it shows the limitations of this approach because it always requires a postselection to the
highest-photon-number subspace.

Fortunately, both solutions, eigendecomposition and Wei-Norman expansion, allow the
formulation of full quantum solutions of the quantum master equation. This enables
the investigation of arbitrary quantum effects in lossy waveguide systems without the
restriction to postselected measurements. In the following chapter, we will showcase these
two approaches at the hands of the instructive two-waveguide PT -symmetric coupler to
elucidate details of the calculations.
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5. The PT -symmetric coupler

The solutions for the quantum master equation of a lossy waveguide system, as discussed
in the last chapter, allow us to investigate non-Hermitian physics in a well-controlled envi-
ronment. A simple yet intriguing example is the passive PT -symmetric coupler consisting
of two coupled waveguides where one experiences loss [82]. This is the passive version of
a two-site system with balanced loss and gain, cf. left part of Fig. 5.1. It is invariant
under exchange of both sites (parity transformation P) and mutual exchange of gain and
loss (i → −i or time-reversal transformation T ). Hamiltonians of such PT -symmetric
systems are quasi-Hermitian: Despite their non-Hermiticity they have a real spectrum,
as shown by Bender and Boettcher in their seminal paper [73]. The same fundamental
physics is present in the all-loss version where, instead of balanced gain and loss, one site
has twice the loss rate, cf. right part of Fig. 5.1. When subtracting the mean loss the
same gain-loss profile emerges which leads to the assumption that both systems are equal
apart from the mean loss factor. In the last chapter this separation was confirmed from
the algebraic decomposition of the Liouvillian L of the quantum master equation. In the
following, we apply the solutions derived in Chapter 4 to the lossy, two-waveguide system
in order to illustrate their explicit use.

5.1. Solution via eigendecomposition

As seen in the last chapter it is pivotal to find the eigendecomposition of the matrix
representation −iHeff of the the underlying effective non-Hermitian Hamiltonian −iĤeff

in order to find the eigendecomposition of the Liouvillian L. For two waveguides with

−iγ2

+iγ2

−iγ

00

Fig. 5.1.: Comparison of active and passive PT couplers. (Left) The active coupler con-
sisting of two sites with balanced gain and loss of ±iγ/2. (Right) The passive
coupler with one lossless site and one with loss −iγ. With respect to the mean
loss −iγ/2 (grey, dashed line), the passive coupler has the same profile as the
active coupler.
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mutual coupling κ and where the first one experiences loss γ, the matrix −iHeff reads

−iHeff =

(
−γ −iκ
−iκ 0

)
. (5.1)

Because this is a non-Hermitian operator its eigensystem is, in general, biorthogonal [61;
62]. This means the right and left eigenvector can differ in contrast to the more familiar
Hermitian case. The right eigenvectors |vi⟩ are given by the usual eigenequation

− iHeff|vi⟩ = λi|vi⟩ , (5.2)

whereas the left eigenvectors ⟨wi| are derived from

⟨wi| (−iHeff) = λi⟨wi| , (5.3)

which can be reformulated for the kets |wi⟩ = ⟨wi|† as

(−iHeff)
† |wi⟩ = λ∗i |wi⟩ . (5.4)

Solving these equations for the representation in Eq. (5.1), the eigenvalues of −iHeff are

λ1 =
1

2
(−γ + iΩ) , (5.5)

λ2 =
1

2
(−γ − i Ω) , (5.6)

where
Ω =

√
4κ2 − γ2 . (5.7)

The respective unnormalised right and left eigenvectors are

|v1,2⟩ =
(
iλ1,2
κ

, 1

)T

, (5.8)

⟨w1,2| =
(
iλ1,2
κ

, 1

)
. (5.9)

At first glance these left and right eigenvectors seem equal but are, in fact, different
due to the missing complex conjugation in ⟨w1,2| leading to ⟨w1,2|† = |w1,2⟩ ̸= |v1,2⟩.
Nonetheless, they still form a biorthogonal basis. As a test, it is straightforward to show
that eigenvectors of different indices are indeed orthogonal, i.e.

⟨wi|vj⟩ =

⎧⎪⎨⎪⎩
0 for i ̸= j
2Ω (Ω+i γ)

4κ2 for i = j = 1
2Ω (Ω−i γ)

4κ2 for i = j = 2

. (5.10)

Note that the complex conjugation (usually performed as an extra step in calculating
the inner product) is already included in the bra-ket notation which satisfies the inner
product relation ⟨wi|vj⟩ = ⟨vj|wi⟩∗.
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From Eq. (5.7) it is clear that Ω ∈ R as long as γ < 2κ. Under this condition the
eigenvalues of −iHeff are completely imaginary (apart from the overall mean loss γ/2),
which translates to a real spectrum for the Hamiltonian Ĥeff. This regime, where the
Hamiltonian is quasi-Hermitian, is the PT -symmetric phase of the system. Here, the
system undergoes a coherent evolution, again apart from the mean loss. For γ > 2κ,
however, the PT symmetry is broken and the system transitions to two modes decaying
with rates γ

2
± |Ω|. The transition point γ = 2κ from PT to PT -broken symmetry

is the exceptional point (EP). It earned its name due to its unconventional properties,
which stem not only from the degeneracy of the spectrum but also from the simultaneous
coalescence of the eigenvectors, cf. Eqs. (5.8) and (5.9). As seen from the eigenvalues
in Eqs. (5.5) and (5.6), the degeneracy follows a square-root law in contrast to linear
changes in Hermitian degeneracies [71]. The self-orthogonality at the EP, ⟨wi|vi⟩EP = 0,
is also a feature not present in Hermitian physics. It leads, for example, to an excess-noise
factor known as the Petermann factor [87]. Therefore, probing non-Hermitian systems
at or in the vicinity of their EPs promises insight into interesting effects not covered by
conventional Hermitian physics.

When excluding the EP, Ω ̸= 0, we can derive the eigendecomposition of R′(L) from
the eigensystem of −iHeff as outlined in Section 4.3. The exclusion of the EP avoids
singular behaviour as the matrix Heff becomes defective and thus cannot be diagonalised.
In that case, one would need to revert to the general Jordan decomposition of R′(L) as
noted in Section 4.3.

We start with the eigenvalues of R′(L) which are, according to Eq. (4.49), given by the
set

{λ1, λ2,−λ∗1,−λ∗2, λ∗1, λ∗2,−λ1,−λ2} . (5.11)

In addition, we need the matrix A of normalised right eigenvectors of −iHeff in order to
calculate the eigenvectors of R′(L). After using Eq. (5.10) to normalise the biorthogonal
basis, the matrix A reads

A =

⎛⎝ −Ω−i γ√
2Ω (Ω+i γ)

Ω−i γ√
2Ω (Ω−i γ)

2κ√
2Ω(Ω+i γ)

2κ√
2Ω (Ω−i γ)

⎞⎠ . (5.12)

The inverse A−1 then yields the expansion coefficients of the eigenvectors of the regular
representation R′(L) according to Eq. (4.53). These eigenvectors are the two sets of
bosonic ladder superoperators, the first being (i = 1, 2)

P+
i = ϵi

(
L+
1 −R−

1

)
+ τi

(
L+
2 −R−

2

)
, (5.13)

P−
i = ϵi L

−
1 + τi L

−
2 , (5.14)

and the second

Q+
i = ϵ∗i

(
R+

1 − L−
1

)
+ τ ∗i

(
R+

2 − L−
2

)
, (5.15)

Q−
i = ϵ∗i R

−
1 + τ ∗i R

−
2 , (5.16)
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where

ϵ1 = − Ω + i γ√
2Ω (Ω + i γ)

, τ1 =
2κ√

2Ω (Ω + i γ)
,

ϵ2 =
Ω− i γ√

2Ω (Ω− i γ)
, τ2 =

2κ√
2Ω (Ω− i γ)

. (5.17)

Based on the ladder superoperators P±
i and Q±

i , we can now calculate the overlaps
⟨⟨α,β|ρ̂(0)⟩⟩ and eigenvectors |α,β⟩⟩ of the Liouvillian as required for the eigendecom-
position solution (4.82) for a given input state |ρ̂(0)⟩⟩. The overlap can be calculated using
the definition of the Liouville space inner product, cf. Eq. (4.14), and the construction
rule for the left eigenvectors of L in Eq. (4.68). The general expression reads

⟨⟨α,β|ρ̂(0)⟩⟩ =
Tr
(
P−α1
1 P−α2

2 Q−β1

1 Q−β2

2 |ρ̂(0)⟩⟩
)

√
α1! β1!α2! β2!

. (5.18)

This expression depends on the input state |ρ̂(0)⟩⟩ and determines which eigenvectors
|α,β⟩⟩ have to be considered. Together with the exponential function involving the
eigenvalues µα,β of L one can then calculate the evolved state and thus any observable.

As an example we consider the two-photon correlation for a Hong-Ou-Mandel (HOM)
experiment [149], as was done in Ref. [82]. For the HOM experiment the initial state is
|ρ̂(0)⟩⟩ = |1, 1⟩⟨1, 1|. Because this is a two-photon state the multiindices are limited by
|α|, |β| ≤ 2 as all other overlaps require the removal of three or more photons. Under this
restriction one still has to find all overlaps with combinations of multiindices (0, 0), (1, 0),
(0, 1), (2, 0), (1, 1), and (0, 2). Fortunately, this number of combinations is reduced due
to the symmetry and the simple form of the initial state, i.e. all overlaps with |α| ̸= |β|
are zero. This is because, on the one hand, the multiindex α gives the number of super-
operators P−

i that only contain annihilation operators acting from the left, cf. Eq. (5.14).
On the other hand, the multiindex β gives the number of superoperators Q−

i that only
contain annihilation operators acting from the right, cf. Eq. (5.16). Any unbalanced com-
bination of multiindices, |α| ̸= |β|, therefore results in different photon numbers in the
bras and kets after application to |ρ̂(0)⟩⟩ = |1, 1⟩⟨1, 1| which then evaluates to zero under
the trace operation. Hence, only multiindex combinations with |α| = |β| result in nonzero
overlaps. For example, this means we have

⟨⟨(1, 0), (0, 0)|ρ̂(0)⟩⟩ = 0 , (5.19)
⟨⟨(1, 0), (1, 0)|ρ̂(0)⟩⟩ = |ϵ1|2 + |τ1|2 . (5.20)

Once the nonzero overlaps are known the associated eigenvectors can be calculated with
one example being

|(1, 0), (1, 0)⟩⟩ = 1√
1! 0! 1! 0!

P+
1 Q

+
1 |0⟩⟩

= |ϵ1|2
(
|10⟩⟨10| − |00⟩⟨00|

)
+ ϵ1 τ

∗
1 |10⟩⟨01|

+ ϵ∗1 τ1 |01⟩⟨10|+ |τ1|2
(
|01⟩⟨01| − |00⟩⟨00|

)
. (5.21)
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This allows, in principle, to calculate the full quantum state |ρ̂(z)⟩⟩ evolving from the
initial state |ρ̂(0)⟩⟩ = |1, 1⟩⟨1, 1|. However, for a HOM experiment we are only inter-
ested in the two-photon coincidence rate Γ = ⟨â†1â†2â1â2⟩ [149] and so we can reduce
the number of necessary eigenvectors even further. More precisely, we only need the
|1, 1⟩⟨1, 1|-propability of the full quantum state, which can only emerge from the eigen-
vectors with |α|, |β| = 2. These are nine eigenvectors with combinations of multiindices
α,β ∈ {(2, 0), (1, 1), (0, 2)} that are listed in the Appendix C together with their overlaps.
The only missing pieces are then the respective eigenvalues µα,β = α ·λ+α ·λ∗. Plugging
everything into the solution in Eq. (4.82), the result can be interpreted as a Fourier series
with frequencies exp(±n i Ω z) (n = 0, 1, 2) and amplitudes as functions of the ϵi and τi.
The analytical result of this Fourier series for the two-photon coincidence rate is

Γ = e−2 γz

(
4κ2 cos (Ωz)− γ2

Ω2

)2

. (5.22)

In the original HOM experiment a 50:50 beam splitter made from a semitransparent
mirror is used, resulting in bunching (Γ = 0) at the output ports [149]. For the waveguide
coupler the splitting ratio depends on the total propagation length and in the lossless
case, i.e. γ = 0, one can deduce from Eq. (5.22) that

Γ = cos2(2κz) (5.23)

with bunching first occuring at κz = π/4. In the lossy case, this bunching point, where
the two photons leave the system together from the same waveguide, is shifted due to the
influence of the loss γ. In Fig. 5.2, the coincidence rates for two values of the loss γ are
plotted against the scaled propagation length κz. In the Hermitian case γ = 0, the well-
known result from the HOM experiment is reproduced. With increased non-Hermiticity,
however, the bunching is shifted to shorter values of κz with one example γ = κ shown.
The red area indicates the maximal extend of the shift down to κz = 1/

√
2, for which the

system is in the PT phase (γ < 2κ). In Ref. [82], these predictions were experimentally
confirmed.

The above example showcases the use of the solution (4.82) based on the eigendecom-
position of the regular representation R′(L). It allows to calculate analytical expressions
for the evolved quantum state for few photons and modes by hand. However, this is rather
limited because the involved diagonalisation quickly becomes tedious for more than two
modes. Also the Liouville space eigenstates |α,β⟩⟩ become hard to calculate by hand for
larger photon numbers. Nevertheless, the outlined steps could easily be implemented nu-
merically. For a waveguide system of constant parameters this allows the study of larger
numbers of photons and modes [150].

Furthermore, we would like to reiterate that, although we excluded the case γ = 2κ in
the example above, the solution can generally be calculated at the EP using the eigende-
composition of the regular representation. When the eigenvectors coalesce at the EP the
matrix R′(L) becomes defective and cannot be diagonalised. Instead one has to construct
its Jordan normal form. For this form there exists a complete basis of generalised eigenvec-
tors, which can be used for an eigendecomposition. However, the direct link between the
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Fig. 5.2.: The coincidence function in Eq. (5.22) of the PT coupler with an initial state
ρ̂(0) = |1, 1⟩⟨1, 1|. In the Hermitian case (γ = 0, dashed) the bunching occurs
at κz = π/4. In the PT -symmetric case with γ = κ (solid line) the bunching is
shifted to smaller κz. The black vertical line indicates the position of the shifted
bunching (Γ = 0). The red area shows the possible range of the shift for which
the system is still PT -symmetric, i.e. γ < 2κ.
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Fig. 5.3.: Real part of scaled eigenvalues λ̃1 (grey) and λ̃2 (red). Left as 3D surface with
variable σ̃ and γ̃, right the curves for σ̃ = 0. The EP, where the eigenvectors
coalesce, occurs when σ̃ = 0 and γ̃ = 1.

eigensystems of Heff and R′(L) is broken as the simple eigenequations (4.47) and (4.48)
no longer hold for the generalised eigenvectors. Therefore, the generalised eigenvectors
of R′(L) can no longer be calculated from those of Heff. Consequently, one has to find
the Jordan normal form of R′(L) directly without the shortcut of constructing it from
the eigensystem of Heff. However, finding the Jordan normal form with its generalised
eigenvectors is generally possible. A simple Hilbert-space example of how to find the
Jordan normal form of a regular representation and use it to formulate solutions for the
two-photon coincidence Γ at the EP is presented in Appendix D.

Another interesting aspect of the solution (4.82), which was shortly discussed in a
general sense in the Section 4.3, is that the eigendecomposition allows to analyse the
transport properties in a similar fashion as for Hermitian systems in Hilbert space. The
key point was that depending on the multiindices α and β the eigenvectors |α,β⟩⟩ have
different losses, i.e. real parts of their eigenvalues µα,β = α · λ + β · λ∗. Hence, a close
examination of the fundamental eigenvalues λi allows to estimate the propagation of a
given input state. This can now be explicitly seen at the example of the PT coupler. In
order to widen the scope we also add a detuning σ1 = σ to the first waveguide. This
amounts to a replacement γ + iσ in all the above equations, e.g. for the eigenvalues in
Eqs. (5.5) and (5.6) as well as for the coefficients ϵi and τi. In this case, with the added
detuning and additional normalisation by the coupling κ, the two fundamental eigenvalues
are

λ̃1 = −γ̃ − i σ̃ + i
√
1− (γ̃ + iσ̃)2, (5.24)

λ̃2 = −γ̃ − i σ̃ − i
√

1− (γ̃ + iσ̃)2 (5.25)

where we defined the scaled quantities γ̃ = γ/(2κ) and σ̃ = σ/(2κ).
In Fig. 5.3 we plotted the real parts of the scaled eigenvalues λ̃1,2 that are responsible for

the loss of the system. The left panel of Fig. 5.3 shows the 3D plot for γ̃ and σ̃ whereas
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the right panel shows specifically the case σ̃ = 0. The latter is the usual spectrum of
a two-mode classical PT system as shown for example in Refs. [151; 75; 72]. However,
here the spectrum is tilted by the linear term −γ̃ which is the mean loss of the passive
PT system. Nevertheless, the main features are the same and that is a degeneracy of the
real parts for γ̃ < 1, the PT phase, and a splitting for γ̃ > 1, the PT -broken phase.

In the PT -broken phase, where |Re λ̃2| < |Re λ̃1|, this means that eigenvectors |α,β⟩⟩
with α2 > α1 and β2 > β1 are not as strongly damped as eigenvectors with α2 < α1 and
β2 < β1. Therefore, input states that have larger overlaps with the eigenvectors where
α2 > α1 and β2 > β1 are less susceptible to loss. In the left panel of Fig. 5.3 the general
picture with varying σ̃ is shown where for σ̃ ̸= 0 one eigenvalue always has a lower loss
and subsequently is more favourable for transmission than the other. However, as we
have seen by now, the Liouville space solution is similar to the familiar Hilbert space
treatment yet not exactly identical. Most importantly the eigenvectors |α,β⟩⟩ are not
physical modes themselves, cf. Eq. (4.86). Consequently, the physical modes, or states,
first have to be constructed from the |α,β⟩⟩ and thus the eigenmode analysis to find
perfect transmission is not as straightforward.

In order to show how to deal with these differences, we consider the two-mode case with
one photon, for which the multiindices are restricted by α1+α2 ≤ 1 and β1+ β2 ≤ 1. We
suppose that the eigenvalues fulfil |Re λ̃1| < |Re λ̃2|, which is achieved by setting σ̃ < 0.
For an ideal transport with lowest losses we thus have to construct a quantum state from
only those Liouvillian eigenvectors with α1, β1 ≤ 1 and α2 = β2 = 0. The most general
initial state in Liouville space is then

|ρ̂(0)⟩⟩ = h1|(1, 0), (1, 0)⟩⟩+h2|(1, 0), (0, 0)⟩⟩+h3|(0, 0), (1, 0)⟩⟩+h4|(0, 0), (0, 0)⟩⟩ . (5.26)

The coefficients hk are the overlaps ⟨⟨α,β|ρ̂(0)⟩⟩ and parametrise all quantum states that
experience lowest losses.

However, the coefficients hk cannot be chosen arbitrarily but have to obey a set of
constraints for ρ̂(0) to be a proper density operator. First, we have the conservation of
probability Tr ρ̂(0) = 1 which results in h4 = 1. This was expected because the vacuum
eigenstate |0⟩⟩ is the only Liouville space eigenvector with trace 1, cf. Eq. (4.86). Second,
we demand that ρ̂(0) is Hermitian and thus we need h2 = h∗3 and h1 ∈ R. Third, the
density operator has to be positive definite. In order to translate this into a condition on
the coefficients hk, we first calculate the matrix representation of ρ̂(0). For this we use the
Hilbert space basis |0, 0⟩, |1, 0⟩, and |0, 1⟩. One example for the eigenvector |(1, 0), (1, 0)⟩⟩
can be found in Eq. (5.21) with all other eigenvectors being similarly calculated, see
Eq. (C.3) in Appendix C. Note that the parameters ϵ1 and τ1 from Eq. (5.17) are changed
with the aforementioned replacement γ → γ + iσ in order to add the detuning. With the
translation to the Hilbert space at hand, the density matrix is given by

ρ̂(0) =

⎛⎝1− h1 (|ϵ1|2 + |τ1|2) h∗2 ϵ
∗
1 h∗2 τ

∗
1

h2 ϵ1 h1 |ϵ1|2 h1 ϵ1 τ
∗
1

h2 τ1 h1 ϵ
∗
1 τ1 h1 |τ1|2

⎞⎠ . (5.27)

This matrix is positive definite if all its eigenvalues are positive definite. After calculat-
ing the eigenvalues of the above matrix, it is straightforward that the condition on the
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coefficients hk for ρ̂(0) to be positive definite is

h1 − h21

(
|ϵ1|2 + |τ1|2

)
≥ |h2|2. (5.28)

This inequality yields all allowed values h1 and h2 to construct physical states that are
transported with the least damping in the lossy waveguide system. One special case is
h1 = (|ϵ1|2 + |τ1|2)−1 for which the one-photon subspace decouples from the zero-photon
subspace (h2 = 0). The initial state is then |ψ⟩ =

√
h1(ϵ1|1, 0⟩ + τ1|0, 1⟩), which is in

fact the eigenstate of the effective non-Hermitian Hamiltonian to the eigenvalue λ̃1 that
has the lower loss. This is of no suprise as we have already discussed in the last chapter
that the eigenstates of Ĥeff resurface from the general eigenvectors when the dynamic is
restricted to the highest-photon-number subspace, cf. Eq. (4.96). The same considerations
can be made for more photons and an example for Np = 2 is shown in the Appendix E.

In conclusion, the eigendecomposition solution (4.82) is a helpful tool in calculating
the dynamics of small open waveguide systems. It provides a clear and straightforward
way to calculate analytical expressions for the complete quantum state and thus for any
observable. Because of the simple superoperator actions at its core, it could also be turned
into numerical algorithms to handle larger numbers of modes or photons. In addition,
the eigendecomposition can be used to analyse the propagation behaviour allowing the
deliberate use of initial states that show slower decay. This idea can in principle be
extended to other problems, e.g. designing specific outputs.

The main drawback of this technique is its requirement of z-independence. In order
to overcome this obstacle, one could discretise a system of varying parameters and use
the eigendecomposition solution for each incremental step, especially in conjunction with
a numerical implementation of Eq. (4.82). However, this might require even for small
systems a larger computational effort as compared to the inherently z-dependent Wei-
Norman expansion, which we will showcase in the following section.

5.2. Wei-Norman solution for the lossy waveguide
coupler

The Wei-Norman method is especially potent to investigate the two-waveguide PT coupler
as it generally allows varying system parameters. The method is based on the algebraic
structure analysis of the Lie algebra induced by the Liouvillian L as discussed in Sec-
tion 4.4. Here, we showcase the Wei-Norman method for a lossy two-waveguide system.
However, in order to be more general we consider not only the specific PT coupler as in
the last section but a lossy two-waveguide system in general, for which the Liouvillian
reads

L =
2∑

k=1

[
(iσk − γk)R

+
k R

−
k − (iσk + γk)L

+
k L

−
k + 2γk L

−
k R

−
k

]
− iκ

(
L+
k L

−
k+1 + L+

k+1L
−
k −R+

k+1R
−
k −R+

k R
−
k+1

)
, (5.29)
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taken from the expression in Eq. (4.21) for the M waveguide system. The PT coupler is
then the special case where σk = 0 and γ2 = 0.

Following the outline of the Wei-Norman method in Section 4.4, the first step is to sepa-
rate the Liouvillian in Eq. (5.29) as L = LR+LS, i.e. into its solvable (radical) part LR and
its semisimple part LS. Both define their own evolution superoperators UR and LS with
differential equations (4.102) and (4.103), respectively. Using the decomposition (4.104),
we find for the solvable (radical) part of the Liouvillian

LR(z) =
1

2
(−i(σ1 + σ2)− (γ1 + γ2))

(
L+
1 L

−
1 + L+

2 L
−
2

)
+

1

2
(i(σ1 + σ2)− (γ1 + γ2))

(
R+

1 R
−
1 +R+

2 R
−
2

)
+ 2γ1 L

−
1 R

−
1 + 2γ2 L

−
2 R

−
2 (5.30)

where one can clearly observe the emergence of mean values for the propagation constants
σk and the losses γk as discussed earlier. Note that only the removing superoperators
L−
1 R

−
1 and L−

2 R
−
2 of the total algebra occur because the mixed superoperators L−

1 R
−
2 and

L−
2 R

−
1 do not span the original Liouvillian, cf. Eq. (5.29).

As for the semisimple part, we know that it is comprised of two isomorphic simple
parts for the left and right superoperators. Hence, we can split this part as LS(z) =
LS1(z) + LS2(z) with

LS1(z) =
1

2
(−i(σ1 − σ2)− (γ1 − γ2))

(
L+
1 L

−
1 − L+

2 L
−
2

)
− iκ

(
L+
1 L

−
2 + L+

2 L
−
1

)
, (5.31)

LS2(z) =
1

2
(i(σ1 − σ2)− (γ1 − γ2))

(
R+

1 R
−
1 −R+

2 R
−
2

)
+ iκ

(
R+

1 R
−
2 +R+

2 R
−
1

)
. (5.32)

Note that LS1 and LS2 transform into one another under exchange of left and right actions,
L↔ R, and a complex conjugation of the possibly z-dependent prefactors.

Because the two algebras of left and right superoperators commutate with each other,
they solve their own respective differential equations

∂z USj
= LSj

USj
. (5.33)

These sets are isomorphic such that we can solve both using one operator representation.
In the present two-waveguide case, this is the special linear algebra sl(2,C) of operators

K0 = L+
1 L

−
1 − L+

2 L
−
2 ∨R+

1 R
−
1 −R+

2 R
−
2 , (5.34)

K+ = L+
1 L

−
2 ∨R+

1 R
−
2 , (5.35)

K− = L+
2 L

−
1 ∨R+

2 R
−
1 , (5.36)

with commutators
[K0,K±] = ±2K±, [K+,K−] = K0 . (5.37)

This is the same algebra as it occurred in the Hilbert space example of the Levi decom-
position in Section 4.2. Using the shared representation of sl(2,C), the ansatz for the
Wei-Norman expansion of the simple parts is chosen as

US1(z) = ef+(z)K+ef0(z)K0ef−(z)K− (5.38)
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and analogously for US2 using the respective complex conjugate functions f ∗
i (z). This is

because the prefactors in Eqs. (5.31) and (5.32) for LS1 and LS2 are complex conjugates
of each other.

When inserting this ansatz into the differential equation (5.33) the result is a sum of
superoperator products as shown for the general case in Eq. (4.100). For example, a term
like

ef+ K+ (∂zf0)K0e
f0 K0ef− K− (5.39)

does occur where we dropped the z-argument for brevity. All these terms need to be
rewritten in a form where the full evolution superoperator USj

stands to the right in
order to enable a comparison with the right-hand side of Eq. (5.33). For this, one has
to carefully calculate the required commutator relations using the exponential operator
expression (4.78). In case of the above example term, this results in

(∂zf0) e
f+ K+K0e

−f+ K+US1 = (∂zf0)
(
ef+ adK+K0

)
US1

= (∂zf0) (K0 − 2f+ K+)US1 , (5.40)

which then has to be done for all terms that occur after differentiation of the ansatz
(5.38). Comparing the result of that calculation with the right-hand side of Eq. (5.33),
we derive the set of nonlinear differential equations for the functions fi(z) as

∂zf− e−2f0 = −iκ , (5.41)
∂zf0 + ∂zf− f+ e−2f0 = −i∆ , (5.42)

∂zf+ − 2∂zf0 f+ − ∂zf− f
2
+ e−2f0 = −iκ , (5.43)

with initial conditions fi(0) = 0 and where we defined ∆ = −1
2
[(σ1 − σ2) + i (γ1 − γ2)].

In this special case the set of nonlinear equations allows us to rewrite the equation for
f+ as a Riccati differential equation,

∂zf+ + i2∆f+ − iκf 2
+ + iκ = 0 . (5.44)

For more modes this can be generalised as a vector-valued Riccati equation, e.g. Ref. [152].
With the reformulation (5.44) the Eqs. (5.41) and (5.42) for f− and f0 can be cast into

∂zf0 = −i∆ + iκf+, (5.45)
∂zf− = −iκ e2f0 . (5.46)

The Riccati equation (5.44) can be transformed into a linear ordinary differential equation
of second order for a function ϕ(z) when defining

f+ =
i

κ

∂zϕ

ϕ
. (5.47)

As long as κ ̸= 0, this results in the differential equation

0 = ∂2zϕ+

(
2i∆− ∂zκ

κ

)
∂zϕ+ κ2ϕ (5.48)
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with initial conditions ∂zϕ(0) = 0 and ϕ(0) = 1. Note that the first initial condition is
necessary to ensure that f+(0) = 0 whereas the second one is arbitrary, as long as it is
not zero, and only chosen for convenience. The Eq. (5.48) can be numerically solved and
leads to well defined, smooth functions ϕ(z) whose roots signify singularities of f+. With
the knowledge of ϕ(z) these singularities can often be avoided or lifted.

Furthermore, the functions f0 and f− can also be defined with the help of the auxiliary
function ϕ(z). For example, the differential equation for f0, Eq. (5.45), is easily integrated,
resulting in

f0(z) = −i

∫ z

0

∆(z′) dz′ − ln(ϕ(z)). (5.49)

Apparently, f0 has also a singularity when ϕ(z) = 0. In case of f−, its Eq. (5.46) is not
directly integrable. However, a similar ansatz as for f+ can be made and reads

f− =
i

κ

ζ

ϕ
. (5.50)

The rationale is that, judging from Eq. (5.46), the function f− has also singularities when-
ever ϕ(z) = 0. For the new auxiliary function ζ(z) a new first-order ordinary differential
equation is readily derived as

0 = ∂zζ − ζ

(
∂zϕ

ϕ
+
∂zκ

κ

)
+
κ2

ϕ
e−2i

∫
∆dz . (5.51)

Although the singularities at ϕ(z) = 0 still occur in this differential equation, they are not
as severe as in the original nonlinear differential equation for f+(z) because this is now
a linear differential equation and the function ϕ(z) is known. As a result, Eq. (5.51) is
usually integrable by standard numerical procedures. In case these methods fail, however,
one can still lift the singularity because the position of the singularity is known and even
the finite value of the function ζ is given via Eq. (5.51) as

ζ(z(ϕ = 0)) =
κ2

∂zϕ
e−2i

∫
∆dz. (5.52)

With the above considerations the functions fi are readily calculated and thus the
fundamental sl(2,C)-problem of the Wei-Norman expansion is determined. The total
solution of the semisimple part is then given by the combined evolution superoperator
US = US1 US2 with

US1 = ef+ L+
1 L−

2 ef0 (L
+
1 L−

1 −L+
2 L−

2 )ef− L+
2 L−

1 , (5.53)

US2 = ef
∗
+ R+

1 R−
2 ef

∗
0 (R

+
1 R−

1 −R+
2 R−

2 )ef
∗
− R+

2 R−
1 . (5.54)

This structure is not surprising because the right action of the superoperators simply
results in the evolution US |ρ̂⟩⟩ = Û ρ̂ Û †, where Û is the evolution operator in the Wei-
Norman expansion of a generic two-mode system that follows the sl(2,C) algebra, cf. the
example at the beginning of Section 4.2. Here, this two-mode system is described by the
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effective non-Hermitian Hamiltonian Ĥgain-loss of the active gain-loss system that results
from the passive system once the mean loss is removed.

With the solution of the semisimple part of the algebra at hand, we now focus on the
solvable (radical) part. The differential equation of interest is Eq. (4.103), for which the
right-hand side

(
U−1

S LRUS
)
UR has to be calculated first. Again, this can be done using

the exponential operator expression (4.78) in conjunction with LR from Eq. (5.30) and
US = US1 US2 given by Eqs. (5.53) and (5.54), respectively. For example, the term with
superoperators L−

2 R
−
2 in Eq. (5.30) can be reformulated as

U−1
S L−

2 R
−
2 US =

(
U−1

S1
L−
2 US1

) (
U−1

S2
R−

2 US2

)
, (5.55)

when using the fact that superoperators L±
i and R±

i commutate with each other. Now
one can use the exponential adjoint action (4.78) to calculate each individual term, e.g.

U−1
S1
L−
2 US1 = e−f− L+

2 L−
1 e−f0 (L+

1 L−
1 −L+

2 L−
2 ) e−f+ L+

1 L−
2 L−

2 ef+ L+
1 L−

2 ef0 (L
+
1 L−

1 −L+
2 L−

2 ) ef− L+
2 L−

1

= e−f− L+
2 L−

1 e−f0 (L+
1 L−

1 −L+
2 L−

2 ) L−
2 ef0 (L

+
1 L−

1 −L+
2 L−

2 ) ef− L+
2 L−

1

= e−f− L+
2 L−

1 e−f0 L−
2 ef− L+

2 L−
1

= e−f0
(
L−
2 + f− L

−
1

)
. (5.56)

Performing this for all terms in Eq. (5.30), the explicit result for U−1
S LRUS is

U−1
S LRUS =

1

2
(−i(σ1 + σ2)− (γ1 + γ2))

(
L+
1 L

−
1 + L+

2 L
−
2

)
+

1

2
(i(σ1 + σ2)− (γ1 + γ2))

(
R+

1 R
−
1 +R+

2 R
−
2

)
+ 2γ1

(
L−
1 R

−
1

⏐⏐ef0 + e−f0f+f−
⏐⏐2 + L−

1 R
−
2

(
ef0 + e−f0f+f−

)
e−f∗

0 f ∗
+

+ L−
2 R

−
1

(
ef

∗
0 + e−f∗

0 f ∗
+f

∗
−
)
e−f0f+ + L−

2 R
−
2

⏐⏐e−f0
⏐⏐2 |f+|2)

+ 2γ2

(
L−
1 R

−
1

⏐⏐e−f0
⏐⏐2 |f−|2 + L−

1 R
−
2

⏐⏐e−f0
⏐⏐2 f−

+ L−
2 R

−
1

⏐⏐e−f0
⏐⏐2 f ∗

− + L−
2 R

−
2

⏐⏐e−f0
⏐⏐2 ) , (5.57)

which yields the right-hand side of Eq. (4.103).
For the left-hand side we choose the ansatz

UR = ea1(z) (L
+
1 L−

1 +L+
2 L−

2 ) ea2(z) (R
+
1 R−

1 +R+
2 R−

2 )

× ea3(z)L
−
1 R−

1 ea4(z)L
−
2 R−

2 ea5(z)L
−
2 R−

1 ea6(z)L
−
1 R−

2 , (5.58)

for the evolution superoperator of the solvable (radical) part, from which the derivative
∂z UR can be calculated resulting in a form similar to Eq. (4.100). Performing the necessary
commutations, as was done for the simple parts, cf. Eqs. (5.39) and (5.40), the left-hand
side can be brought into a form where UR stands to the right. Comparing that result to
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the right-hand side of Eq. (5.57) one can then read off the set of differential equations for
the functions ai(z) from Eq. (4.103), which read

∂za1 =
1

2
[−i (σ1 + σ2)− (γ1 + γ2)] , (5.59)

∂za2 =
1

2
[i(σ1 + σ2)− (γ1 + γ2)] , (5.60)

∂za3 = 2ea1+a2
(
γ1
⏐⏐ef0 + e−f0f+f−

⏐⏐2 + γ2
⏐⏐e−f0

⏐⏐2 |f−|2) , (5.61)

∂za4 = 2ea1+a2
(
γ1
⏐⏐e−f0

⏐⏐2 |f+|2 + γ2
⏐⏐e−f0

⏐⏐2) , (5.62)

∂za5 = 2ea1+a2

[
γ1
(
ef

∗
0 + e−f∗

0 f ∗
+f

∗
−
)
e−f0f+ + γ2

⏐⏐e−f0
⏐⏐2 f ∗

−

]
, (5.63)

∂za6 = 2ea1+a2

[
γ1
(
ef0 + e−f0f+f−

)
e−f∗

0 f ∗
+ + γ2

⏐⏐e−f0
⏐⏐2 f−]. (5.64)

with the initial conditions ai(0) = 0. As expected from the solvable algebra, this set
is uncoupled and thus directly integrable. The functions a1(z) and a2(z) determine the
Abelian contribution and are given by integrals of the (generally z-dependent) mean
propagation constants and and mean losses. All other functions ai(z) with i = 3, . . . , 6
determine the excitation-removing operations. Note that the singularities of the functions
fi are removed in most terms of the equations for the ai functions because of the occurring
combinations of f+, f−, and exp(f0). Terms with remaining ϕ−1 are often integrable by
standard numerical procedures or can be lifted.

With known solutions for the semisimple and solvable part the total evolution is U =
US UR. Due to the separate exponential form of these operations it is possible to find
analytical expressions by hand for the evolution of an input state in Fock basis. Such a
state would generally be written as

|ρ̂(0)⟩⟩ =
∑
n,m

hn,m | (n,m)⟩⟩ =
∑
n,m

hn,m |n⟩⟨m| (5.65)

where n = (n1, n2) and m = (m1,m2) and with the hn,m as z-independent expansion
coefficients which ensure that |ρ̂(0)⟩⟩ is a physical state. Note that the multiindices n and
m label physical Fock states in contrast to the Greek multiindices α, β of the Liouville
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space eigenvectors of L. For one of the Fock dyads the evolution U| (n,m)⟩⟩ reads

U | (n,m)⟩⟩ =
min(n1,m2)∑

k=0

min(n2,m1)∑
s=0

min(n2−s,m2−k)∑
v=0

min(n1−k,m1−s)∑
w=0

n1−k−w∑
p=0

n2−s−v+p∑
q=0

m1−s−w∑
l=0

m2−k−v+l∑
r=0

ak6 a
s
5 a

v
4 a

w
3

k! s! v!w!

fp
− f q

+ f∗ l
− f∗ r

+

p! q! l! r!

× exp(a1 (n1 + n2 − k − s− v − w))

× exp(a2 (m1 +m2 − k − s− v − w))

× exp(f0 (n1 − n2 − k − w + s+ v − 2p))

× exp(f∗
0 (m1 −m2 − s− w + k + v − 2l))

×
√

n1!n2!m1!m2! (n1 − k − w − p+ q)! (m1 − s− w − l + r)!

(n2 − s− v + p− q)! (m2 − k − v + l − r)!

× (n2 − s− v + p)! (m2 − k − v + l)!

(n2 − s− v)! (m2 − k − v)! (m1 − s− w − l)! (n1 − k − w − p)!

× |n1 − k − w − p+ q, n2 − s− v + p− q⟩⟨m1 − s− w − l + r,m2 − k − v + l − r| .
(5.66)

With this expression any quantum state |ρ̂(z)⟩⟩ can be calculated, given that the differ-
ential equations for the Wei-Norman expansion functions fi and ai can be solved. This
in turn allows the calculation of any observable of interest.

As an example and sanity check we again calculate the coincidence rate Γ, but now
with potentially z-dependent system parameters including nonzero propagation constants
σk. The input state is thus again ρ̂(0) = |1, 1⟩⟨1, 1|, meaning we only have to apply the
general evolution of a Fock dyad in Eq. (5.66) once. For the two-photon coincidence rate
we only need the summand with the |1, 1⟩⟨1, 1|-term in Eq. (5.66), which considerably
simplifies the summation. Straightforward calculation of the sum yields

Γ = e2 (a1+a2)
⏐⏐1 + 2f+f− e−2f0

⏐⏐2 . (5.67)

Note that only the functions f±, f0, and a1,2 occur because the measurement is restricted
to the highest-photon-number subspace HNp=2, Hence, the excitation-removing operators
of UR in Eq. (5.58) do not contribute. When inserting the auxiliary functions from the
Eqs. (5.47) and (5.50), the result reads

Γ = e2 (a1+a2)

⏐⏐⏐⏐1− 2
ζ ∂zϕ

κ2
e2i

∫
∆dz

⏐⏐⏐⏐2 . (5.68)

showing that although the functions fi do have singularities, the derived observable is
indeed always bounded as expected.

The general solution in Eq. (5.67) is as of yet undetermined because we have not
specified any system parameters and thus have not solved for the functions fi and ai.
For z-dependent parameters these have to be numerically integrated, e.g. by using the
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auxiliary functions ϕ(z) and ζ(z). However, in case of constant parameters, analytical
solutions for the functions fi can be found and read

f±(z) =
κ sin(Θz)

iΘ cos(Θz)−∆sin(Θz)
, (5.69)

f0(z) =
1

2
ln

(
Θcos(Θz)− i∆ sin(Θz)

Θ cos(Θz) + i∆ sin(Θz)

Θ2

∆2 + κ2 cos2(Θz)

)
, (5.70)

where Θ2 = κ2 +∆2. Based on these expressions, the Eqs. (5.59)-(5.64) for the functions
ai can easily be integrated by numerical means.

For the PT coupler we have specifically ∆ = −iγ/2 and Θ = Ω/2, which leads to

f+f− e−2f0 = −4κ2 sin2
(
1
2
Ωz
)

Ω2
. (5.71)

Using sin2(x/2) = (1 − cos(x))/2 and a1 = a2 = −1/2γz, cf. Eqs. (5.59) and (5.60), it
then follows that

Γ = e−2γz

(
4κ2 cos(Ωz)− γ2

Ω2

)2

, (5.72)

which is the same result as given in Eq. (5.22), showing the consistency of both ap-
proaches.

The above example showcases how the Wei-Norman method allows to find solutions
to the quantum master equation. However, the coincidence rate Γ is restricted to the
highest-photon-number subspace via postselection and could therefore be calculated di-
rectly from the effective non-Hermitian Hamiltonian using the Schrödinger equation. An
interesting observable that, in contrast, needs the full quantum evolution over all photon-
number subspaces, is the logarithmic negativity LN(ρ̂). It is an entanglement monotone
allowing to quantify the entanglement for states of a bipartite system AB that consists of
subsystems A and B [153; 154; 155]. It is defined as

LN(ρ̂) = ln ||ρ̂TA ||1 , (5.73)

where TA denotes the partial transpose with respect to the subsystem A and ||M ||1 =

Tr|M | = Tr
√
M †M is the trace norm. For LN(ρ̂) = 0 the state ρ̂ is separable under the

bipartition and for LN(ρ̂) > 0 the subsystems A and B are entangled.
In case of the PT coupler, we can partition the lossy two-waveguide system into A for

the first, lossy waveguide and B for the second, lossless waveguide. As an example, we
calculate the evolution of the initial state

ρ̂(0) =
1

2

(
|2, 0⟩⟨2, 0|+ |2, 0⟩⟨0, 2|+ |0, 2⟩⟨2, 0|+ |0, 2⟩⟨0, 2|

)
(5.74)

by using Eq. (5.66) four times for all combinations of the Fock multiindices n,m ∈
{(2, 0), (0, 2)}. The resulting density matrix is then partially transposed by interchanging
the Fock indices of the dyads in Eq. (5.66), i.e.(

|i1, j1⟩⟨i2, j2|
)TA

= |i2, j1⟩⟨i1, j2| . (5.75)
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Fig. 5.4.: Logarithmic negativity LN(ρ̂) of the PT coupler. Calculated for no loss, con-
stant loss γ = κ, and z-dependent loss γ = κz/(π cm). The values ln(2) and
ln(3) are marked by horizontal, dotted lines and correspond to the states in
Eqs. (5.74) and (5.76), respectively.

Note that the logarithmic negativity remains the same when using the partial transpose
TB with respect to subsystem B [155].

After calculating ρ̂TA , its trace norm can be computed via standard functions and in
Fig. 5.4 some example cases are given for different losses. We included the case of no loss
(γ = 0), constant loss (γ = κ), and linearly increasing loss γ = κz/πcm). Without losses,
the initial state (5.74) first evolves into a maximally entangled state

ρ̂
(π
8

)
=

1

3

(
|2, 0⟩+ |1, 1⟩+ |0, 2⟩

)(
⟨2, 0|+ ⟨1, 1|+ ⟨0, 2|

)
, (5.76)

i.e. the equal superposition of all two-photon states, followed by the separable state

ρ̂
(π
4

)
= |1, 1⟩⟨1, 1| . (5.77)

This evolution then repeats itself. The horizontal, dotted lines in Fig. 5.4 mark the values
LN(ρ̂) = ln 2 and LN(ρ̂) = ln 3 for the entangled states ρ̂(0) and ρ̂(π/8). When losses are
included these oscillations become damped and slightly shifted, showing the entanglement
degradation. The case of linearly increasing loss explicitly shows this transition as it
initially has a similar behaviour as the lossless case and transitions to a damped case.

The above example calculation shows how our solution of the quantum master equation
with the Wei-Norman method allows to compute any observable of the lossy waveguide
coupler even for z-dependent system parameters. After implementation of the general
solution of Eq. (5.66) any problem is reduced to finding the specific solutions for the
expansion functions fi and ai, which often are easily integrated via standard numerical
procedures.
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5.2.1. Exceptional points of arbitrary order in the PT coupler

An especially interesting case, for which even analytical solutions can be found, is the
EP, i.e. γ1 = γ = 2κ, γ2 = 0, and σi = 0. Recall that in the eigendecomposition
solution one has to find the Jordan decomposition of the regular representation of the
Liouvillian and thus compute the eigendecomposition from scratch. With the Wei-Norman
expansion, however, one still only has to solve the differential equations (5.42)-(5.43) for
the functions fi and use those to integrate the Eqs. (5.59)-(5.64) for the functions ai. As
all parameters are z-independent when staying at the EP one can find analytical solutions
for the functions fi. More precisely, at the EP it holds that ∆ = −iκ in the differential
equations (5.42)-(5.43). The corresponding solutions then read as

f±(z) = − iκz

1 + κz
, (5.78)

f0(z) = − ln(1 + κz) . (5.79)

Based on these closed form solutions, any observable of interest can be calculated at the
EP. For example, using Eq. (5.67) the two-photon coincidence Γ in the HOM experiment
becomes

ΓEP = e−4κz
(
1− 2κ2z2

)2
. (5.80)

However, up to this point, we omitted a crucial part in the discussion of the EP because
we did not allude to the fact that the EP can be of different order depending on how
many eigenstates coalesce. The discussion at the beginning of this chapter focussed on
the diagonalisation of the matrix representation Heff of the underlying non-Hermitian
Hamiltonian. In case of the two-mode coupler, this is a 2×2-dimensional matrix and thus
only two eigenvectors are present and able to coalesce. This is the algebraic basis on which
the actual eigenvectors of the system are later computed. Therefore, depending on the
number of photons the system dimension is different. In Hilbert space for example, when
only one-photon states are considered, the basis is |(1, 0)⟩ = (1, 0)T and |(0, 1)⟩ = (0, 1)T.
The effective non-Hermitian Hamiltonian in this basis is a 2×2-dimensional matrix and
identical to Heff. For more photons, the number of basis states increases linearly, e.g.
|(2, 0)⟩, |(1, 1)⟩, and |(0, 2)⟩ for two photons and so on for larger photon numbers. Hence,
the number of coalescing modes of the effective non-Hermitian Hamiltonian also increases
linearly. This means that when states with Np photons are initiated in the PT coupler,
configured at the EP, this EP is of order Np + 1.

Additionally, we note that the number of modes for the Liouvillian is even larger,
i.e. an M×M -dimensional Heff results in a 4M× 4M-dimensional regular representation
R′(L) of the Liouvillian from which more ladder states are calculated. As a result, the
order of the EP of L is technically larger. However, the coalescing eigenvectors |α,β⟩⟩
of L are not physical states themselves, cf. Eq. (4.86). In fact, we have seen that the
physical eigenmodes of the Hamiltonian are constructed from the |α,β⟩⟩ and explicitly
emerge when postselected to the highest-photon-number subspace, cf. Eq. (4.95). An
investigation that distinguishes the unphysical eigenvectors of the Liouvillian of a linear
chain of bosonic modes was recently done in Ref. [156]. However, the system in Ref. [156]
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was coupled to a thermal bath and relied on higher-order coherence functions of the steady
state. Such an approach is not viable here because the steady state is the vacuum state
for our lossy waveguides. For this reason, and because the EP of the Hamiltonian and the
Liouvillian always appear at the same positions, do we still talk of an EP of order Np +1.

The fact that Np photon states allow the investigation of EPs of up to order Np + 1
was already shown in Ref. [88]. There, the authors also calculated the dynamics of Np-
photon states in the PT coupler using a Wei-Norman expansion. However, in contrast
to our full quantum calculation in Liouville space, they used the effective non-Hermitian
Hamiltonian Ĥeff in Hilbert space. Their results are thus restricted to the highest-photon-
number subspace. Nonetheless, they could theoretically show the coalescence of the Np+1
states at the EP and also resulting qualitative changes in the dynamics of an observable
like the occupation

P (n, h, z) = ⟨n− h, h|ρ̂(z)|n− h, h⟩ (5.81)

of states |n−h, h⟩. Therefore, the work in Ref. [88] proposed a clear path to investigate EPs
of order Np +1 in a small-sized optical system utilising Np-photon states and subsequent
photon-number resolved detection. The last part, i.e. the postselection to the Np-photon
subspace, is the crucial ingredient because the calculations using Ĥeff instead of a full
quantum treatment are only then valid. However, this means that all measurements with
less photons are discarded. In addition, the Np-photon subspace has the major drawback
that any observable also has a decay of exp (−Npγz) from the mean loss. The resulting
low count rates means lower visibilities and longer measurements.

We propose to overcome this issue by applying our Liouville space solution, which
allows to potentially utilise all photon-number subspaces simultaneously. As an example,
we show results for the occupation P (n, h, z) over the different subspaces with photon
numbers n ≤ Np. For this we also assume a z-independent PT coupler meaning the
starting point are the (analytical) solutions for fi(z), see Eq. (5.69), with which the other
functions aj(z) can be numerically integrated according to Eqs. (5.59)-(5.64). Together
they form the total solution for the evolution superoperator U of the open system.

In Fig. 5.5a we plotted the result in case of the input state |ψ⟩ = (|0, 5⟩ + |5, 0⟩)/
√
2

and loss rates γ = 0.5κ, i.e. in the PT phase. The six plots show the occupation in the
six photon-number subspaces along κz ∈ (0, 5). The results in each subspace are scaled
by the respective factor exp (nγz) (n = 0, 1, . . . , 5) to offset the mean loss of the passive
system. For the subspace with highest photon number (n = Np = 5), we obtain the same
result as in Ref. [88] with visible oscillations. Similar oscillations occur in the lower lying
Fock layers, albeit shifted because they are initially not populated. The gradual increase
in these subspaces with photon numbers 0 < n < Np is due to the additional scale factor
that offsets the mean loss. Without this rescaling these subspaces are only transiently
filled as they themselves lose photons to their respective lower lying subspace. The only
exception is the vacuum subspace (n = 0), which is gradually filled following a logistic
increase.

The observed oscillations between the different states |n − h, h⟩ in Fig. 5.5a are a
clear indicator that the system is in the PT -symmetric phase. In contrast, when going
above the EP (γ > 2κ), the system undergoes a phase transition where some states show
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(a) PT -symmetric phase
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(b) PT -broken phase

Fig. 5.5.: Occupations P (n, h, z) of the different states |n−h, h⟩ for the input state |ψ⟩ =
(|0, 5⟩+ |5, 0⟩)/

√
2 and over all photon-number subspaces. (a) The system is in

the PT -symmetric phase (γ = 0.5κ). (b) The system is in the PT -broken phase
(γ = 2.1κ). In both cases, a normalisation factor exp (nγz) is multiplied in each
subspace with n photons to offset the mean loss. In the PT -broken phase this
results in exponential growth that obscures the dynamics.
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Fig. 5.6.: Normalised occupation P (n, h, z) of the different states |n − h, h⟩ in the PT -
broken phase (γ = 2.1κ). This is the normalised result from the highest panel
in Fig. 5.5b and coincides with the result in Ref. [88].

exponential growth and others an exponential decay in addition to the mean loss of the
passive system. In Fig. 5.5b the occupations are plotted for a loss rate of γ = 2.1κ and
with the same scaling to remove the overall loss in all subspaces. The result shows an
exponential growth for states with more photons in the waveguide without loss (h ≲ n/2).
This qualitative change of the dynamics indicates that the system has to be in the PT -
broken phase. Note that this phase transition happens for all subspaces simultaneously.
The reason for this is that the EP for the Hamiltonian and the Liouvillian appear at the
same point in parameter space.

Unfortunately, the specific dynamics at or after the PT -symmetry breaking cannot
easily be studied due to the exponential growth, which concentrates the results for the
occupations at the very end of the plotted domain of Fig. 5.5b. With the normalisation
exp (nγz), the occupations simply grow exponentially and without any normalisation
the loss rates are too high, resulting in near zero occupations for any meaningful z, i.e.
concentrating the resulting occupation at small κz. One could rescale the result in the
subspace with the highest photon number using the norm of the state that follows the
non-Hermitian Hamiltonian, as was done in the original work [88]. This amounts to a
normalisation where

n∑
h=0

P (n, h, z) = 1 , ∀z . (5.82)

The result can be seen in Fig. 5.6, which replicates the normalised result from Ref. [88]
and shows the concentration of population in states with more photons in the waveguide
without loss (h ≲ n/2). However, this normalisation does not work for the transiently
populated subspaces with lower photon numbers because there exist no suitable references
for them. For example, at z = 0 all occupations in the lower photon-number subspaces
are zero which cannot be used for a normalisation.

Nonetheless, the phase transition from Fig. 5.5a to Fig. 5.5b is still noticeable. This
shows that we can, in principle, use the derived Liouville space solution to study the
full quantum evolution without discarding most of the experimental measurements via
postselection. Consequently, the EP of order up to Np + 1 could be simultaneously
investigated in all subspaces. For example, experimental measurements of the sensitivity,
i.e. response under small perturbations, can thus utilise all outputs regardless of the
number of photons reaching the detectors. However, we have seen that the needed loss to
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reach the EP already obscures the theoretical investigation because the exponential decay
is so strong for higher photon numbers. An actual experiment might then be unreasonable
without a drastic reduction in the threshold value for γ to increase the visibilities our count
rates. One possible route to overcome this problem of loss rates that are too high to see
any detailed evolution could be a periodic modulation. Such periodic systems are best
described in the framework of Floquet theory, which will be the focus of the next chapter
where we investigate the PT -symmetric Floquet coupler.

Summary

In this chapter, the solutions for the quantum master equation of the lossy waveguide
system were explicitly given for the two-waveguide case. Analytical calculations of the
eigendecomposition solution from the previous chapter were performed. These were used
to compute closed-form solutions of a two-photon coincidence rate of a HOM experiment,
see Eq. (5.22). Furthermore, they allowed the construction of a general one-photon state,
cf. Eq. (5.27), that experiences the least losses, i.e. is ideally propagated in the lossy
waveguide coupler.

Application of the Wei-Norman method culminated in the general formula (5.66) for
the evolution of Fock dyads |n⟩⟨m|. Based on this, the generalisation of the two-photon
coincidence rate for z-dependent system parameters was derived, see Eq. (5.67). Addition-
ally, the logarithmic negativity for the evolution of an entangled two-photon input state
was calculated. This required the full quantum evolution in contrast to the postselected
two-photon coincidence rate and was done for constant as well as z-dependent losses.

Finally, the PT phase transition at higher-order EPs was investigated by calculation of
the Fock-state occupation in all photon-number subspaces with a five-photon input state.
The result showed the PT phase transition but also predicts prohibitively large losses for
the higher-photon-number states. In the following chapter, this problem will be solved by
using a periodically modulated loss rate.
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6. The PT -symmetric Floquet
coupler

A major problem in observing any effects associated with exceptional points (EPs) is that
they usually require strong losses to reach. For example, in the static passive PT coupler
in Chapter 5 the PT -breaking threshold is γ = 2κ. Observables, like the occupation
P (n, h, z) in Eq. (5.81), that rely on photon-number resolved measurements or any kind
of postselection become increasingly difficult to measure because high losses translate
to low count rates and thus long measurement times. However, any experiment faces
a difficult challenge to measure heavily damped signals without considerable efforts to
achieve the necessary signal-to-noise ratio.

Fortunately, the PT -breaking threshold can be significantly reduced when some kind
of periodic modulation is introduced to the coupler. This important result was already
shown for dynamics under an effective non-Hermitian Hamiltonian [157; 158]. Here, we
discuss the extension to the full quantum dynamics under the Liouvillian using the Wei-
Norman solution for the lossy two-waveguide system with periodically modulated loss.
The tool to describe periodic systems is the Floquet theory whose necessary basic elements
are reviewed first and then applied to our Liouville formulation of the lossy waveguide
system. We will see that a periodic PT coupler could then be brought to its EP under
lower losses, bringing experimental implementations within reach.

6.1. Elements of Floquet theory

Floquet theory provides solutions to first-order differential equations, like the Schrödinger
or paraxial Helmholz equations, that have periodic coefficients [159]. It formulates the
evolution of a state with the help of Floquet eigenvalues and eigenvectors [160], i.e. in a
similar manner to z-independent systems. The Floquet eigensystem then allows to analyse
the general behaviour of the evolution, which we will use to determine the PT -symmetric
and PT -broken phases. Note that the following introduction to Floquet theory is done
for a general first-order differential equation with linear operators. However, we already
use the Liouville space notation for consistency with the rest of the thesis. Afterwards, we
discuss the specific applicability to the lossy waveguide systems considered in this thesis.

We start out with the differential equation

∂z|ρ̂(z)⟩⟩ = L(z) |ρ̂(z)⟩⟩ , (6.1)

with a T -periodic, linear operator L. Solutions for the evolved vector are written as usual
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as
|ρ̂(z)⟩⟩ = U(z) |ρ̂(0)⟩⟩ , (6.2)

where the evolution operator U is also T -periodic. Although z-dependent systems gener-
ally only lead to U being divisible, cf. Eq. (4.12), the periodicity of L(z) leads to a special
form of the semigroup property [160].

U(z + T ) = U(z)U(T ) . (6.3)

This relation implies that knowledge of U over one period T allows the reconstruction of
the evolution for arbitrary z, e.g. U(z + nT ) = U(z)Un(T ).

The one-cycle evolution operator U(T ) is the so-called monodromy of the evolution and
is of central importance. Diagonalisation of the monodromy yields a complete basis |n⟩⟩
and eigenvalues, which are usually written in exponential form, leading to

U(T ) =
∑
n

eµnT |n⟩⟩⟨⟨n| (6.4)

The values µn are the so-called Floquet exponents which give insight into the propagation
behaviour. Their real parts are the Lyapunov exponents that indicate growth or decay
and thus are vital for stability analyses of periodic systems.

In line with the exponential form of the eigenvalues of U(T ), it is helpful to write the
monodromy as

U(T ) = exp(GT ) , (6.5)

with a linear operator G whose eigenvalues are the Floquet exponents itself. However,
due to the periodicity, these eigenvalues are not unique because

eµnT = e(µn+ik 2π
T

)T , (6.6)

with some integer k, yields the same eigenvalues of U(T ). Nonetheless, the eigenvalues
µn are a helpful tool in analysing the propagation. When applied to the Schrödinger
equation, these eigenvalues are proportional (by i) to the so-called quasienergies that are
a mainstay of Floquet engineering [160].

For z ̸= T , a useful representation of the evolution operator is

U(z) = P(z) exp(Gz) . (6.7)

with a T -periodic operator P . A general initial state

|ρ̂(0)⟩⟩ =
∑
n

cn|n⟩⟩ (6.8)

then evolves like

|ρ̂(z)⟩⟩ =
∑
n

cn P(z) eGz|n⟩⟩

=
∑
n

cn e
µnz|un(z)⟩⟩ , (6.9)
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where
|un(z)⟩⟩ = P(z)|n⟩⟩ (6.10)

are the Floquet functions. In the Eq. (6.9), the expansion coefficients cn are constant and
only the Floquet basis eµnz|un(z)⟩⟩ is z-dependent. Therefore, this form is equivalent to
a z-independent system only written with a z-dependent basis. Note that the Floquet
functions |un(z)⟩⟩ are periodic because the operator P is periodic. As a result, the only
amplitude altering influence can come from the Floquet or, more specifically, the Lyapunov
exponents. Therefore, one has to look at the Lyapunov exponents when analysing whether
a system, be it passive or active, is in the PT -symmetric or PT -broken phase.

For example a static, two-mode active PT system transitions from oscillations in the
PT phase to one growing and one decaying mode in the PT -broken phase. In a pas-
sive system this gets superseded by a mean loss in the PT phase, which leads to one
reduced-loss mode and one increased-loss mode in the PT -broken phase, cf. discussion
of eigenvalues at the end of Sec. 5.1. Hence, the qualitative difference in the loss rates is
a clear indication of whether a system is in the PT -symmetric or PT -broken phase. For
periodic systems this behaviour can be deduced from the Lyapunov exponents once the
monodromy matrix U(T ) is diagonalised.

Floquet theory in open systems

Because the Floquet theory holds for general first-order differential equations with linear
operators, Hermiticity is not a requirement. Therefore, it is applicable to non-Hermitian
operators L and thus, in principle, to open systems having a periodic Liouvillian. However,
one has to carefully check whether the chosen form of L is a valid generator of a completely-
positive, trace-preserving dynamical map. This can be fulfilled if one uses the dissipator
of the accompanying z-independent system and replaces the occurring parameters with
periodic functions. As the operators remain constant the Liouvillian remains a valid
generator.

This approach was already discussed in Section 4.1.2 for general z-dependence. The
key point was that the changes of the parameters happen on a coarse-grained scale,
i.e. are slow compared to the loss mechanism. Because the photons are scattered from
small modulations in the micrometer scale, a coarse-graining is already achieved when the
changes happen on a centimetre scale. Under this condition, the system is approximated as
having constant parameters on the micrometer scale and is well described by a Markovian
system-bath interaction. As a result, the modulation frequency has to be in the range of
inverse centimetres.

In the following example, we will use a periodic loss rate and we will see that the desired
value for the modulation frequency is ω = 2κ. The coupling strength κ has to be weak
for the coupled-mode description to be valid and is thus already of the order of cm−1.
Consequently, the requirement of a slow modulation is fulfilled in our case. Therefore, we
can again use the fundamental Liouvillian in Eq. (4.21) with a z-dependent loss rate.

As a final note, we add that there exist methods to formulate a Floquet Liouvillian
in case that fast modulations change the operational form of L [161]. However, it might
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be the case that the paraxial approximation, with its assumption of a slowly-varying
amplitude, breaks down first. This would require its own dedicated investigation.

6.2. The PT -symmetric coupler with periodic loss

In order to make the previously considered PT coupler periodic, we consider the case of
a periodically modulated loss in the first waveguide, i.e.

γ1(z) =
γ

2
(1 + cos(ωz)) , (6.11)

with period T = 2π/ω. Apart from the z-independent coupling strength κ, all other
parameters (σi, γ2) are zero.

With these preliminaries, the parameters γ1 and κ can be plugged into the set of
nonlinear differential equations (5.41)-(5.43) and (5.59)-(5.64) to numerically solve for
the functions fi(z) and ai(z), respectively. The resulting Wei-Norman expansion of the
evolution superoperator U(z) can then be evaluated at z = T to yield the monodromy
of the process. In order to determine the eigenvalues of U(T ), we first need to calculate
its matrix representation. For this, we choose again the Fock basis | (n,m)⟩⟩ = |n⟩⟨m|
as already used in Eqs. (5.65) and (5.66). Note that this basis uses the Hilbert-Schmidt
inner product (4.14), e.g.

⟨⟨(p, q)|(n,m)⟩⟩ = Tr
(
(|p⟩⟨q|)† |n⟩⟨m|

)
= ⟨p|n⟩⟨m|q⟩. (6.12)

Additionally, one has to fix a certain order of the basis states such that a sensible index
labelling can be performed. With a chosen basis, the monodromy matrix components

⟨⟨(p, q)| U |(n,m)⟩⟩ (6.13)

can then be calculated using the solution of the evolved state from the previous chapter,
Eq. (5.66). After diagonalisation, its eigenvalues provide the Lyapunov exponents which
allow to probe the PT phase of the system.

6.2.1. Breaking of PT symmetry in the periodic coupler and the
PT phase diagram

As an example we consider the case of a single photon in the two-mode waveguide system
for which the Liouville space is spanned by nine states in total, e.g. |0, 0⟩⟨0, 0|, |0, 0⟩⟨1, 0|,
|0, 0⟩⟨0, 1|, etc. The Lyapunov exponents for a loss amplitude γ = 0.25κ and the two
frequencies ω = 1.5κ and ω = 2κ are shown in Fig. 6.1a, respectively.

In the first case (ω = 1.5κ, blue circles), it can be seen that the nine Lyapunov expo-
nents occur in three sets at values Re(µ) = 0,−γ/(4κ),−γ/(2κ). The first one, Re(µ) = 0,
corresponds to the vacuum state |0, 0⟩⟨0, 0| that does not show any loss. The other two
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Fig. 6.1.: (a) Lyapunov exponents for a modulated loss of amplitude γ = 0.25κ and
frequencies ω = 1.5κ and ω = 2κ corresponding to the PT -symmetric and
PT -broken phases. The PT breaking is indicated by a split of the Lyapunov
exponents around the mean loss values of the evolution (grey lines). (b) Full
PT phase diagram based on the Lyapunov exponents with the PT phase in blue
and the PT -broken phase in yellow. At the resonance frequency of the lossless
coupler, ω = 2κ, the PT -breaking threshold is greatly reduced.

sets show the mean losses for the single photon but equally distributed over the values
γ/(4κ) and γ/(2κ), highlighted by grey lines. This two-fold structure is due to the fact
that for the Liouville space we use dyads comprised of kets and bras from the underlying
Hilbert space. In this case this means we get the first set from the four Liouville vectors
|0, 1⟩⟨0, 0|, |1, 0⟩⟨0, 0|, |0, 0⟩⟨1, 0|, and |0, 0⟩⟨0, 1| that contribute the one physical photon
only once. For the modulated loss, see Eq. (6.11), mean value of the loss is γ/4. The sec-
ond set then represents the four basis states |0, 1⟩⟨1, 0|, |1, 0⟩⟨1, 0|, |1, 0⟩⟨1, 0|, |1, 0⟩⟨0, 1|
that contribute the one physical photon twice, once from their kets and once from their
bras and thus a total mean loss of γ/2 results. This structure holds also for larger photon
numbers that in Hilbert space create their own ladder structure on top of this. Because
the Lyapunov exponents clearly show that the system only experiences mean losses the
system is in the PT -symmetric phase.

In contrast, the Lyapunov exponents seen for the second case (ω = 2κ, yellow squares
in Fig. 6.1a, show a clear splitting from the mean values. This splitting is the signature
of the PT -broken phase. Based upon this criteria a PT phase diagram was calculated,
which is seen in Fig. 6.1b with ω-γ-axes scaled by κ. Here, the PT phase is coloured blue
and the PT -broken phase is yellow. The phase diagram shows that a PT -phase transition
can occur for different loss rate amplitudes γ depending on the modulation frequency ω.
Most importantly, the static PT -breaking threshold γ = 2κ can be reduced considerably
for certain frequencies. This is most prominent at the resonance frequency of the bare
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coupler, ω = 2κ, for which the PT symmetry is broken for arbitrarily small loss rate
amplitudes γ. For fractions of this resonance frequency, i.e. ω = κ, κ/2, κ/3, . . . , similar
features appear in the phase diagram. However, these cannot be seen to reach γ ≈ 0
because of their small width along the ω-axis. This behaviour of the PT phase diagram
was also recorded in Ref. [157; 158] in case of the Rabi model, thus confirming our results.

We note that the phase diagram in Fig. 6.1b was calculated for a single photon but it
stays the same regardless of the chosen number of photons. In fact, the phase diagram is
the same as if we directly used the underlying effective non-Hermitian Hamiltonian and
calculated a monodromy matrix in Hilbert space. This is to be expected because the
effective non-Hermitian Hamiltonian governs the dynamics in the subspace of highest-
photon number regardless of the system being periodic or not. In conjunction with the
observation that all subspaces simultaneously cross the EP, as seen from Figs. 5.5 and 5.5b,
it is obvious that this direct link of the PT phase to Heff should also exist in the Floquet
case. This reiterates the connection of the eigensystems and EPs of Heff and L already
made in Chapter 4.

Although this might simplify the calculation of the PT phase diagram, this does not
mean that the Floquet calculation of the monodromy U(T ) in Liouville space was in vain.
This is because we still need the full quantum calculation when calculating observables
in all subspaces. In addition, the full solution provides all the Floquet exponents and
functions for the decomposition (6.9). This allows a propagation analysis similar to the
analysis based on the eigendecomposition in the z-independent case, cf. Eq. (4.82). This
opens the door to Floquet engineering as in closed systems, cf. Ref. [160].

6.2.2. Exceptional points with reduced threshold

The key feature of the phase diagram in Fig. 6.1b was that it showed a strongly reduced
PT -breaking threshold for the loss rate amplitude γ at and around the resonance fre-
quency ω = 2κ. In the static case this threshold was γ = 2κ, resulting in a strong
overall loss. This overall loss can now be reduced considerably with the Floquet coupler
at resonance, thus paving the way to efficiently probing the PT phase transition.

An example of how a modulated loss rate reduces the EP threshold can be seen by
returning to the occupation P (n, h, z) of states |n − h, h⟩ as introduced in Eq. (5.81).
With the monodromy matrix already computed to obtain the PT phase diagram, the
evolution can be calculated at any given value of z using Eq. (6.3). For values z ≫ T
this greatly reduces the numerical effort as it allows to decompose the total evolutions
into repeated applications of the monodromy followed by one application of the fractional
evolution U(z). The occupation itself can then be calculated by similar steps as for the
z-independent case using Eq. (5.66).

In Fig. 6.2 two results are shown for the input state |ψ⟩ = (|0, 5⟩ + |5, 0⟩)/
√
2 as was

used in Fig. 5.5. However, this five-photon state is now in both cases subject to the same
loss amplitude γ = 0.25κ but with different modulation frequencies. In Fig. 6.2a the
frequency is ω = 1.5κ and in Fig. 6.2b it is ω = 2κ. Judging from the PT phase diagram
in Fig. 6.1b, the system is for ω = 1.5κ in the PT -symmetric phase, whereas for ω = 2κ
it is in the PT -broken phase.
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The occupation in Fig. 6.2a shows the case of PT symmetry with two oscillating strands
that are overlaid by an overall loss. These two oscillating strands are the Floquet versions
of the oscillations of the z-independent case. They occur with decreased losses in all
subspaces except, of course, the vacuum subspace. In contrast, the PT -broken case in
Fig. 6.2b shows one of the strands being strongly damped and the other surviving for far
longer, even compared to the PT -symmetric case. The physical explanation for this is
that a z-dependent mode (a strand) is strongly damped if it is predominantly concentrated
in states |n − h, h⟩ with more photons in the lossy waveguide when γ1(z) is large. The
complement is the mode that undulates in just such a way that it is concentrated in the
low-loss states, i.e. more photons in the loss-less waveguide, when γ1(z) is large. This
mode then only occupies states with more photons in the lossy waveguide when γ1(z) is
low. We note that this is simply the Floquet analogue of the usual signature of broken
PT symmetry of one mode being amplified and the other suppressed.

The two results in Fig. 6.2 are interesting because they have the same loss amplitude
γ and differ only in the modulation frequency ω. Yet, they show qualitatively different
evolutions depending on whether or not they are in the PT -symmetric or PT -broken
phase. Most notably, however, is that the used loss rate amplitude is only an eighth of
the value needed to reach the EP in the unmodulated case. The PT phase transition can
therefore easily be observed without any specific rescaling or normalisation, which was
necessary in the z-independent case and a potentially major problem for any experimental
test. As seen in the PT phase diagram, one could go to even lower loss amplitudes γ
as long as one stays at the resonance frequency ω = 2κ. However, for smaller values
of γ the width of the PT -broken phase becomes progressively narrower. This puts an
increasingly high demand on the experimental precision. Nonetheless, the demonstrated
Floquet PT coupler shows symmetry breaking at attainable losses which might prove to
be the fitting platform to probe PT phase transitions in experiments.

Summary

In this chapter we solved the problem of a prohibitively high loss required to reach the EP
for the static PT coupler, i.e. γ = 2κ. This threshold was considerably reduced by using a
periodically modulated loss rate, which we described in the framework of Floquet theory.
Key point was the calculation of the monodromy matrix of the evolution using the two-
waveguide Wei-Norman expansion from the previous chapter. The Lyapunov exponents of
this monodromy matrix then showed a splitting whenever the system is in the PT -broken
phase and otherwise followed the mean loss when in the PT -symmetric phase. Based on
this criterion, a PT phase diagram was calculated that showed a reduced EP threshold at
the resonance frequency of the bare, lossless coupler. This was confirmed by a calculation
of the Fock-state occupation in all photon-number subspaces of a five-photon input state,
as used in the previous chapter. Now, the PT phase transition was observed at γ = 0.25κ
with the potential of even lower values. This paves the way to realistic implementations
to investigate the phase transition with multiple photons.

91



CHAPTER 6. THE PT -SYMMETRIC FLOQUET COUPLER

0 2 4 6 8 10
|50〉
|41〉
|32〉
|23〉
|14〉
|05〉

0 2 4 6 8 10
|40〉
|31〉
|22〉
|13〉
|04〉

0 2 4 6 8 10

|30〉
|21〉
|12〉
|03〉

0 2 4 6 8 10

|20〉
|11〉
|02〉

0 2 4 6 8 10

|10〉
|01〉

0 2 4 6 8 10

|0〉

κz

(a) Floquet PT -symmetric phase
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(b) Floquet PT -broken phase

Fig. 6.2.: Occupations in the Floquet PT coupler for the input state |ψ⟩ = (|5, 0⟩ +
|0, 5⟩)/

√
2 over all subspaces with photon numbers n ∈ {0, 1, 2, 3, 4, 5}. (a)

PT -symmetric case for γ = 0.25κ and ω = 1.5κ where the system experiences
oscillations with a common mean loss. (b) PT -broken case for γ = 0.25κ and
ω = 2κ where instead the system has one growing and one decaying Floquet
mode with mean loss on top.
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7. Conclusion

This thesis revolves around theoretical descriptions of integrated photonic waveguides
for the implementation of holonomic quantum gates and PT symmetries. The employed
methods range from differential geometry, at the core of the holonomic computation,
to Lie algebraic techniques for solving a quantum master equation of lossy waveguide
systems. For both, the basis is a coupled-mode description originating from the paraxial
Helmholtz equation that models the light propagation along the propagation direction z
(Chapter 2). This allows to test first-quantisation features within classical optics due to
the mathematical equivalence to the Schrödinger equation. A proper quantisation then
yielded equations of motions for the bosonic mode operators of the coupled single-mode
waveguides.

This coupled-mode equation was employed to design a tripod waveguide system that
implements a unitary gate, i.e. a holonomy, inside a degenerate subspace after cyclic adia-
batic parameter variations. Key requirement was the adiabaticity of the variations, which
was assured by an optimisation scheme based on the quantum metric. This optimisation
enabled the design of a waveguide tripod that was experimentally tested in a collaboration
with the group of Professor Alexander Szameit (Chapter 3). In an extension of the basic
theory of holonomic quantum computation, we showed how the dimension of the holo-
nomic gate can be increased by using multi-photon Fock states that nonlinearly increase
the dimension of the degenerate subspace. Furthermore, an extension of the Hermitian
theory to non-Hermitian Hamiltonians, and thus nonunitary holonomies, was discussed.
This lead to an increase in the number of degrees-of-freedom by virtue of having more
system parameters, e.g. loss rates. Such non-Hermitian Hamiltonians are frequently used
in semiclassical approaches to open quantum systems but do not describe a true quantum
evolution because they do not constitute a completely-positive, trace-preserving trans-
formation. The question was thus raised, how such non-Hermitian Hamiltonians might
correctly be implemented in an open system.

This question was answered in Chapter 4, where we demonstrated how a lossy waveguide
system can be described in a full-quantum treatment based on a Markovian quantum mas-
ter equation and under what conditions it suffices to use a non-Hermitian Hamiltonian.
For this, we utilised two Lie algebraic approaches that analytically solve the quantum
master equation in Liouville space, i.e. in which a Liouvillian takes on the role of the
Hamiltonian of conventional quantum physics. First, we constructed ladder operators by
diagonalising the regular representation of the Liouvillian. This allowed to construct a
basis of eigenvectors which, in the z-independent case, can be used in conjunction with
the Liouvillian’s eigenvalues to calculate the evolution operator in Liouville space. The
evolved quantum state can then be given as a decomposition in these Fock-like eigen-
states. This opens the way to analyse the propagation behaviour of an input state based
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on the overlap with the eigenvectors and the respective eigenvalues. However, because
the eigenvectors in Liouville space are not physical states of the underlying Hilbert space
themselves, we showcased how to construct physical states from these eigenvectors. This
discussion also showed that the eigenvectors of the Liouvillian actually included the eigen-
vectors of the related non-Hermitian Hamiltonian in Hilbert space once a postselection to
the highest-photon subspace was made. This is due to the block structure of the regular
representation of the Liouvillian, which contained the non-Hermitian Hamiltonian as one
of its blocks.

The second approach was a Wei-Norman expansion of the evolution operator. This
method is generally applicable to z-dependent systems and hinges on a structure analysis
of the Lie algebra induced by the Liouvillian. The algebraic structure and the resulting
decomposition of the Wei-Norman expansion confirmed the observation of the “hidden”
non-Hermitian Hamiltonian under postselection. Under certain restrictions the evolution
of the full quantum master equation was found to be equivalent to the dynamics under a
non-Hermitian Hamiltonian with gain and loss plus an overall mean loss. These restriction
were that the input state is only element of the highest-photon-number subspace and that
all measurements are postselected to this subspace. Consequently, a passive, i.e. all-loss,
waveguide system can be used to implement an active non-Hermitian Hamiltonian once
postselected to the highest-photon-number space and corrected for the overall mean loss.

The eigendecomposition based on the regular representation as well as the Wei-Norman
expansion were both applied to the instructive example of a passive PT coupler where
one waveguide experiences loss (Chapter 5). Based on the eigendecomposition, analytical
solutions for the two-photon correlation of a HOM experiment were calculated. Addi-
tionally, an ideally transported input state was constructed for a general lossy waveguide
coupler after careful examination of the system’s eigenvectors and eigenvalues in Liouville
space.

The Wei-Norman method not only confirmed the analytical z-independent solution for
the two-photon correlation but also generalised it to the z-dependent case. However,
because the two-photon correlation is measured via postselection to the highest-photon-
number subspace, it could already be computed directly with an effective non-Hermitian
Hamiltonian. In order to show the full capability of our Liouville space solution, we also
used the Wei-Norman method to calculate the logarithmic negativity of a two-photon in-
put state, for which all photon-number subspaces are needed. This showed the degradation
of entanglement with constant as well as z-dependent losses. Furthermore, the expansion
was used to calculate the occupation of multiphoton states over the two waveguide modes.
The calculation replicated earlier results in the highest-photon-number subspace, where
the non-Hermitian Hamiltonian is sufficient, but gave solutions in all photon-number sub-
spaces. This occupation was used to indicated a phase transition from the PT -symmetric
to the PT -broken phase. However, this phase transition at the EP needed a high loss rate,
which obscured the evolution and is thus not well suited for experimental implementation.

The problem of a prohibitively high loss rate to reach the EP was solved by introducing
modulations into the system (Chapter 6). A calculation based on Floquet theory lead
to a PT phase diagram that showed a significant decrease of the EP threshold when
the modulation frequency is tuned to the resonance frequency of the lossless coupler.
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Calculations of the occupation of multiphoton states for the modulated system confirmed
that phase transitions can take place at much lower losses.

Outlook

The developed techniques establish a theoretical basis that can be used not only for
intricate implementations of optical holonomic quantum computing but also allow to test
new frontiers of quantum PT -symmetric effects.

The emergence of artificial non-Abelian gauge fields and holonomies together with the
quantum metric-based optimisation already enabled a proof-of-principle experiment. The
present theoretical work allows to build upon this in order to construct higher-dimensional
gauge fields and holonomies using multiple photons. However, this might require a thor-
ough investigation into the completeness of the constructed unitary groups. Using the
discussed nonunitary holonomies for a larger parameter space, e.g. by inclusion of loss
rates, could be enough to obtain the number of required closed curves but it its unknown
where the limits for this approach lie. Also, for the simulation of nontrivial gauge field
theories one would need some kind of interaction between the field and particles or other
gauge fields. This could possibly be achieved by coupling multiple waveguide tripods but
has not yet been completely conceptualised.

Quantum PT -symmetric systems still pose many interesting questions and the present
contribution might prove to be pivotal in the design and description of future experiments.
For example, the distinction between the full quantum treatment and the (semi)classical
approach might be tested by taking a closer look at the subtle differences of the higher
order EPs of the Liouvillian and its respective effective non-Hermitian Hamiltonian. In
addition, the correct quantum description of the lossy waveguides allows to use arbitrary
nonclassical states such as entangled or squeezed states. The dynamics of such states at
or near the EP are especially interesting as they might be used to counteract the quantum
noise and thus lead the way to quantum PT sensors.
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A. Geometric interpretation of
adiabatic transport in degenerate
subspaces

In this appendix we try to give the reader a better understanding of the geometric inter-
pretations as used in Chapter 3. The mentioned parts in the main text can be thought of
as the tips of icebergs and in this appendix we take a look at the first metre below water
that shows that these tips indeed belong to the same iceberg. This below-water-level
approach to the geometric interpretation is based on [162; 108; 114; 117]. Readers not
suffering from thalassophobia1 might start their investigation at [105].

We start with a family of Hamiltonians {Ĥ(x)} that are parametrised by NM classical
system parameters xν , ν = 1, . . . , NM that define a point in the parameter manifold M.
The Hamiltonians act on a Hilbert space CN with a ND-fold degenerate ground-state
with zero energy, i.e. the dark subspace on which we want to implement our non-Abelian
gauge fields or holonomies. The ND dark states |Da(x)⟩, (a = 1, . . . , ND) form an N -
dimensional, orthonormal basis at each point x ∈ M. When adiabatically traversing a
curve C in M the dark subspace is kept well separated from the excited states and the
dynamic of a state initially prepared in the dark state is exclusively restricted to it. This
can be interpreted as equipping each point M with a ND-frame of the dark states.

We now order the N -dimensional dark states in a N ×ND matrix V (x), i.e. in case of
the tripod in the main text with the two dark states from Eqs. (3.35) and (3.36)

V =

⎛⎜⎜⎝
sin(θ) sin(ϕ) cos(θ)

− cos(θ) sin(ϕ) sin(θ)
0 − cos(ϕ)
0 0

⎞⎟⎟⎠ . (A.1)

The matrix V represents the ND-frame and it constitutes a so-called Stiefel manifold

SN,ND(C) ∼= {V ∈ CN×ND |V †V = 1ND}. (A.2)

When traversing the curve C in the parameter manifold, each ND-frame is connected
to its infinitesimal neighbour in a nontrivial way since the basis vectors are x-dependent.
The canonical connection A = Aµdx

µ on SN,ND(C) is a u(ND)-valued one-form where
u(ND) is the unitary algebra of dimension ND The connection contains the information
of how to glue the different ND-frames together and it is defined by

A = V †dV. (A.3)
1The intense fear or dread of deep bodies of water.
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Explicitly writing down this one-form for variation in the coordinates xµ, we find our
gauge field

(A)ij = (Aµ)ij dx
µ , (A.4)

with
(Aµ)ij = ⟨Di|∂µ|Di⟩. (A.5)

As mentioned above, the connection A defines how to compare different ND-frames
when travelling along C in M and with that also a notion of parallel transport. From the
main text we also know that this connection is a gauge field connection with the unitary
group U(ND) as gauge symmetry. Additionally, we also showed in the main text that when
the state is parallel transported it is always projected unto the dark subspace and thus
undergoes an adiabatic evolution [114]. This marks the projection operator P̂ onto the
dark subspaces as an especially interesting quantity connected to the adiabaticity of the
evolution. The projector P̂ is formally defined in terms of Grassmann manifolds [108; 117]

GN,ND(C) = {P̂ ∈ CN×N |P̂ 2 = P̂ , P̂ † = P̂ ,Tr P̂ = ND}. (A.6)

The importance of the projector for the adiabaticity of the evolution of a quantum state
following the frames V is by no means accidentally. In fact, the Stiefel and Grassmann
manifolds are intricately linked as they together form a principal U(ND)-fibre bundle
(SN,ND , GN,ND , π, U(ND)) under right-action of unitary matrices U(ND) on SN,ND and the
map

π : SN,ND → GN,ND , π(V ) = V V †. (A.7)

A simpler explanation as to why the Grassmann manifolds is so important for the evolution
of a degenerate Hamiltonian is found when using the alternative definitions

GN,ND(C) ∼=
U(N)

U(ND)× U(N −ND)
. (A.8)

Informally speaking, the Grassmann manifold GN,ND(C) is the manifold of all unitary
evolutions U(N), i.e. all physical evolution of the N×N Hamiltonian, which show a clear
separation into a U(ND) and U(N − ND) submanifold, i.e. the ND-degenerate subspace
and the rest of the total Hilbert space.

The parallel or adiabatic transport that is exactly defined as such a separate evolution is
therefore best described with the Grassmann manifold. On the other hand, the gauge field
connection (A.3) lives in the Stiefel manifold and both manifolds are connected via the
principal bundle structure (A.7). This bundle is perhaps ideally identified with the simple
fibre drawn in Fig. 3.1b of the main text. The parameter manifold is still underlying all
these manifolds, but as we have seen the exact fibre structure is more complicated.

With the importance of the Grassmann manifold for the adiabaticity established we
can justify the emergence of the quantum metric in Eq. (3.32) in the main text as it is
simply the metric on GN,ND(C),

||dP ||2 = Tr (dPdP ) , (A.9)
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where for a given parametrisation {xν} we have

Tr (dPdP ) = Tr (∂µP∂νP ) dx
µdxν = gµνdx

µdxν , (A.10)

with the quantum metric
gµν = Tr (∂µP∂νP ) . (A.11)

For the tripod case, i.e. using (A.1) and the map (A.7), we find

g = 2diag
(
1, cos2(ϕ)

)
. (A.12)

As discussed in the main text, we can theoretically look for the geodesics that minimise the
path traversed in the Grassmann manifold and thus create the most adiabatic evolution.
The geodesic equations derived from the quantum metric are

d2
zϕ+ cosϕ sinϕ(dzθ)

2 = 0, (A.13)
d2
zθ − 2 tanϕdzθdzϕ = 0 (A.14)

and the boundary conditions can be drawn from the initial and final states as listed in
Eq. (3.48) for which we set P (zi)/S(zi) ≈ 0 and S(zf)/P (zf) ≈ 0. These translate
into boundary conditions ϕ(zi) = ϕ(zf) = π/2 and θ(zi) = 0, θ(zf) = π/2. This yields
ϕ(z) = π/2 and θ(z) = π/2z for the geodesic which coincides with the result found in [163]
using the Dykhne-Davis-Pechukas (DDP) method to minimize nonadiabatic transitions.
However, as discusses in the main text, this geodesic is not feasible in a realistic experiment
that puts additional constraints on the parameter variations, e.g. coupling strength, which
is why this geodesic is not used in the optimisation.

We close this appendix with two final points. First, we mentioned in the main text that
the Christoffel symbol Γν

µϵ and the gauge field (Aµ)ij are both connections but are not
identical. This manifested itself in the different nature of the Latin and Greek indices in
(Aµ)ij and Γν

µϵ. We already alluded to the fact that this is due to the different "nature"
of the fibres and now we have seen the detailed fibre bundle structure of the gauge field
connection. The Christoffel symbol is then identified with tangent fibre spaces comprised
of the tangent planes (or frames) defined at each point of a coordinate manifold via
derivatives along the coordinate lines. In a more general picture this is connected to the
symmetry group or transformation operations under consideration. For the gauge field
connection (Aµ)ij this is U(ND), i.e. rotations in the dark subspace, whereas for the
Christoffel symbol these are the Jacobi matrices, i.e. coordinate transformations.

This difference leads to the fact that one cannot use the metric tensor g̃µε from differ-
ential geometry which is directly connected to the Christoffel symbol via

Γν
µϵ =

1

2
g̃νγ (∂εg̃γµ + ∂µg̃γε − ∂γ g̃µε) . (A.15)

Geodesics are often only known from this geometric standpoint, e.g. the shortest flight
paths on the globe from the metric g̃µε for spherical coordinates. For the gauge field
connection there is no such relation to the quantum metric which needs the more com-
plicated approach via the Grassmann manifolds and fibre bundles. Indeed, the actually
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compatible metric to the gauge field connection is the trivial metric δij. It correctly gives
the scalar products of the dark states ⟨Di(z)|Dj(z)⟩ = δij ∀z and it fulfils the requirement
of vanishing covariant derivative [164], i.e.

Dδij = ∂δij − Ak
i δkj − Ak

j δik = 0. (A.16)

The fact that the metric for the Latin indices is the trivial metric, is also the reason why
we did not chose to use the covariant representation with upper and lower indices as there
is no distinction with the trivial metric δij. The Eq. (A.16) also is important because
it ensures that A†

ν = −Aν , i.e. the correct condition of anti-Hermiticity that leads to a
unitary operator U = P exp

(
−
∮
Aνdx

ν
)
∈ U(ND).

The second and last point concerns the quantum geometric tensor (QGT) mentioned in
the main text, whose trace of its real part is the quantum metric gµν and imaginary part is
the field strength tensor Fµν . Due to these connections, the QGT is vital in any geometric
or topological investigation of physical systems and recently the QGT was measured by
itself [165; 166]. Here, we show for completeness that the above claimed connections hold
true.

The components of the QGT Qµν in an N -fold degenerate system with basis states |ψi⟩
(i = 1, N) are defined as [114]

(Qµν)ij = ⟨∂µψi|(1− P̂ )|∂νψj⟩ , (A.17)

with P̂ =
∑

k |ψk⟩⟨ψk|. The imaginary part of Qµν has the components

(Qµν −Q†
µν)ij =⟨∂µψi|∂νψj⟩ − ⟨∂νψi|∂µψj⟩

−
∑
k

⟨∂µψi|ψk⟩⟨ψk|∂νψj⟩

−
∑
k

⟨∂µψk|ψj⟩⟨ψi|∂νψk⟩ , (A.18)

when using the relations (Q†
µν)ij = (Qµν)

∗
ji, ⟨ψ|ϕ⟩∗ = ⟨ϕ|ψ⟩, and ⟨∂µψi|ψj⟩ = −⟨ψi|∂µψj⟩

(∀i, j). The later results from the orthogonality of the basis, i.e. ∂µ⟨ψi|ψj⟩ = ∂µδij = 0.
In comparison, when using the definition of the gauge field connection (A.5) the field

strength tensor is

Fµν = ∂µAν − ∂νAµ + [Aµ,Aν ]

=
∑
ij

∂µ(Aν)ij|ψi⟩⟨ψj| −
∑
ij

∂ν(Aµ)ij|ψi⟩⟨ψj|+
∑
ijmn

(Aµ)ij(Aν)mn

[
|ψi⟩⟨ψj|, |ψm⟩⟨ψn|

]
=
∑
ij

(
⟨∂µψi|∂νψj⟩ − ⟨∂νψi|∂µψj⟩

−
∑
k

⟨∂µψi|ψk⟩⟨ψk|∂νψj⟩ −
∑
k

⟨∂µψk|ψj⟩⟨ψi|∂νψk⟩
)
|ψi⟩⟨ψj| , (A.19)

where we used the same relations as above as well as the fact that |∂µ∂νψ⟩ = |∂ν∂µψ⟩ and[
|ψi⟩⟨ψj|, |ψm⟩⟨ψn|

]
= δjm|ψi⟩⟨ψn| − δni|ψm⟩⟨ψj|. (A.20)
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The components of Fµν then coincide with (Qµν −Q†
µν)ij from Eq. (A.18).

Likewise, the trace of the real part of Qµν is

Tr(Qµν +Q
†
µν) =

∑
i

(
⟨∂µψi|∂νψi⟩+ ⟨∂νψi|∂µψi⟩

−
∑
k

(⟨∂µψi|ψk⟩⟨ψk|∂νψi⟩+ ⟨∂νψi|ψk⟩⟨ψk|∂µψi⟩)
)

(A.21)

which equals

gµν = Tr
(
∂µP̂ ∂νP̂

)
=
∑
ik

⟨ψk|∂µψi⟩⟨ψi|∂νψk⟩+ ⟨∂νψk|ψi⟩⟨∂µψi|ψk⟩

+ ⟨∂νψk|∂µψi⟩ δik + ⟨∂µψi|∂νψk⟩ δik
=
∑
i

(
⟨∂µψi|∂νψi⟩+ ⟨∂νψi|∂µψi⟩

−
∑
k

(⟨∂µψi|ψk⟩⟨ψk|∂νψi⟩+ ⟨∂νψi|ψk⟩⟨ψk|∂µψi⟩)
)
, (A.22)

when we use the relation ⟨∂µψi|ψj⟩ = −⟨ψi|∂µψj⟩ again. The quantum geometric tensor
thus captures elegantly all the geometric properties of the evolution in a united formula-
tion.
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B. Non-Abelian gauge fields from a
detuned waveguide tripod

We consider a system of four waveguides where three waveguides L, R, U are placed
around a central waveguide C, cf. Fig. 3.3c. The outer waveguides are sufficiently far
apart from each other such that they do not couple. However, they couple indirectly
via the central waveguide. In addition, the upper waveguide has a detuning ∆β of its
propagation constant with respect to the other waveguides.

Using the tight-binding approximation, the following equations of motion for the am-
plitudes in the respective waveguides result

i ∂z

⎛⎜⎜⎝
aL
aR
ãU
aC

⎞⎟⎟⎠ =

⎛⎜⎜⎝
0 0 0 S
0 0 0 P
0 0 ∆β Q
S P Q 0

⎞⎟⎟⎠ ·

⎛⎜⎜⎝
aL
aR
ãU
aC

⎞⎟⎟⎠ . (B.1)

With the transformation ãU → eiφaU with ∂zφ = −∆β the system of equations changes
to

i ∂z

⎛⎜⎜⎝
aL
aR
aU
aC

⎞⎟⎟⎠ =

⎛⎜⎜⎝
0 0 0 S
0 0 0 P
0 0 0 Qe−iφ

S P Qeiφ 0

⎞⎟⎟⎠ ·

⎛⎜⎜⎝
aL
aR
aU
aC

⎞⎟⎟⎠ . (B.2)

The above system has two degenerate eigenstates with zero eigenvalue called dark states.
Written with the eigenmodes of the individual waveguides as basis, these are

|Φ1⟩ =
P√

S2 + P 2
eiφ|wL⟩ −

S√
S2 + P 2

eiφ|wR⟩ , (B.3)

|Φ2⟩ =
Q√

S2 + P 2 +Q2

S√
S2 + P 2

eiφ|wL⟩

+
Q√

S2 + P 2 +Q2

P√
S2 + P 2

eiφ|wR⟩

−
√
S2 + P 2√

S2 + P 2 +Q2
|wU⟩ . (B.4)

Calculating theAν using the definition (3.25) together with the darkstates from Eqs. (B.3)
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and (B.4) yields

AS = i
P

S2 + P 2

Q√
S2 + P 2 +Q2

σy , (B.5)

AP = −i
S

S2 + P 2

Q√
S2 + P 2 +Q2

σy , (B.6)

Aφ =
i

2

((
−1 +

Q2

S2 + P 2 +Q2

)
1+

S2 + P 2

S2 + P 2 +Q2
σz

)
. (B.7)

The componentsAS andAP are the same components as for the tripod without detuning,
see Eqs. (3.40) and (3.41). However, now we have the additional component Aφ along the
detuning parameter. Because Aφ includes the 2×2 identity matrix, we do have a general
U(2) gauge field instead of a simpler SU(2) gauge field where only the Pauli matrices σj

act as generators.
Because the gauge field connection now features noncommuting Pauli matrices, the

holonomy U is not straightforwardly calculated due to the required path-ordering. How-
ever, when integrating along the coordinate lines S, P and φ, we can simply integrate.
Therefore, we choose a rectangular path, a so-called plaquette, for our curve along these
lines, allowing to calculate a specific Wilson loop using Eq. (3.31).

We let Q be constant and sequentially vary φ or S together with P . Starting with a
variation of φ, for this simple rectangular path the time evolution U of the four sequential
hops are

U =U4U3U2U1

=exp

⎛⎝iσyQ

z4∫
z3

dz
SṖ − ṠP

(S2 + P 2)
√
S2 + P 2 +Q2

⎞⎠
×exp

⎛⎝− i

2

z3∫
z2

dz φ̇

((
1 +

Q2

S2 + P 2 +Q2

)
1+

S2 + P 2

S2 + P 2 +Q2
σz

)⎞⎠
×exp

⎛⎝iσyQ

z2∫
z1

dz
SṖ − ṠP

(S2 + P 2)
√
S2 + P 2 +Q2

⎞⎠
×exp

⎛⎝− i

2

z1∫
z0

dz φ̇

((
1 +

Q2

S2 + P 2 +Q2

)
1+

S2 + P 2

S2 + P 2 +Q2
σz

)⎞⎠ , (B.8)

where the dot notation indicate derivatives with respect to z. Note that the integrals range
totally from z0, the beginning of the waveguide structure, to z4, the end of the structure.
In order to have a closed curve in parameter space, it is required that the couplings S,
P and phase φ return to their initial values, e.g. S(z0) = S(z4). The occurrence of the
identity matrix in U1 and U3 as a generator makes U an element of the unitary group
U(2) instead of the special unitary group SU(2) where only the Pauli matrices are the
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generators. Defining

γj =
Q2

S2
j + P 2 +Q2

, (B.9)

∆φ = φ1 − φ0 , (B.10)

η0 = Q

z3∫
z2

dz
SṖ − ṠP

(S2 + P 2)
√
S2 + P 2 +Q2

, (B.11)

η1 = Q

z1∫
z4

dz
SṖ − ṠP

(S2 + P 2)
√
S2 + P 2 +Q2

, (B.12)

the calculation of U is straightforward and yields for the link variables along the plaquette

U1 = exp

(
−i∆φ

(
1 0
0 γ0

))
=

(
e−i∆φ 0
0 e−i∆φγ0

)
(B.13)

U2 = exp (iη0σy) = 1 cos(η0)− iσy sin(η0) (B.14)

U3 = exp

(
i∆φ

(
1 0
0 γ1

))
=

(
ei∆φ 0
0 ei∆φγ1

)
(B.15)

U4 = exp (iη1σy) = 1 cos(η1)− iσy sin(η1) (B.16)

The resulting unitary transformation for one plaquette is

U =

(
cos(η0) cos(η1)− sin(η0) sin(η1)e

i∆φ(1−γ1) cos(η0) sin(η1)e
i∆φ(γ0−γ1) + cos(η1) sin(η0)e

−i∆φ(1−γ0)

− cos(η0) sin(η1)− cos(η1) sin(η0)e
i∆φ(1−γ1) cos(η0) cos(η1)e

i∆φ(γ0−γ1) − sin(η0) sin(η1)e
−i∆φ(1−γ0)

)
.

(B.17)

The trace of this behemoth gives the gauge-invariant Wilson loop

WC =cos(η0) cos(η1)
(
1 + ei∆φ(γ0−γ1)

)
− sin(η0) sin(η1)

(
ei∆φ(1−γ1) + e−i∆φ(1−γ0)

)
. (B.18)

Because Aφ includes the identity matrix 1, the resulting holonomy U is an element of
U(2). Consequently, the Wilson loop is a complex number in contrast to the case of gauge
fields from the special unitary group SU(2) from Section 3.5 where the Wilson loop is
always real. Consequently, one has to make interferometric measurements instead of the
simpler intensity measurements conducted in [116] but which are equally possible with
additional waveguides for reference.
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C. Detailed eigendecomposition of
the |1, 1⟩⟨1, 1|-state in Liouville
space

Based on the general eigendecomposition solution (4.82) one can technically compute the
evolution of any input state |ρ̂(0)⟩⟩ for constant system parameters. However, the involved
eigenvectors |α,β⟩⟩, see Eq. (4.67), and overlaps ⟨⟨α,β|ρ̂(0)⟩⟩, see Eq. (4.83) or (5.18),
need to be calculated with the rather unfamiliar left and right actions of the superop-
erators, cf. Eq. (4.16), as well as the Hilbert-Schmidt inner product (4.14). Therefore,
we showcase here the example of the |1, 1⟩⟨1, 1|-state for the HOM experiment with its
coincidence function Γ(z) as appearing in Eq. (5.22).

As discussed in the main text, the summation in the eigendecomposition solution (4.82)
is restricted to multiindices |α|, |β| ≤ Np with the maximal input state photon number
Np = 2 for the HOM experiment. The right eigenvectors we need to calculate are thus
|(0, 0), (0, 0)⟩⟩, |(1, 0), (0, 0)⟩⟩, |(1, 0), (1, 0)⟩⟩, . . . , |(2, 0), (2, 0)⟩⟩, etc. Fortunately, due
to the symmetry of the input state, |ρ̂(0)⟩⟩ = |1, 1⟩⟨1, 1| the overlaps for most of these
eigenvectors are zero. Using the definitions (5.13) and (5.13) for the annihilation super-
operators P−

i and Q−
m, the only nonzero overlaps are proportional to

Tr
(
P−
i Q−

m|11⟩⟨11|
)
= ϵi ϵ

∗
m + τi τ

∗
m, (C.1)

Tr
(
P−
i P−

j Q−
mQ

−
n |11⟩⟨11|

)
= (ϵi τj + τi ϵj) (ϵ

∗
m τ

∗
n + τ ∗m ϵ

∗
n) . (C.2)

All other have an unbalanced number of annihilation operators acting from the left and
right and thus evaluate to zero under the trace. Note that the overlaps are simply the
above results with the appropriate (α!β!)−1/2 weights, cf. (4.83).

This symmetry of the input state now reduces the number of relevant right eigenvec-
tors to 14. One for all indices zero, |(0, 0), (0, 0)⟩⟩, four with indices totalling one , e.g.
|(1, 0), (1, 0)⟩⟩, |(1, 0), (0, 1)⟩⟩, and nine with indices totalling two, e.g. . . . , |(2, 0), (2, 0)⟩⟩,
|(1, 1), (2, 0)⟩⟩, |(0, 2), (2, 0)⟩⟩. The four eigenvectors with multiindices |α|, |β| = 1 have
the form

P+
i Q+

m|0⟩⟩ =
(
ϵi
(
L+
1 −R−

1

)
+ τi

(
L+
2 −R−

2

)) (
ϵ∗m
(
R+

1 − L−
1

)
+ τ ∗m

(
R+

2 − L−
2

))
|0, 0⟩⟨0, 0|

= ϵi ϵ
∗
m

(
|10⟩⟨10| − |00⟩⟨00|

)
+ ϵi τ

∗
m|10⟩⟨01|

+ ϵ∗m τi|01⟩⟨10|+ τi τ
∗
m

(
|01⟩⟨01| − |00⟩⟨00|

)
, (C.3)
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and the nine eigenvectors with multiindices |α|, |β| = 2 have the form

P+
i P+

j Q+
mQ

+
n |0⟩⟩ = |20⟩⟨20| (2 ϵi ϵj ϵ∗m ϵ∗n) + |20⟩⟨02| (2ϵi ϵj τ ∗m τ ∗n)

+ |02⟩⟨20| (2 τi τj ϵ∗m ϵ∗n) + |02⟩⟨02| (2τi τj τ ∗m τ ∗n)
+ |11⟩⟨11| (ϵi τj + τi ϵj) (ϵ

∗
m τ

∗
n + τ ∗m ϵ

∗
n)

+ |11⟩⟨20|
√
2 ϵ∗m ϵ

∗
n (ϵi τj + τi ϵj)

+ |11⟩⟨02|
√
2 τ ∗m τ

∗
n (ϵi τj + τi ϵj)

+ |20⟩⟨11|
√
2 ϵi ϵj (ϵ

∗
m τ

∗
n + τ ∗m ϵ

∗
n)

+ |02⟩⟨11|
√
2 τi τj (ϵ

∗
m τ

∗
n + τ ∗m ϵ

∗
n)

− |10⟩⟨10| (4 ϵi ϵjϵ∗m ϵ∗n + (ϵi τj + τi ϵj) (ϵ
∗
m τ

∗
n + τ ∗m ϵ

∗
n))

− |10⟩⟨01| (2 ϵi ϵj (ϵ∗m τ ∗n + τ ∗m ϵ
∗
n) + 2 τ ∗m τ

∗
n (ϵi τj + τi ϵj))

− |01⟩⟨10| (2 τi τj (ϵ∗m τ ∗n + τ ∗m ϵ
∗
n) + 2ϵ∗m ϵ

∗
n (ϵi τj + τi ϵj))

− |01⟩⟨01| (4 τi τj τ ∗m τ ∗n + (ϵi τj + τi ϵj) (ϵ
∗
m τ

∗
n + τ ∗m ϵ

∗
n))

+ |00⟩⟨00| (2 τi τj τ ∗m τ ∗n + (ϵi τj + τi ϵj) (ϵ
∗
m τ

∗
n + τ ∗m ϵ

∗
n) + 2 ϵi ϵj ϵ

∗
m ϵ

∗
n) ,

(C.4)

Now that the overlaps and eigenvectors are known, the only thing missing for the
eigendecomposition are the exponential prefactors with eigenvalues µα,β = α · λ+α · λ∗

from (4.76) where λ± = −γ/2±i
√
κ2 − (γ/2)2 = −γ/2±iΩ/2. These are easily calculated

and read

eµ(2,0),(2,0)z = e(2λ1+2λ∗
1)z = e−2γz, (C.5)

eµ(1,1),(2,0)z = e−2γze−iΩz, (C.6)
eµ(0,2),(2,0)z = e−2γze−2iΩz, (C.7)

... (C.8)

With the overlaps, eigenvectors, and prefactors one can, in principle, calculate the quan-
tum state at any given value of z. For specific observables, the effort can be significantly
reduced by selecting the relevant contributions. When calculating the coincidence func-
tion Γ = ⟨â†1â†2â1â2⟩ for example, we see that the only contributing right eigenvectors are
those with |α|, |β| = 2 and specificially only their |11⟩⟨11|-terms, cf. (C.4). Collecting all
these terms for all index combinations i, j,m, n = 0, 1, 2 from the general solution (C.4)
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with overlaps, (C.2), respective weights (α!β!)−1/2, and exponential prefactors, leads to

Γ(z) =
1

2!2!
(4|ϵ1|2|τ1|2)2e−2γz

+
1

2!
(2ϵ∗1τ

∗
1 (ϵ1τ2 + τ1ϵ2))

2e−2γze−iΩz

+
1

2!2!
(4ϵ∗1τ

∗
1 ϵ2τ2)

2e−2γze−i2Ωz

+
1

2!
(2ϵ1τ1 (ϵ

∗
1τ

∗
2 + τ ∗1 ϵ

∗
2))

2e−2γzeiΩz

+ ((ϵ1τ2 + τ1ϵ2) (ϵ
∗
1τ

∗
2 + τ ∗1 ϵ

∗
2))

2e−2γz

+
1

2!
(2ϵ2τ2 (ϵ

∗
1τ

∗
2 + τ ∗1 ϵ

∗
2))

2e−2γze−iΩz

+
1

2!2!
(4ϵ∗2τ

∗
2 ϵ1τ1)

2e−2γzei2Ωz

+
1

2!
(2ϵ∗2τ

∗
2 (ϵ1τ2 + τ1ϵ2))

2e−2γzeiΩz

+
1

2!2!
(4|ϵ2|2|τ2|2)2e−2γz. (C.9)

Inserting the expressions in (5.17) for the ϵi and τi then yields the Fourier series compo-
nents of the result in Eq. (5.22).
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D. Regular representations at the
exceptional point

In this appendix we show how our approach with regular representations can be used to
calculate solutions at the EP, i.e. where the system is no longer diagonalisable and one
needs the general Jordan decomposition. As an example, we illustrate the key points
using the effective non-Hermitian Hamiltonian in Hilbert space instead of the original
Liouvillian L. This is just for brevity as the approach is identical with the only difference
being that the Liouville space L dimensions are double the Hilbert space dimensions. The
following results are thus clearer and still easily applicable to any calculations at the EP
with the full Liouvillian.

We start with the Schrödinger equation

∂z|ψ⟩ = −iĤ|ψ⟩ (D.1)

for a two-waveguide system where one waveguide expierences loss. This setting is de-
scribed by the effective PT -symmetric Hamiltonian

Ĥ = −iγâ†â+ κ
(
â†b̂+ b̂†â

)
, (D.2)

with the bosonic mode operators â and b̂ for waveguide 1 and 2, respectively. The general
solution of the Schrödinger equation is of course given by

|ψ(z)⟩ = e−iĤz|ψ(0)⟩ (D.3)

and thus we look for a eigendecomposition of the Hamiltonian as basis which we construct
in a similar manner as for the Liouvillian discussed in Chapter 4 and 5.

The regular representation R(−iĤ) in the basis {â†, b̂†, â, b̂} reads

R(−iĤ) =

⎛⎜⎜⎝
−γ −iκ 0 0
−iκ 0 0 0
0 0 γ iκ
0 0 iκ 0

⎞⎟⎟⎠ , (D.4)

with already absorbed prefactor −i. At the EP (γ = 2κ), this matrix is no longer diago-
nalisable and we instead need to find the Jordan decomposition R(−iĤ) = SJS−1. For
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the above parameters we find for the Jordan decomposition

S =

⎛⎜⎜⎝
−i i

κ
0 0

1 0 0 0
0 0 −i − i

κ

0 0 1 0

⎞⎟⎟⎠ , J =

⎛⎜⎜⎝
−κ 1 0 0
0 −κ 0 0
0 0 κ 1
0 0 0 κ

⎞⎟⎟⎠ , S−1 =

⎛⎜⎜⎝
0 1 0 0

−iκ κ 0 0
0 0 0 1
0 0 iκ −κ

⎞⎟⎟⎠ .

(D.5)

The new creation and annihilation operators, i.e. eigenvectors of the regular representa-
tion, are then easily calculated by

S−1 ·

⎛⎜⎜⎝
â†

b̂†

â

b̂

⎞⎟⎟⎠ =

⎛⎜⎜⎝
ĉ+

d̂+

d̂−

ĉ−

⎞⎟⎟⎠ =

⎛⎜⎜⎜⎝
b̂†

−iκ â† + κ b̂†

b̂

iκâ− κb̂

⎞⎟⎟⎟⎠ . (D.6)

Notice that due to the non-Hermiticity the new creation operators are no longer necessarily
the Hermitian conjugate of the annihilation operators. Additionally, what is special for
this solution at the EP is that apparently without normalisation d̂+ and d̂− are not
dimensionless. What is even more striking is that we have the following commutators[

d̂−, d̂+
]
= κ,

[
ĉ−, ĉ+

]
= −κ, (D.7)[

d̂−, ĉ+
]
= 1,

[
ĉ−, d̂+

]
= 0, (D.8)

showing that the modes are no longer separated into two orthogonal spaces.
If we look especially at the creation operators, which we will need shortly for calculating

the state evolution, we have

ĉ+ = b̂†, (D.9)

d̂+ = −iκ â† + κ b̂† (D.10)

which have the following commutators with the Hamiltonian:[
−iĤ, ĉ+

]
= −κ ĉ+ + d̂+, (D.11)[

−iĤ, d̂+
]
= −κ d̂+. (D.12)

Apparently, the new operators do no longer have a simple interpretation as ladder oper-
ators that create or annihilate excitations. Nonetheless, they permit the construction of
a (generalised) basis as per their construction from the Jordan decomposition.

The procedure would therefore be to first construct the input state |ψ(0)⟩ in terms of
the original, physical mode operators â and b̂ acting on the vacuum and then transform
them to the new abstract operators ĉ± and d̂±. Because the action of the evolution on
the vacuum is known, i.e. exp−iĤz|0⟩ = 0, we then only have to commute the new
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abstract operators with the evolution operator exp−iĤz. For this we calculate the left-
right application, i.e. evolution, of these operators as

e−iĤz ĉ+eiĤz = e−κz
(
ĉ+ + z d̂+

)
, (D.13)

e−iĤzd̂+eiĤz = e−κzd̂+ (D.14)

by applying the adjoint action eXY e−X = Y + [X, Y ] + [X, [X, Y ]]/2 + ... This can of
course be applied to powers of the new operators, i.e.

e−iĤz
(
ĉ+
)n

eiĤz = e−iĤz ĉ+eiĤze−iĤz ĉ+eiĤz · · · e−iĤz ĉ+e−iĤz = e−nκz
(
ĉ+ + z d̂+

)n
,

(D.15)

e−iĤz
(
d̂+
)n

eiĤz = e−nκz
(
d̂+
)n
. (D.16)

Based on these equations we can compute the evolution of arbitrary input states and
use them to calculate any desired observable. As an example, we again consider a HOM
experiment with the input state |ψin⟩ = |1a, 1b⟩. We now replace the creation operators of
the physical modes with the new operators using the Jordan decomposition in Eq. (D.6):

|ψ(z)⟩ = e−iĤz|1a, 1b⟩

= e−iĤzâ†b̂†|0, 0⟩ = e−iĤz

(
−i
(
ĉ†
)2

+
i

κ
d̂+ĉ+

)
|0, 0⟩ . (D.17)

With the help of Eqs. (D.15) and (D.16), we can then apply the evolution operator
resulting in the evolved state

|ψ(z)⟩ = i e−2κz

(
−
(
ĉ+
)2

+ d̂+ĉ+
(
1

κ
− 2z

)
+
(
d̂†
)2 (z

κ
− z2

))
|0, 0⟩. (D.18)

If we transform back to the physical modes, we obtain

|ψ(z)⟩ = e−2κz
(
− iκz(1 + κz)|0, 2⟩+ (1− 2κ2z2)|1, 1⟩ − iκz(1− κz)|2, 0⟩

)
. (D.19)

Because we are only interested in the two-photon coincidence rate Γ = ⟨â†1â†2â1â2⟩ we find

ΓEP = e−4κz
(
1− 2κ2z2

)2
, (D.20)

which is indeed the same compared to the original solution (5.22) in the limit γ → 2κ.
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E. Ideal propagation in lossy
waveguides for two-photon states

In Chapter 5 we showed for the two-mode and one-photon case how to construct input
states that experience the lowest loss based on the eigendecomposition solution (4.82).
Here, we add another example with a two-photon state in order to provide further under-
standing.

We again assume that σ̃ < 0 meaning the eigenvalues from Eqs. (5.24) and (5.25) fulfil
the relation |Reλ̃1| < |Reλ̃2|. As a result, those eigenvectors |α,β⟩⟩ with indices α2, β2 = 0
should generally result in a propagation with lower losses. Because we now have Np = 2
photons, the multiindices are restricted by |α|, |β| ≤ 2 meaning we have to construct our
ideal input states with eigenvectors having multiindices α,β = (2, 0), (1, 0), (0, 0), i.e.

|ρ̂0⟩⟩ = h1|(2, 0), (2, 0)⟩⟩+ h2|(2, 0), (1, 0)⟩⟩+ h3|(1, 0), (2, 0)⟩⟩+ h4|(2, 0), (0, 0)⟩⟩
+ h5|(0, 0), (2, 0)⟩⟩+ h6|(1, 0), (1, 0)⟩⟩+ h7|(1, 0), (0, 0)⟩⟩+ h8|(0, 0), (1, 0)⟩⟩
+ h9|(0, 0), (0, 0)⟩⟩ . (E.1)

As for the one-photon case, the coefficients hk are the overlap ⟨⟨α,β|ρ(0)⟩⟩ which are
as of yet undetermined. Demanding |ρ̂(0)⟩⟩ to be a physical state, i.e. positive definite,
Hermitian, and with Trρ̂0 = 1, leads to a range of permissible weights hk. The condition
Trρ̂0 = 1 is easily satisfied by setting h9 = 1, because Tr(|(0, 0), (0, 0)⟩⟩) = 1 and all
other Liouvillian eigenvectors have trace zero. Furthermore, the Hermiticity is ensured
by setting h7 = h∗8, h4 = h∗5, and h2 = h∗3.

Now, for the positivity constraint we again need to calculate the matrix form of |ρ̂(0)⟩⟩
in Hilbert space by explicitly calculating the eigenvectors |α,β⟩⟩. Note, again, that the
parameters ϵ1 and τ1 from Eq. (5.17) are changed with the replacement γ → γ + iσ in
order to add the detuning. The result in the basis {|00⟩, |10⟩, |01⟩, |20⟩, |11⟩, |02⟩} is

ρ̂ =

⎛⎜⎜⎜⎜⎜⎜⎝

1− h12r
4 − h6r

2 h8ϵ
∗
1 − h32ϵ

∗
1r

2 h8τ
∗
1 − h32τ

∗
1 r

2 h5ϵ
∗ 2
1

√
2 h5ϵ

∗
1τ

∗
1 2 h5τ

∗ 2
1

√
2

|ϵ1|2(h6 − 4h1r
2) ϵ1τ

∗
1 (h6 − 4h1r

2) h3|ϵ1|2ϵ∗1
√
2 h32|ϵ1|2τ∗1 h3ϵ1τ

∗ 2
1

√
2

|τ1|2(h6 − h1r
2) h3ϵ

∗ 2
1 τ1

√
2 h32|τ1|2ϵ∗1 h3|τ1|2τ∗1

√
2

2h1|ϵ1|4 h1

√
8|ϵ1|2ϵ1τ∗1 h12ϵ

2
1τ

∗ 2
1

4h1|ϵ1|2|τ1|2 h1

√
8|τ1|2ϵ1τ∗1

2h1|τ1|4

⎞⎟⎟⎟⎟⎟⎟⎠ ,

(E.2)

with r2 = |ϵ1|2 + |τ1|2 and the complex conjugate parts in the lower off-diagonals not
shown. Due to its size, the eigenvalues of this matrix cannot be given as closed analytic
forms meaning we cannot derive a concise conditions for the remaining hk as we could
in the one-photon case, see Eq. (5.28). Nonetheless, one can find permissible ranges for
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the weights hk via numerical means and still construct states with lowest losses. The
approach remains the same for more photons.
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