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ABSTRACT

This doctoral thesis presents the design, simulation, and calibration of two instru-
ments developed to study energetic charged particles in low-Earth orbit. The near-
Earth energetic charged particle populations include particles trapped by the Earth
magnetic field, solar energetic particles, and galactic cosmic rays. Each population
has its spatial distribution, energy spectra, and temporal dynamics that reflect the
physical processes connected with the particle injection, acceleration, or removal.

The instruments discussed in the thesis aim to study the most abundant and
dynamic particle population, i.e., electrons and protons in the Van Allen radiation
belts. In addition, with one of the instruments we endeavour to detect energetic
neutral atoms originating in the solar corona. Solar energetic neutral atoms carry
direct information on particle acceleration mechanisms occurring in the solar corona,
which are challenging to analyse using in-situ observations of charged particles.

The first instrument described in this work is RADMON, a miniature radiation
monitor onboard the first Finnish CubeSat Aalto-1. We have simulated the instru-
ment and re-calibrated it using data obtained in space. We present the response func-
tions for each instrument channel. We discuss the issues of contamination of electron
channels of the instrument by high-energy protons. We use the response functions to
convert instrument counts to physical units and present the data obtained by RAD-
MON in 2017-2019.

The second instrument described in the doctoral thesis is PATE, a particle tele-
scope that is a part of the payload of the Finnish CubeSat mission Foresail-1, sched-
uled to be delivered for launch in 2021. We have simulated the instrument under
development and verified its design by using a precise simulation model. We present
the instrument construction, particle classifier rules, and instrument response func-
tions.

An essential part of the work presented in the thesis is Monte Carlo simulations
within the Geant4 framework. We have used Geant4 modelling to study particle de-
tector responses, to calibrate instrumental gains and offsets, and to verify the designs
of particle classifiers. We conclude that this simulation framework offers an efficient
way of assessing several aspects of charged particle instruments and that such sim-
ulations should be an integral part of the design and verification process of charged
particle instruments flown in space.

KEYWORDS: particle observation, satellite instrument, CubeSat.
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TIIVISTELMÄ

Tämä väitöskirja käsittelee kahden suurienergiaisten varattujen hiukkasten havain-
nointiin kehitetyn satelliitti-instrumentin suunnittelua, simulointia ja kalibrointia.
Maan lähiavaruuden varattujen hiukkasten populaatiot ovat Maan magneettikenttään
loukkuuntuneita hiukkasia, Auringossa kiihdytettyjä hiukkasia ja galaktista kosmista
säteilyä. Jokaisella populaatiolla on oma spatiaalinen jakaumansa, energiaspektri ja
ajallinen dynamiikka, jotka kuvastavat hiukkasten injektioon, kiihdytykseen tai
häviöihin liittyviä fysikaalisia prosesseja.

Instrumenteilla on tarkoitus tutkia näistä runsainta ja dynaamisinta hiukkaspopu-
laatiota, eli elektroneja ja protoneja Van Allenin säteilyvöissä. Lisäksi toisella instru-
menteista pyritään havaitsemaan Auringon koronasta peräisin olevia suurienergiaisia
neutraaleja hiukkasia. Nämä antavat suoraa tietoa Auringon varattujen hiukkasten
kiihdytysprosesseista, joita in situ -tutkimuksella on varsin haastava tutkia.

Ensimmäinen tässä työssä kuvattu laite on RADMON, miniatyrisoitu säteily-
monitori Aalto-1 -kuutiosatelliitissa, joka on Suomen ensimmäinen oma satelli-
itti. Olemme simuloineet instrumentin ja kalibroineet sen uudelleen avaruudesta
saadun datan avulla. Esittelemme määrittämämme vastefunktiot jokaiselle instru-
mentin kanavalle. Tarkastelemme laitteen elektronikanavien kontaminaatiota su-
urienergiaisten protonien vaikutuksesta. Käytämme vastefunktioita instrumentin
mittaamien hiukkaslukumäärien muuntamiseen fysikaalisiin vuoyksiköihin ja esit-
telemme RADMON:in 2017-2019 tekemät mittaukset.

Toinen väitöskirjassa kuvattu instrumentti on PATE-hiukkasteleskooppi, joka on
osa suomalaisen Foresail-1 -kuutiosatelliitin hyötykuormaa. Satelliitti on tarkoitus
luovuttaa laukaisijalle vuonna 2021. Olemme simuloineet kehitteillä olevaa instru-
menttia ja verifioineet sen suunnittelun käyttämällä tarkkaa simulaatiomallia. Esit-
telemme laitteen rakenteen, hiukkasten luokittelusäännöt, ja laitteen vastefunktiot.

Olennainen osa väitöskirjassa esitettyä työtä ovat Monte Carlo -simulaatiot
Geant4-ohjelmistolla. Olemme käyttäneet Geant4-mallinnusta hiukkasilmaisin-
ten vastefunktioiden tutkimiseen, instrumenttien vahvistinparametrien kalibroin-
tiin ja hiukkasluokittelijoiden suunnittelun verifiointiin. Johtopäätöksemme on,
että tämä simulaatio-ohjelmisto tarjoaa tehokkaan tavan arvioida hiukkasinstru-
menttien ominaisuuksia ja että tällaisten simulaatioiden tulisi olla erottamaton osa
satelliittihankkeiden hiukkasinstrumenttien suunnittelu- ja verifiointiprosessia.
ASIASANAT: hiukkasten havainnointi, satelliitti-instrumentti, kuutiosatelliitti.
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CERN Conseil Européen pour la Recherche Nucléaire
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Niemelä, P., Nyman, S., Oleynik, P., Osmane, A., Palmerio, E., Peltonen, J.,
Pfau-Kempf, Y., Plosila, J., Polkko, J., Poluianov, S., Pomoell, J., Price, D.,
Punkkinen, A., Punkkinen, R., Riwanto, B., Salomaa, L., Slavinskis, A., Säntti,
T., Tammi, J., Tenhunen, H., Toivanen, P., Tuominen, J., Turc, L., Valtonen,
E., Virtanen, P., and Westerlund, T. (2019). FORESAIL-1 CubeSat Mission
to Measure Radiation Belt Losses and Demonstrate Deorbiting. Journal of
Geophysical Research: Space Physics, 124(7):5783–5799

B. Huovelin, J., Vainio, R., Lehtolainen, A., Kilpua, E., Korpela, S., Esko,
E., Muinonen, K., Bunce, E., Martindale, A., Grande, M., Andersson, H.,
Nenonen, S., Lehti, J., Schmidt, W., Genzer, M., Vihavainen, T., Saari, J.,
Peltonen, J., Valtonen, E., Talvioja, M., Portin, P., Narendranath, S., Järvinen,
R., Okada, T., Milillo, A., Laurenza, M., Heino, E., and Oleynik, P. (2020).
Solar Intensity X-Ray and Particle Spectrometer SIXS: Instrument Design and
First Results. Space Science Reviews, 216(5):1–42

C. Praks, J., Mughal, M. R., Vainio, R., Janhunen, P., Envall, J., Oleynik, P.,
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1 Introduction

There is no such thing as an invalid measurement. One always
gets the correct answer because all systems are constrained by
physical laws. As in an electrical circuit, which always operates
according to the way it is built even though that may not be what
the designer intended, any physical test also provides the correct
answer. The problem is that frequently the parameters being mea-
sured are not the parameters one thinks are being measured.

”Measurement techniques in space plasmas” (Vampola, 1998)

Motivation for the Thesis

Space research relies on data gathered by satellites. At the beginning of space ex-
ploration, many satellites were relatively small, below 100 kg. The scientific de-
mands on the aperture size and electric power, i.e., solar cells dimensions, pushed
the average size of a research satellite in the tonne domain. However, a new turn of
technology development enabled scientific instruments to become again small and
power-efficient. The CubeSat project introduced a new era in space research. The
new standard allowed the creation of miniature, reliable instruments on platforms
with a size of a milk jug and costs below 1 million. This recently emerged environ-
ment stimulated the development of nanosatellites for space research by universities
around the world.

The relaxed requirements on the product assurance and the electronic compo-
nents for instruments encouraged new research and the same time, reduced the num-
ber of documents describing instruments. However, the quality of the scientific data
relies on the integrity of the development of an instrument. The work presented in the
Thesis aims at presenting the instruments openly, thoroughly, and transparently. The
articles that compose the thesis show development, calibration, verification, model-
ing of instruments, and lessons learned from the Aalto-1 mission.

The influence of the near-Earth environment on modern technological society
grows year by year. The dynamics of radiation belts affect the spacecraft fleet that
we depend on in many aspects of our life.

2



Introduction

Thesis Structure
The Thesis consists of an introductory part and four research articles.

Paper I reports on the in-flight calibration of the radiation monitor RADMON
onboard Aalto-1 CubeSat. The instrument is measuring fluxes of charged particles
in low Earth polar orbit. Paper II provides an overview of the observational data ob-
tained by RADMON during a period from October 2017 to May 2018. It shows the
observed magnetosphere dynamics and discusses data comparison between RAD-
MON and the PROBA-V/EPT mission.

Chapter 2 of the introductory part gives a concise overview of the near-Earth
magnetic and radiation environment relevant to the research presented in Papers I-
IV. The overview scope supports the scope of the Thesis, which concentrates on
particle instruments rather than on the physics of the magnetosphere. The chapter
also outlines the space weather and its significance for modern technology.

Paper III introduces the particle telescope PATE designed to explore charged par-
ticle populations in low Earth orbit with the ability to observe particles’ pitch angle
distribution. Chapter 3 supports Papers I–III by introducing necessary particle instru-
ment design and calibration details. Chapter 4 briefly describes Aalto-1/RADMON
and Foresail-1/PATE and discusses how a future instrument similar to RADMON
could be designed.

Paper IV considers the lessons learned from the Aalto-1 mission after three years
in space. RADMON has proven to be one of the most successful payloads on the
satellite. Paper IV discusses how a future instrument similar to RADMON could be
improved to monitor the charged particle fluxes.

Chapter 5 introduces the method of Geant4 simulations used in Papers I-IV to
characterize the instrument response, define the energy channels, and build the RAD-
MON data product.

Finally, Chapter 6 comprises the Papers’ summaries, Chapter 7 condenses the
Thesis results, and Chapter 8 provides an outlook on the future research.

3



2 The near-Earth space

2.1 Introduction
On September 1 and 2, 1859, occurred the most intense documented magnetic distur-
bance in history. It led to widespread failures of telegraph communications. Aurora
has been observed not only in polar regions but as southern as Cuba and Hawaii. It
was reported to be as bright as one could read a newspaper under the aurora.

In 1896 Kristian Birkeland proposed that cathode rays (i.e., electrons) coming
from the Sun, especially from the sunspots, cause magnetic disturbances, and au-
rora on Earth phenomena are connected. Disturbances in Earth magnetic field were
known to hinder navigation and radio communications. The importance of these two
supported the importance of research on what causes geomagnetic storms.

Ironically, a governmental ban on amateur operations in frequencies lower than
1.5 MHz led to discovering multiple ionospheric reflections of the radio waves in
higher frequencies predicted by Heaviside in 1902. The phenomenon was explained
by the presence of ionized layers in the upper atmosphere. Long-distance radio
communication gradually gained great importance for society and technology.

At the dawn of the space era in 1957–1958, a series of space probes discovered
inner and outer Van Allen radiation belts surrounding the Earth (Van Allen, 1958;
Snyder, 1959; Vernov and Chudakov, 1960; Rothwell and McIlwain, 1960). Two
trapped particle clouds were discovered, and their dynamics were proven to depend
on solar activity. On the verge of the 21st century, the practical significance of un-
derstanding the dynamics of the radiation belts rose dramatically in correlation with
the number of satellites operating in the Earth orbit. Energetic charged particles can
cause satellite malfunctions in space by altering semiconductor devices’ properties
due to accumulated radiation dose (Claeys and Simoen, 2002), flipping bits in the
computer memory, or deep charging dielectric materials to hazardous levels.

The phenomena that connect the dynamics of the radiation belts, the near-Earth
space environment, and the interplanetary space, including the Sun, were designated
as ”space weather” (Baker, 1998). The importance of space weather to our tech-
nological society is no less critical than meteorological forecasts fifty years ago.
Our dependence on satellite navigation, communication, and remote sensing has im-
mensely grown in the last decades and has the potential to further growth. Therefore,
it is crucial to understand the space weather phenomena, which can be done by com-
prehensive observations, modeling, and analysis.
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2.2 Radiation environment
The near-Earth radiation environment consists of Van Allen radiation belts, solar
energetic particles (SEP), and galactic cosmic rays (GCR) (Vainio et al., 2009). From
the three components, the GCR is the most stable one. The lower energy component
of GCRs varies in intensity by an order of magnitude, decreasing with solar activity.
The other two, on the contrary, are intensively dynamic.

The GCRs1 are 90% protons, 8% alpha particles, 1% heavier, fully stripped
nuclei, and about 1% electrons (Papini et al., 1996). GCRs have not only ordinary
matter but antiprotons and positrons in minor quantities. In the near-Earth space,
the peak intensity of GCRs lies in the energy range of 0.1 – 1 GeV/nucleon with an
integral flux of about 1 cm−2 s−1. The GCRs are generated in supernova remnants by
diffusive shock acceleration (Ackermann et al., 2013). The GCRs of energies above
8 EeV are reported to have anisotropy that suggests their extragalactic origin (Aab
et al., 2017).

The SEPs are electrons, protons, and heavier nuclei accelerated to high energies
above 1 MeV during intensive solar flares and coronal mass ejections (Reames, 1999,
2015). The SEP flux may rise several orders of magnitude in a matter of few hours.
The geomagnetic field partially traps energetic solar protons into the inner radiation
belt (Selesnick et al., 2007; Li and Hudson, 2019). Some of the energetic protons
may experience charge exchange with neutral hydrogen in solar corona and continue
their way through the interplanetary space as solar energetic neutral atoms observable
at the Earth orbit (Mewaldt et al., 2009).

The Van Allen radiation belts can be pictured as two large toroidal structures
surrounding Earth. Figure 1 shows the cross-section of the radiation belts. The
inner belt lies at geocentric distances of 1 – 3 Earth radii in the equatorial plane.
The outer belt starts right after a small depletion region around the inner belt and
extends up to 7 – 8 Earth radii. The radiation belts are formed by charged particle
populations trapped by the Earth magnetic field. Their shapes are aligned with the
Earth magnetic dipole axis, which is tilted about 10 degrees from the polar axis.
Multiple interconnected phenomena compete to enrich, accelerate, or deplete the
radiation belts, making them a unique natural laboratory (Ripoll et al., 2020).

2.2.1 Radiation belts

The inner belt that is closer to the Earth is mostly proton-dominated, with a small
portion of heavier ions. The observed proton energies range from several MeV up to
hundreds of MeV. The proton energy distribution is argued to have a tail reaching the
the trapping limit of 3–4 GeV (Selesnick et al., 2007). Most of the high-energy pro-
tons originate from cosmic ray albedo neutron decay (Singer, 1958), but the confined

1At the Earth orbit.
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Figure 1. Structure of the radiation belts. Image credit Chris Martin, public domain image.

population of energetic solar protons dominates in the energy range below 100 MeV.
Solar energetic protons get trapped in the polar regions into the belt (Selesnick et al.,
2007). The inner proton belt is highly stable on the time scale of a year (Selesnick
and Albert, 2019).

One of the prominent features of the inner belt is the South Atlantic Anomaly
(SAA) discovered shortly after the discovery of radiation belts (Kurnosova et al.,
1962). The behavior of the anomaly is significant for near-Earth satellites due to
extreme fluxes of energetic protons able to disrupt the functioning of satellites’ elec-
tronic equipment. SAA is caused by the shift of the Earth magnetic dipole to the side
from the rotation axis. The inner belt sustained by the magnetic field falls asymmet-
ric relative to the Earth surface, approaching altitudes about 400 km above the South
Atlantic region. The region affected by energetic particles drifts slowly westwards,
driven by the changes in the Earth magnetic field (Anderson et al., 2018).

In addition to the stable proton population, the inner belt has a minor but very
dynamic electron population. It has been questioned whether particle instruments
observe high energy protons or energetic electrons in SAA, but Selesnick (2015)
shows convincing evidence that electrons are injected into the inner belt in short
events. The electron lifetime in the inner belt, as observed by SAMPEX, is several
years.

The outer belt is electron-rich, separated from the inner belt by the particle-
depleted slot region. It is a highly dynamic region filled with electrons of energies
up to several MeV. The electrons are injected and lost at time scales from minutes
to days and months. The dynamic behavior is driven by solar activity, but the link is
not straightforward. The response of the outer belt electrons to geomagnetic storms
induced by solar activity may be enrichment, depletion, or sustaining (Reeves et al.,
2003). Figure 2 shows intensive dynamics of the outer belt electrons observed by
Van Allen Probes mission in 2012–2016. The variety of the processes influencing
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Figure 2. Relativistic Electron-Proton Telescope (REPT) observations of the outer belt relativistic
electrons of energies about 1.8 MeV in Sep 2012 – Sep 2016. During powerful storms, the
electron belt sinks quite deeply into the 𝐿 < 3. Both sudden enrichment and depletion events are
seen in the time history. Image credit (Baker et al., 2018)

the outer belt is wide, including those yet unknown (Kanekal et al., 2019; Li and
Hudson, 2019).

One of the essential loss mechanisms for outer belt electrons is their precipitation
to the atmosphere at high latitudes. An electron with its momentum direction inside
the loss cone (close to the magnetic field direction) does not reflect from the polar
magnetic mirror until it reaches the upper atmosphere, which is dense enough to
absorb it. The electron precipitation depletes the outer radiation belt of energetic
electrons and also causes a change in the chemistry of NOx, HOx and ozone in the
upper atmospheric layers (Seppälä et al., 2015). It is argued that the change in the
chemistry caused by large-scale geomagnetic storms can affect the neutral winds
in the upper atmosphere (Weimer et al., 2011; Borovsky and Valdivia, 2018). The
absorption of energetic ionizing electrons induces the pulsating aurora phenomenon
(Turunen et al., 2016). One of the key questions in the science of radiation belts is to
clarify how electrons get accelerated to relativistic energies, how they are transported
within the radiation belt, how they are eventually lost, and how their precipitation
affects the magnetosphere and the atmosphere (Borovsky and Valdivia, 2018). To
answer this question, we have to observe the electron population in a wide energy
range tens of keV to several MeV with an instrument able to deliver pitch-angle
resolved measurements.
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2.2.2 Magnetic coordinates

The Earth magnetic field can be represented as a primary dipole, tilted 10° to the
axis of rotation of the planet, with multiple additional components. The surface field
magnitude varies in the range of 30 – 60 µT being stronger near the poles. Thus, the
Earth magnetic field constitutes a magnetic trap with magnetic mirrors at poles.

The primary dipole axis drifts inside the Earth, causing magnetic poles to migrate
on the surface by several kilometers per month. The current International Geomag-
netic Reference Field (IGRF) model has 13 spherical harmonics that describe the
Earth magnetic field in its complexity (Thébault et al., 2015).

L-shell coordinate system. McIlwain (1961) proposed a coordinate system that
would adequately describe positions in the near-Earth space to study the radiation
belts. Assuming the Alfven invariant to be constant, in the absence of electric field,
and with 𝜕𝐵/𝜕𝑡 being small2, one can define a coordinate via second (longitudinal)
invariant 𝐽2 as

𝐼 ≡ 𝐽2
2𝑝

=

∮︀ 𝐴′

𝐴 𝑝‖ 𝑑𝑠

2𝑝
=

∮︁ 𝐴′

𝐴

√︁
1− 𝑝2⊥/𝑝

2 𝑑𝑠 =

∮︁ 𝐴′

𝐴

√︀
1−𝐵𝑙/𝐵 𝑑𝑠 , (1)

where 𝐼 is the magnetic coordinate, 𝑑𝑠 is the differential length of the guiding center
path between points 𝐴 and 𝐴′, which are conjugate points of the magnetic field line,
𝐵 is the magnitude of the magnetic field at 𝐴, 𝐵𝑙 is the magnitude of the magnetic
field along the field line, 𝑝‖ and 𝑝⊥ are the momentum components parallel and
perpendicular to the magnetic field. The closed contour integration goes along the
guiding center path from 𝐴 to 𝐴′ and back.

A given pair of 𝐼 and 𝐵 defines two rings in the opposite hemispheres. A particle
that mirrors at the point 𝐴 will travel along the magnetic field line to the 𝐴′ and
back between those rings, forming a shell. McIlwain (1961) defines the magnetic
shell coordinate 𝐿3𝐵/𝑀 = 𝐹 (𝐼3𝐵/𝑀) via an empirical function 𝐹 representing
the complex shape of the Earth magnetic field and the Earth dipole moment 𝑀 .
In dipole approximation, 𝐿 is the distance in Earth radii from the Earth center to
the place where the shell crosses the Earth-centered magnetic equatorial plane. The
distance of a shell from the Earth dipole quantifies the magnetic trap characteristics
for a particle in the shell. Therefore, the 𝐿 shell parameter is used to spatially identify
a particle population trapped between the magnetic mirrors.

A satellite in a circular polar orbit crosses a wide range of L-shells. The field
lines crossing the equatorial plane at several Earth radii close at the poles almost
vertically. Thus, a satellite in a low-Earth polar orbit crosses L-shells with the L
parameter much higher than the orbital altitude measured in the Earth radii.

Altitude-Adjusted Corrected Geomagnetic coordinates (AACGM, Shepherd
(2014)) serve a similar purpose of adequate spatial navigation in the Earth mag-

2so that the total momentum is conserved

8



The near-Earth space

Figure 3. An example of calculating the AACGM coordinates. Red lines are the IGRF magnetic
field lines, and green lines are the dipole model field. The magenta line shows the IGRF field line
closing before touching the magnetic equator. By definition, there is no AACGM coordinate
available for such regions. AACGM never reaches regions close to the magnetic dip equator (thin
orange line), marked with thin yellow lines. With permission from American Geophysical Union,
adopted from (Shepherd, 2014).

netic field. Their definition relies on tracing the magnetic field lines using the IGRF
model. From the mathematical point of view, the coordinates of a point in ℛ3 are
projected to sphere 𝒮2 losing one degree of freedom. Thus, two points in space
can have identical AACGM coordinates, which means that the locations of these
points are on the same magnetic field line. Particles that bounce along the field line
will be observed in both points unless some particles mirror halfway due to their
pitch-angle. These two points likely share the particle population confined in the
magnetic trap of Earth dipole.

For an arbitrary position 𝐴 in space, the AACGM coordinates are the latitude
𝜆𝑚, longitude 𝜑𝑚 of the point on the surface, which is connected with 𝐴 by a
dipole magnetic field line. The Figure 3 explains the concept of AACGM. To obtain
AACGM coordinates for a point on the surface, one must trace the IGRF magnetic
field line emanating from the geographical location to the magnetic equator. A dipole
field line is then traced from the point where the IGRF field crosses the magnetic
equatorial plane to the Earth surface. The latitude and the longitude of that point are
the AACGM coordinates (𝜆𝑚 , 𝜑𝑚). 𝜆𝑚 is connected to the L-shell coordinate as

cos𝜆𝑚 = 1/
√
𝐿 (2)

For a point in near-Earth space, a touching IGRF magnetic field line is traced to
the magnetic equator the same way as for a surface point. Thus, the ”forbidden zone”
around the equator, where magnetic field lines close at lower altitudes, is wider for a
higher orbit.
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2.2.3 Solar energetic neutral atoms

Large gradual solar energetic particle events produce high fluxes of protons at ener-
gies above tens MeVs, dangerous to crewed and robotic missions alike. The SEPs are
accelerated at shock waves of coronal mass ejections during powerful solar eruptions
(Reames, 1999). Details of the acceleration mechanism depend on the presence of
supra-thermal ions in the solar corona (Desai and Giacalone, 2016). Turbulent coro-
nal magnetic fields can confine these ions; therefore, it is challenging to observe them
directly. The solar corona is not fully ionized, so that the supra-thermal ions can be
converted to neutral atoms by the charge-exchange process. The neutral energetic
atoms can escape the coronal region unaffected by the magnetic field.

There is an observation of energetic (few MeV) neutral atoms from a powerful
X9 solar eruption on 5 Dec 2006 by STEREO mission(Mewaldt et al., 2009). The
neutral atoms of high energy are proxies of the original supra-thermal population of
ions in the solar corona. These ions significantly influence how effectively particles
can be accelerated by the shock waves created by coronal mass ejections.

A neutral atom would travel in the same direction as the initial ion without being
deflected by electromagnetic fields in the interplanetary space. These neutrals would
be observable at the Earth orbit as a flux of energetic particles coming directly from
the Sun.

2.2.4 Space weather

The term ”space weather” coined by Baker (1998) comprises phenomena influencing
the dynamical near-Earth environment, which in turn affects many aspects of modern
technology and society in general (Lanzerotti, 2017; Baker et al., 2018). The term
encompasses the processes and states of the geospace environment, the interplanetary
space, and the Sun. Space weather is known to be rapidly changing, which drives the
efforts to predict it the same way as we predict the weather on the ground.

The radiation belts are affected by the space weather the most, and at the same
time, are the main environmental factor influencing the performance and reliability
of spacecraft and ground-based equipment.
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3 Particle detection

The first particle detector in space was a Geiger-Muller counter onboard the Explorer
1 mission launched in 1958. The counter was sensitive to protons with energies >30
MeV and electrons with energies >3 MeV. Despite being simple, the instrument
allowed us to discover the radiation belts of the Earth.

A particle instrument detects a charged particle by measuring how physical prop-
erties of its sensitive units, or detectors, change upon interaction with an incident
particle. The interaction concludes within nanoseconds, resulting in a trigger in the
logic of the instrument. The logic further compares the signals from detectors to
produce a count. The total number of counts within a time unit comprise the count
rate of an instrument.

This chapter introduces the particle detection techniques used in the presented
Thesis; the topic is expounded by Papers I, III, and IV.

3.1 Introduction
One of the scientific objectives for a particle instrument is to acquire the particle
distribution function in the 6D phase space.

𝑓(𝑥, 𝑝) =
d6𝑁

d3𝑥 d3𝑝
(3)

The knowledge of the distribution function moderates the development of hy-
potheses on particle transport and acceleration. These hypotheses eventually mature
into theories and models that help us understand and predict the behavior particle
populations in space.

The full distribution function is hard to recover, but it is possible to describe it in
a particular part of the phase space using an instrument sensitive to particle energies
and incident angles and temporal flux variations. Using the count rates of particle
detectors, we can restore the distribution function of the particles.

Let us assume a particle instrument that observes the flux, a function of time,
energy, and solid angle.

d𝐼

d𝐸
=

d𝑁

d𝐴dΩd𝑡 d𝐸
(4)
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For a non-relativistic case d𝐸 = 𝑚𝑣 d𝑣 = 𝑝 d𝑣 = 𝑣 d𝑝. For a relativistic particle,
the following is still true:

d𝐸 = 𝑣 d𝑝. (5)

Let us apply it for d𝐸 in (4) and note that d𝐴𝑣 d𝑡 = d3𝑥:

d𝐼

d𝐸
=

d𝑁

d𝐴dΩd𝑡 𝑣 d𝑝
=

d𝑁

d3𝑥 dΩd𝑝
(6)

We can substitute d3𝑝 = 𝑝2 dΩd𝑝, therefore:

d𝐼

d𝐸
= 𝑝2

d6𝑁

d3𝑥 d3𝑝
= 𝑝2𝑓(𝑥, 𝑝) (7)

Therefore the task was reduced to obtaining the incident flux 𝐼 by measurements.
However, a particle telescope reads out its sensors and reports the number of valid
counts per time unit, or the count rate. To recover 𝐼 , we must know the dependence
of the count rate on the incident flux in a specific energy range.

Geometric factor 𝐺 [cm2sr] of an instrument is a linear factor that links the count
rate 𝐶 [s−1] of an instrument to the incident particle flux 𝐼0 [cm

−2sr−1s−1] (Sullivan,
1971):

𝐶 = 𝐼0𝐺 (8)

An ideal single planar detector, exposed to the isotropic incident flux, has a geo-
metric factor of 𝜋𝐴, where 𝐴 is its surface area. Despite the complexity of a real
instrument, the geometric factor notion enables a straightforward conversion of the
count rates observed by the instrument into physical flux units. The concept of the
geometric factor can be generalized as the response function of an instrument to ac-
count for the properties of a realistic instrument that depend on the incident particle
energy, incident angle, particle species, as well as temperature or instrument age.
The equation then expresses the count rate:

𝐶 =

𝑁∑︁
𝑘=1

∫︁
𝐸

∫︁
Ω
𝑓𝑘(𝐸,Ω)Ψ𝑘(𝐸,Ω) d𝐸 dΩ , (9)

where 𝑓𝑘 is the differential particle flux of 𝑘-th species, Ψ𝑘(𝐸,Ω) is the instrument
response to particles of 𝑘-th species, 𝐸 is the incident particle energy, and Ω is the
solid angle of particle incidence. Equation (9) becomes (8) when the incident flux is
isotropic, monoenergetic and consists of only one particle species.

If an instrument has multiple counter channels, the response function is defined
for each of them so the count rate is:

𝐶𝑖 =

𝑁∑︁
𝑘=1

∫︁
𝐸

∫︁
Ω
𝑓𝑘(𝐸,Ω)Ψ𝑖𝑘(𝐸,Ω) d𝐸 dΩ , (10)
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where 𝐶𝑖 is the count rate of the 𝑖-th particle channel, and the response function
Ψ𝑖𝑘(𝐸,Ω) has two indices for channel and particle species. The response function
depending on the incident energy, angle, and particle species comprehensively de-
scribes a particle instrument. The simulations and calibration of particle instruments
described in Paper I and Paper III aim to characterize instruments by obtaining their
response functions.

3.2 Detectors
The development of elementary particle and solid-state physics brought multiple
different types of physical devices that are capable of converting energy deposited
in the detector medium to another form that is accessible to electronics, and finally,
to researchers. Charged particles ionize the solid-state bulk of a detector, producing
either an electrical signal, or accumulative change in electrical properties, or an
optical flash.

A particle instrument consists of one or more detectors paired with readout elec-
tronics. The analog signals formed by the readout subsystems are digitized by
analog-to-digital converters (ADC) and continue their way in the digital domain to
particle classifiers and counters. A particle classifier is essentially an algorithm that
compares digital values from the ADCs to built-in thresholds, applies coincidence
conditions, calculates the deposited energy in digital units, and decides which parti-
cle counter it needs to increment if any.

The instruments described in Paper I and Paper III utilize solid-state detectors.
RADMON comprises a silicon semiconductor detector and a CsI(Tl) scintillator
coupled to a silicon photodiode. PATE utilizes a stack of planar silicon detectors
arranged in several neighboring planar segments and five parallel layers.

3.2.1 Detection technique

A single detector registers an incident particle if it has caused a detectable interaction
with the sensitive volume of the detector. The energy deposit can be analyzed as
well; however, a single detector does not discriminate between particle species. A
combination of two or more detectors delivers more comprehensive information on
an incident particle. The combination is advantageous if the physics processes in the
detector stack are not entirely identical. Each particle species has a specific profile
of linear energy transfer inside the detector medium. Protons generally deposit more
energy per unit length (or thickness, if we consider a layered structure) than electrons.
The difference between detectors in respective deposited energies is a reliable proxy
of the particle species and energy.

Mass stopping power is the measure of the energy deposited by a particle in the
material that causes ionization. It shows how much energy is transferred from an
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incident particle and absorbed by the unit of density of the medium per unit length
of the particle path. Charged particles lose their energy in the medium by ionization
and excitation of atoms; this quantity is essential in choosing the right detectors for
the instrument design.

For protons and heavier nuclei, the mass stopping power is described by the
Bethe-Bloch equation (Jackson, 1998).

−d𝐸

d𝑥
= 𝐾𝑧2

𝑍

𝐴

1

𝛽2

[︂
1

2
ln

[︂
2𝑚𝑒𝑐

2𝛽2𝛾2𝐸max

𝐼2

]︂
− 𝛽2 − 𝛿

2
− 𝜑

𝑍

]︂
, (11)

where 𝐼 ≈ 16𝑍0.9 eV is the mean excitation energy of atoms in the material1, 𝑍,𝐴
is the atomic number and the atomic mass of material, 𝑧 is the charge of the incident
particle, 𝛽 = 𝑣/𝑐, 𝛾 = 1/

√︀
1− 𝛽2,

𝐾 = 𝑁𝐴
4𝜋𝑒4

𝑐2𝑚𝑒
≈ 0.307MeVcm2/g ,

and

𝐸max =
2𝑚𝑒𝑐

2𝛽2𝛾2

1 + 2𝛾𝑚𝑒/𝑀 + (𝑚𝑒/𝑀)2

is the maximum kinetic energy obtained by an electron from an interaction with a
particle of mass 𝑀 . 𝜑/𝑍 is the shell correction that corrects (11) for the simplifying
assumption that shell electrons are at rest state. The shell correction affects non-
relativistic particles, e.g., protons of energies 𝐸/𝑍 < 10 MeV. 𝛿 is the density
correction for polarization effects in the medium important for protons above 100
MeV.

−d𝐸/d𝑥 is independent on the density of material and has a dimension of
[MeVcm2/g]. To obtain the spatial rate of the energy deposit in [MeVcm−1], one
should scale −d𝐸/d𝑥 by the material density2 𝜌 [g/cm3].

d𝜖

d(𝜌𝑙)
= −d𝐸

d𝑥
, (12)

where 𝑙 is the distance traveled by the particle.
If a material is a mixture of different atoms, e.g., a plastic or an oxide, it may be

considered as made up of thin layers of the compound elements according to their
proportion. The stopping power can be treated as being additive, with exemptions
for tightly bound molecules (Seltzer and Berger, 1982).

d𝐸

d𝑥
=
∑︁

𝑤𝑗
d𝐸

d𝑥

⃒⃒⃒⃒
𝑗

, (13)

1Not to be confused with the ionization energy, which is much lower.
2In engineering, it is often called linear energy transfer (LET) or specific energy loss.
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where d𝐸/d𝑥|𝑗 is the mean stopping power in the 𝑗-th element, and 𝑤𝑗 is the element
proportion.

A property significant for medium energy particle detectors is that the stopping
power of a proton −d𝐸/d𝑥 ∼ 1/𝛽2, for 𝛾𝛽 < 3. The stopping power rises as the
particle decelerates in the medium. LET vs. distance in material exhibits a sharp peak
near the full stop, called the Bragg peak. At lowest particle speeds3, i.e. 𝛾𝛽 < 0.05,
equation (11) is no longer precise (Berger et al., 1993) and phenomenological models
or experimental data should be used to account for low energy processes.

One can integrate the equation (11) to obtain the range travelled by a particle
before it stops. The range 𝑅 has the units of [g cm−1] and should be scaled by the
density of the material to obtain the path length.

𝑅(𝐸0) =

∫︁ 0

𝐸0

[︂
d𝐸

d𝑥

]︂−1

d𝐸 , (14)

where 𝑅(𝐸0) is the particle range in so-called Continuous Slow-Down Approxi-
mation (CSDA). The CSDA range approximation assumes that a particle path is
straight, which is moderately precise for protons and heavier particles. Since the
−d𝐸/d𝑥 ∼ 𝛽−2 the range is expected to be proportional to the energy squared
𝑅 ∼ 𝐸2. Despite being a rough guess, it is close to the widely accepted Bragg-
Kleeman rule of 𝑅 = 𝑅0𝐸

𝛾 , where 𝛾 ≈ 1.7. In Paper I, we discuss and apply an
approximation by Attix (1987) that is even more accurate but still simple.

Each interaction with an electron deflects the incident particle a little. Therefore,
the energy deposit is a statistical process with a certain countable number of colli-
sions. The effect of statistical uncertainty of the energy loss per unit length due to the
discrete nature of particle interactions is called straggling. The deposited energy is
split into a series of discrete amounts, each statistically distributed around the most
probable value given by (11). To account for straggling, a ”projected range” is avail-
able (Berger, 1992). A Monte Carlo simulation of the sequence of particle collisions
within matter is intrinsically accurate as well.

The equation (11) is valid for particles with a mass much larger than the mass
of an electron. Hence, a significant update is required for the calculations of energy
loss by an electron. The incident electron and an electron in the medium are of the
same mass. Therefore, the energy loss due to collisions is:

−d𝐸

d𝑥

⃒⃒⃒⃒
collision

= 𝐾
𝑍

𝐴

1

𝛽2

[︂
ln

[︂
𝑚𝑒𝑐

2𝛽2𝛾2(𝐸/2)

2𝐼2

]︂
+ ℱ(𝛽)− 𝛿

2
− 𝜑

𝑍

]︂
, (15)

where ℱ(𝛽) is a relativistic correction close to 1− 𝛽2.

3About 1 MeV for a proton.
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Figure 4. CSDA range and projected range for protons in silicon. Plots are produced by the
PSTAR software (Berger, 1992).

Moreover, for relativistic electrons, a prevailing portion of the energy is lost to
bremsstrahlung when an electron is decelerating in the Coulomb field of a nucleus.
The process dominates at energies of an incident electron above 10 MeV.

−d𝐸

d𝑥

⃒⃒⃒⃒
Bremsstrahlung

= 4𝛼𝑁𝐴
𝑍2

𝐴
𝑟2𝑒𝐸 ln

183

𝑍1/3
=

𝐸

𝑋0
, (16)

where 𝛼 is the fine structure constant, and 𝑋0

𝑋0 =
𝐴

4𝛼𝑁𝐴𝑍2𝑟2𝑒 ln
183
𝑍1/3

(17)

is the radiation length, the average distance in the material reducing the energy of an
electron by a factor of 𝑒. Therefore, the energy of a relativistic electron decreases
exponentially with distance 𝐸(𝑥) = 𝐸0𝑒

−𝑥/𝑋0 .
The total linear energy transfer is a sum of collision and bremsstrahlung losses

plus a minor (several percent in the peak) addition from Møller scattering, which is
negligible outside 1...3 MeV energy range.

d𝐸

d𝑥
=

d𝐸

d𝑥

⃒⃒⃒⃒
Bremsstrahlung

+
d𝐸

d𝑥

⃒⃒⃒⃒
collision

+
d𝐸

d𝑥

⃒⃒⃒⃒
Møller

(18)

The experimental data (Berger, 1992) presented in Figure 5 shows the transition
from collision losses dominating at energies below 1 MeV to bremsstrahlung losses
at energies above 10 MeV.
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Figure 5. Stopping power vs. energy for electrons (left) and protons (right) in silicon. Plots are
produced by ESTAR and PSTAR software (Berger, 1992).

Electrons also experience straggling due to multiple interactions with the elec-
trons and nuclei in the matter. Since the electron mass is either equal or much less
than the masses of particles in matter interacting with the electron, the scattering an-
gles reach 𝜋. The path of an electron in a dense medium is by no means a straight
or slightly curved line. Electron straggling puts limitations on using range tables for
the instrument design, warranting a Monte Carlo simulation to be implemented.

3.2.2 Silicon detectors

A silicon particle detector is a semiconductor device that converts energy deposited
by an incoming particle into an electric current. Electrically, a silicon detector is
a p-n-junction with a reverse bias applied to the terminals on the sides of a silicon
disc, plate, or another flat shape (Leroy and Rancoita, 2012). Detector structures are
usually manufactured on a bigger wafer, and then the detector is sawed to the size.
The detector terminals are usually thin aluminum layers deposited on top of a thin
p+- or n+-interface doped on the surface of the silicon plate. There could be one
or more guard rings around the sensitive area of a silicon detector. The guard rings
are also diodes with one of the terminals common to the entire detector. The guard
rings, if reversely biased, drain the leakage current caused by non-uniformities on
the edges of a silicon plate. Figure 6 shows a schematic cross-section of a silicon
detector with a guard ring connected to an electrode and two passive guard rings.

Reverse bias has potential high enough to deplete charge carriers from both the
junction region and the detector bulk. A fully depleted p-n-junction is very similar
to a capacitor with silicon as dielectric (its dielectric constant 𝜖 = 11.7 ± 0.2). The
capacitance of the RADMON4 2.1× 2.1× 0.35mm3 detector shown in Figure 7 is
about 1.7 pF (Peltonen et al., 2014).

4The instrument description is in Section Aalto-1/RADMON.
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Figure 6. A cross-section of a silicon detector
with a guard ring. Interface layers p+ and n+

have enhanced carrier density. Silicon oxide
passivation protects the detector from
environment and insulates the electrodes.

Figure 7. RADMON silicon
detector with two guard rings.
The inner ring is biased. The
outer ring is left floating.
(Peltonen et al., 2014)
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Figure 8. A silicon detector, an ionizing particle hit and the movement of created electron-hole
pairs.

When a particle hits the depleted region, it generates multiple electron-hole pairs
in sub-nanosecond time. The electric field existing in the depleted region pulls elec-
trons and holes apart until they are collected as a current spike on the terminals,
see Figure 8. The drift time might be substantially longer, especially for detectors
thicker than several hundred microns. The current is usually read out on the terminal
under positive potential since electrons have larger mobility than holes. A 300 µm
thick detector produces a current spike of about ten nanoseconds for electrons (Frass,
2009).

The average energy of electron-hole pair creation in silicon is 3.62 eV at room
temperature, whereas the bandgap is 1.12 V (Owens and Peacock, 2004). The dif-
ference is that silicon is an indirect semiconductor with a maximum of the valence
band and minimum conduction band occurring at different crystal momenta (Prinzie
et al., 2018). Unlike optical photons with energies below 3.62 eV, which can travel
hundreds of microns in silicon without being absorbed until a proper phonon assists
photoionization, a charged particle interacts with electrons and nuclei without delay,
producing phonons on its way. Therefore, each 1 MeV of energy deposited in silicon
ionization yields about 2.72 · 105 electron-hole pairs (Frass, 2009).

A silicon detector may have several active areas sharing a common substrate
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Figure 9. PATE detectors D2 (left) and D3 (right). Segments of D2 and guard rings of both
detectors are visible on the surface. Photo credit: Risto Punkkinen.

but with their other terminals isolated from each other. One can use multiple active
areas to enable spatial sensitivity or make the active area electronically adjustable
on a single silicon layer. Neighboring active areas influence each other as nearby
capacitors. Besides, the edge of the crystal is prone to excess leakage current due
to cutting defects. The irregularity of the edge leakage current might translate into
extra noise of the detector. Each silicon detector plate can have several guard rings
between the p-n-junction(s) used for particle detection to address the leakage issue.
These guard rings improve cross-talk and noise immunity being a screen between
two active regions. Figure 9 shows PATE5 detectors D2 and D3 mounted on carrier
printed circuit boards (PCBs). The D2 detector has a central spot, an outer ring, a
guard ring between them, and a guard ring around the outer ring. The D3 detector
has a single round active area and a guard ring around it. The carrier PCBs contain a
bias voltage distribution circuit and cable connectors and provide mechanical rigidity
for the detector assembly.

3.2.3 CsI detectors

Scintillation is a process of emitting optical photons by the ionized detector medium.
Primary ionization is converted to de-excitation with a release of energy. The en-
ergy is converted either to crystal lattice phonons, eventually becoming heat, or to
the emission of a photon. The scintillation photons are read-out by an optical de-
tector such as a photodiode or a photomultiplier. The RADMON radiation monitor
described in this Thesis employed CsI(Tl) inorganic scintillator; therefore, this In-
troduction will concentrate on properties of this type of scintillator.

5The instrument description is in Section PATE/Foresail-1.
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Pure CsI is an alkali-halide scintillator with a highly polarized ion crystalline
structure. The spectrum of its optical emission has a narrow peak around 330 nm
(Schotanus and Kamermans, 1990). One recent research suggests that undoped CsI
has four decay constants, with the longest being about 20 us with an intensity of
about 48% of the full light output (Moszynski et al., 2016).

A small amount of thallium creates luminescence centers distributed within the
CsI lattice(Gwin and Murray, 1963). Thallium ions shift the peak wavelength of
scintillation photons to the green light with a wavelength of around 520 nm, which
is better suited for silicon-based light sensors. The absolute light output also sub-
stantially rises with the addition of > 10−3 mol6 of Tl+ ions (Hamada et al., 2001).
Thallium doping moderately shortens the decay time of luminescence (Schotanus
and Kamermans, 1990). For a doped CsI(Tl), the luminescence has two components:
fast and slow, which intensities are particle species-dependent, especially for heavy
nuclei (Benrachi et al., 1989). The fast component has a decay time of 575...620
ns, and the slow component has a decay time of 2.4...3.34 µs (Hamada et al., 2001;
Milbrath et al., 2008)

The energy resolution of scintillation detectors is inferior to silicon and solid-
state detectors in general. One of the reasons is that the light collection depends
on the location of the particle track. Photons reflect multiple times from the crys-
tal edges before they are either registered or absorbed. Different surface treatment
has shown variations in the light collection. The second reason is that the relative
quantum yield is much lower, i.e., one MeV of deposited energy in silicon produces
2.72 · 105 e-hole pairs and only 5 · 104 photons in CsI(Tl) (Holl et al., 1988). For
the RADMON radiation monitor(Kestilä et al., 2013) with the data product energy
resolution ΔE/E ∼ 50%, the intrinsic energy resolution of the detectors is an order
of magnitude less; therefore, it was not considered to be affecting the instrument
performance.

The light output of CsI(Tl) depends on the temperature of the crystal (Grassmann
et al., 1985) with a plateau around +30 ...+40 degrees Celsius and a temperature
coefficient of 3 · 10−3/°C at 20°C. The temperature onboard Aalto-1 was measured
to be within 0...+40°C, therefore the deviation of the light yield of several percent is
considered insignificant for the mission.

Radiation tolerance of CsI was studied by Valtonen et al. (2009). For a photo-
diode readout similar to the one used in RADMON, no observable change was ob-
served up to the dose of 100 Gy in the light output and the transparency of selected
scintillation crystals.

6It is the absolute ratio of the number of dopant ions to the total number of atoms in bulk.

20



Particle detection

Birks effect

Upon ionization of the scintillation medium by an incident particle, the electron-ion
pairs start to recombine. The ionization density is concentrated around the incident
particle track and tracks of secondary particles. The denser is the local ionization,
the more chances there are for a free electron to recombine without emission of a
photon. Two processes of radiative or non-radiative recombination compete for free
electrons in the crystal with the equilibrium depending on densities of ionization,
luminescence centers, and crystal defects (Murray and Meyer, 1961).

For a given crystal, the total light output is quenched with increased ionization
density. This phenomenon is known as the Birks effect (Birks, 1964). The Birks
effect is insignificant for electrons and photons since their linear energy transfer is
relatively low, but it affects the detection of heavier particles such as protons and
ions.

By the model proposed by Birks (1964), the quenching depends on the linear
energy transfer 𝑑𝐸/𝑑𝑥:

d𝐿

d𝑥
=

𝑆|d𝐸/d𝑥|
1 + 𝑘𝐵|d𝐸/d𝑥|

, (19)

where 𝐿 is the light output, 𝑆 is a normalization constant, 𝐸 is the particle energy,
and 𝑘𝐵 is a measure of the Birks effect influence on the light output. The value of the
constant is measured for different nuclei, e.g. by Bashkin et al. (1958); Horn et al.
(1992); Avdeichikov et al. (2000); Tretyak (2010); Koba et al. (2011). However,
several authors follow the method proposed by Horn et al. (1992) where −d𝐸/d𝑥

is argued to be proportional to 𝐸−1. The assumption allows to solve the equation
(19) to obtain a formula for the light output vs. the deposited energy given in ele-
mentary functions. A paper by Avdeichikov et al. (2000) notes that accuracy of the
assumption −d𝐸/d𝑥 ∼ 𝐸−1 is substantially limited. A numerical integration of the
equation (19) is presented by Avdeichikov et al. (2000) with a properly calculated
value for 𝑘𝐵 for CsI(Tl). That value was used in research described by Paper I.

Paper I discusses a way to integrate the equation (19) for an approximation valid
for the energy range or RADMON. A power-law approximation of −d𝐸/d𝑥 ∼ 𝐸−𝛽

where 𝛽 = 0.678 follows the experimental data in PSTAR database (Berger, 1992).
The approximation allows integration of (19) through hypergeometrical function
2𝐹1:

𝐿(𝐸CsI) ∼ 𝐸CsI ·

(︃
1− 2𝐹1(1,

1

𝛽
;
1

𝛽
+ 1;−

𝐸𝛽
CsI

𝑘𝐵 𝑎0
)

)︃
, (20)

where 𝐸CsI is the energy deposited in CsI(Tl) scintillator, 𝐿(𝐸CsI) is the expected
luminosity, and 𝑎0 is a constant in the power-law approximation −d𝐸/d𝑥 = 𝑎0𝐸

−𝛽 .
Figure 10 shows the effect of Birks correction applied to raw deposited energy in
CsI(Tl).

21



Philipp Oleynik

Figure 10. The Birks effect in CsI(Tl) for protons. Blue is the linear function, red is the scintillator
luminosity corrected for Birks effect by the equation (20). For energies above 20 MeV the
difference becomes minuscule.

3.3 Particle identification
3.3.1 ∆E–E method of particle identification

We say that a particle hits a detector if it deposits enough energy in the form of
ionization to be registered by an electronic circuit attached to the detector, which is
generally called a readout. Detector hits are practically electric pulses. These pulses
are analyzed in time and amplitude domains to obtain valuable information about
the incident particle. For instance, time-of-flight analyzers can directly measure
the incoming particle speed by measuring a delay between hits in two detectors
situated nearby. Detectors designed to absorb an incident particle fully can record
the particle energy despite the species. However, a more complex setup is necessary
to distinguish between particle species of apriori unknown energy.

One of the standard scientific objectives is to distinguish between electrons and
protons or between multiple heavier nuclei. As we saw in the previous subsection,
the linear energy transfer depends on the particle species, incident energy, and the
properties of the material used for a detector.

One of the techniques for particle identification is the ΔE–E method, which
employs a combination of two detectors. The first detector an incident particle hits is
a thin semiconductor layer that absorbs a small portion of the particle initial energy.
The second detector is a calorimeter, which absorbs the rest of the particle energy.

The particle discrimination relies on the difference of linear energy transfer for
different particle species. Electrons deposit significantly less energy per unit length
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than nuclei; heavier nuclei deposit energy proportional to their charge. Therefore, if
we construct a thin ΔE detector, which absorbs only a small portion of the particle
energy in the nominal energy range, it will output significantly different signals for
an electron and a proton of equal energy. An ideal E detector must absorb the rest
of the particle energy to point the deposited energies in both detectors on the ΔE–E
plane.

It is essential that an incident particle passes the ΔE detector first. If a particle
travels backward and can leave the calorimeter due to its high initial energy, it maps
to a significantly different area on the ΔE–E plane. It is also important to inhibit
single detector hits to minimize dead time in response to each pulse even if invalid.
Therefore, it is important to add a collimator to the pair of detectors and a shield
limiting particles penetrating from the back.

The particle classification decision originates from the observed position of a
particle on the ΔE–E plane. The instrument has to be calibrated to synchronize the
physical and digital domains of the ΔE–E method. Once calibrated, an instrument
should be able to classify particle species. The calibration sets the dependence of the
digital values of instrument electronics on the physical quantities, such as deposited
energy, volume charge, etc. For an entirely linear detector, one should obtain its gain
and an offset. It is essential to confirm these values stay the same in time; otherwise,
a fresh calibration is needed.

3.3.2 Proton curve

In order to construct a detector able to differentiate between protons and electrons in
a wide energy range, i.e., more than an order of magnitude, one must carefully limit
spots on the ΔE–E plane. The energy range is limited at the lower end by the ΔE
detector since a particle must penetrate the ΔE detector and reach the calorimeter.
The upper limit is virtually set by the energy necessary to penetrate the calorimeter,
but even penetrating particles might be classified correctly at energies of about 10-30
% higher than the penetration limit. However, the energy resolution plummets as
soon particles get enough energy to traverse the detector stack through and scatter
away.

The geometry and materials of an instrument define the shape of the area in the
ΔE–E plane where a particular particle should be detected. The size of the spot
depends on the characteristic scattering angle for a particle and varies with its en-
ergy and species. Electrons scatter at much larger angles than protons (see section
Detection technique), forming a loose cloud in ΔE–E plane even with constant inci-
dent energy, while mono-energetic protons form a compact population. These proton
”specks” form a curved track on theΔE–E plane as the incident energy glides within
the energy range of an instrument. The procedure tersely described in Paper I is
elaborated below to show the equations essential for instrument calibration.
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A proton7 that can penetrate the ΔE-detector, but not the calorimeter deposits
its total energy into the detector stack. The ΔE-detector absorbs only a small part
of the incident energy. For the sake of analytical solution, we consider the particle
range, 𝑅 [g cm−2], in the detector stack as a sum of a thickness of ΔE-detector and
an arbitrary range for a particle of remaining energy in the same material:

𝑅(𝐸0) = 𝑅(𝐸0 −Δ𝜀) + 𝑑Δ𝜌Δ , (21)

where 𝐸0 is the incident particle energy, Δ𝜀 is the energy deposited in ΔE-detector,
𝑑Δ is the thickness of the ΔE-detector, and 𝜌Δ is its density. The equation (21)
establishes the relation between the incident particle energy and how much energy is
deposited in theΔE-detector. This relation defines a parametric function on theΔE–
E plane, which is unique for a given pair ofΔE- and E-detectors. The proton ”track”
described by the function on the ΔE–E plane allows both proton discrimination and
in-flight calibration even if the exact incident energies of protons are not known.

One can solve the equation (21) for Δ𝜀(𝐸0) if the range function is reversible
and the proton is stopped in the E-detector. The Bragg-Kleeman rule defines 𝑅(𝐸)

as:
𝑅(𝐸′) = 𝐴0 · 𝐸′𝛾 , (22)

where 𝐸′ = 𝐸0/(1MeV), and 𝐴0 is a dimensional constant.
In this work we used silicon as the material for a ΔE-detector. In silicon the

approximation (22) shows larger deviation in the 2 – 200 MeV energy range than
one proposed by Attix (1987):

𝑅Si(𝐸) = 𝛽 + 𝛼

(︂
𝐸

1MeV

)︂𝛾

, (23)

where 𝛼 and 𝛽 are constants with dimension of length, and 𝛾 is dimensionless. The
constants must be fitted to match the experimental data on protons in silicon, e.g.,
PSTAR (Berger, 1992). It is important to note that these constants are independent
from the geometry of a particle instrument.

Let us use that the whole energy of a particle is deposited in the detector stack
consisting of a ΔE-detector and a calorimeter. Let 𝐸𝑐 = 𝐸0 − Δ𝜀 be the energy
deposited in calorimeter. The 𝑅Si(𝐸) in (23) is reversible, so we obtain a solution of
the equation (21) for Δ𝜀:

Δ𝜀 =

(︂[︂
𝐸𝑐

1MeV

]︂𝛾
+

𝑑Δ𝜌Δ
𝛼

)︂1/𝛾

(1MeV)− 𝐸𝑐 . (24)

The equation (24) is a parametric definition of the ”banana” curve on the ΔE–
Ec plane with parameters fixed by the instrument geometry and materials. In space,

7Holds true for heavier nuclei, but we limit the scope to protons for the sake of consistency.
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Figure 11. The analytical proton curve matched to simulation data. In the upper panel, the red
curve follows the equation (25) with 𝐸CsI shifted by 0.15 MeV to correct for a 2% error of the
analytical range approximation at lower energies. The color of the dots shows the incident proton
energy. The lower panel shows the difference between the analytical curve and Geant4
simulations. (Oleynik et al., 2020)

protons with a continuous energy spectrum fill the curve dot by dot. The shape of
the curve is set by 𝑑Δ, 𝜌Δ, and constants independent on the instrument.

For an arbitrary energetic proton population, the proton ”banana” curve is ob-
served in ΔE–Ec plane. If an instrument can deliver a set of points on the ΔE–𝐸𝑐

plane in digital units, which are used by its particle classifier, it is possible to calibrate
gains and offsets of both detectors in the stack. The curve is non-linear, whereas the
detectors are considered linear; therefore, it is nearly impossible to match the ob-
served curve to a derived one unless the gains and offsets are precise.

In Paper I, we present the calibration of the detector stack of RADMON, which
has a silicon ΔE-detector and a CsI scintillator as a calorimeter. The curve obtained
in space from digitized particle detections is projected to the 𝐸Si − 𝐸CsI plane. The
following equation shows an analytical curve, which we used to match the gains and
offsets of RADMON. Figure 11 (Figure 3 in Paper I) illustrates how the analytical
curve matches simulation data for protons of energies from 8 to 100 MeV.

𝐸Si =

(︂[︂
𝐸CsI

1MeV

]︂𝛾
+

𝑑Si𝜌Si
𝛼

)︂1/𝛾

MeV − 𝐸CsI . (25)

3.3.3 Aperture and collimation

The ΔE–E principle is valid if the incident particles arrive within a certain solid
angle so that the ΔE detector is the first one a particle passes through in full depth.

Figure 12 illustrates one of the possible edge effects. Some particles end up
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hitting the edge of the active area of a silicon detector. The detector records a
reduced amount of deposited energy, which confuses theΔE–E particle identification
algorithm.

Figure 13 illustrates another possible edge effect. An energetic particle might
continue to the detector even though it has traversed arbitrary length in the collimator
material. The ΔE–E particle classifier will identify the right particle species of the
wrong energy.

Figure 12. Edge effect for a
silicon detector with an active
(grey) and a passive (white) areas.

Figure 13. Edge effect for a detector with a
non-optimized collimator structure. Green is the
particle track for a nominal detection, red is for
touching the edge of collimator, black is a nominally
absorbed particle.

Both effects are relevant for RADMON. The first one introduces ”bleeding” of
proton detections down from the proton curve with their ΔE signal reduced. The
second effect allows energetic protons in the SAA to enter the detector at a wider
solid angle than nominal. Such aperture widening contributes to elevated geometric
factors for protons above 50 MeV. The possible solutions are discussed in Paper
IV, where a heavier shielding and a modified geometry of the RADMON entrance
window are proposed.

If a particle passes the calorimeter first and then the ΔE detector, the classifica-
tion rules become substantially different. First, the particle must have enough energy
to penetrate the full depth of the calorimeter. Second, it deposits substantially more
energy in ΔE detector than it would do hitting ΔE detector first. The particle clas-
sifier should be constructed in a way that scores such particles as ”other” or ”trash”
so that they do not create an additional background in particle channels. They can be
discarded, but retaining them helps to tune the instrument in space if, for an unusual
reason, nominal detections get misplaced in the ”trash”.
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Once launched to space, a small space experiment continues on its own without
means to alter its design from the ground. The choice of detectors, the design of
their readout, the particle classification logic, and the rest of the software require a
great amount of care and rigorous planning of possible malfunctions and ways to
overcome them.

The space environment is unique; its replication on the ground is usually unrea-
sonably expensive for a small space mission. Likely, the first comprehensive calibra-
tion of a miniature particle instrument occurs already in orbit. It does not, of course,
devalue the ground-based measurements but sets a reasonable schedule for the proper
assessment of the instrument response to energetic charged particles. Software of a
spaceborne particle instrument should include a diagnostic mode, which gives in-
sights into the possible changes in calibration both right after launch and during the
mission.

This chapter briefly introduces the design of particle instruments discussed in
Papers I-IV: Aalto-1/RADMON and Foresail-1/PATE. Next, it describes the calibra-
tion techniques applied for the instruments in the presented Thesis and provides an
overview of space missions comparable to RADMON and PATE.

4.1 Instrument design

Figure 14. Basic structure of a small particle instrument designed for a CubeSat mission. The
dashed line marks the instrument as a spacecraft payload. Data and power interfaces are
connected to the spacecraft subsystems.
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The scope of the thesis is focused on the use of Monte Carlo simulations of
particle instruments, which is an essential element of the instrument design process
in modern research. The design of a space instrument evolves in a non-linear fashion.
The first round of a spiral path leading to the optimal design starts when a scientific
question transforms into requirements for the measurement. A set of detectors should
be preliminarily selected at this step. The detectors are likely to be simulated alone
in vacuum in the virtual world. The second round involves the simulation analysis
that may give the green light for the next step or another round of detector selection.

Further, the instrument requirements eventually crystallize into a crude model of
a scientific instrument, which is to be polished using simulations. At later steps, one
should define data products and consider the power and data budgets. Eventually, the
instrument is ready for production when there is nothing to add or remove from the
design.

There is usually little space on a CubeSat, which may fit one or two instruments
with compact detectors. A basic structure of such an instrument is shown in Fig-
ure 14. In every instrument, several sub-units influence the way one interprets the
simulation results. For instance, one must take a realistic threshold and dynamic
range of the detector readout into account to make a precise computer simulation
representative of the actual system.

4.1.1 Aalto-1/RADMON

RADMON is a compact radiation monitor aimed at observing energetic electrons
and protons in low Earth orbit. Its mission is to monitor the radiation environment
in Van Allen radiation belts in a circular orbit with in altitude of about 500 km. The
monitor detects electrons of energies 1.5 – 10 MeV and protons of energies 10 – 100
MeV. Incident particles are classified and counted in several energy channels; the
counter values are recorded in the memory each 15 seconds1 producing time history
of the particle flux.

RADMON utilizes a classical ΔE–E method to identify particle species. The
ΔE detector is a 2.1 × 2.1 × 0.35mm3 silicon detector, surrounded by a silicon
passive area of 3.5 × 3.5 × 0.35mm3. The detector is mounted on a PCB. The E
detector, or a calorimeter, is a 10 × 10 × 10mm3 CsI(Tl) scintillator crystal with a
photodiode readout. The photodiode is a Hamamatsu S3590-08 silicon photodiode
with a depletion layer of 300 µm. The detector stack is protected by a brass envelope
from particles penetrating from sides. The brass collimator restricts the field of view
to a solid angle of about 𝜋/5 to ensure the ΔE–E technique is useful. The brass
shield is effective in absorbing protons up to 50 MeV; for electrons, the limit is about
8 MeV (Kestilä et al., 2013; Peltonen et al., 2014; Oleynik et al., 2020).

1In the angular measure it is about 1° along the orbit.
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The radiation monitor produces scientific data in nine proton energy channels
and five electron energy channels with a temporal resolution of 15 seconds. Each 15-
second record is saved with a timestamp. The instrument also features a pulse-height
mode and an oscilloscope mode for calibration. The first one produces particle-wise
records of detector pulse-heights that correspond to deposited energies. The pulse-
height mode allows an in-flight calibration discussed in Paper I. The oscilloscope
mode allows direct observations of detector signals. The oscilloscope records assist
in the assessment of noise and electromagnetic interference when the instrument is
in orbit.

Figure 15. An exploded view of RADMON detector unit. In the lower right - an illustration of the
particle detection principle.

An exploded view of the detector stack and its envelope is presented in Figure
15.

4.1.2 PATE/Foresail-1

PATE is a small (94×94×140 mm3) particle instrument designed for the Foresail-1
CubeSat and equipped with two narrow-field energetic particle telescopes with an
identical set of detectors. The scientific objectives of PATE are the following:

1. To observe and quantify the electron precipitation from the Van Allen radiation
belts;

2. To observe solar energetic neutral hydrogen atoms reaching the Earth during
the most intensive solar flares.
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Figure 16. A cross-section of the Sun-pointed tube of the PATE particle telescope. The height is
in millimeters. (Vainio et al., 2019)

The telescopes differ in the opening angles of their collimators according to
individual observation tasks. One of the telescopes looks in the Sun direction to catch
solar energetic neutral hydrogen atoms; its aperture is a cone of about 10°opening
angle. The second telescope looks in the perpendicular direction. Foresail-1 will
rotate around the spacecraft–Sun axis with a period of about 15 seconds. Thus, the
second telescope scans the pitch-angle distribution of the particle populations in the
Van Allen radiation belts converting the angular distribution into the time domain.
The entire rotation is divided into 32 logical sectors providing an angular resolution
slightly coarser than 10°.

PATE has a stack of silicon detectors under a collimator tube housed in an alu-
minum envelope. The detector stack consists of five detectors, D1, D2, D3, AC1,
and AC2. The detectors are housed in an aluminum envelope with a collimator. AC1
is an annular detector with a hole that is the deepest element of the collimator. Other
detectors are solid planar silicon detectors. The collimator tube is an aluminum tube
with multiple rings; each ring is a sandwich of aluminum and tantalum rings. Tan-
talum effectively stops charged particles, and aluminum suppresses the scattering of
electrons inside the collimator tube. Figure 16 illustrates the instrument geometry.

The computer-aided render of the instrument is presented in Figure 17 and 18
(Figures 1, 2, and 3 in Paper III), which display the mechanical design and the
structure of the detector stack used in PATE.

PATE uses a combined ΔE–E method to identify particle species. The first
detector pair is D1 and D2. D1 is thin enough to pass electrons without producing a
detectable signal, whereas D2 detects protons of energies below 10 MeV. A particle
hit triggering only D2 is classified as an electron, and a hit in both D1 and D2 is
classified as a proton unless other detectors produce a signal. The following detector
pair aimed at electrons of higher energies is D2 and D3, with the condition that D1
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Figure 17. The computer-rendered image
of PATE with one cover removed. (Oleynik
et al., 2020).

Figure 18. Left: an exploded view of PATE
detector stack. Right: The detectors in the
order they are installed with a chart
showing their relative sizes. (Oleynik et al.,
2020).

does not have a signal. The last combination of the detectors is D2, D3, and AC2,
which catch the most energetic particles able to penetrate the whole stack.

The combined ΔE–E method allows PATE to detect and classify protons (or
neutral hydrogen atoms) of energies below 0.5 MeV to 10 MeV into ten energy
channels and electrons of energies of about 100 keV to 1 MeV into seven energy
channels. There are several special channels for penetrating particles and a ”trash”
channel for accounting for the dead-time.

The PATE calibration data is similar to the one in RADMON. The pulse-height
data contains digitized pulse-heights from all eight detector plates, three for D1,
two for D2, and one for D3, AC1, and AC2. The comprehensive record allows
precise simulations relevant to environments both on the ground and in space. In a
monoenergetic accelerator beam, it is possible to fine-tune the energy thresholds for
the particle energy channels. In space, the calibration is planned to be similar to the
one of RADMON (see Paper I). The oscilloscope data is used in the same way as in
RADMON.

4.2 Instrument calibration

The raw data stream of a particle instrument consists of sets of numerical values
reflecting the energy deposited in the sensitive volumes of the instrument, i.e., the
detectors. The values are obtained by analog-to-digital conversion of analog signals
produced by the detectors. The numerical values are further analyzed using a logic
engine to create single particle detection records or to increment particle counters.

The path from a physical detection of a particle to an update in digital memory
is relatively long. Each step performs a conversion operation, which may or may
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not be reversible. Figure 19 shows an illustration of the signal path inside a particle
instrument.

Detector Amplifier ADC Logic Memory

f1(x) f2(x) f3(x) f4(x)f0(x)

E

Figure 19. The signal path in an instrument.

First, f0(𝑥) might be a linear function of deposited energy with no offset. Though
a scintillator with the Birks effect, or a saturating photosensor will introduce non-
linearity. The non-linearity or an added offset of the next step f1(𝑥) might be intro-
duced by saturation or overshooting in electronics. The ADCs might have an offset
and gain error, differential or integral non-linearity. The next f3(𝑥) does not seem
to be a problem at all, though a digital clipping might occur. The last step might
have deliberately non-linear f4(𝑥), for example, to reduce the bit-width by applying
a log-scale to the energy. Being useful itself, it might misbehave if earlier steps have
introduced an offset beyond a margin.

The ultimate goal of calibration is to find a relation that maps the digital data of
measurement into the measured physical quantities. We use radioactive sources and
accelerator beams to establish the dependencies of the detector signals on the de-
posited energy. To estimate which incident energy activates a particular particle clas-
sifier, we simulate detector signals by precise pulse generators. Finally, we combine
measurement in the laboratory with simulations to provide the response functions of
the particle channels of the the instrument.

The voltages or currents measured at the detector outputs are functions of de-
posited energy, which are quite close to linear functions. A counter-example is a
scintillator with the Birks quenching effect; the transfer function includes a non-
linear part, depending on the particle species and the deposited energy. However,
even if the transfer function is linear, it has two variables, which link the numerical
value to the deposited energy of the particle. The calibration process is to establish
the transfer functions of each stage of the measurement.

For a data product, counts obtained by an instrument must be converted to physi-
cal units so that they are comparable with the data produced by other instruments. A
response function and a count rate could be used as well, but it is more convenient to
deal with channel energies and geometric factors. We derive these quantities using
the bow-tie analysis introduced by Van Allen et al. (1974)2 that yields a simplified
picture of the instrument channels.

While each instrument is first calibrated on the ground, it is necessary to confirm
the calibration in space repeatedly. Harsh vibrations during the launch, radiation

2See section Bow-tie analysis for details of the method.
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damage, or thermal aging may affect how detectors perceive the energy deposited by
charged particles.

Instruments of large missions, for example, THEMIS/SST (Ni et al., 2011), are
extensively calibrated and cross-calibrated in-flight. The work presented in the The-
sis intends to extend the practice of thorough verification of particle instruments to
nanosatellite missions.

4.2.1 RADMON calibration

RADMON has a special Calibration mode for ground and in-flight calibration. In
the Calibration mode, the instrument delivers raw digitized amplitudes of ΔE–E
detector pulses. Protons traverse RADMON detectors without much scattering. The
trajectories of these protons and the energy they deposit in detectors are determined
by detector materials’ properties, which quite feasibly stay unchanged.

In the range of energies about 10 – 30 MeV protons produce a pronounced track
on the ΔE–E plane (see 3.3.1). The track position and shape are restricted by the
instrument geometry, much less affected by the signal path and electronic gains. The
non-linear shape of the track locks degrees of freedom of the detector transfer func-
tions and prevents calibration procedure from picking the wrong offsets and gains.
Matching the proton track to the simulations allowed us to calibrate RADMON while
it was operating in space. The calibration data obtained in space has a mixture of
particle hits. One can never guarantee that the collected hits originate from protons
within a narrow range of 10 – 30 MeV. The correct set of points must be picked by
a machine learning method that sorts mixed set into groups based on their spatial lo-
cation without prior knowledge of what the groups should be. The core algorithm is
k-nearest neighbors (Altman, 1992). The base version has the drawback of reduced
performance on a dataset with background noise. Hence, an advanced version of the
k-nearest neighbors’ algorithm with hierarchical density by McInnes et al. (2017)
(HDBSCAN) was employed in Paper I. The algorithm uses the density of points as
a measure for their relationship to a particular cluster with further extraction of the
most significant clusters as proposed by Campello et al. (2013). The points on the
ΔE–E plane are sorted into clusters, with the proton track being one of them.

Once the data points are selected, the best-fit parameters of the curve are obtained
by an iterative Levenberg-Marquardt fitting algorithm (Levenberg, 1944; Marquardt,
1963). The algorithm minimizes the value of the generalized sum of residuals. For a
smooth function, a simple measure of least residuals squares would be sufficient

𝑆 =

𝑁∑︁
1

(𝑦𝑖 − 𝑓(𝑥𝑖))
2 ,

where (𝑥𝑖, 𝑦𝑖)|𝑁1 are the experimental points for a function 𝑦 = 𝑓(𝑥) to be fitted.
The proton track is a parametric function that has a variable slope along the curve,
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Figure 20. The minimization of the distance from a point to the analytical curve represented in
dots. Red lines show the candidates for minimization. The green lines show the minimization
scope.

which makes the simple least-squares measure favoring the range where the slope is
sharp. The sum of squares of euclidean distance from the experimental points to the
analytical proton track has to be used to level the influence of the points along the
track on the final result.

𝑆 =

𝑁∑︁
1

dist((𝑥𝑖, 𝑦𝑖), 𝑦 = 𝑓(𝑥))2 , (26)

where dist((𝑥𝑖, 𝑦𝑖), 𝑦 = 𝑓(𝑥)) is the true distance between a point (𝑥𝑖, 𝑦𝑖) and the
curve 𝑦 = 𝑓(𝑥). If a curve is represented by a dense set of points, the distance
between an experimental point can be minimized with an error not exceeding the
distance between the curve points. Figure 20 illustrates the distance concept.

The minimal distance between an experimental point and one of the points rep-
resenting the proton track is then 𝑑((𝑥𝑖, 𝑦𝑖), 𝑓(𝑥)). The sum (26) is minimized
with Levenberg-Marquardt fitting algorithm by variation of parameters of the proton
curve. The parameters are the instrumental gains and offsets that define the instru-
ment transfer function. The instrument transfer function is a fold of the (25) with
(20), where energies are converted to the digital domain the following way:

ADCCsI =𝐸CsI *𝐴CsI +𝐵CsI

ADCSi =𝐸Si *𝐴Si +𝐵Si ,

where 𝐴 are the gain, and 𝐵 are the offset for detectors (CsI, Si), and ADC is the
numerical value of the digitized pulse-height for the energy deposit 𝐸.

Figure 21 shows the proton track used for calibration, the calibration points ac-
quired in orbit, and the regions of ΔE–E plane used by the RADMON particle clas-
sifier. The calibration points marked in green are the points used for the parameter
fitting.
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Figure 21. A fit of the proton ”banana” track to the in-flight calibration data. Colored polygonal
areas show the particle classifier rules for electrons and protons. (Oleynik et al., 2020)

4.2.2 PATE calibration

Upon a particle interaction with the stack, the signals from detectors are digitized
by a 14-bit ADC into pulse-height values. The digital filter applied to the ADC
values eliminates a DC bias. The pulse-heights are proportional to the deposited
energy as 𝑉ph = 𝑔 * 𝐸dep, where 𝐸dep is the deposited energy, 𝑔 is the conversion
gain, and 𝑉ph is the digital pulse-height. The detection logic analyzes the pulse-
heights and classifies the particle event to belong to one of the particle channels or
the Others(trash) channel3. To ensure correct classification, the conversion gains
must be defined (measured) for each detector. Gains allow the classifier to operate
in the energy domain rather mere digital, which allows particle identification and
estimation of its incident energy. The calibration process can be summarized to the
measurement of gains for each detector.

PATE has a special Pulse-height mode for ground and in-flight calibrations. In
this mode, the pulse-heights are reported for each detection before the particle clas-
sification occurs. Using the Geant4 simulations, one can predict how a histogram of
the pulse height data looks when the instrument is exposed to certain charged particle
flux.

We plan to use the following particle sources for PATE on-ground calibration:

• Particles emitted by a radioactive calibration source, e.g., 207Bi (𝛽−) and
241Am (𝛼);

3Paper III discusses the particle classification in more detail.
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• Independently calibrated proton beam (proton energies 1.0 – 10.2 MeV) at
Kumpula accelerator facility of the University of Helsinki.

PATE can be calibrated in-flight using the same principle as we described for
RADMON in Paper II. One may consider D1 and D2, and D2 and D3 as ΔE–E
pairs of detectors. Each pair has its intrinsic properties defined by the material and
thicknesses, which allows the instrument to be calibrated the same way as RADMON
using proton curves. Geant4 simulations of PATE set the expected distributions of
the in-flight pulse-height data for a mixed particle environment containing protons
of energies between 3 and 10 MeV. These protons form proton curves for above
mentioned pairs of detectors in a ΔE–E plane for each pair. The shape of the proton
curve is defined by the thicknesses of detectors and their relative positions. The
incident spectrum of particles and possible contamination by particles penetrating
the collimator and detector housing should not change the curve but lower the signal-
to-noise ratio. The measurement campaign performed with RADMON in low-Earth
polar orbit demonstrated that the interference from penetrating species on the proton
curve is minimal. Thus, an in-flight calibration for PATE should be considered as
viable option for in-flight verification of the instrument performance.
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4.3 Referenced space missions

The science community as a whole should acknowledge the
usefulness of small satellites and look for opportunities to
leverage developments in the small satellite industry. All
branches of space science can potentially benefit from the
smaller envelope, the associated lower cost, and higher re-
peat rate.

A COSPAR scientific roadmap. (Millan et al., 2019)

The first solar-powered satellite in space, Vanguard-1, was a nanosatellite in the
modern classification. Launched in 1958, Vanguard-1 has a weight of 1.46 kg and
a spherical body diameter of 16.5 cm. It proved the concept of solar power for a
satellite by operating for seven years. However, the technology of the 1950s-1960s
did not allow precise scientific measurements in such a small size. The satellites’ di-
mensions increased with increasing demand for larger imaging apertures and higher
power consumption.

The space technology trend changed to nanosatellites in 1999 with the start of
the CubeSat project. The CubeSat project provides standards for satellite design to
reduce cost and development time. Standard dimensions allow for more accessibility
to space since the developer of a satellite and the launch provider do not have to
customize a launch vehicle for every customer. It is required, that a failure of a
nanosatellite does not affect the launch vehicle or any other satellite in the batch
(Liddle et al., 2020).

4.3.1 CubeSat missions

A 1-unit CubeSat format is a 11.35× 10× 10 cm3 cube with a mass slightly above 1
kg. Such missions mostly aim at technology or science demonstrations. Their solar
panels cover the satellite body. Larger formats feature a 1.5-unit satellite, which is a
17.02×10×10 cm3 right angle parallelepiped, and a 3-unit one, which is a 34×10×
10 cm3 tall bar. A bit infrequent, a 6-unit CubeSat is a 34.05 × 20 × 10 cm3 block,
often with deployable solar panels and advanced attitude control and determination
systems.

The Thesis describes two particle instruments designed for CubeSats, RADMON
onboard Aalto-1 mission (Peltonen et al., 2014) and PATE onboard Foresail-1 mis-
sion (Paper III). There are several existing and planned CubeSats with similar scien-
tific objectives and particle instruments that should be mentioned.

A 3-unit CubeSat, Colorado Student Space Weather Experiment (CSSWE),
launched on September 13, 2012, into an orbit with an inclination of 65° and an
altitude of 480 × 780 km, has been operating for two years. CSSWE carried the
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Relativistic Electron and Proton Telescope integrated little experiment (REPTile),
which is a small particle telescope in heavy element shielding. It measured protons
of energies 9 – 40 MeV and electrons of energies 0.58 – >3.8 MeV in three energy
channels. The telescope consisted of four silicon detectors layered into a compact
detector stack shielded by a tungsten envelope. The geometric factor of the telescope
is 0.2 cm2 sr. The telescope should have scanned the pitch-angle distribution of
charged particles, though the pitch-angle data is not included in the mission data
product. The telescope was verified with a Geant4 model in a parallel beam incident
at different angles (Baker et al., 2013; Schiller et al., 2014).

A 1.5-unit pair of CubeSats, the FIREBIRD-II, launched on January 31, 2015,
into a polar orbit with an inclination of 99.1° and an altitude of 632 × 433 km, is
operational. The FIREBIRD-II experiment carries the FIREBIRD Instrument for
Relativistic Electrons (FIRE), observing electrons with energies from 200 keV to
>1 MeV, in six energy channels. Also, FIRE is sensitive to protons of energies
above 1 MeV. The FIRE instrument consists of two particle detectors. Each detector
is a single, round, 32 mm in diameter, 1.5 mm thick silicon detector covered with
aluminum foil, stopping low energy radiation. Electrons of energies up to 1.05 MeV
are fully absorbed with an insignificant rate of penetration. The minimal electron
energy is 200 keV for each detector. One of the detectors is exposed to the 2𝜋 solid
angle of outer space. Another detector has an aluminum collimator that moderately
reduces acceptance with the increase of the incident angle. The instruments are
verified with a Geant4 model in a cosine-law radiating sphere using a monoenergetic
flux of particles (Johnson et al., 2020; Crew et al., 2016).

A 3-unit CubeSat, the Compact Radiation belt Explorer (CeREs), launched on
December 16, 2018, into a polar orbit with an inclination of 85° and altitude of
500 km, is operational. CeREs carries the Miniaturized Electron pRoton Telescope,
MERiT, which observes electrons in two energy ranges from 5 to 200 keV and 1 – 8
MeV, and protons of energies 200 – 400 keV and 7 – 100 MeV. The instrument has
differential energy channels with an energy resolution of about 30%. MERiT mea-
sures electron microbursts with a time resolution down to 4 ms. The detector stack
consists of an avalanche photodiode and several layers of silicon detectors. The ge-
ometric factor of the instrument is 31 cm2 sr for electron energies above 1 MeV and
0.05 cm2 sr for the lower energy range. The detector stack is shielded by a composite
aluminum-tungsten housing. The instrument was characterized with Geant4 simu-
lation combined with extensive calibration in a low-energy electron beam and with
radioactive calibration sources (Kanekal et al., 2019).

A 6-unit CubeSat, CuSP (CubeSat mission to study Solar Particles), formerly
CuSPP+, is a mission planned for an interplanetary trajectory. The spacecraft will
carry the MERiT particle telescope upgraded to detect ions up to iron with an energy
of 5 – 170 MeV/n (Fe) (Desai et al., 2019).
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Two particle instruments discussed in Paper II and the Discussion chapter are
presented below in more detail.

4.3.2 PROBA-V/EPT

The PROBA-V (PRoject for OnBoard Autonomy–Vegetation) is a 158 kg, ESA min-
isatellite4 equipped with three cameras for remote sensing. The satellite cameras
covers entire surface of the Earth each two days. The mission has environmental ob-
jectives in assessment of climate impact, agricultural monitoring, and management
of surface water resources.

PROBA-V operates in a polar low-Earth orbit with an inclination of 98.7° and an
altitude of 820 km. The satellite has been launched on 7 May 2013 by ESA from the
Kourou launch site.

PROBA-V/EPT is a a compact (128× 162× 212mm3) particle instrument with
a mass of 4.6 kg. The field of view has a conical shape with a 52° opening angle.
Electrons are detected up to the incidence angle of 55° due to scattering in the en-
trance window. Figure 23 presents the internal detector structure of the instrument,
and Figure 22 shows a photo of the instrument assembly. Detectors S1/S3 and S2
comprise the low-energy ΔE–E section, and D1–D10 comprise the high energy sec-
tion. The instrument employs classical ΔE–E technique for low energies (below 13
MeV for protons) and matching of a hit pattern in a series of Digital and Absorber
Modules (DAM) for high energies. Each DAM consists of a degrader plate and a sili-
con detector. The degrader plate is either aluminum or tungsten. The silicon detector
has a diameter of the sensitive area of 35 mm and a 10mm-wide anticoincidence ring
around the central spot.

The instrument detects electrons of energies 0.5 – 20 MeV, protons of energies
9.5 – 300 MeV, and He-ions of energies 38 – 1200 MeV. PROBA-V/EPT was ver-
ified with a Geant4 model and a particle source covering the 78 mm diameter EPT
aperture imitating the through hole in the satellite body for the entrance window of
the instrument. About one billion events originating from modeled electrons, pro-
tons, and helium ions of energies within the nominal range were registered by the
simulation code. The calibration was confirmed in an accelerator beam of protons
of an energy up to 105 MeV. The off-axis contamination was negligible in a proton
beam up to 203 MeV (Cyamukungu et al., 2014).

PROBA-V/EPT observes dynamics of the outer radiation belt at a higher altitude
than RADMON, but at a similar range of 𝐿 values. Paper II compares RADMON
measurements to the PROBA-V/EPT data for the same time period.

4Less than one cubic meter spacecraft.
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Figure 22. PROBA-V/EPT
instrument. Image credit: ©2014
IEEE (Cyamukungu et al., 2014)

Figure 23. PROBA-V/EPT internal structure.
Image credit: ©2014 IEEE (Cyamukungu et al.,
2014)

4.3.3 POES/MEPED

Polar-orbiting Operational Environmental Satellite (POES) is a series of spacecraft
operated by the National Oceanic and Atmospheric Administration (NOAA). The
NOAA-15 satellite was the first one to carry an upgraded version of the Space Envi-
ronment Monitor (SEM-2), which was also used on ESA Meteorological Operational
satellite (MetOp) series. Out of the total 19 satellites, five are currently in operation,
each of them has the SEM-2 equipment set. The satellites are operating at an average
altitude of 817 kilometers in Sun-synchronous orbits with an inclination of 98.7°.

MEPED is a compact5 instrument with dimensions of 282 × 252 × 138mm3

and a mass of 8.7kg. The instrument provides both directional and omnidirectional
measurements. Figure 24 illustrates the installation place of MEPED on the carrying
spacecraft. MEPED comprises eight separate particle detector units, two solid-state
proton telescopes, two solid-state electron telescopes, and four omnidirectional de-
tector units observing energetic protons of energies >16 MeV, >35 MeV, >70 MeV,
and >140 MeV incident from a 2𝜋 solid angle. The electron telescope (Figure 25)
has three energy channels for an energy range of 30 – 2500 keV. The proton telescope
(Figure 26) has six energy channels for an energy range from 30 to >6900 keV. The
nominal geometric factor in both telescopes is 0.01 cm2 sr.

The telescopes have been verified using Geant4 simulations. A model of each
instrument was placed inside a radiating sphere of a 3.5 cm diameter. In total nine
billion particles of each species were simulated to obtain geometric factors of the
instrumental channels (Yando et al., 2011).

MEPED instruments has been flown onboard multiple NOAA/POES satellites;
their data offers a unique, nearly continuous record of energetic particle fluxes since
1978. The data archive covers more than three solar cycles. To ensure data integrity,
an in-flight re-calibration was performed using satellite close conjunctions. The

5Compared to the hosting meteorological satellite with a total mass of several tons.
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Figure 24. MEPED placement in respect to the spacecraft body. Image credit: NASA, SEM-2
documentation (Evans and Greer, 2004)

time history of detector degradation was monitored for several years at each satellite
(Asikainen and Mursula, 2011; Asikainen, 2019).

PATE (Paper III) will be observing electrons in similar energy range with a larger
geometric factor of more than 0.06 cm2 sr. In the Discussion chapter we compare
two instruments and discuss in which way PATE has an advantage in radiation belt
observations.

41



Philipp Oleynik

Figure 25. A cross-section of the
MEPED electron telescope.

Figure 26. A cross-section of the
MEPED proton telescope.
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5 Geant4 simulations

The Geant4 (GEometry ANd Tracking 4) is a toolkit for the simulation of the in-
teractions of elementary particles passing through matter (Agostinelli et al., 2003;
Allison et al., 2006; Allison et al., 2016). It is an open-source software developed
by the Geant4 Collaboration. The leading institution of the Collaboration is CERN.
The software has extensive databases on particle interaction with matter, each other,
and electromagnetic field. The Geant4 software license excludes any warranty on the
software performance and necessitates citing the core publications on the Geant4 by
the Geant4 Collaboration.

5.1 Introduction

Geant4 feasibly is a framework rather than a standalone software since the essential
parameters of a simulation are set up by the user by writing their code in C++. The
main application must have a predefined structure, including a description of the sim-
ulation World, particle sources, sensitive detectors, relevant physics processes, etc.
Figure 27 shows the basic structure of a multi-threaded Geant4 application. Such
entities as physics processes used in the simulation or the geometry and materials
are globally defined. The multi-threading gives boost in performance for the worker
threads that generate particles, compute the particle tracking and interactions, ac-
count for the deposited energy and collect the events’ data. These threads are almost
independent from each other, which allows effective concurrent execution.

The user must describe a virtual World with necessary details, such as geometry
and materials of its entities, particle sources, and electromagnetic fields if needed.
Every description is a particular C++ class derived from the base classes defined in
the Geant4 core.

For instance, consider a steel bar and the amount of data necessary to describe
details of an arbitrary steel bar located somewhere in a real-world laboratory to a
person who has never seen it before. The bar can be large or small; maybe it is
magnetized, lying on a table or in a cabinet, one surface may be mirror-polished, etc.
The list of properties and physical dimensions becomes a collection of the following
C++ objects in Geant4:
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Physics List Worker Initialization

Detector Construction
User Initialization

Multithread 

Run Manager

Worker Run Manager

Particle Generator

Stepping Action Run Action

Event ActionTracking Action

Worker thread

Master thread

Figure 27. The structure of a multi-threaded Geant4 user application. User Actions are classes
assisting in reading out the simulation results. These classes are thread-local. User Initializations
are the classes responsible for setting up the simulation. These classes are shared across threads
and governed by the G4MTRunManager class. The schematic is based on an image obtained with
permission from Elsevier. (Allison et al., 2016)

• Physical volume in the Geant4 World (unique name)

– Logical volume of steel bar (unique name)

* Geometry-defining class for a bar (height, width, length)

* Material-defining class for steel
· A list of atom-defining classes for compounds
· Density, atomic or mass composition
· A class for optical properties (optional)

* Electromagnetic field-defining class (optional)

– Position-defining class, (x,y,z) placement

– Rotation-defining class, rotation transformation

– A link to a sensitive detector class (optional)

– A link to a surface-defining class (e.g., is the bar mirror-polished?) (op-
tional)

The significant difference from a real-world bar is that a Geant4 bar could have
the sensitivity to elementary particles regardless of its material. A Geant4 sensitive
volume does not have to be a radiation detector by design. Sensitive detectors are
parts of the World general geometry, but in addition to the material and the shape,
they incorporate classes with descriptions of what must be recorded if the particle
track crosses the volume. Each time such an event occurs, Geant4 calls a dedicated
method to read out the energy or charge deposited at the event. Consequently, the
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simulation results are the readout from the detectors, which can be written out raw
or processed in place, e.g., summarized in a histogram.

To make particle events happen, a particle source must be defined. Particles are
generated by a dedicated class, tuned to imitate an accelerator beam, a uniform par-
ticle flux, or a radioactive source. Unlike a real-world particle source, a collimated
beam of particles with a precise energy distribution is the simplest to implement in
the code. In case a continuous energy spectrum is required, intensities are simu-
lated count-wise to populate the given spectral shape. The more particles are in the
simulation, the better the coverage of a given probability density function.

Figure 28. The graphical user interface of Geant4. Image obtained with permission from Elsevier.
(Allison et al., 2016)

Finally, Geant4 allows the researcher to visually check if the simulation is func-
tioning in the intended way. A Geant4 application may include a graphical user
interface (GUI). GUI visualizes the constructed model of an instrument and support-
ing structures and allows 3D navigation in Geant4 World. It is also able to run a
short simulation and show the resulting particle tracks for debugging purposes. (See
Figure 28). GUI has a command-line interface for text commands, which control the
simulation.
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5.2 Simulation method
A particle instrument usually comprises several detectors, a mechanical structure
such as a collimator or a detector holder, readout electronics, and a casing. The in-
strument is intended to use in the space particle environment, which is quite different
from ground-based particle beams. In space, particles hit the instrument from all di-
rections. Therefore, each instrument part affects particle detection even if a specific
piece is not designed to influence the performance directly. Thus, the instrument
simulation must include its precise digital 3D model placed into a 3D model of the
spacecraft, so the results are relevant to the performance of the manufactured device.
A 3D chamber model in the testing facility is used instead of the 3D spacecraft model
to simulate the ground-based environment.

5.2.1 Physics processes

Physics processes in Geant4 are classes providing models for an extensive set of
physics processes and their cross-sections. The processes are organized in lists,
which assist the comprehensive representation of the real-world physics in a specified
domain (Geant4, 2021; Allison et al., 2016). Each process can alter a primary particle
parameters, generate secondary particles, delete the primary particle, and deposit
energy into material according to the built-in models. Geant4 throws dice each
simulation step to choose the process to be simulated1.

A specialized transport process activates if no particle interaction has to occur,
but the particle needs to be moved to the next volume boundary. The transport
process is also responsible for altering the particle path in the electromagnetic field
(Geant4, 2020).

In the context of simulation of the space environment, two physics lists should
be considered:

FTFP BERT. This list incorporates standard electromagnetic physics and the
FRITIOF model (Apostolakis et al., 2009b; Andersson et al., 1987) of hadron-
nucleus and hadron-hadron interactions of particles with momenta > 3–5 GeV/c.
The standard electromagnetic physics includes ionization, Compton scattering,
Bhabha–Möller scattering, Bremsstrahlung, pair production, annihilation, and
gamma polarization. The upper limit of energies for the list is 10 PeV, and the
lower limit is 0.99 keV. Allison et al. (2016) note that for the energy range 0.99
– 100 keV, the results might be up to 10% off with respect to the measured data
provided by NIST XCOM Photon Cross Sections Database (Berger et al., 2010).

FTFP BERT + EM option 3 or 4. This list is an extension of FTFP BERT to
the energies below 100 keV. option3 provides accurate simulations of the electro-

1The corollary is that the simulation repeats itself in detail if the same seed is given to the random
generator.
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Table 1. Geant4 logical levels of simulation.

Level Functional description

Run

The total number of particles to be simulated is divided between worker
processes. The geometry is constructed. The sensitivity is assigned to
geometrical volumes. All initial parameters are fixed before the run starts.
The run concludes when all events have been concluded in all threads.
The final dataset is ready by the end of the run.

Event

An incident particle is generated according to the particle source settings.
The particle starts its way through the Geant4 World. An event concludes
after the incident particle, and every secondary particle is either absorbed,
decayed, or slowed down below the threshold. The total deposited energy
is ready to read out by the end of the event.

Track

Geant4 navigates each particle through the simulation geometry. Each
track is a continuous path of a particle that consists of steps. A daughter
track can be instantiated by a physical process that produces secondary
particles. A track stops upon particle stopping.

Step

A step is a two-point entity that is the finest grain of the simulation. The
Monte Carlo engine chooses a physics process for the next interaction. It
is possible to record the true incident angle of a particle for any detector
or exact location of a physics process inside a volume at the step level.

magnetic processes recommended for medical and space science applications. The
option4 comprises the most accurate electromagnetic models and the finest model-
relevant settings. Naturally, the latter uses more time for computation. However, the
production and transport of optical photons are not included by default. To take into
account Cerenkov radiation or scintillation and the plethora of optical processes such
as Rayleigh scattering, refraction, and reflection, one has to add the Optical Physics
module.

The optical processes construct a separate block of physics in Geant4. Photons
are treated as particles, not waves; therefore, Geant4 can not simulate diffraction or
other wave-related optical effects.

5.2.2 Simulation levels

Geant4 splits the simulation as a whole into a hierarchy of simulation levels. The
division to the simulation levels is reflected in the logical structure of classes that a
user can tune at each simulation stage. For a given task, one should limit the tuning
to the level streamlined for the desired purpose. The hierarchy of the simulation is
presented in Table 1.
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5.2.3 Geometry and materials

Geant4 geometry is much like a set of drawings translated to a special language.
Geant4 allows construction by primitive volumes, such as a bar, a cylinder, a sphere,
etc. Each geometrical primitive is a shape-defining class that is combined with a
material-defining class and a position-defining class to a logical volume. A built-in
database of materials is provided to enhance the readability of the code. The basic
primitives are shown in Figure 29. The instrument can be described by creating
objects in C++ code, which can grow dramatically if fine details are essential for the
simulation.

Figure 29. Basic geometry shapes defined by the Geant4 geometry classes. Each shape has a
corresponding primitive in GDML. Used with permission from Elsevier, (Apostolakis et al., 2009a).

An alternative way to describe geometry is a Geometry Definition Markup Lan-
guage (GDML) (Chytracek et al., 2006). The language is a CERN extension to stan-
dard XML. Elements of a detector must be hierarchically described within a GDML
file, which holds comprehensive data on the dimensions and the position of each part
and its material. GDML allows simple math and loops, which support a degree of
automation, for example, to create multi-pixel detectors.

Materials in GDML are constructed from chemical elements. Elements are de-
fined by their atomic number and atomic mass. Materials may have one or more
elements; a mixture is defined by the elemental mass- or mole portion. Each mate-
rial may have an arbitrary bulk density. This option allows for the usage of foam-like
mass equivalent replacements for structures located away from the detector stack.

48



Geant4 simulations

Their bulk can shadow the detectors, but their details are insignificant. For such a
structure, the exact details would consume a lot of computing time while the effect
on the detectors is negligible.

The simulations performed for the research in Papers I-IV used GDML models
of particle instruments. These models were translated from 3D models used for the
production of mechanical parts of spacecraft, the supporting structures, and enclo-
sures of the instruments. These models reflect precise replicas of the instruments and
surrounding structures. Parts of the models that are located distantly from the detec-
tors were replaced by aluminum bars with the same mass to save computing time.
The replaced parts consisted of light elements such as aluminum, carbon, oxygen,
and chlorine by more than 95%; accordingly, such replacement was deemed valid.
Any characteristic gammas from these parts are absorbed by surrounding structures
or detector housing.

5.2.4 Particle sources

The space environment presents charged particles traveling in all directions. In the
Van Allen radiation belts, the pitch angle distribution varies substantially across the
magnetic field lines. We found it reasonable to simulate an isotropic distribution of
particles and register the particles’ incident angle that caused a hit in the instrument.
The statistics is well enough to allow inhibition of a certain range of pitch angles;
hence, an isotropic incidence appears to be an optimal level of generality in the
simulation of dynamically changing space environment.

The isotropic distribution of particles is obtained by a spherical radiating surface,
which sends particles inside itself. An excellent review on the correct particle gen-
eration for Monte Carlo simulations was written by Greenwood (2002). The Papers’
I-IV simulations implemented radiating spheres with particle directions distributed
by the cosine law2. The direction distribution is shown in Figure 30.

5.3 Data collection
The Geant4 itself has powerful analytical capabilities (Allison et al., 2016). The ap-
plication can calculate accumulated quantities, such as dose or volume charge, using
built-in classes and methods. Geant4 classes can produce tables and histograms of
physical quantities, such as deposited energy in a distinct sensitive volume. How-
ever, these intrinsically enabled calculations are locked to the simulation process. In
case a change is necessary for the accumulation method, the whole simulation has
to be run anew. The work described in Paper III demanded tuning of the PATE par-
ticle classifier at the point when the simulation has already concluded. The author

2Also called Lambertian in optics.
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Figure 30. Cosine law intensity. The observed flux within 𝑑Ω is proportional to cos 𝜃.

chose to collect raw data from the sensitive detectors and to post-process the data
separately. Post-processing scripts use Python language and multi-processing.

5.3.1 Geant4 workflow

The simulations that made a foundation for the thesis produce numerical tables of
records of deposited energies in the sensitive volumes (detectors).

The experimental setup consisted of an instrument model, a particle source, and
additional structures, which were essential to reproduce the environment correspond-
ing to the simulation. The model is placed inside the World volume, which is filled
with hydrogen with the space vacuum density3. A particle source is either a sphere
encompassing the instrument within or a flat circle that radiates particles normally to
its plane.

A record4 is put to the table if the deposited energy in any detector is above
zero in the current event. The record has a separate field for the energy deposited
by secondary particles to assess their influence. The record tables allow flexible
analyses of the data for a single detector or any combination of them. One of the
benefits is that a particle classifier can be iterated on the same data for each variant.

If a radiating surface emulates a uniform particle flux, the majority of simulated
particles do not produce a record in the table. The number of simulated particles
is usually in the order of billions, but their tracks do not touch detectors, which are
relatively small compared to outer dimensions of RADMON and PATE. A generated

3Geant4 terminates a particle track if the volume density is zero.
4i.e., an n-tuple object
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table with deposited energies resulted from particle hits contains about 104 – 106

usable records per run. Data size is larger for particles with higher incident energies
since the collimators and shields reach their transparency limit.

The amount of particles to be simulated is chosen large enough to keep the
statistical errors for the geometric factors within the range of 1–10%.

The Birks correction was not applied directly in the Geant4 simulation. It
was previously speculated that Geant4 might demonstrate peculiar behavior of pro-
cesses generating optical photons, including Birks correction to the scintillation
light (Dietz-Laursonn, 2016). One of the significant points is that Geant4 applies
Birks correction to energy deposits in steps, which may be larger than the lengths
of significant changes in 𝑑𝐸/𝑑𝑥. On the other hand, the correction is straightfor-
ward to apply for protons fully absorbed in the scintillator (see Section 3.2.3). The
RADMON calibration relies on the registration of particles fully absorbed by the
scintillator, i.e., those in the proton ”banana” curve.

To cover a wide energy range in calculations of geometric factors, each simula-
tion run had a narrow range of incident particle energies. The midpoint of the range
is chosen on a logarithmically spaced grid. The energy distribution for each run
is either single energy (a 𝛿-function), or a boxcar distribution with two boundaries,
equally spaced from midpoints on the logarithmic grid. The monoenergetic approach
is more straightforward in realization; therefore, it is used for CubeSat instruments,
e.g. by Johnson et al. (2020). It samples the geometric factor in the midpoint energy
value, whereas a boxcar distribution emulates averaging by the Monte Carlo integra-
tion method. The possible difference is presented in figure 31 for a geometric factor
rapidly changing with energy.

Figure 31. An illustration of the averaging error occurring if a function changes significantly across
the energy bin.

Since RADMON has softer curves for geometric factors, its simulation energy
grid has 64 bins per decade. Simulations for PATE were performed using the mo-
noenergetic approach with 64 bins per decade at the first stage. To reveal the slopes
of the geometric factors of its proton channels, the number of bins was raised to 256,
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or about 0.4% in energy resolution. Finally, the instrument was simulated with 256
boxcar bins per decade.

5.3.2 Simulation results

The data from each run was systematically saved into separate files for further pro-
cessing. Each file carried metadata on the particle species and their total count, the
midpoint energy5, and the serial number of the run. These data files were also used
to assess pile-up effects in the detectors by my colleagues.

Particle tracking is a quite demanding task for a computer. Initial simulations
that help ensure the model is correct and the preliminary results make sense were
performed on a desktop machine. The ”production” runs required massive comput-
ing power inaccessible on a personal computer. At various stages of the development,
we have used Iphiclus, a multiprocessor machine in the Space Research Laboratory
of the University of Turku, the Pleione cluster, and the Dione cluster, both located in
the University of Turku. These large machines give an up to 1000 times increase in
computing power compared to a desktop computer. A full simulation round covering
several decades of energies usually took about two weeks to complete.

The simulations required large disk space (∼ 100 Gb) to store raw hits data.
We have used storage on the clusters to keep and process the data. The processing
was initially done on the local office PC but later was moved to clusters to benefit
from the number of cores available. Most of the tasks on the data processing and
visualization of results were programmed in Python 3. The tasks were split into
independent threads in fully parallel mode.

The geometric factors for the instrument channels were calculated from the data
according to Sullivan (1971). A model of an instrument was placed inside a spherical
radiating surface. The geometric factor of an instrument being simulated is obtained
by the equation:

𝐺 = 𝜋
𝑁𝑑𝐴0

𝑁0
; 𝜎𝐺 = 𝜋

√
𝑁𝑑𝐴0

𝑁0
, (27)

where 𝐺 is the geometric factor, 𝜎𝐺 is its statistical deviation, 𝑁𝑑 is the number of
detected particles, 𝑁0 is the total number of simulated particles, and 𝐴0 is the area of
the radiating sphere. The equation (27) is also correct for 𝑁𝑑 counted for a specific
range of energy or solid angle or an instrument channel.

A response function calculated for a specific environment is a two-dimensional
table of geometric factors evaluated for the particle population in the selected envi-
ronment for each instrument channel in multiple narrow energy bins {Ψ𝑖𝑘}, where
𝑖 is the channel index, 𝑘 is the number of the energy bin. The table with the central

5the upper and lower bounds were added in the final simulation.
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Figure 32. The response functions of ten PATE proton channels shown in black solid lines, vivid
color outline present a 3-𝜎 statistical error.

energies in each energy bin is also stored along {Ψ𝑖𝑘}𝑗 . The response function cal-
culated for the space environment is a set of tables of geometric factors evaluated for
the isotropic flux of each particle species for each instrument channel {Ψ𝑖𝑘}𝑗 , where
𝑖 is the channel index, 𝑘 is the number of the energy bin, and 𝑗 is the particle species.
Figure 32 shows an example of graphical representation of the response function
{Ψ𝑖𝑘} obtained for an isotropic incident flux of protons as measured by PATE proton
channels; 256 energy bins per decade are shown.

5.3.3 Bow-tie analysis

The ”bow-tie” analysis aims to obtain effective geometric factors and characteristic
energies for instrument channels that do not necessarily have a boxcar or step-like
shape of their energy response functions. It was first introduced by Van Allen et al.
(1974) to describe a particle detector response onboard Pioneer-10 spacecraft.

Particles are classified into instrument channels depending both on energy de-
posited in the detectors of the instrument and on the combination of the detectors
that had a hit. An ideal response function would look like a boxcar or step function,
depending on the energy condition. Scattering blurs the edges of the response, if the
scattered particle is not absorbed in detectors but elsewhere and consequently, only
a part of the energy gets registered.

The bow-tie analysis scans the response with modeled power-law spectra within
a certain range. Specific energy would have the same geometric factor for all spectral
shapes, and there is most probable energy where it happens.
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A single channel response function is folded with power-law incident differential
particle spectra 𝑓(𝐸) = 𝐴𝐸−𝛾 with several indices. The range of 𝛾 indices must
correspond to a physically reasonable range of spectral slopes that is likely to be
observed by the instrument. A pair of values for geometric factor and effective
channel energy is found by matching the results for different 𝛾 indices. The analysis
details depend on whether the instrument channel is a differential or an integral one,
but the ideas are pretty similar.

Bow-tie analysis for a differential channel

The ”bow-tie” analysis probes the acceptance of a differential channel to the power-
law spectra 𝑓(𝐸) = 𝐴𝐸−𝛾 of particles, where 𝛾 power indices lie within a certain
range. The goal is to find a pair of values for the central energy and geometric factor
that the channel would have if it had an ideal boxcar function for the energy response.

𝑓(𝐸eff) =
𝐶

𝐺𝛿𝐸
, (28)

where 𝐸eff is the effective energy of the channel, 𝑓(𝐸) is the incoming particle flux
density, 𝐶 is the observed count rate in the channel, and 𝐺𝛿𝐸 [cm2 sr MeV] is the
effective geometric factor obtained by the bow-tie analysis of the channel response
function Ψ(𝐸) is defined as:

𝐺𝛿𝐸 =

∫︀∞
0 𝑓(𝐸′)Ψ(𝐸′) d𝐸′

𝑓(𝐸eff)
, (29)

In case the energy response function of a differential channel has a single distinct
peak above the plateau, the effective geometric factor of the channel is practically
constant for particles of energies around the peak.

To illustrate the method, let us consider an ideal differential energy channel with
a boxcar response.

𝐺𝑏(𝐸) = 𝐺0(𝐻(𝐸 − 𝐸𝑙)−𝐻(𝐸 − 𝐸ℎ)) , (30)

where 𝐻(𝑥) is the Heaviside step function, 𝐸𝑙 and 𝐸ℎ are the lower and the upper
energy cuts of the channel, and 𝐺0 is a constant that represents the geometric factor
of the instrument for particles of energies between 𝐸𝑙 and 𝐸ℎ.

Let us assume that the channel is narrow and replace 𝐸𝑙 with 𝐸0(1− 𝛼) and 𝐸ℎ

with 𝐸0(1 + 𝛼), 𝛼 ≪ 1. If we plug the values in (29) and calculate the effective
differential geometric factor of the channel we get

𝐺𝛿𝐸 =

∫︀∞
0 𝑓(𝐸′)Ψ𝑏(𝐸

′) d𝐸′

𝑓(𝐸eff)
=

∫︀ 𝐸0(1+𝛼)
𝐸0(1−𝛼) 𝐴𝐸

′−𝛾𝐺0 d𝐸
′

𝐴𝐸−𝛾
eff

(31)
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If we take the integral and use the assumption of 𝛼 ≪ 1 to linearize the equation by
𝛼, we obtain a function that is constant for any 𝛾 if 𝐸eff = 𝐸0.

𝐺𝛿𝐸(𝛾,𝐸eff) = 𝐺0
𝐸−𝛾

0

𝐸−𝛾
eff

𝐸0((1 + 𝛼)−𝛾+1 − (1− 𝛼)−𝛾+1)

−𝛾 + 1

≈ 𝐺0
𝐸−𝛾

0

𝐸−𝛾
eff

𝐸0(1 + 𝛼(1− 𝛾)− 1 + 𝛼(1− 𝛾))

1− 𝛾

= 2𝛼𝐸0𝐺0
𝐸−𝛾

0

𝐸−𝛾
eff

= Δ𝐸0𝐺0

(︂
𝐸0

𝐸eff

)︂−𝛾

, (32)

where Δ𝐸0 = 2𝛼𝐸0 is the channel width. Obtained 𝐺𝛿𝐸 is constant for any 𝛾 if
𝐸eff = 𝐸0.

An energy response of a realistic instrument channel usually resembles a
smoothed, somewhat broadened boxcar function. For such a response function,
the 𝐸eff depends on the choice of the range of 𝛾 indices. Widening of the peak and
smoothed edges make 𝐺𝛿𝐸 deviate a little from a constant value as 𝛾 index changes
even at the 𝐸eff .

Figure 33 shows an example of a ”bow-tie” formed by a family of functions given
by (29). The neck of the ”bow-tie” has a non-zero thickness, which indicates that the
response function Ψ(𝐸) has smooth slopes. To account for this deviation, we utilize
a statistical criterion to find the 𝐸eff as the energy with a minimum standard deviation
of the values of {𝐺𝛿𝐸(𝛾𝑘, 𝐸eff)} at fixed energy within the used sequence of {𝛾𝑘}
indices. The obtained 𝐸eff is accepted as an exact value. 𝐺𝛿𝐸 is then defined to
be within an interval given by [0.05 . . . 0.95] percentiles of its distribution at 𝐸eff in
respect to {𝛾𝑘} indices taken to be uniformly distributed between limiting values.

Bow-tie analysis for an integral channel

An integral channel is analyzed similarly. First, we generate modeled power-law
spectra 𝑓(𝐸) = 𝐴𝐸−𝛾 within a certain range of 𝛾 power indices. Next, we probe
the acceptance of the channel to the spectra to find a pair of values for the threshold
energy and geometric factor that the channel would have if it had a Heaviside step
function for the energy response.

𝐹 (𝐸 > 𝐸thr) =
𝐶

𝐺𝐼
, (33)

where 𝐸thr is the threshold energy of the channel, 𝐹 (𝐸 > 𝐸0) is the integral flux
of incoming particles, 𝐶 is the observed count rate in the channel, and 𝐺𝐼 [cm2 sr] is
the effective geometric factor obtained by the bow-tie analysis. The geometric factor
𝐺𝐼 is defined as:

𝐺𝐼(𝐸eff) =

∫︀∞
0 𝑓(𝐸′)Ψ(𝐸′) d𝐸′∫︀∞

𝐸eff
𝑓(𝐸′′) d𝐸′′ , (34)
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Figure 33. An example of a ”bow-tie” formed by folding modeled spectra with a range of indices
{𝛾𝑘} ∈ [−1.5 · · · − 3.5] with a response function of the P8 proton channel of the
BepiColombo/SIXS-P instrument. The lower panel shows the statistical measure of the ”bow-tie”
spreading in standard deviation units normalized to the deviation of 𝐺𝛿𝐸 at 𝐸eff for the channel,
(Huovelin et al., 2020).

where 𝑓(𝐸) is a modeled power-law differential flux, and 𝐸eff is the effective thresh-
old energy. In case a channel can be characterized as an integral one, 𝐺𝐼(𝐸eff) is
practically constant for a range of power-law indices of 𝑓(𝐸).

To illustrate this method, let us consider an ideal integral energy channel with a
step response.

Ψ(𝐸) = 𝐺0𝐻(𝐸 − 𝐸thr) , (35)

where 𝐻(𝑥) is the Heaviside step function, 𝐸thr is the threshold energy. Let us plug
the response into (34):

𝐺𝐼(𝐸eff) =

∫︀∞
0 𝑓(𝐸′)Ψ(𝐸′) d𝐸′∫︀∞

𝐸eff
𝑓(𝐸′′) d𝐸′′

=

∫︀∞
0 𝑓(𝐸′)𝐺0𝐻(𝐸′ − 𝐸thr) d𝐸

′∫︀∞
𝐸eff

𝑓(𝐸′′) d𝐸′′

= 𝐺0

∫︀∞
𝐸thr

𝑓(𝐸′) d𝐸′∫︀∞
𝐸eff

𝑓(𝐸′′) d𝐸′′ , (36)

which equals to 𝐺0 if 𝐸eff = 𝐸thr. In the strict sense the exact shape of the model
spectrum is of a less importance for an integral channel than for a differential one,
but we use the same power-law spectra as for differential channels.

A realistic integral channel has a smoothed step-like response, which contributes
to the spread of a bow-tie given by a family of functions described by (34). Therefore,
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the statistical procedure described earlier for a differential channel is necessary to
determine an exact value of 𝐸thr and a value with a margin for the 𝐺𝐼 .
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6 Summary of the original publications

6.1 Paper I.
Oleynik, P., Vainio, R., Punkkinen, A., Dudnik, O., Gieseler, J., Hedman, H., Hietala, H.,
Hæggström, E., Niemelä, P., Peltonen, J., Praks, J., Punkkinen, R., Säntti, T., and Valtonen,
E. (2020). Calibration of RADMON Radiation Monitor Onboard Aalto-1 CubeSat. Advances
in Space Research, 66(1):42–51

The article summarizes the results of several tasks dedicated to the calibration
of RADMON, a tiny radiation monitor onboard Aalto-1, the first Finnish CubeSat
(Peltonen et al., 2014). The radiation monitor was developed by students of the
University of Helsinki and the University of Turku. It has exceeded its original
scientific objective to become a miniature particle instrument in the low-Earth orbit.
Figure 34 reproduces Figure 1 from Paper I and shows the RADMON instrument.

Figure 34. A photo of RADMON instrument. The top PCB with preamplifiers and ADCs is visible.
Image credit: Arttu Punkkinen.

The article has a brief description of RADMON, focusing on details concerning
the instrument detectors’ physical properties and supporting parts.

A GDML1 model of the instrument was constructed. We have constructed a

1See section 5.2.3
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GDML model of Aalto-1 spacecraft as well to provide a comprehensive simulation.
The modeled assembly originates from the realistic spacecraft model produced in
mechanical CAD software. Due to differences in data formats, the physical volume
boundaries were transformed into tessellated surfaces. This approximation by many
triangular faces keeps the tolerances on the same level as most of the machined
parts have. The detector stack elements and the sensitive detectors themselves were
machined more precisely than the rest of the construction. Therefore, they were
replaced with basic geometrical shapes (true cylinders, cubes, extrusions, etc.) in the
model.

The model was put into a spherical radiating envelope, which mimicked the space
environment. We have simulated an environment filled with protons and electrons.
Each simulation run utilized the single energy of the incident particles. Based on
the Geant4 package, the simulation software implemented the ΔE–E coincidence
logic. The rest of the logic comprised a set of Python scripts. We have calibrated
the gains of the detectors by comparison of the simulated data with the orbital data.
Best fit values were found for the gains of silicon and scintillation detector. These
values allowed us to calculate realistic response curves for all particle channels of
the instrument.

To make the data product more useful, we have calculated effective energies for
the particle channels using Van Allen’s bow-tie method described in section 5.3.3.
The obtained values were used in Paper II.

6.2 Paper II.

Radiation Monitor RADMON aboard Aalto-1 CubeSat: First results. Gieseler, J.,
Oleynik, P., Hietala, H., Vainio, R., Hedman, H.-P., Peltonen, J., Punkkinen, A., Punkkinen,
R., Säntti, T., Hæggström, E., Praks, J., Niemelä, P., Riwanto, B., Jovanovic, N., and Mughal,
M. R. (2020). Radiation Monitor RADMON aboard Aalto-1 CubeSat: First results. Advances
in Space Research, 66(1):52–65

The article presents the RADMON observations in the period of October 2017
– May 2018. The observation data were made available as an electronic database.
The database has nearly continuous coverage from October to December 2017, plus
smaller periods in January, April, and May 2018. The daily observation time in hours
is shown in Figure 35

We present electron and proton intensity maps in geographic and AACGM
(Shepherd, 2014) geomagnetic coordinates in Chapter 3. The maps for electron
channel E2 show the integral intensity of electrons in the high latitude regions where
the outer radiation belt reaches the altitude of the Aalto-1 orbit. The proton channel
data shows the region of the SAA. We also discuss the proton contamination of
electron channels observed in orbit.
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Figure 35. The daily measurement time of RADMON. The green shading indicates the
observations period discussed in Paper II.

Chapter 4 provides an analysis of the magnetosphere dynamics observed. We
show the dynamics in energy and magnetic (with respect to L-parameter) domains.

The observed dynamics is compared to the results of the PROBA-V/EPT mission
in Chapter 5. We compare data of the two missions during the same time interval.
A reasonable correlation between the two instruments is presented. We discuss the
differences and present a spectral comparison of the integral electron spectrum from
9 to 20 Nov 2017 selected in 3.75 < L < 5.25. A spatial comparison of observed
electron fluxes with respect to L-coordinates supports the consistency of the obser-
vational data of RADMON and PROBA-V/EPT.

6.3 Paper III.
Oleynik, P., Vainio, R., Hedman, H.-P., Punkkinen, A., Punkkinen, R., Salomaa, L., Säntti,
T., Tuominen, J., Virtanen, P., Bosser, A., Janhunen, P., Kilpua, E., Palmroth, M., Praks,
J., Slavinskis, A., Kakakhel, S. R., Peltonen, J., Plosila, J., Tammi, J., Tenhunen, H., and
Westerlund, T. (2020). Particle Telescope aboard FORESAIL-1: simulated performance.
Advances in Space Research, 66(1):29–41

The article provides an overview of the Particle Telescope (PATE) being devel-
oped for the Foresail-1 CubeSat mission in low-Earth orbit. Foresail-1 is the first
of three spacecraft developed by the Finnish Centre of Excellence for Sustainable
Space (FORESAIL). It is a 3-unit CubeSat with dimensions of 10 × 10 × 34 cm3

and a mass of about 4 kilogram. The spacecraft carries PATE and a plasma brake
payload. The latter is designed to lower the satellite orbit to enable particle observa-
tions with a drifting magnetic local time. The initial orbit will be a Sun-synchronous
with an altitude of about 600 km. The spacecraft is spin-stabilized with the axis of
rotation pointing to the Sun. The rotation period is 15 seconds per revolution. Figure
36 shows the internal composition of the instrument.

Section 3 of the article describes the overall design of the instrument consisting
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Figure 36. PATE engineering qualification model without the cover at the final stage of assembly.

of two telescopes with identical detector stacks. The first telescope is mounted per-
pendicularly to the spacecraft rotation axis. It scans the pitch-angle distribution of
electrons with a resolution of 32 time-domain separated sectors per revolution. The
second telescope is mounted along the spacecraft rotation axis, pointing to the Sun.
It aims at observing energetic neutral atoms (ENA) arriving from the Sun undeflected
by the Earth magnetic field.

Section 4 presents the Geant4 model of the instrument and the signal path model
for the particle classifier.

Section 5 discusses the results of the simulations. We have obtained the energy
response curves for all instrument channels. In addition, we have considered possible
contamination of electron channels by energetic protons and proton channels by
electrons of moderate energies. The angular pattern of acceptance for protons and
electrons is also presented in Section 5.

We discuss the possible count rates along the orbit using the calculated geometric
factors of PATE and models of orbital particle intensities AP-8 and AE-8 for protons
and electrons, respectively. This analysis gives estimates on the feasible highest
count rates in orbit due to trapped particle populations. The results assure that the
count rate is within the limits of well-resolved pulse counting.

The estimates on possible counting rates for Solar ENAs are based on the
STEREO observations published by Mewaldt et al. (2009). Our estimate is about
300 counts from ENAs from a similar event, which is well above modeled back-
ground in equatorial regions of the orbit.

61



Philipp Oleynik

6.4 Paper IV.
Mughal, M. R., Praks, J., Vainio, R., Janhunen, P., Envall, J., Näsilä, A., Oleynik,
P., Niemelä, P., Slavinskis, A., Gieseler, J., Jovanovic, N., Riwanto, B., Toivanen, P.,
Leppinen, H., Tikka, T., Punkkinen, A., Punkkinen, R., Hedman, H.-P., Lill, J.-O.,
and Slotte, J. (2021). ”Aalto-1, multi-payload CubeSat: In-orbit results and lessons
learned”. Acta Astronautica, 187:557–568

The article summarizes the science and technology results of the Aalto-1 mis-
sion. We discuss the achievements and lessons learned from the mission, which are
organized by subsystem. The spacecraft was designed by many people interacting
with each other. This cooperation revealed to be successful; multiple goals were
achieved during the mission. Issues that surfaced in space challenged the authors,
but most of them were resolved. In the article, we propose ways to improve the
design of subsystems and scientific payloads.

The author’s contribution to this article is a discussion in Chapter 4 of the lessons
learned during the operation of RADMON.

First, we discuss the mechanical construction of the detector stack. An alter-
native shape of the entrance shaft could make the instrument response sharper for
particles nearly penetrating the instrument brass case. The opening in the brass case
has straight walls, but the acceptance of the detector stack is within a cone of ap-
proximately 20°. Thus, the effective thickness of the shielding depends on the inci-
dent angle in relation to the instrument axis. A varying effective thickness alters the
shape of the instrument response; therefore, the angle-integrated response curve has
shallower slopes in the energy domain. A streamlined conical entrance shaft would
sharpen the edges of the response curves for all particle channels.

Second, we discuss the geometry of the ΔE detector, which has a rather small
width to thickness ratio. A low aspect ratio of the detector combined with a rather
large opening in the brass envelope increases the chances of an ”edge hit” for the
silicon detector. It occurs if a particle incident with an angle to the instrument
axis traverses through an edge of the silicon detector and reaches the scintillator
triggering the coincidence logic. This edge effect causes broadening of the response
curves, which could be quenched if the silicon detector had two layers, one for
triggering with a thickness of 100 – 150 µm, and the second as ΔE detector. This
”sandwich” structure might inhibit the contamination of electron channels by high-
energy protons in the SAA.
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7 Discussion

7.1 Research findings in brief
The presented research uses Monte Carlo simulations to characterize two charged
particle instruments. We simulate the space environment as an isotropic particle
flux, which demands computing power orders of magnitude larger than a simulation
of a beam at an accelerator facility. One may argue that the instrument calibration is
well achievable solely with an accelerator beam, so what would make a meaningful
difference?

A proper characterization of an instrument demands a good knowledge of how
the instrument succeeds in particle detection and what kind of undesired behavior the
instrument may show. We have shown that cross-species contamination may affect
the measurements and, therefore, the scientific conclusions arising from the data
analysis. Such a contamination is found to be mostly caused by particles incident
outside the nominal solid angle with energies beyond the nominal energy range of an
instrument.

We analyze what kind of contamination one would expect in space from, e.g.,
high energy protons of the inner Van Allen radiation belt. This analysis is rarely
performed for CubeSat instruments, possibly because there is no reasonable way to
reproduce the space environment on the ground to match the observed behavior with
the simulations. Paper I and III discuss how each particle instrument detects target
particle species in dedicated particle channels and how the particle species interfere
the measurements in a mixed environment. The way to disentangle the influence of
protons and electrons to a measurement in a mixed environment is to be described in
the future publications.

In the Thesis, the author argues that once a Geant4 model has been verified in a
specific environment, the model might be used to assess the instrument performance
in another environment, eventually, in space. In four Papers comprising the Thesis,
we demonstrate the effectiveness of Geant4 Monte Carlo simulations of charged
particle fluxes in the characterization of particle instruments with minimal demand
for ground-based facilities. Paper I shows the in-flight calibration using the natural
proton source in space, the trapped proton population in the inner radiation belt. The
same technique we should apply for the PATE particle telescope when it is in orbit
to confirm the calibration obtained on the ground. Paper III sets the initial point of
such in-flight confirmation for PATE.
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Paper II discusses cross-calibration of Aalto-1/RADMON with Proba-V/EPT
using the dynamics of the trapped electron population in the outer belt observed
by two instruments in low-Earth orbit at high latitudes. The research demonstrates
the scientific use of the calibration parameters obtained in simulations. A successful
comparison of two independently built devices enhances trust in the data product the
same way a scientific article benefits from an independent peer review. In the next
chapter 8 we present a possible cross-calibration pair for PATE, the POES/MEPED
particle telescope.

7.2 Software
The research resulted in the Papers comprising the Thesis have been performed two
years ago, in 2019. During the last two years, the author developed simulation
techniques and software to achieve excellence in research.

Both particle instruments described in the Thesis were simulated using a custom
Geant4-based application with a custom output data format. One of the benefits of
this approach is the minimal time required to write and verify the software. Though,
such an approach could not be sustainable in the long run. If a feature must be added
to simulations, it takes a bit of effort to apply the changes to each instrument-specific
code. Another drawback is that the analysis tools are automatically limited to be
instrument-specific.

Another possible solution could be GRAS1 software maintained by ESA (Santin
et al., 2005). The code incorporates simulation setup, the Monte Carlo engine, and
flexible analysis tools. The analysis tools are C++ classes that include ready modules
to calculate the dose, volume charge, and non-ionizing radiation damage. A custom
GRAS analysis module could produce the event-based data, but creating own code
from the existing templates seemed a shorter way to proceed.

7.2.1 Author’s simulation code

A new code was developed to address the drawbacks of the instrument-specific
code. From custom applications for each particular case, a universal simulation code
emerged2. The core idea of yet another Geant4-based software is to allow a user,
unskilled in C++, to simulate arbitrary complex geometries with an arbitrary num-
ber of readout points. The particle tracking task, which requires a lot of computing
power, was isolated from everything else to save time used on computing clusters.
The isolation of the Monte Carlo task also allowed the most time-demanding code to
benefit from distributed parallel computing.

The code unified the simulation workflow from setup to the data analysis so that

1A General-Purpose 3-D Modular Simulation Tool for Space Environment Effects Analysis.
2https://github.com/phirippu/instrument-simulation
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the data processing software follows the suit of unification, which allows better re-
use of existing, tested software. The Geant4 part does only the particle tracking,
leaving the rest to post-processing, making it flexible. One of the software appli-
cations is to create a volume map of expected ionizing dose inside an envelope of
complex shape, which is essential for the engineering of space instruments exposed
to an environment rich with energetic charged particles. If such code existed by the
time of writing the Papers, it would have reduced the net effort.

7.2.2 Geometry definition

The geometry models used in the presented Thesis were initially developed as CAD
mechanical models used in mechanical production. Each CAD software stores in-
formation about the geometric shapes and their positions in their own binary format,
which is best suited for the mechanical design. However, it is not straightforward to
convert the stored complex shapes into basic shapes recognizable in Geant4 (GDML,
see 5). In Papers I and III, we have used a proprietary conversion tool, which trans-
lates CAD geometry descriptions to GDML files. The tool does not translate materi-
als nor human-readable names of parts from the CAD data. Every surface becomes
tessellated after the conversion, i.e., triangular faces forming a 3D part body. While
this tessellation process produced decent accuracy from the mechanical point of view,
the simulation model required manual adjustments.

Each detector consists of several areas, or volumes, playing certain roles in the
instrument functionality. The areas are touching each other, e.g., a guard ring around
the active area or a passive area between two active regions. Each volume still has
the same thickness as the neighboring one, which is essential for accounting for the
energy lost by a particle on its way through a detector or detector stack. When tes-
sellated, curved boundaries of these volumes are no longer touching each other but
either make a gap or overlap. The effect is minuscule yet significant when the sim-
ulation results are compared to experimental data obtained at an accelerator facility.
A gap between two detector areas would allow some particles to see the given detec-
tor layer as a thinner one, which leads to unrealistic energy deposits in subsequent
layers. An overlap would cause the Geant4 engine to push a particle outside the
overlapping space, leading to errors in accounting for the deposited energy.

To mitigate the distortion of the detector shapes by tessellation, the detectors
in the GDML model were manually replaced with cylinders, rings, and other shapes
with smooth borders touching each other the same way as in the instrument detectors.
The other volumes were not manually adjusted since the precise energy deposited in
passive material does not affect the particle detection.

In 2020, a new CAD-to-GDML conversion tool, PYG4OMETRY, has matured
enough to try it as an alternative. The tool uses STEP (Standard for the Exchange
of Product Data) files as input and produces GDML with finer grids used for curved
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surfaces. The observed accuracy is enough to keep the detectors tessellated since the
gaps and overlaps are in the nanometer domain. The tool was not used for any of the
Papers in the Thesis; however, it might have saved much effort if it was available in
the present state when we have been constructing models for RADMON and PATE.

7.3 Instruments
7.3.1 PATE and POES/MEPED

This section briefly compares the electron telescope of POES/MEPED and the elec-
tron channels of the PATE particle telescope. The instruments will observe the same
high-latitude regions of the radiation belts, PATE being in a little lower orbit. Their
scientific objectives match in observations of the radiation belts’ dynamics. Both
instruments will be operational in the same period since MEPED instruments are
installed on five operational weather satellites from NOAA and MetOp series. It is
expected that the data from two experiments can be compared, and a cross-calibration
might be achieved.

A composed plot of geometric factors vs. energy for electron channels of both
instruments is presented in Figure 37. Channels E1 and E2 of PATE resolve the
spectrum in the low-energy end, covered by the E1 channel of MEPED. Channels E3
– E5 of PATE resolve the part of the spectrum observed in channel E2. The last two
channels of PATE, though practically integral, will improve the energy resolution of
observations compared to MEPED.

Figure 37. The response functions of PATE and POES/MEPED. PATE
channels E1 – E7 are presented in filled curves, MEPED electron channels E1
(black), E2 (red), and E3 (blue) are presented in dashed curves.
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A result from Asikainen (2019) is presented in Figure 38, which shows a com-
bined history of observations of electron particle dynamics acquired by MEPED elec-
tron telescopes from 1979 to 2019. The plot shows data for 90° instrument, a similar
plot exists for the 0° one.

The observations in two pitch angles by each telescope warrant observations with
an enhanced angular resolution in pitch angle. PATE will have 32 sectors of pitch-
angle for electrons in the outer radiation belt, which brings a new dimension to the
measurements. The knowledge of the detailed shape of the pitch-angle distribution
will advance our understanding of the electron acceleration and loss mechanisms
in the outer belt. PATE observations should bring light to the details of relativistic
electron precipitation to the upper atmosphere.
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Figure 38. A composite of electron fluxes cleaned from background noise and
normalized for magnetic local time driftof the satellite orbital planes. The
composite has been computed using the data from the 90° telescope of
NOAA-6, NOAA-8, NOAA-10, NOAA-12, and NOAA-15 satellites. The fluxes in
both hemispheres have been averaged over the two opposite magnetic local
time sectors sampled by the satellites. Panels from top to bottom depict the
monthly sunspot number (SSN) as a reference and the E1, E2, and E3 energy
channels, respectively. The image and the original caption is obtained with the
permission of American Geophysical Union ©2019. Asikainen (2019)
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8 Conclusion and the future prospects

The presented work has demonstrated the use of Monte Carlo simulations to ver-
ify the performance of miniature charged particle instruments designed for space.
The simulations with Geant4 are a standard tool1 for the design and optimization
of ground-based accelerator facilities, beam therapy devices and large space instru-
ments. The design of CubeSat instruments also includes Geant4 simulations as men-
tioned in Section Referenced space missions, though for some missions, the simu-
lated environments are restricted to particle beams.

One of the aims of the presented research is to adopt the practice of publish-
ing papers describing the design, development, and verification of traditional, big
space missions to the CubeSat ecosystem. In particular, such an approach should be
adopted for small charged particle instruments. Section 4.3 briefly describes several
nano-size space missions with charged particle instruments and highlights the exist-
ing incompleteness in the published research. Unlike the early CubeSat practice, the
success of each mission is not final when the satellite orbits the Earth and reasonably
communicates with the ground. The mission data has to be trusted, which requires
an open and thorough description of the mission payloads. It was demonstrated that
CubeSats are capable of carrying modern, compact, low-power space instruments
(Poghosyan and Golkar, 2017). Therefore, it is essential to create examples of solid
research on the properties of CubeSat instruments to present the scientific benefits
of nanosatellite missions coexisting along with undoubtedly lower cost and reduced
development time.

Kestilä et al. (2013); Peltonen et al. (2014), the Papers I, II, and IV are an example
of sustainable development of a space instrument from the mission design phase to
the lessons learned from the mission. The series of the published papers gives a
comprehensive overview of the performance of RADMON and provides insight into
the effects influencing the measurements that propagate to the data product.

A fresh thread of the research publications describing the Foresail-1 CubeSat
mission and the PATE telescope is started by Papers A and III. PATE is several re-
quired tests away from the launch into the low-Earth orbit. We will describe the
results and findings of the test campaign in an instrument paper currently in prepara-
tion.

1https://geant4.web.cern.ch/publications
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In the following short sections, the author wants to describe the future work that
continues the research presented in the Thesis.

8.1 Ongoing and future operations of RADMON
The RADMON measurement campaign presented in Paper II and the lessons learned
presented in Paper IV warranted a new observation period. The Covid-19 lockdown
of 2020 inhibited RADMON operations, but already in November 2020, the oper-
ations have been restarted with a new in-orbit calibration campaign. The radiation
monitor was in calibration mode for several days. With a bliss of luck, RADMON
calibration data yielded a prominent proton curve formed by protons of energies be-
tween 10 and 30 MeV, see Figure 40. Figure 39 shows reference calibration data
taken in 2017. The calibration data in both cases are collected inside SAA. In 2020
the orbit crossed SAA so that RADMON detected more protons of energies above
30 MeV compared to the measurement in 2017. However, the position and shape
of the proton curve are reproduced approximately the same in both cases. The po-
sition of the curve confirms that RADMON detectors are insignificantly aged, and
the instrument is capable of further observations. Despite three years in a radiation
environment, the instrument functions are within the margin.

Figure 39. RADMON pulse-height data in
2017.

Figure 40. RADMON pulse-height data in
2020.

One of the issues onboard Aalto-1 is high-frequency interference that forced to
raise the threshold of the scintillation detector of RADMON right after the launch.
The RADMON measurements presented in Paper II exclude the E1 channel due
to the very narrow energy range and small geometric factor that are the reasons
for E1 to have too few counts. The electromagnetic interference appears periodic,
which allowed mitigating its influence by adjusting the length of a digital filter used
to process the current pulse from the scintillator readout. The energy threshold of
the scintillation detector has been lowered by half, which allowed the first electron
channel E1 to have a significantly wider energy range. The preliminary analysis
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of the test measurements in orbit demonstrated a count rate in E1 comparable to
E2, which suggests that the response of the E1 channel has been extended to the
energies of slightly above 1 MeV. The updated response function is to be calculated
and analyzed in future work to enable new observation runs.

8.2 Relativistic Electron and Proton Experiment
Relativistic Electron and Proton Experiment (REPE) is part of the Foresail-2 mission
to the densest regions of the outer van Allen radiation belt. The instrument is to mea-
sure electron and proton spectra and to monitor the dynamics of the Earth radiation
belts. The Foresail-2 mission is a 6U CubeSat carrying three scientific instruments,
REPE, a fluxgate magnetometer on a deploying boom with a length of 60 cm, and a
plasma tether experiment. The satellite will be launched into a geostationary trans-
fer orbit with a perigee of about several hundred kilometers and an apogee of about
36000 kilometers. The satellite will cross the outer and the inner radiation belt twice
in each orbit with a duration of 10.8 hours. The orbit provides repeated coverage
in L-shell coordinates essential for monitoring charged particle acceleration and loss
dynamics.

Figure 41. Electrons in AE-8. Image
credit: SPENVIS (Heynderickx et al.,
2004).

Figure 42. Protons in AP-8. Image credit:
SPENVIS (Heynderickx et al., 2004).

Figure 41 and 42 illustrate the expected particle fluxes calculated using models
describing trapped electrons and protons. At high altitudes, where the satellite will
spend the major part of the time, fluxes are enormous, and spectra are steep with
power-law indices above four. Such an environment requires an instrument with a
variable geometric factor, which would rise as the incident energy grows, adapting
to the particle spectrum. To observe electrons and protons with the highest energies,
the geometric factor of an instrument must provide reasonable statistics for particle
fluxes of about 104 part/cm2 s. At the same time, the flux of about 107 part/cm2 s
at low energies, below 500 keV, should increase the dead time of the instrument
insignificantly.

To meet the requirements and achieve the scientific objectives, REPE combines
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two technologies used in RADMON and PATE and applies the lessons learned from
the RADMON mission. It has three silicon detectors arranged as two layers in front
of an LYSO (Lutetium-yttrium oxyorthosilicate, Lu2−𝑥Y𝑥SiO5(Ce); 𝑥 = 0.1...0.2)
scintillation crystal and a layer on the back of the crystal. Figure 43 illustrates how
the detector stack is composed. The nominal energy range for the presented stack is
400 – 8000 keV for electrons and 6 – 100 MeV for protons.

Figure 43. A sketch of the REPE detector stack and the collimator structures. Engineering
graphics: Pasi Virtanen.

One of the lessons learned from RADMON is that the brass collimator allowed
particles to enter the detector stack at significant incident angles if the incident energy
is high enough to go through a couple of millimeters of brass. The energy deposited
in an edge of the brass collimator could not be accurately accounted for, which
resulted in widened response functions for the top proton energy channels. REPE
has solid collimator walls without a shortcut to the detectors. The conical opening
should prevent a particle incident outside the aperture from penetrating the detector
stack unless the incident energy is above 150–200 MeV.

Another improvement is that the silicon detectors D1 and D2 will be a ΔE–
E pair for the particles with the lowest energy unable to penetrate further into the
scintillator. A silicon detector has a lower energy threshold than a scintillator, which
allows the measurements of lower energy deposits characteristic to electrons. This
pair has a geometric factor of somewhat below 10−2 cm2 sr. The expected geometric
factor may result in a count rate of about 105 s−1 in the densest regions; however, it
is easier to handle such a count rate in a silicon detector than in a scintillator.

The detector plates of D1 and D2 extend to cover the entire field of view to ensure
the stopping power is even for particles that hit the sensitive area of D1 or D2 and
the particles going through the passive silicon in the scintillator. Thus, particles that
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can reach the scintillator deposit well predictable energy in the D1 layer, even if they
hit a rim of the D1 active area before they interact with the ΔE–E pair formed by
D2 and the scintillator with a logical condition that D1 has a hit. The D1 condition
provides active collimation for incoming particles, and the geometric factor is the
same as in the previous pair. This ΔE–E pair detects particles of moderate energies,
fully absorbed in the scintillator.

The last silicon detector in the stack, D3, detects high-energy protons penetrating
the entire stack. A hit in D3 that coincides with a hit in the scintillator and D2
indicates that the detected proton has energy above ∼ 75 MeV. The penetrating
protons deposit a similar amount of energy to high-energy electrons in the classical
ΔE–E plane, but an electron is likely to either scatter away from the straight path
or stop in the scintillator. The ability to discern protons by a hit in D3 extends
the nominal energy range for protons beyond the limit of total absorption in the
scintillator. Another way of extending the energy range could be a bigger crystal,
but it would bring proportionally more background hits from charged particles and
bremsstrahlung radiation originating from outside the aperture.

The mission requires exceptional agility of the particle measurements and a smart
design of the radiation shield for the electronic circuits. In the same way as the
Foresail-1, the paradigm of the Foresail-2 design is to utilize commercial off-the-
shelf (COTS) electronic components in the majority of the spacecraft systems.

The usage of COTS components dramatically reduces the electronics costs but
requires shielding that can reduce the ionizing dose for the electronics to the values
below 300–500 Gy per six months in orbit. The obvious solution would be a thick
metal vault that would itself weigh more than the CubeSat standard allows. To keep
the mass within a reasonable margin, a smart solution is to be found. The Geant4
simulation software allows an arbitrary number of virtual sensitive detectors, which
enables the plotting of a 2D map of the total ionizing dose for each PCB inside a
particular radiation shield.

REPE has a compact detector stack confined in a thick aluminum collimator,
which also acts as a shield that protects the electronics. Figure 44 shows a result of
the ongoing work on the optimization of the radiation shielding for a PCB located
right under the detector stack. The dark spot on the dose map originates from the de-
tector assembly that absorbs most incident particles. The remaining dose is collected
from the particles incident from the hemisphere opposite the location of the detector
assembly.
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Figure 44. A map of the total ionizing dose distribution for one of the PCBs of REPE. The dose is
in Grays for six months in orbit. The PCB size is 86 × 86 mm2. The PCB is divided to 121 cells in
the simulation.
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