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Abstract

Low cost, highly sensitive, miniature CMOS micro-hotplate based gas sensors
have received great attention recently. The global sensor market is expanding rapidly
with an expected increase of 5 ∼ 8% growth in the next five years. The application
areas for a gas sensor include but are not limited to, air quality monitoring, industrial
and laboratory conditions, military, and biomedical sectors. It is the key hardware
component of an electronic nose, as well as the signal processing on the software
side. In this thesis, both aspects of such a system were studied with new sensor
technologies and improved signal processing algorithms. In addition, this thesis also
described different applications and research projects using these sensor technologies
and algorithms.

A novel plasmonic structure was employed as an infrared source for a non-
dispersive infrared gas sensor. This structure was based on a CMOS micro hotplate
with three metal layers and periodic cylindrical dots to induce plasmon resonance,
that allowed a tunable narrowband infrared radiation with high sensitivity and se-
lectivity. Five gases were studied as target gases, namely, carbon monoxide, carbon
dioxide, acetone, ammonia and hydrogen sulfide. These emitter sources were fab-
ricated and characterised with a gas cell, optical filters and commercial detectors
under different gas concentrations and humidity levels. The results were promising
with the lowest detection limit for ammonia at 10 ppm with 5 ppm resolution.

On the data processing side, various signal processing methods were explored
both on-board and off-board. Temperature modulation was the on-board method
by switching the operating temperatures of a micro hotplate. This technique was
proven to overcome and reduce some typical sensor issues, such as drift, slow re-
sponse/recovery speed (from tens of seconds to a few seconds) and even cross sen-
sitivities. Off-board post processing methods were also studied, including principal
component analysis, k-nearest neighbours, self-organising maps and shallow/deep
neural networks. The results from these algorithms were compared and overall an
85% or higher classification accuracy could be achieved. This work showed the
potential to discriminate gases/odours, which could lead to the development of a
real-time discrimination algorithm for low cost wearable devices.
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Chapter 1

Introduction and Motivations

1.1 Olfactory System and Gas Sensors

Vision, audition, somatosensation, gustation and olfaction are the five hu-

man senses Aristotle described as ‘the windows of the soul’. These vital mechanisms

are the ways we interact and experience the surrounding environments. Not just

human, all creatures have sensory systems that help them to perceive and interpret

information. Scientists have been studying them for decades trying to understand

and mimic these intricate systems. With the increasing interest in robotics and arti-

ficial intelligence, sensors have became the centre of attention. Different sensors are

developed to perform the tasks of the sensory systems, such as camera/image sen-

sors (vision), microphones (audition), tactile sensors (somatosensation), electronic

tongues (gustation) and electronic noses (olfaction).

Gustatory and olfactory systems are parts of our chemosensory system, and

together they measure flavours. But unlike gustation, which only response to five

tastes (sweet, salty, sour, bitter and umami or savoury), the mammalian olfactory

system has been proven to detect at least 1 trillion odours [1]. These odours are

the results of a simple or complex mixture of molecules components. Each odour

molecule has its own distinct smell, but the mixture, depending on the concentra-

tion levels, will have an entirely different scent. The human nose is an extraordinary

organ with more than 400 olfactory receptors [2] that are used to detection these

smells, it even has the possibilities to rival canines or rodents [3]. When an odour

molecule triggers different receptor(s), an electrical signal is generated that process
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and pass through neurons to the olfactory bulb [4]. The physiological arrangement

is shown in Figure. 1.1. The odorants stimulate various parts of the olfactory centre

in the brain which associate with cognition, discrimination, emotions, memory, be-

haviours etc. [5, 6, 7, 8]. That is the reason why the smell of fresh flowers bring us

back to a tranquil summer afternoon, and the stink of roadside garbage ruin your

morning!

Figure 1.1: Physiology of human olfactory system(adapted from [9]).

In order to mimic the mammalian olfactory system, the concept of the elec-

tronic nose was first defined in the late 1980s [10]. It is defined by Gardner and

Bartlett as ‘an instrument which comprises an array of electronic chemical sensors

with partial specificity and an appropriate pattern recognition system, capable of

recognizing simple or complex smell’ [11]. It is essentially a multi-sensor system for

odour and gas detections. This system has applications such as health and safety,

air quality monitoring and home appliances, where detections and qualifications are

required. Figure. 1.2 shows a typical concept of such system in comparison with

the human olfactory system. The main hardware component in an e-nose is the gas

sensor, which can detect the presence of one or multiple gas components in the sur-

rounding area similar to the olfactory receptors. There are several ways to do that,

such as chemical sensors, mass sensors, optical sensors etc., which will be introduced

in section 1.3. The other part of an e-nose is the data acquisition and recognition,

which like the human brain, processes the data and classifies the signals.
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Figure 1.2: Simplified representation of the human olfactory system versus an e-nose
system (reproduced from [12]).

1.2 Market and Applications for Gas Sensors

There is a growing need for gas sensors. The global sensor market was

valued at USD 2.05 billion in 2018, and is expected to increase by 5 ∼ 8 % from

2019 to 2025 [14]. One of the main applications is air pollution and environmental

monitoring. On top of that, the demand for other applications such as industrial,

Figure 1.3: Gas sensor market in value ($B) from 2018 to 2023 (reproduced from
( [13]).
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military, transportation and medical, are also increasing rapidly. Figure. 1.3 shows

a histogram of different gas sensing applications.

Environmental monitoring includes indoor and outdoor air quality detec-

tions. Outdoor gases, such as carbon dioxide, methane and nitrogen oxide are of

interest due to their greenhouse effect. Carbon dioxide sensors are accounted for ap-

proximately 25% of the global gas sensor market [14] and this number is increasing

every year. In addition, an oxygen sensor is another popular sensor not only for air

quality monitoring, but also for combustion system and fuel consumptions. Indoor

gases, such as carbon monoxide, carbon dioxide, methane, are closely related to

the ventilation system and home appliances. For medical applications, odours and

gases as biomarkers are often studied, such as acetone [16], ethyl alcohol [17], ammo-

nia [18] and volatile organic compounds (VOCs). Other gases, for instance hydrogen

sulfide, propane and butane are of interest in the combustion systems, chlorine for

water quality detections, and sulfide oxide as a natural gas that is related to volcanic

Figure 1.4: Typical concentration levels for gases of interest ( 1○ 2○ 3○ 4○ 5○ indicate
different legislation limits, note: not all these gases are odours. Figure reproduced
from [15]).
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activities. Yamazoe [15] conducted a review on the gas sensor technologies, and he

summarised the typical gas concentrations for the gases mentioned above, as shown

in Figure. 1.4.

1.3 Gas sensing Technologies

Various sensor technologies are available nowadays that can be found both

in laboratory researches and commercial products. The technology can be based ei-

ther on physical or chemical effects. For low-cost gas sensing applications, chemical

sensors are more popular. Common chemical sensor technologies include electro-

chemical sensors, thermal sensors, mass sensors and optical sensors [19].

Electrochemical sensors are the largest group of chemical sensors. It is the

most common approach and the target gas produces an electrical signal that is

proportional to the concentration [20]. The electrochemical reaction happens at the

working electrode, and the signal changes are then measured. Due to its operation

principle, it is suitable for a variety of redox gases. It can be divided into three

types, potentiometric, conductometric and amperometric/voltammetric [21], which

corresponds to different signal information. This type of sensors are commercially

used as oxygen sensors and toxic gas sensors, such as carbon monoxide and hydrogen

sulfide, but they are bulky in size. Figure. 1.5 shows an SGX oxygen sensor and

Figaro CO sensor.

(a) SGX Sensortech oxygen sensor. (b) Figaro carbon monoxide sensor.

Figure 1.5: Two commercial electrochemical sensors.

Thermal sensors use the law of thermodynamics in which the internal energy
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(a) SGX Sensortech VQ se-
ries.

(b) Xensor Integration TCG
series.

(c) Figaro TGS series.

Figure 1.6: Commercial thermal sensors.

of the system changes with heat. Since different gases have different thermal conduc-

tivities, so a thermal sensor applies the thermal energy and the thermal conductivity

changes based on the gas. It has a reference channel to measure the thermal changes

to the carrier gas, i.e. air, and a sensing channel to measure the target gas. It is

often used to measure gas with a larger difference in thermal conductivity as com-

pared to the carrier gas. It is also possible to measure multiple gases as long as

their thermal conductivities are significantly different and not present in mixtures.

The thermal sensor can be calorimetric, thermal resistive, thermal electronics and

thermal electric. Figure. 1.6 shows some commercial thermal gas sensors.

Mass sensors are another type of chemical sensors. These detect the change

of surface mass through the change of oscillator frequencies, such as bulk acoustic

waves (BAWs) and surface acoustic waves (SAWs). These sensors are based on

the piezoelectric oscillators that generate different types of acoustic waves which

propagate through piezoelectric materials, such as quartz, zinc oxide, aluminium

nitride and lithium niobate. These sensor has been of great interest for researchers

for their high sensitivity, small size and fast response time. Figure. 1.7(a) shows a

(a) Quartz crystal microbal-
ance [22].

(b) Solidly mounted res-
onator [23].

(c) Thin-film bulk acoustic
resonator [24]

Figure 1.7: Some commercial mass sensors.
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commercial quartz crystal microbalance (QCM) device with a round metal pattern

in the centre and electrodes on the size. A QCM is a bulk acoustic device and

also the most widely used one [25]. Surface acoustic waves devices, such as solidly

mounted resonators (SMRs) and thin-film bulk acoustic resonators (FBARs), are

also shown in Figure. 1.7 (b) and (c).

The fourth type is the optical sensor. These sensors monitor the optical ab-

sorption/emission of the target gas species in a specific wavelength region. Each gas

has its own absorption/emission wavelength, and the response magnitudes depend

on the concentration levels and gas types. One type of the optical sensor is infra-red,

such as the non-dispersive infra-red (NDIR) sensors. NDIR sensors are often found

for carbon dioxide detection as CO2 has a strong absorption on the infra-red spec-

trum at 4.26 µm. Commercial sensors, such as Alphasense Ltd (UK), can produce

miniaturised sensors with an integrated infra-red emitter and detector as shown in

Figure. 1.8. In addition to CO2 sensing, methane is another greenhouse gas that

can be detected using NDIR. These two gases are often studied together.

Integrated (i.e. multi-gas) measurement systems are also available on the

Figure 1.8: Alphasense Ltd commercial NDIR sensors.

(a) Owlstone FAIMS system. (b) GMI PS500 portable gas moni-
tor system.

Figure 1.9: Commercial multi-gas detection systems.
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market for a more comprehensive gas monitoring. These systems can be stationary,

portable or handheld. For example, one of the most accurate gas measurement

methods is mass spectroscopy, but its bulky and expensive. More portable setups,

such as commercial e-noses like Owlstone FAIMS (UK) or Alpha-mos (France) FOX

systems, are also sensitive and selective but they response slowly. Handheld devices

can provide a more convenient way to detect and monitor gases, and they can often

be found in laboratories, industries and domestic applications. Some example gas

detection systems are presented in Figure. 1.9.

1.4 Motivation and Objectives

There is an increasing demand for high sensitive, high selective and low cost

miniature gas sensors for applications such as handheld devices in environmental

monitoring and biomedical appliances. Furthermore, with the emergence of the

internet of things (IoT) and smart homes/buildings, small and integrable gas sensors

are needed to monitor gases such as oxygen, carbon dioxide, carbon monoxide,

methane, etc. The current generation of gas sensors can have issues, for instance,

response drift, cross sensitives, slow response/recovery, and prone to poisoning. This

thesis aims to develop new sensor technologies to reduce and overcome these issues.

Two sensor technologies are selected as the focus of this study, metal oxide

semiconductors and non-dispersive infra-red gas sensors. Both types are highly

sensitive, and with the miniaturised sizing (1 – 2 mm), low cost (∼ £2 for a limited

wafer run) and low power (< 100 mW) consumption. The end purpose is to use such

sensors for air quality monitoring and personal health care devices. The objectives

of this research are listed as follows:

• Enhance the NDIR sensor performance by implementing a plasmonic nanos-

tructure.

Design and simulate the plasmonic model using an analytical model in COM-

SOL Multiphysics v5.1 software. The structure is used as the infra-red source,

and should have a distinctive emission peak at the target wavelengths corre-

sponding to the gases of interest. This is validated with a frequency spectrum

simulation and the structure should meet the manufacturing standard and tol-

erance. The final model is then designed using Tanner EDA v2016 for mask

layout, which will then be sent to a foundry for fabrication.
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• Calibrate and assemble the device for gas measurements under the laboratory

conditions.

The fabricated devices are assembled into the NDIR sensor system with a gas

chamber and a commercial detector. The setup is tested and calibrated un-

der the laboratory condition with controlled gas flow and concentration levels.

After the sensors have been fully characterised, it can then be integrated for

real-world applications, such as gas detection or odour under harsh environ-

ment.

• Develop signal processing methods and algorithms to improve sensor response

and compensate issues such as drift and slow response/recovery.

Different signal processing methods are investigated with custom-made metal

oxide semiconductors. To compensate drift and slow response/recovery of a

typical MOX sensor, temperature modulation technique is applied to extract

the dynamic sensor information instead of the static response. This technique

can greatly shorten the response time and minimise the effect of drift. Both

off-board post processing and on-board methods are studied. This technique

also has the possibility to discriminate and predict gas concentrations. A

regression analysis can be applied for this purpose.

• Apply algorithms to the sensor data collected by a multi-sensor unit to dis-

criminate and classify different gases or odours.

Various algorithms can be explored to find the most suitable one for the given

set of data. The algorithm needs to be high efficient, high accuracy, and

possible to implement to a microcontroller for a wearable/handheld device.

Such algorithms can be principle component analysis, k-nearest neighbours,

shallow artificial neural networks and deep neural networks.

1.5 Thesis Outline

This thesis addresses the objectives in the following order:

• Chapter 1 Introduction and Motivations: This chapter introduces the

olfactory system and gas sensors with current sensor technologies and market

and applications. Various sensor technologies are described and discussed
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with two types selected to study in this thesis. This chapter also presents the

research motivation and objectives.

• Chapter 2 Literature Review: A literature review is provided in this

chapter as the background study of this work. The first half of the review

is on plasmonic technology, such as the working principle of surface plasmon

and plasmonic metamaterial. The application in gas sensing is also included

here with different plasmonic structures and designs. The second half of this

chapter is dedicated to different signal processing methods, including thermal

modulation, regression analysis and classification techniques. These models in

literature for gas sensing applications are described in this chapter.

• Chapter 3 Design and Fabrication of Micro-hotplate Based CMOS

Devices: Micro-hotplate devices are discussed here as one of the key compo-

nents for both the MOX sensors and NDIR sensors. There are two types of

membrane designs, closed type and suspended type. Both types are described

with different structures, patterns and materials. Furthermore, the fabrication

process for such devices is illustrated, mainly the steps used in CMOS process.

Finally, the applications of micro-hotplate in MOX and NDIR sensors are also

included.

• Chapter 4 Modelling and Simulation of Plasmonic IR Emitter: A

plasmon enhanced CMOS infra-red emitter source is demonstrated in this

chapter. The emitter has a tunable patterned structure that can emit infra-

red radiation at the target wavelength, which corresponds to the target gas.

The model is simulated with COMSOL Multiphysics software and the results

are presented with frequency spectra. Five structures for five target gases are

presented in this chapter, and the final designs are generated for tape-out.

• Chapter 5 Sensor Integration, Calibration and Application: This

chapter covers the characterisation of the designed plasmonic infra-red emit-

ters. All devices are measured and tested with an automatic gas testing bench

with controlled gas flow and concentration levels. The setup includes a com-

mercial detector device and a gas chamber. This setup is also implemented

into two projects, namely SmokeBot and SuperGen, to detect gases in harsh

conditions and impurities in hydrogen fuel cells, respectively.

• Chapter 6 Signal Processing Technique with Thermal Modulation

for Toxic Gas Sensing: This chapter presents the thermal modulation tech-

nique on MOX sensors. Instead of the constant operating temperature, the
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sensor is pulsed between two temperatures. The sensor operating in this dy-

namic mode can provide gas information within a shorter period of time, which

are then revealed with post-processing algorithms. This technique is trialled

both off-board and on-board in real time, both are demonstrated in this chap-

ter. In addition, the post-process data can be used in regression analysis for

gas concentration predictions.

• Chapter 7 Signal Processing with Machine Learning Algorithms for

Odour Detection: In this chapter, more signal processing methods are ex-

plored, especially various machine learning algorithms for gas classification.

These algorithms are trialled on a dataset collected with four different odours

using an integrated gas sensing system. The comparison among these algo-

rithms is provided with model accuracies and performances (errors). The re-

sults prove the feasibility of using classification algorithms for odour detections

which can lead to the development of an on-board classification algorithm.

• Chapter 8 Conclusion and Further Work: This chapter concludes the

entire thesis with overall results and discussions. The objectives are reviewed

here against final results, and additional work is proposed for future study.
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Chapter 2

Literature Review

2.1 Introduction

An electronic nose system comprises an array of chemical sensors (hardware)

and a signal processing method (software). Therefore, to improve an e-nose system,

two approaches can be taken. On the hardware side, the sensors can be enhanced

with better materials and/or transducers; on the software side, supervisor algo-

rithms for signal processing and pattern recognition can be developed. This thesis

aims to study the e-nose system from both sides. From all the sensing technologies

described in the previous chapter, two types of sensors are selected as the research

focus, namely, the non-dispersive infrared sensor (NDIR) and the metal oxide semi-

conductor (MOX) resistive gas sensor. A plasmonic metamaterial is employed in

the infrared emitter for the NDIR sensor to enhance the radiation emissivity and

selectivity, thus improving the overall sensor performance. Alongside this sensor

development, different signal processing algorithms are explored with MOX sensors

both on-board in real time and off-board for post-processing.

In this chapter, a background study on the hardware and software aspects

of the e-nose is conducted. It provides an overview of state-of-the-art research and

devices. On top of that, the working principle of the plasmonic technology is ex-

plained here, as well as its applications as a metamaterial in the optical sensing

area. Various design structures are explained with their performances and advan-

tages. Furthermore, different signal processing methods are introduced: thermal

modulation techniques and machine learning algorithms. Both have been of great
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interests in the sensor community to compensate for noise and drift, and extract

more information.

2.2 Plasmonic Technology for IR spectroscopy

Infrared technology plays a vital role in applications such as imaging and

gas sensing. Gas sensors like the non-dispersive infrared (NDIR) require an infrared

emitter source, a filter and an infrared detector. As a replacement of the conventional

infrared bulb, several approaches using microelectromechanical system based devices

are proposed in literature. In addition, metamaterials, as an emerging area, have

attracted attentions due to its ability in manipulating electrical properties. By

combining the MEMS devices with metamaterials, a novel infrared source can be

achieved perhaps without an expensive filter. Plasmonic, in particular, is the chosen

metamaterial that can tailor the electromagnetic wave, hence the wavelength of the

infrared radiation.

2.2.1 Electromagnetic Waves

In the early 1860s, James Clerk Maxwell published his book, A Treatise on

Electricity and Magnetism. In this, he presented the mathematical theory for elec-

tromagnetism and proposed an explanation for the electromagnetic phenomenon [1].

He combined various disconnected equations, such as Gauss’s Law, Faraday’s Law

and Ampere’s Law, and showed their relations [2]. These equations are:

Gauss’s Law: ~∇ · ~E =
ρ

εo
(2.1)

Gauss’s Law for Magnetism: ~∇ · ~B = 0 (2.2)

Faraday’s Law: ~∇× ~E = −∂
~B

∂t
(2.3)

Ampere’s Law: ~∇× ~B = µo~J + µoεo
∂~E

∂t
(2.4)

where ~E is the electric field, ~B is the magnetic field, ~J is the current density, ρ is

the charge density, εo is the permittivity of free space, µo is the permeability of free

space and t is time. All the above equations are represented with gradient operators

in vector fields, they can also be written as integrals. By combining these equations
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and putting them in a general format, following conclusions on the electromagnetic

interactions can be made:

• the electric flux through a closed surface is proportional ( 1
εo

) and to the total

electric charge Q in the volume enclosed by the surface;

• the overall magnetic flux of a closed lines of loops is zero so that magnetic

monopoles do not exist;

• a change in the magnetic flux can induce electromagnetic induction (electro-

motive force, a.k.a. EMF);

• electromagnetic waves are the changing electric and magnetic field that travels

through space; and

• the speed of the electromagnetic wave is equal to the speed of light in the

vacuum (c ≈ 2.99 × 108 ms−1), which is also related to the permittivity and

permeability.

Unlike the equations above which are the electromagnetic waves in free space,

the electromagnetic waves in dielectric and metal surfaces are slightly different. Mat-

ters are formed by neutrons, protons and electrons, but only electrons are considered

here as they can be affected when an electric or magnetic field is applied, which can

lead to polarisation (positive and negative). This polarisation effect can vary among

materials, and for dielectric material, the electric polarisation is linearly proportional

to the applied electric field [2]. Because of this polarisation, the Maxwell’s equations

are now written as:

~∇ · ~D = ρf (2.5)

~∇ · ~B = 0 (2.6)

~∇× ~E = −∂
~B

∂t
(2.7)

~∇× ~H = ~Jf +
∂~D

∂t
(2.8)

where ~D is the electric displacement vector (ε~E) and ~H is the magnetic field (
~B
µ )

when the polarisation vector is considered. ρf and Jf are the free charge and free

current density, respectively. These equations are similar to the free space equations

with different symbol expressions. In addition, the local current density ~J can be
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calculated through the electric field and conductivity σ in a conductive material, as

stated by the Ohm’s Law:

~J = σ~E (2.9)

The electromagnetic wave in metals, or conductors, is different due to the

presence of free electrons. Therefore, the wave function is solved by using the curl

operation of Eq. 2.7 and zero free charge density, hence:

~∇2~E =
∂

∂t

(
~∇× ~B

)
= µoεrεo

∂2~E

∂t2
+ µoσ

∂~E

∂t
(2.10)

where εr is relative permittivity. Because the free electrons lead to a non-zero

conductivity which becomes the imaginary part of the permittivity. Therefore, the

modified wave equation in a plane is written as:

(−iβ − α)2Eo = µoεrεo(iω)2Eo + µoσ(iω)Eo (2.11)

with the real part as:

−β2 + α2 = −µoεrεo (2.12)

and the imaginary part as:

2βα = µoσω (2.13)

where w is the angular frequency. The conductivity σ has the below relationship as:

α = β =

√
µoσω

2
, when σ � εrεoω (2.14)

and in an ideal situation when σ →∞ (perfect conductor), there are no waves and

E=0 [3].

Table 2.1: Plasma frequency (fp) of some common metals.

Metal
Plasma Frequency
(fp = ωp/2π, unit=PHz)

Ref.

Aluminium 3.70 [4]

Tungsten 1.45 [5]

Silver 2.32 [4]

Gold 2.18 [5]

Platinum 1.25 [5]
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Permittivity of the metal is also depended on the frequency as:

εr = 1−
ω2
p

ω2
(2.15)

where ωp is the plasma frequency of the metal electrons, which is a constant for

different metals. Table. 2.1 below provides some common metals that will be men-

tioned later in this thesis and their plasma frequencies. This is also a parameter in

the Drude model.

2.2.2 Surface Plasmon

Plasmonic occurs in the area where the surface electromagnetic is excited at

a dielectric-metal interface [6]. The electromagnetic wave travelling through this

interface is known as a surface plasmon polariton (SPP). It is a propagating wave

that has two different polarisation properties, the transverse magnetic (TM) mode

and the transverse electric (TE) mode. The wave equations for these two modes are

shown as:
∂2Hy

∂z2
+ (k2oε− β2)Hy = 0 (2.16)

for the TM mode and
∂2Ey

∂z2
+ (k2oε− β2)Ey = 0 (2.17)

for the TE mode, where ko is the wave vector of the propagating wave in vacuum,

which is

ko =
ω

c
(2.18)

and x, y, z are directions. But the surface plasmon polaritons only exist in the TM

mode [7]. For the SPPs travelling between the metal-dielectric interface, the wave

vector kz along the z-axis is represented as:

kz =
ω

c

√
εmεd
εm + εd

(2.19)

where εm and εd are the constants for the metal and dielectric layer, respectively.

SPPs can be excited either by electrons or photons. The electron excitation

is caused by electron scattering that transfers the energy to plasma, hence the SPPs.

For a photon to excite SPPs, the surface plasmons (free electrons) are affected by

an incident light, resulting in a coupled state which is the polariton. For instance,
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Figure 2.1: Absorption (top): an incoming light is absorbed in a bare device (left)
but will trapped by the plasmonic crystals (right) in a plasmonic mode. Emission
(bottom): plasmons are induced in a heated surface only happens with plasmonic
crystals(reproduced from [8]).

an absorption plasmonic based device traps the incident light in a plasmonic mode,

while an emission device can spontaneously excite surface plasmon with a heated

surface, which is then coupled to the external light-field [8]. This process is shown

in Figure. 2.1 with ~q as the plasmon wave vector and ~k as the electron wave vector.

The coupling mediums such as gratings are used to match the photon wave

(a) Gap gratings for gap surface
plasmon polaritons [9].

(b) Nano-antennas for lattice surface
plasmon polaritons [10].

Figure 2.2: Two surface plasmon coupling modes (reproduced from [9] and [10]).
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vector and the surface plasmon wave vector. They also act as waveguides that can

overcome the diffraction limitation of lights and tune the surface plasmon resonance.

The grating can be slots, holes, dots, etc. They help with the coherent scattering

of the SPPs, and the grating vector kg = 2π/λg, where kg is the wavevector of the

grating and λg is the period of the grating structure [11]. The coupling state can

happen in two ways, one is the gap surface plasmon polariton and the other one is

the surface lattice resonance between individual nanostructures. In the gap surface

plasmon polaritons, the wave propagates in the plane of the structure and shows

a strong localisation and significant propagation distance with increased width and

height of the grating/gap structure [9]. The lattice surface mode is the coupling in

the periodic arrays of plasmonic crystals or nanostructures (nano-antennas). This

can support the collective resonances of the localised surface plasmons and signif-

icantly enhance the emission (tenfold) in a particular wave range [10]. Figure. 2.2

shows two grating structures corresponding to the two coupling modes.

2.2.3 Plasmonic Metamaterial

Metamaterials are metal-dielectric composites structured on a microscale or

nanoscale that can enhance the electrical properties from the structure instead of

the materials [12, 13]. A plasmonic metamaterial is a metamaterial that uses a

surface plasmon to manipulate electromagnetic radiation. The resonance frequency

is determined by the material property, especially the plasma frequency as presented

in Table. 2.1. However, in a plasmonic metamaterial, it is controlled by carefully

designed periodically or randomly distributed artificial structures, which usually

have the size and spacing much smaller than the wavelength of interest [14].

Plasmonic materials generally are metallic components with free electrons

that provide negative real permittivity [15]. The real and imaginary parts of the

permittivities of some common metal are presented in Figure. 2.3. These materials

also exhibit negative refractive indexes that refract or bend the light differently over

certain frequency ranges. To utilise the material properties as a plasmonic metama-

terial, various structures and layouts are investigated in literature, for instance, a

bulk sandwich structure with metal and insulation layers, graphene based devices,

and lattice structures. A sandwich structure can be silver glass bulk stacks for ul-

traviolet lights [17] or silver thin film with a gold underlay and silicon nitride [18].

Graphene has found to be able to generate surface plasmons from terahertz to in-

frared regions [19, 20, 21]. It has electromagnetic conductivity in both the TM and
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Figure 2.3: Real and imaginary parts of the permittivities for silver, gold, sodium,
potassium and aluminium (reproduced from [15, 16]).

TE modes [22], and allows high propagation distances [23]. The lattice structures

have been most studied because they can tailor the resonance frequency. They can

incorporate both bulk metal-dielectric stacks and graphene to maximise the wave-

length calibration for various applications. Depending on the frequency ranges, the

applications include antennae [24], solar cells (absorbers) [25], emitters [26, 27], and

sensors [28, 29, 30]. This thesis focus on the sensing applications. In the next sec-

tion, recent researches on plasmonic in gas sensing will be presented, particularly

with tunable lattice structures.

2.2.4 Plasmonic in Gas Sensing

The study of plasmonics has been an area of interest for the past two decades.

In the sensing applications, it can be used in bio-sensing [31, 32], particle sensing [33,

34], and chemical sensing [35]. In addition, optical gas sensing is a major application

that can benefit from the enhanced optical materials, such as infrared emitters and

detectors. There have been several reports on applying the plasmonic technology

into the emitter designs. Daly et al. [36] published a design using a plasmonic

patterned structure to demonstrate the effect of the periodic patterns on the emission

rate. The pattern Daly used was cross-shaped cavities. He concluded that the

enhancement of the emission peak and the peak wavelength could be tuned by

altering the cavity size and depth. Therefore, this periodically patterned structure

has been used in the literature for a tunable, selectable infra-red emitter.
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A typical emitter design is a sandwich structure with a dielectric layer be-

tween two metal layers where the top metal layer perforated periodically. The

plasmonic metal layer sits on top of a heater that on heating, induces plasmon reso-

nances. Silver is commonly reported in the literature as the metal layer, and silicon

oxide or silicon [37] used as the dielectric layer. Titanium layer could be used be-

tween the substrate and the bottom metal layer [38], or chromium and gold layer

below substrate as the heating source [39]. There are also other novel materials

used in realizing the plasmonic structure, such as graphene [40, 41], superconduc-

tors [23], or doped semiconductors [42]. For instance, Tay et al. [43] reported using

titanium nitride doped nano-amorphous carbon as the metal layer to increase the

electrical conductivity and IR reflectivity of the device. The patterned structure on

the plasmonic layer can be perforated in square [39, 44], round [38, 37], or quantum

dots [45, 46], and it can either be in square or hexagonal arrays. For a more com-

plex design, the pattern can be placed on multiple layers. Design reported by Li et

al. [47] was an Al/SiO2/Si structure with all three layers perforated with hexagonal

holes array. Similarly, Ji et al. [48] designed a perforated membrane structure with

patterned platinum layers. They were both based on a silicon substrate and back

etched to form the membrane. They had thermal insulation and wavelength se-

lectable characteristics, but the multi-perforated membrane layer could weaken the

device structural integrity. A membrane is used to isolate thermally the structure

as well as to reduce the power consumption. Other membrane materials, such as

a polymer, were proposed by Araci et al. [49, 50]. A detailed study on the micro

hotplate and its membrane will be provided in the next chapter.

As the Kirchhoff’s law of thermal radiation stated, only a good absorber

makes a good emitter, designs for absorbers are also investigated. The difference

between a emitter and a detector with plasmonic structure is the micro-heater and

the thermopile/pyroelectric. In the detector design, thermopiles are used [51] and

the change in the temperature by excited plasmons will reflect as voltage changes

to the external circuit. Because the physics principles behind the plasmonic design

is identical between emitters and detectors, the patterned emitter design can also

be implemented into absorbers. The absorber structure is a thermopile on a dielec-

tric membrane supported by a silicon substrate [52]. The top metal layer in the

membrane is patterned cavities [53, 54], thin metal films [55], square gratings [56],

extruded square design [57, 58, 59], extruded cross design [60] or dual cross de-

sign [61, 62], quantum dots [63, 64], and nano pillars [65]. Figure. 2.4 shows some

examples of the plasmonic patterns.
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Figure 2.4: Examples of the plasmonic patterns, from left to right: holes, pillars,
dots, perforated holes, gratings and irregular designs.

The plasmonic structures mentioned above are mostly micromachined. How-

ever, for mass production at a lower cost, CMOS process is preferred. Ali et al. [66]

designed a plasmonic structure that was compatible with CMOS fabrication. It

was a dielectric membrane on top of a silicon substrate, and the metal layers are

embedded within the dielectric layer. Either the top or multiple metal layers can

be patterned. The plasmonic material used in this design is CMOS metal such as

aluminium, tungsten or molybdenum. Tungsten has a high melting point and is the

first choice in this work. The bottom metal layer works as the heating source (a

micro hotplate). The pattern can be either square lattices, or hexagonal lattices, or

a mixed structure for multiple emission peaks. This design will have low power con-

sumption, low cost from CMOS fabrication, and high stability and sensitivity from

the plasmonic structure. Table. 2.2 summarised various plasmonic designs used in

some recent studies.
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2.3 Signal processing methods

2.3.1 General Overview

The metal oxide semiconductor (MOX) sensor is one of the most studied

sensors due to its commercial availability. It is easy to use and respond to a wide

range of redox gases. As a result, it is also a much studied material for signal pro-

cessing methods. The signal processing section of an e-nose is roughly similar to

the human brain function, which extracts only the useful information and obtains

the underlying relationships between the received data and the known information.

For a sensor array commonly applied in an e-nose [82], a response pattern from the

sensors are depending on factors such as gas types, concentration levels and operat-

ing conditions. Therefore, based on the response patterns, the known information

can be deduced through algorithms, such as pattern recognition. Through finding

the relationship between the known information and the response patterns, the pre-

diction of the unknown information will be more accurate. Like a human brain,

this information will become a ‘memory’ that is used to discriminate and classify

unknown gases and odours. In this section, two types of problems are discussed for

gas prediction, regression problems and classification problems.

Furthermore, a gas sensor can be influenced by various operating conditions,

such as ambient temperature, pressure, humidity, and flow. All of them can con-

tribute to the drift in the sensor response. The drift can be reduced when these

factors are compensated or avoided. Many researchers have studied various meth-

ods to improve the sensor response in terms of stability, sensitivity and selectivity,

for the purpose of drift compensation and gas discrimination [83, 84, 85]. These

approaches can be roughly separated into two categories, on-board and off-board.

On-board methods include sensing materials, improved circuitries [86], and signal

process techniques before the data collection step. These technique, for instance, a

reference channel [87] can be used with a mixer in the circuitry to add/subtract two

signals. Another method, which will be studied later in this section, is the temper-

ature modulation technique. A MOX sensor is operated with a micro hotplate and

it is sensitive to the change of the operating temperature. Therefore, studies show

that this technique can greatly increase the stability and selectivity of MOX sensors.

The off-board signal processing happens after the data have been collected. It can

be filters to remove drifts and noises, or advance algorithms for discriminations and

predictions.
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2.3.2 Thermal modulation

Thermal modulation is a dynamic signal processing method that can find the

sensor characteristics both in the time domain and the frequency domains. A MOX

sensor operates with a micro hotplate that can heat up from 100 ◦C to 500 ◦C. By

adjusting the operating temperature of the micro hotplate, the sensor response can

be improved. In addition, it can reduce the power consumption [88] and increase

the selectivity of the MOX sensors. In a research conducted by Lee et al. [89], he

showed the conductance versus temperature profile of different analytes, such as

carbon monoxide and propane, that could be used in the sensor selectivity study.

There are multiple ways to modulate a micro hotplate. One way is to pulse it

between the operating temperature and off phase. For instance, Burgués et al. [90]

proposed a discontinuous powering method that only warmed-up the micro hotplate

within a short amount of time. This helped with power reduction up to 60%, and at

the same time, increased the prediction error and detection limits. The modulation

cycle period was not specified in this study, but there have been other researches

on different duty cycles. Oletic et al. [91, 92] trialled four pulse periods and duty

cycles, and came to the conclusion that a better sensor sensitivity could be achieved

with reduced power consumption at a higher pulse period and a lower duty cycle.

The pulse period is usually in tens of seconds. With the lower duty cycle, the power

consumption of such sensor operation can drop from tens of mW to just a few

mW [93]. The period can also be shorter, for example in ms as presented in [94].

Another method is to operate the micro hotplate between two operating

temperatures. This operation mode will increase the power consumption as there

is no off time, but it allows a higher operating temperature without reducing the

sensor lifetime. Shaposhnik et al. [95] studied a SnO2 MOX sensor that operated

between 100 ◦C and 450 ◦C instead of the constant 300 ◦C, and a duty cycle of

13%. By using this method, the sensor response towards the same gas at the same

concentration increased by two-four of magnitude. A possible explanation of the

increase in the sensor sensitivity and response is the lower temperature deactivate

the adsorption process which then protects the surface materials.

The third modulation method that has been mentioned in literature is to

operate the sensor at a higher temperature from time to time, instead of the regular

pulse mode. This is to act as a cleaning mechanism to desorb certain adsorbates

and restore the initial metal oxide material properties, such as 150–300 ◦C for sulfur
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(a) Method 1: HIGH-OFF (b) Method 2: HIGH-LOW

(c) Method 3: Occasional higher tempera-
ture (low pulse-width modulation)

Figure 2.5: Three operating methods of the temperature modulation technique.

and 250–500 ◦C for carbon [96, 97, 98].

Figure. 2.5 shows the three above modulation methods. They share the same

basic principle of a modulated heater voltage. Based on this voltage, the sensor re-

sponse is measured overtime towards various gas components. The collected data are

then processed to extract features and perform quantitative analysis, such as Fourier

transform [99, 100], discrete wavelet transform (DWT) [101], principal component

analysis [102, 103], partially least square [104], artificial neural networks [105, 106]

or a combination of multiple steps. Fast Fourier transform can extract data based

on the operating frequency of the temperature modulation [107], and the harmonic

peaks on the frequency spectrum can be used as the gas information. The higher

harmonic of the FFT shows the non-linear characteristics of the response at the sen-

sor surface, and its amplitude changes depending on the kinetics of the gas species,

i.e. vary gas by gas [108]. Apart from FFT, wavelet transform, either discrete or

continuous, can be used to perform feature extractions. It was discussed that the

transitory sensor characteristics, such as drift, might affect the FFT results which
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the wavelet transform could overcome [109]. The DWT is a windowing technique

that varies with frequencies and provides a sparse representation of the signal, while

continuous wavelet transform (CWT) scales the windows more finely and provides

a better overall signal representation. Huang et al. [110] performed a study that

compared the FFT with CWT. It was found that the wavelet transform function

was more suited for frequency-time problems with a clearer variation between gases

for discrimination. After the feature extraction step, additional analysis can be per-

formed, such as regression analysis or classification technique. These two techniques

will be discussed in the following sections.

2.3.3 Regression Techniques

Regression analysis can provide a relationship/model between a set of in-

dependent variables and dependent variables. It can be either linear or non-linear

problems. For an e-nose, the classification problems can be treated in a similar

manner as the regression problems. Gutierrez-Osuna [111] categorised the regres-

sion problems in the machine olfaction system into three types: multicomponent

analysis, process monitoring and sensory analysis. In multicomponent analysis, the

dependent variable is the concentration of the gas; in the process monitoring, the

dependent variable is the process variable such as quality level; and in the sen-

sory analysis, the dependent variable is the score of a human sensory panel. Here,

multicomponent analysis will be focused mainly to estimate the gas concentration

levels.

There are three commonly used methods for regression analysis on a gas

sensing system, namely, neural network (ANN), support vector machine (SVM)

and partial least squares regressions (PLS). Spinelle et al. [112] reported a study

of three sensor calibration methods, simple linear regression, multivariate linear re-

gression (least squares) and artificial neural network. By comparing these three

methods, it was found that the ANN with raw or scaled sensor inputs was more

suited to solve the sensor interference problem. ANN is widely used both as a

non-linearclassification method and as a prediction method. Eklöv et al. [113] re-

ported a feed-forward ANN with one hidden layer using the Levenberg-Marquardt

optimization algorithm. The root mean square error (RMSE) was used to evaluate

the model and the ANN model gave a better prediction result with the RMSE of

1.6 ppm. Different variations of the neural network can also be applied. For in-

stance, Huang et al. [114] used a generalised regression neural network to model the
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methane concentrations for coal mine shafts. This model was also compared with a

back-propagation based neural network, and the regression network was more pre-

cise and efficient in the concentration estimation. Unlike the basic neural network

model, the regression model has a summation layer which performs a weighted sum-

mation before the output layer. In another example, Gulbag et al. [115] applied an

adaptive neuro-fuzzy inference system to the ANN model. Training methods such

as Quasi-Newton and Levenberg-Marquardt were trialled. It was also concluded

that the performance of the neuro-fuzzy system was better than the simple ANN

structure. Figure. 2.6 shows a typical ANN structure with one hidden layer. It is

also the method that is used in the later chapter for regression analysis.

Figure 2.6: A typical ANN structure with three layers (input layer: I neurons,
hidden layer: H neurons and output layer: 2 classes) (reproduced from [116]).

Support vector machine is another method that can be used for both classifi-

cation and regression analyses. It has a plane structure, as shown in Figure 2.7, and

a line dividing the plane into two or more different sections or classes. Shmilovici

et al. [117] used a support vector regressor with a gas sensor array to predict a

mixture of carbon monoxide, methane and ethanol. It was reported that the SVM

regression analysis was better than the partial least square method, and the mean

square error was much smaller with the SVM model. The downside of this model,

according to Shmilovici, was the lack of compatibility towards different gases and

the model needed to be reformulated. A similar study was mentioned by Ni et

al. [118] using a support vector regressor in an automatic gas mixture recognition

system, and up to three gas mixtures could be identified. Other studies, such as

[119], [120] and [121] all used the support vector regressor or a modified version to

predict gas concentrations successfully.
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Figure 2.7: An example structure of a soft-margin support vector machine (repro-
duced from [122]).

The third method is the partial least square (PLS). PLS is one of the most

used linear techniques for quantitative analysis in chemical sensors. It can also be

used in non-linear problems by adding additional latent variables, such as Poly-PLS

and Kernal PLS, but they are not common for chemical sensors [123]. Gutierrez-

Osuna et al. [124] proposed a partial least square regression algorithm for drift

compensation in MOX sensors. It was noted that the algorithm could reduce drift-

related sensor variance, and at the same time, increase the class discrimination and

prediction accuracy. However, this algorithm was only limited to linear dependen-

cies, and non-linear extension was required. Niebling et al. [125] adapted the PLS

linear regression method to be used for ’non-linear’ sensor arrays. The non-linear

components were interpreted into a linear format using summation and Taylor se-

ries. This reduced the average prediction error remarkably for both acetone and

methanol results. In other studies, PLS can be used alongside other techniques, to

improve model accuracies. For instance, Kim et al. [126] applied PLS algorithm

to the principal component regression analysis for concentration predictions, and

Campbell et al. [127] built a neural network based on the least square and partial

least square algorithms to estimate oxygen, water vapour and temperature.
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2.3.4 Classification Techniques

Classification analysis is a popular topic for gas sensors. Due to the cross

sensitivity of chemical sensors, classification algorithms are necessary to distinguish

different gas types. Apart from the ANN and SVM mentioned in the previous section

that can also be used for classification problems, other commonly used methods

including principal component analysis (PCA), k-nearest neighbours (KNN), self-

organising maps (SOM), and deep neural networks.

Principal component analysis can reduce the dimensions [128] of the original

data to a few principal components that can be plotted on a 2D or 3D figure,

and the data clusters on the figure indicate the class information. It is easy to

implement and has been used in many researches. Gardner [129] applied PCA

to an array of sensors and successfully identified five alcohols clusters; Schweizer-

Berberich et al. [130] used both PCA and principal component regression techniques

to calibrate the sensor response at different gas concentrations and temperatures for

food freshness monitoring; and similarly, PCA scheme was employed in the study

conducted by Li et al. [131] using indium oxide and zinc oxide sensors for carbon

monoxide, nitrogen oxide and propane detections.

Figure 2.8: An example KNN result plot: hyperplane classifier (reproduced
from [132]).

Both KNN and SOM are instance based methods that use distance functions
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to assign class information. For KNN, the input data are compared with k numbers

of neighbouring points, and the data with closer proximities are clustered together

as the same class. It is a popular way for the non-linear gas response analysis, and

can be used on it own [133, 134] or with other algorithms. Sobanski et al. [135] used

a combined wavelet transform (dynamic response) and KNN algorithm to classify

different orange juices with three gas sensors. The authors concluded that this

algorithm could lead to a high correct classification ratio for both static and dynamic

sensor data, as well as an immunity to noise signals. In other studies, the standard

KNN model was adapted, such as clustering KNN [136], KNN with SVM [137] and

KNN with PLS [138]. Figure. 2.8 shows an example KNN result plot with 2 elements

(x- and y- axis).

SOM is another approach that compresses the multi-dimensional sensor dataset

into a 2D format. Marco et al. [139] conducted a thorough research on the practical

application of a SOM network with gas sensors. Six sensors were used and both

static and adaptive SOM were explored. A network size of 8× 8 was found to have

the highest accuracy with the success rate in the adaptive model better than that

of the static model. This model was also robust against non-linearities, drifts and

time effect, which was suited for long term usage. In other studies, SOM was also

found to be an accurate method for classification [140, 141, 142, 143], even better

than a back-propagation neural network in one study [144]. These two methods

can produce high success rates with gas sensors, but the downsides are the high

computation power and memory space.

Deep neural network (DNN) is an extension of the shallow artificial neural

Figure 2.9: The LeNet-5 CNN structure (reproduced from [145]).
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network, and has more hidden layers between the input nodes and output nodes.

One popular DNN is the convolutional neural network (CNN). Despite the fact that

CNN is mainly used for image processing, it can also be adopted for gas sensing

applications. Lekha et al. [146] applied a modified 1D CNN network to classify

real-time breath samples from diabetic patients. 1D Gaussian kernel filter was

used for the convolution layers and max-pooling for the pooling layers. A low

misclassification rate and mean square error were achieved. 1D CNN is often found

to process time series data with filters acting as sliding windows to process and

pass on to the next layer, such as [147], [148] and [149]. In another study, Wei et

al. [145] proposed a novel gas identification method using LeNet-5 CNN structure

and an array of 12 sensors. Instead of the 1D time series data, the sensor data

were reorganised into a 2D format with greyscale patterns, similar to an image with

pixels. The structure of the network is shown in Figure. 2.9, which is similar to

a standard CNN topology. As compared to other algorithms, such as multilayer

perceptrons and support vectors machine, this CNN model has accuracy over 98%.

Wang et al. [78] combined a CNN with a deep Q network (DQN) by using the DQN

output for the CNN classification. The overall accuracy for this model was 88%

for all five analytes with good adaptability using small samples and labelled data.

Similarly, Navaneeth et al. [150] integrated an 1D CNN model with SVM for disease

classifications. Another popular DNN is the recurrent neural network (RNN). It is

used for handwriting and speech recognition as it can access its memory to process

a sequence of inputs. Bilgera et al. [151] applied a variance of RNN to an array of

MOX sensors for gas source localisation. Despite the distance limitation and density

mismatch on some occasions, the model can provide a high accuracy with a small

error. In this thesis, only CNN is studied as an example of deep learning.

2.4 Conclusions

In this chapter, a literature review is conducted on both the plasmonic meta-

material and various sensor signal processing techniques. Plasmonic metamaterial

has the advantage of tailoring the electromagnetic wavelength, which can be ap-

plied to the emitter or detector of an NDIR sensor for tunable narrowband emis-

sions/absorptions. It is based on Maxwell’s law on electromagnetic interactions in

free space, which are used to deduce the wave equations for metal and dielectric ma-

terials. The electromagnetic wave that travels through the dielectric-metal interface

is known as surface plasmons. It is excited by photons, and together with coupling
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medium, it can generate frequencies at particular ranges. The coupling medium can

be gratings, such as slots, holes and dots. The dimensions of the grating structure

(width, gap) affect the wavelengths. In addition, various plasmonic materials were

studied, for instance silver, gold, aluminium and tungsten. Both plasmonic struc-

tures an d materials were studied in literature as emitters and detectors. A table is

provided to summarise some recent researches.

The second part of this chapter describes different signal processing meth-

ods, including the temperature modulation technique and different machine learning

algorithms. Temperature modulation is a dynamic signal processing technique that

finds the sensor characteristics both in the time domain and the frequency domain.

Instead of the conventional constant temperature operation mode of a MOX sensor,

two operating temperatures are used in a periodic order. It can be from a lower

temperature to a higher temperature, from a standard temperature to a shut-down

phase, or an occasional higher temperature operation as a cleaning mechanism. The

collected data from this dynamic operation mode were then processed with feature

extraction methods, such as Fourier transform and wavelet transform. The results

can be used directly to show sensor characteristics or processed further with re-

gression/classification techniques. Regression analysis can provide a relationship

between a set of independent variables and dependent variables. Such methods in-

clude neural network, support vector machine and partial least squares. Similar

algorithms can also be applied to a classification problem. Furthermore, principal

component analysis, k-nearest neighbours, self-organising map and deep neural net-

works can also be used. All the above algorithms were mentioned in this chapter.

Later in the thesis, a neural network is applied to a gas sensor regression problem,

and principal component analysis, k-nearest neighbours, self-organising maps and

deep neural network are used for classification analysis.

References

[1] J. C. Maxwell, A Treatise on Electricity and Magnetism, 3rd ed. New York:

Dover Publications, 1954.

[2] K. Shah, Plasma and Plasmonics. Delhi: De Gruyter, 2018.

[3] The University of Edinburgh, “Electromagnetism: waves in conductors.”

[Online]. Available: https://www2.ph.ed.ac.uk /playfer/EMlect15.pdf

34



[4] M. G. Blaber, M. D. Arnold, and M. J. Ford, “Search for the ideal plasmonic

nanoshell: the effects of surface scattering and alternatives to gold and silver,”

The Journal of Physical Chemistry C, vol. 113, no. 8, pp. 3041–3045, 2009.

[5] M. A. Ordal, R. J. Bell, R. W. Alexander, L. L. Long, and M. R. Querry,

“Optical properties of fourteen metals in the infrared and far infrared: Al,

Co, Cu, Au, Fe, Pb, Mo, Ni, Pd, Pt, Ag, Ti, V, and W.” Appl. Opt., vol. 24,

no. 24, pp. 4493–4499, 1985.

[6] A. A. Maradudin, “Chapter 1 - Introduction: plasmonics and its building

blocks,” in Handbook of Surface Science, N. V. Richardson and H. Stephen,

Eds. Amsterdam: North-Holland, 2014, vol. 4, pp. 1–36.

[7] S. A. Maier, Plasmonics: Fundamentals and Applications, 1st ed. New York:

Springer US, 2007.

[8] A. Pusch, A. De Luca, S. S. Oh, S. Wuestner, T. Roschuk, Y. Chen, S. Boual,

Z. Ali, C. C. Phillips, M. Hong, S. A. Maier, F. Udrea, R. H. Hopper, and

O. Hess, “A highly efficient CMOS nanoplasmonic crystal enhanced slow-

wave thermal emitter improves infrared gas-sensing devices,” Scientific Re-

ports, vol. 5, no. 1, pp. 17 451–17 455, 2015.
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Chapter 3

Design and Fabrication of

Micro-hotplate Based CMOS

Devices

3.1 Introduction

Two types of devices are discussed in this thesis, infra-red emitters and metal

oxide semiconductors. Both types are based on micro hotplate structures. A hot-

plate, as the name suggests, converts electric energy into thermal energy, and it is an

important component in micro sensors. The development of microelectromechani-

cal systems (MEMS) allows for the miniaturisation of hotplates. This can greatly

reduce the power consumption and thermal mass, hence have a faster response time

and a higher temperature with the same or lower power consumption. Despite the

advantages of micro hotplates, the structure design and the fabrication process are

important to achieve the thermal uniformity and performance optimisation for their

versatile applications. To choose an appropriate design, various parameters need to

be considered. Spruit et al. [1] conducted a detailed review of the optimisation of

micro hotplate designs. He suggested a suitable design flow chart based on a target

application. The steps consist of requirements and restrictions, performance param-

eters, available materials and fabrication processes, design guideline and application

restrictions, refinement from state-of-the-art and finally the desired micro hotplate.

In this chapter, the application of the micro hotplate based device is either as an
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infra-red source or a gas sensor. Therefore, the scope of the study will be limited to

these two areas only, with different micro hotplate designs explored and described.

The fabrication process, which has advanced notably in the past decade, is also

included. Complementary metal oxide semiconductor (CMOS) process is preferred

as it can be produced in bulk with high repeatability. Detailed process steps will be

provided later in this chapter.

The purpose of a micro hotplate is to elevate the operating temperature

which then activates the sensing mechanism of the device. Because it often operates

in a high temperature condition (250 – 700◦C), there are a few key concerns when

designing a suitable micro hotplate:

• the response and recovery speed of the micro hotplate,

• thermal distribution over the micro hotplate and the sensing area,

• structural integrity, such as the material thermal expansion/deflection due to

the operating temperature,

• thermal isolation of the micro hotplate to minimise the power consumption

(low thermal loss), and

• suitability for mass production with high reproducibility, especially when used

in commercial settings, and high stability.

To address those concerns, a literature review is conducted with regards to

different structure designs, hotplate materials and fabrication processes.

3.2 Micro-hotplate design

A micro hotplate design generally consists of a membrane (isolation layer)

on top of a substrate. There are two popular designs in literature: closed type

and suspended type. The closed type membrane commonly employs a multi-stack

structure with a back-etch step to remove unwanted silicon. It can provide better

heat dissipation and mechanical support, but it will also consume more power. The

suspended type structure, on the other hand, uses cantilever beams or bridges to

support and suspend the heater over a cavity. The beams or bridges can be processed

from the front side. It has a smaller thermal mass, hence lower power consumption,
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Figure 3.1: Example schematic for suspended (right) and closed (right) membrane,
both top views (top) and side views (bottom).

and also has better thermal isolation. Figure. 3.1 shows the front and side views of

a closed and suspended membrane design. Both designs can be micromachined and

have been studied extensively in literature. Furthermore, the materials properties,

heater geometry patterns and the membrane-to-heater ratio will be discussed in this

section.

3.2.1 Closed Type Membrane

The closed membrane design has the hotplate structure embedded with elec-

trodes either vertically or horizontally placed relative to the hotplate [2]. Horizontal

displacement is when the heater and electrodes are on the same layer, and verti-

cal displacement indicates difference layers (i.e. on top of the heater). Roy et al.

described both types in his work, and suggested that the electrodes could also use

catalytic metals to improve gas interaction kinetics, thus enhance the sensitivity and

response time [3, 4]. This membrane is commonly formed through a post-CMOS

back etching process. It has good mechanical support for further processing steps,

such as micromachining and sensing material deposition. Residual stress occurs with

the mechanical fabrication process as well as the thermal mismatch. For thermal

stress that is caused by thermal expansion, the structure may deform or deflect at

higher operating temperatures [5]. An example of mechanical and thermal stress

distribution is provided by Spruit et al. [1] as shown in Figure. 3.2. The mechanical
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stress is evenly distributed and the thermal stress is concentrated at the centre. But

residual stress can be worse than thermal deflection.

(a) Mechnical stress distri-
bution.

(b) Thermal stress distribution (< 1
µm).

Figure 3.2: Typical mechanical and thermal stress distribution of a closed type
membrane (adapted from [1]).

3.2.2 Suspended Type Membrane

The suspended type membrane, also known as the spider type structure,

has bridges supporting the heater area. The beams or bridges are usually formed

through a front etching process. Compare to the closed membrane design, it has

a smaller thermal mass and better thermal isolation as the heat conduction occurs

on the beams only. There are usually two or four supporting beams which need to

withstand most of the stress. Depending on the width and thickness of the beams,

(a) Mechnical stress dis-
tribution.

(b) Thermal stress distribution.

Figure 3.3: Typical mechanical and thermal stress distribution of a suspended type
membrane (adapted from [1]).
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some of them can even be too fragile for sensing material deposition. Similar me-

chanical and thermal stress distribution was provided by Spruit et al. [1] and shown

in Figure 3.3. Under high temperature conditions, the heater area either concaves

or convexs which also puts stress on the supporting beams. When the heater is con-

vexed with temperature, the beams suffer from high junction temperature, which

can lead to temperature changes, drifts or change of resistances. One important

factor is the material thermal expansion coefficient. A larger thermal expansion

coefficient will lead to higher stress developed with rising temperatures. Different

layer compositions also need to be considered in the stacked layer design, as a larger

deviation in the material properties (mismatched thermal expansion coefficient [6])

will cause or accelerate deflections. The design often leads to favouring either convex

or concave configurations. The material properties will be discussed further in the

next section.

3.2.3 Material Properties

In order to have a CMOS design, the material choices are limited. For in-

stance, gold (Au) has been mentioned in literature [7, 8] as the heater and electrodes

material, but it is not a standard CMOS metal material. Another example is plat-

inum (Pt) which compensates the problems of gold, such as low resistivity and poor

adhesion [7]. However, it is not commonly used in CMOS metallisation process, thus

not ideal for low-cost, high reproducibility micro hotplates. There have been many

studies using platinum only or platinum mixture as the hotplate material. For exam-

ple, Liu et al. [9] proposed a suspended SiO2 membrane with platinum heater which

can operate up to 430 ◦C with only 40 mW power consumption. Similar examples

can be found in papers such as [10], [11], [12], and [13] with a single compound

membranes (Si3N4, SiO2) or a stacked membrane and a platinum heater. There are

also studies on platinum mixtures such as platinum silicide (PtSi) [14] or Pt/Ti thin

film [6]. However, due to the fabrication limitation, these materials will not be con-

sidered. CMOS conductive materials, such as polysilicon, aluminium and tungsten

are preferred. In additional to heater materials, different membrane materials are

also investigated to ensure easy accessibility and fabrication compatibility.

The desirable properties for an appropriate heating material including high

electrical resistivity, high thermal conductivity, low thermal expansion coefficient,

high melting point, low Poisson’s ratio, large Young’s modulus and compatibility

to the required fabrication technology [15]. These requirements aim to select a
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material that can heat up quickly and uniformly with minimum stress influences at

a high temperature (> 100 ◦C). Popular materials mentioned in literature, apart

from platinum and gold, including aluminium [16], nickel [17], nickel alloys [18,

19, 4], polysilicon [20, 21, 22], titanium nitride [23, 24], tungsten [25, 26, 27] and

molybdenum [28, 29]. The material information for all the above properties is listed

in Table. 3.1.

For CMOS materials, aluminium is one of the most popular metallisation ma-

terials, but it has disadvantages such as low resistivity and easy oxidation. Polysil-

icon (without doping) also has a relatively low electric resistivity to use as a micro

hotplate, although it has a low thermal expansion coefficient. For materials with

high melting points, such as titanium nitride, tungsten and molybdenum, tungsten

has the lowest thermal expansion coefficient and the lowest Poisson’s ratio, which

suggests minimum stress deflection and thermal drift in high temperature opera-

tions.

Electrodes are used to power the heater and provide device information. As

mentioned with the closed membrane design, it can be either vertically or hori-

zontally placed. The vertical placement allows more freedom, especially with the

integration of a thermometer, while the horizontal placement can save processing

steps. The choice of materials can either be the same or different as the heater.

With CMOS process, the same material is preferred to reduce manufacturing com-

plexity, in particular with the same layer arrangement. However, the electrodes

can be plated with materials such as gold or platinum as an additional post CMOS

fabrication step [30].

The membrane is used for thermal isolation. It holds the heater, electrodes,

and a thermometer in place. A commonly used material for such purpose in CMOS

fabrication is silicon nitride or silicon dioxide. In an SOI wafer, the membrane

is formed with an additional buried oxide layer as the etching stop. This wafer

provides distinctive advantages such as improved temperature uniformity along the

membrane from the thin silicon-on-isolator layer, and utilisation of an integrated

readout circuitry [2]. Other materials, such as bulk silicon [31], silicon carbide [32],

porous silicon [33] and non-silicon ceramic [34] have also been mentioned in various

studies. Their properties, especially thermal conductivities and thermal expansion

coefficients, are listed in Table. 3.2.
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Overall, the material selection for a micro hotplate design is based on the

application requirement, such as operating temperatures, the size of the active area,

fabrication conditions, etc. The above material properties provide general guidelines

in choosing and designing a suitable micro hotplate.

3.2.4 Heater Patterns

Apart from the material properties, the heater geometry is another important

factor that will affect the stress distribution and heater performance. Carefully

designed heater patterns can not only provide uniform thermal distributions but

also support the structural integrities. For a plane heating area (e.g. Fig. 3.2b), the

centre part always has the highest temperature and gradually gets cooler towards

the edges. This design will limit the active area, provide an uneven temperature

Figure 3.4: Example heater geometries: (a, b) square meander, (c, d) S-shape, (e,
f, g) double spiral, (h) plane plate with hole, (i, j) circular rings, (k) elliptical rings,
(l) honeycomb shape and (m) irregular shape (arrows do not represent absolute
current, merely indications for current flow. Figure is reproduced from: [2]).
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(a) Honeycomb (b) Drive-wheel

Figure 3.5: Two micro hotplate designs.

distribution and possibly waste the supply power. Therefore, a better design will

incorporate various meander structures that can heat the entire active area to the

desired temperature and minimise the central hot spot.

In a review conducted by Bhattacharyya [2], he broadly divided the design

geometries into five categories: (1) square, (2) rectangular, (3) circular, (4) irregular

shape and (5) 3D structures. Some example structures of each type are presented in

Figure. 3.4. Instead of increasing the thermal conductivity of the entire membrane

which could lead to an increase in the thermal loss, optimising the heater structure

can only increase the conductivity of the selected part (i.e. the active area) hence

locally improve the temperature uniformity [41]. The heater tracks and corners can

be adjusted to improve the overall performance. Different track widths and lengths

can be used. Mele et al. [42] reported an improved double spiral design with a

thicker track width at the centre and thinner towards the edge. By doing so, the

thermal uniformity was greatly increased from previous 13% temperature variation

(constant track thickness) to 3% with the improved design. The heater corner can

also be modified. Instead of the sharp turning point, a rounded/smooth corner can

increase the electron mobility which is somewhat obstructed [43], and at the same

time, reduce current crowding. Lee et al. [44] studied four heater designs to reduce

central hot spot and improve thermal uniformity, namely, square meander, elliptical

rings, honeycomb (vary lengths) and drive-wheel, as shown in Figure. 3.5. Those

four designs were investigated with thermal images and the drive-wheel design had

the best temperature homogeneity and no visible hot spot. The drive-wheel design

has circular tracks with the distance increases at the centre. In addition, the centre

of the design is unheated to eliminate the central hot spot and achieve uniform

distribution through the outer tracks.

The heater pattern also determines the number of supporting beams or
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bridges required. The most used number is 2 beams or 4 beams. Two-beam designs

have less heat dissipation, but may compromise the mechanical integrity. Four-beam

designs are more robust in supporting the heater but may need a higher power con-

sumption. The heater used in this work is similar to the drive-wheel design with an

empty centre, and two beams for support.

3.2.5 Membrane-to-Heater Ratio

The membrane-to-heater ratio (MHR) is another critical factor in optimising

the power consumption and the robustness of the device. Sureshkannan et al. [45]

reported an numerical relationship between the estimated power consumption (Pe,

unit: mW) and MHR as :

Pe = l × (65.6− 22.5× ln(MHR)) (3.1)

where l is the length of the device in mm. Therefore, the bigger the ratio the smaller

the power consumption. A bigger membrane and a smaller heating area can also

provide better thermal isolation, hence a better thermal efficiency. This approach

was applied in various micro hotplate studies [31, 44, 46, 47]. Saxena et al. [48]

studied in details the effect of MHR based on the simulations of one heater design.

It was found that the thermal resistance increased with the increase of MHR, which

contributed to the reduced power consumption. The power consumption dropped

from 33.23 mW to 18.6 mW with tripled MHR at the operating temperature of

694K. Furthermore, larger MHR values can also increase the thermal uniformity

of the device and reduce the temperature difference between the central area and

the outer edges. The downsides, however, are the increase in the displacement and

response time. In another study reported by Chiou et al., the power consumption

varied very little when the increase in the MHR was small (i.e. from 2.5 to 3).

Therefore, it can be concluded that the benefit of low power consumption can only be

observed when the MHR value is significantly bigger. This can help in design trade-

offs when the improvement in the power consumption is not worth the structural

deformation and slow response time.
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3.3 Fabrication Process

3.3.1 Substrate Preparation

The fabrication of a micro hotplate device starts with a substrate material,

such as silicon. Typical material properties of silicon are provided in Table. 3.2, but

depends on the processing steps and material purities, its properties may vary. This

single-crystalline silicon material can either be grown or using a float zone technique.

The most commonly used method is the Czochralski process, where a seed crystal

is used to dip into molten silicon and form an mono-crystal silicon ignot that can

used the further processing steps. The ignot is then sliced into thin wafers (for

instance, 400 µm thickness [15]) and doped either with n-type or p-type impurities

to form n-substrates or p-substrates. On top of the silicon, an epitaxial layer can be

added using gaseous or liquid precursors. This extra step can provide high quality

substrates for many applications such as GaN on Si devices [49], power electronics,

etc.

(a) SIMOX method.

(b) Wafer bonding method.

Figure 3.6: Two SOI wafer fabrication methods.

For an SOI wafer, a silicon oxide layer is grown on top of the substrate.

Oxygen is implanted into the silicon substrate which is then annealed at a high

temperature to allow oxygen ions to interact with the silicon, thus forms a SiO2

layer [50]. This process is achieved through ion-implantation at the temperature

ranging from 700 ◦C to 1100 ◦C [51]. This method is known as separation by

implantation of oxygen (SIMOX). Another method to form the SOI wafer is the

wafer bonding technique that directly bonds the silicon oxide to the second substrate.
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One example is the Smart Cut technique which uses hydrogen implantation and cuts

away the implantation wafer [52]. Figure. 3.6 shows the processing steps of these

two methods. The buried layer can act as an etching stop and the top doped silicon

layer can be used as the heater material. The top silicon layer can have a thickness

around 0.4 µm [53].

3.3.2 Dielectric Layer

The dielectric layer provides the electric isolation for the circuit or compo-

nents on the same chip. In the CMOS process, it is made either using silicon oxide

or silicon nitride through thermal oxidation or deposition process. The thermal ox-

idation is realised with an oxidizing agent (i.e. oxygen for dry oxidation and water

for wet oxidation) at a high temperature over 800 ◦C. For instance, Prasad et al. [57]

grew a 0.6 µm layer of SiO2 through thermal oxidation at 1050 ◦C for 90 mins with

constant O2 flow. It also can be grown through plasmon-enhanced chemical vapour

(a) PECVD [54]. (b) Sputtering Method [55].

(c) LPCVD Chamber [56].

Figure 3.7: Popular deposition methods (reproduced from sources as stated).
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deposition (PECVD) as mentioned in [58]. Chemical vapour deposition (CVD) uses

gas vapour to form a thin film uniformly on top of a solid substrate. PECVD

uses plasma generated from powering the electrodes with RF power to enhance the

chemical reaction rate of the precursors [59]. The common precursors are organo-

silanes which are monomeric silicon-based materials [60], such as silane (SiH4) [58],

tetraethoxysilane (TEOS) [61] and tetramethoxysilane (TMOS) [62]. Similarly, the

silicon nitride (Si3N4) layer can also be deposited through CVD. Though CVD is

often conducted under atmosphere pressure, low-pressure CVD (LPCVD) is another

popular way to grow low-stress silicon nitride [63]. Compare to the standard atmo-

spheric pressure at ∼ 101,000 Pa, LPCVD is performed at 10–1000 Pa [64]. Another

deposition technique used for silicon nitride is the sputtering deposition, which is a

physical vapour deposition (PVD) method. The sputtering technique uses positive

ions to bombard the cathode, which then coats the surface [51]. These three meth-

ods are illustrated in Figure. 3.7. The same process can be applied to the passivation

layer, which is the last layer that protects the device. A common material is silicon

nitride which is relatively chemically inert.

3.3.3 Metal Layer

The micro heater is formed using the metal materials mentioned previously,

such as tungsten and aluminium. The material is deposited through either a CVD

or a PVD method and then etched using photolithography to form the desired pat-

tern. Photolithography is a process that transfers an image from a photomask to a

wafer [51]. The photomask consists of the pattern that can either be negative, where

the pattern does not exist, or positive, where the pattern exists. The photomask

is constructed with chrome covered quartz glass [65]. The wafer with the metal

layer is first coated with a photoresist material. It is a light sensitive polymer that

either hardens (negative photoresist) or becomes soluble (positive photoresist) when

in contact with ultraviolet light. Such materials include DNQ-Novolac photoresist

(positive) and epoxy based polymer (negative) [66, 67]. After UV exposure, the

photoresist is removed with solvents and the metal layer is etched to only leave the

protected pattern structure. For instance, aluminium can be etched by solutions

such as hydrochloric acid (HCl) or potassium hydroxide (KOH). The last step is

to remove the photoresist protection layer and reveal only the metal layer. This

process is shown in Figure. 3.8.
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Figure 3.8: Process of photolithography to form the heater pattern.

3.3.4 Etching Process

The post-CMOS etching process is used to form the membrane structure. It

can be conducted either from the front or the back. A mask is used similarly to

the photolithography process to protect the structure, and the open area is then

etched. The etching process has three parameters: etch rate, etch geometry and

etch selectivity [68]. The etch rate is in unit µm/min which is in the perpendicular

direction. It is also dependent on the etch geometry at different orientations. The

etch selectivity is the ratio of the etch rate to the etching mask. Two types of etching

processes are described here, wet etching and dry etching.

Wet etching uses an etchant solution to remove unwanted materials. Solu-

tions such as KOH [69], ethylene di-amine pyro-catechol (EDP) [70] and tetra-methyl

ammonium hydroxide (TMAH) [71] are suitable to etch silicon based substrate. Fig-

ure. 3.9 shows a wet etching process when the wafer is dipped into a solution con-

tainer. The chemical reaction will dissolve the un-masked substrate. Dutta et al. [72]

conducted a study to compare the characteristics of these three etching solutions

at different concentrations and temperatures. It was concluded that the maximum

etching rate was achieved at 15.06 µm/min with 20wt% KOH (typically 30wt%); the

etching rate increases with the increase of TMAH concentration (< 25wt%) and the

decrease of EDP concentration (> 71wt%). At an elevated temperature, i.e. 120 ◦C

for KOH, a smoother surface could be realised. Similar results can also be achieved

with two steps etching: KOH first and EDP second. Wet etching is relatively low

cost and simple, but it has disadvantages such as poor resolution [2]. Therefore, for
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the modern fabrication technology, a dry etching technique is preferred.

Dry etching technique uses chemical vapour, plasma or ion bombardment. It

can provide finer patterns and better results, especially when vertical sidewalls are

required. Plasma etching involves a gas source and an RF power source. Plasma is

induced from the RF magnetic field, thus activates the gas molecules to react with

the substrate. Different gases are used for different materials. A commonly used

gas source is a mixture containing tetrafluoromethane (CF4), which can be used to

etch materials such as silicon and tungsten [68]. For the ion etching process, two

popular ways are reactive ion etching (RIE) and deep reactive ion etching (DRIE).

Unlike plasma etching, which is predominately isotropic, both RIE and DRIE are

anisotropic processes [50]. Isotropic etching suggests the same etching rate in all

directions while anisotropic etching is orientation dependent. Figure. 3.10 shows the

difference between these two processes. In the RIE process, the wafer is placed on

the cathode and ions are accelerated towards it. It typically has a higher etching

rate than plasma, and due to the nature of the electromagnetic field, the etching

can be perpendicular. Deep RIE is an extension of the RIE process. DRIE uses

passivation and etching cycles (Bosch process) to achieve sidewall passivation and

Figure 3.9: A wet etching process (reproduced from [68]).

Figure 3.10: Isotropic etching versus anisotropic etching(reproduced from [73]).
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clear trench bottom with high mask selectivity, or cooling the wafer (Cyro-DRIE) to

improve anisotropy [74]. Both RIE and DRIE use fluorine-based chemical vapours.

The micro hotplate used in this work is based on a back-etch membrane. In

order to achieve a near perpendicular sidewall, DRIE is used. Therefore, the final

micro hotplate design is presented in Figure. 3.11.

Figure 3.11: The micro hotplate design with back etched membrane.

3.4 Micro-hotplate in Gas Sensor Applications

Micro hotplates are used in many applications, such as chemical sensors [75],

thermal actuators [76], nanoreactors [77], micro-fluidics [78], space applications [79],

it situ studies [1], and etc. This work only focuses on its application in the gas

sensing area, especially as infrared emitter sources and metal oxide based sensors.

3.4.1 Infrared Source

Infrared has a growing need especially in the infrared sensing and spec-

troscopy applications. Therefore, an infrared source as a key component in a spec-

troscopic measurement requires an intense and stable emission with high reliability.

Instead of the conventional filament bulb, a micro hotplate provides better perfor-

mance in terms of power consumption, noise reduction, miniaturisation, and tunable

designs. Different micro hotplate designs and materials were explored to increase

the operating temperature and emissivity of the device. For instance, Hildenbrand

et al. [80] presented different suspension structures with a platinum and ceramic

coating for an enhanced emission at wavelengths above 5 µm. Platinum, as men-

tioned earlier in the material section, has a high melting point, which allows a high

operating temperature over 650 ◦C [81, 14]. For CMOS materials, tungsten can

be used as the IR micro hotplate metal, which is reliable at a temperature of 600
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◦C [27]. The power consumption for such device is usually in milliwatts with minia-

turised devices below 100 mW, such as 44mW in [81], 70mW in [27] and 90mW in

[82].

The emissivity for a micro hotplate based infrared source is generally broad-

band, i.e. varied emissions over a range of wavelengths. The range of interest is the

mid-infrared range, from 2.5 µm to 25 µm. But the enhancement in the emissivity

is typically located within a smaller range. Ali et al. [27] designed a CMOS micro

hotplate infrared emitter which had a close to black body emission at wavelengths

over 8.5 µm. This can be improved with additional coatings on top of the micro

hotplate, such as carbon nanotubes (CNT) or nanostructures. De Luca et al. [83]

reported an increase of 130% in emission radiation at wavelengths below 8 µm with

additional CNT coatings. Similarly, Muller et al. presented a micro hotplate with

non-periodic microstructures that can greatly enhance the emissivity in the near to

mid-infrared range (0.8 ∼ 2.5 µm) to 97% [84]. More recently, with the development

of metamaterials, plasmonic structures have received great interest with their capa-

bilities in tuning emission wavelengths, thus realise a narrow band infrared source.

This will be discussed further in the next two chapters where a plasmonic struc-

ture is employed. The background knowledge of the plasmonic technology and its

application in sensing are presented in Chapter 2.

3.4.2 Metal Oxide Semiconductors

Metal oxide (MOX) gas sensor is one of the most studied micro hotplate

applications. The sensor is micro hotplate based with metal oxide deposited on top.

The sensing mechanism is trapping electrons with adsorbed molecules and depletion

induced by those charged electrons, hence a change in the conductivity [85]. The

oxygen species, such as O−
2 and O−2, can tie up electronic carriers and lead to a

gas sensitive depleted surface [15]. The depletion decreases when the chemisorbed

oxygen is removed from the surface and increases with oxidizing. In other words,

gas molecules interact with the surface oxide either as donors or acceptors. Two

types of materials are used on the surface, namely, n-type and p-type. N-type

materials (donor) can give away free electrons to the gas molecules (acceptor), while

p-type materials (acceptor) require more electrons from the gas molecules (donor).

Because of that, the conductivity increases with n-type materials (a decrease in the

resistance) and decreases with p-type (an increase in the resistance). The chemical
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reaction equation of this process can be expressed for n-type as:

1

2
mO2 + {vacancy}+ e−

k1←→ {O−
m} (3.2)

and

X + {O−
m}

k2−→ {XOm}+ e− (3.3)

when the molecule X reacts with the chemisorbed oxygen species [50].

N-type materials are more investigated as compared to p-type materials. One

explanation is that the p-type material conduction mainly occurs along the semicon-

ductor shell layer, which limits the gas response. The n-type material, however, can

enhance the gas response considerably by reducing the material particle size [86].

Another explanation is that the porous structure on the surface, which can trap gas

molecules, is more easily formed with n-type crystals. Popular n-type materials in-

cluding zinc oxide (ZnO) [87], hematite (α− Fe2O3) [88], tin oxide (SnO2), indium

oxide (In2O3) [89] and tungsten trioxide (WO3) [90], and p-type materials including

copper oxide (CuO) [91], nickel oxide (NiO) [92], chromium oxide (Cr2O3) [93] and

cobalt oxide (Co3O4) [86]. All of them show gas responses with some selectivities.

The selectivity in MOX sensors is not as good as the NDIR sensors, but researches

show some gases can be distinguished. For instance, WO3 shows good responses

towards NO2 at ppb levels with low cross-sensitivity to CO, methane, hydrogen and

acetone [94], and SnO2 is sensitive to pollutant gas such as CO, CO2, NOx [95],

and ammonia [96]. Overall, MOX sensors can respond to multiple gases, therefore,

it is difficult to identify the gas type based on just one MOX sensor. In the later

chapter, signal processing methods are introduced to compensate for this drawback

and classify target gases.

The MOX sensors mentioned in this work are n-type SnO2 and WO3, and

p-type NiO and CuO. All of them are deposited through a manual drop coating

technique. The SnO2 is doped with 2wt% Palladium and 0.4wt% Platinum, which

can enhance the sensor response. The WO3 has a smaller grain size, thus more

reactive and likely to adsorb the ionised oxygen species [94]. Both NiO and CuO

are pure without any doping metals.
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3.5 Conclusions

This chapter provides a review of the design and fabrication of the micro

hotplate devices. The primary concerns in designing a suitable micro hotplate are

the stress distribution (both thermal and mechanical), device integrity, thermal iso-

lation, the response and recovery speed, and fabrication processes. These concerns

were addressed in this chapter. Two main heater structures were described, closed

type and suspended type. A closed membrane provides better structure integrity

while a suspended membrane has a smaller thermal mass, hence better thermal

isolation. Both can be achieved through a back or front etching process. In addi-

tion, various heater and membrane materials were explored. Heater materials such

as gold, platinum, nickel, polysilicon, titanium nitride, tungsten and molybdenum

were studied. However, due to the preference for using the CMOS process, material

choice is limited. For instance, materials such as platinum has high conductivity

and melting point, but it is a post-CMOS process. The membrane materials were

silicon based such as bulk silicon, silicon oxide and silicon nitride. The materials

properties were listed and compared. Furthermore, the heater geometries were in-

vestigated as it would also contribute to the device integrity and stress distribution.

The meander patterns can be divided into five categories, square, rectangular, cir-

cular, irregular shape and 3D structures. Factors such as track width and track

gap were also mentioned that could affect the device performance. On top of that,

the membrane-to-heater ratio was introduced which was closely linked to the device

power consumption and operating speed.

Following the micro hotplate design, the fabrication processes were described.

In the CMOS process, silicon is the starting point. A wafer was prepared either

as bulk silicon or with an isolator layer (SOI). Two methods were introduced to

prepare the SOI wafer, the SIMOX method and the wafer bonding method. After

the wafer preparation, the dielectric layer was deposited or oxidized on the top.

Chemical vapour deposition was explained here, in particular the plasma-enhanced

(PE) CVD and the low pressure (LP) CVD. This same method could also be used

for the next metallisation step that requires photolithography to generate patterned

structures. The final step was the post-CMOS etching process, either dry or wet

etchings. In wet etchings, chemical solutions such as TMAH and KOH could be

used to dissolve the unwanted material. In dry etchings, reactive ion etching was

mainly introduced and the enhanced version, deep reactive ion etching as the way

to achieve near perpendicular sidewalls.
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The last section described the two applications for the micro hotplate devices

in this thesis, infrared emitter source and metal oxide gas sensor. Both employed a

drive-wheel tungsten heater pattern embedded in a silicon oxide membrane backed

etched using DRIE post process. This is the foundation for the following chapters

of which the plasmonic structure and signal processing methods are based.
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Chapter 4

Modelling and Simulation of

Plasmonic IR Emitter

4.1 Introduction

A NDIR gas sensor, as mentioned previously in Chapter 2, can be greatly

improved with the help of plasmonic technology, which can be applied to both

emitters and detectors. A miniaturised NDIR emitter based on a micro hotplate

was introduced in Chapter 3. Unlike emitters, detectors normally are pyroelectric

based. This chapter will limit the scope on the design and simulation of the emitters

only. Different designs were explored and suitable structures were modelled and

simulated. Software model was built based on the finite element method (FEM)

using COMSOL Multiphysics v5.1 to aid this process. Fine tuned structures were

used for different gases of interests, and finalised designs were laid out in Tanner

EDA L-edit v16 and fabricated in a commercial foundry (XFAB) as a part of the

multi-project wafer.

4.1.1 IR spectroscopy

Because molecules absorb infra-red radiation at their specific wavelengths,

IR spectroscopy is a common method for chemical analysis (i.e. solid, liquid or gas).

There are three regions on the IR spectrum (700 nm–1 mm) [1], near, mid and far,

are used for identifying different substances. Near Infra-Red Spectroscopy (NIRS),
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ranged from 700 nm to 2.5 µm, is used in pharmaceutical and biomedical appli-

cations [2], such as monitoring and diagnosis of brain functions [3, 4], neuroimag-

ing [5, 6], brain computer interfaces for neuro-prosthetics [7], sports medicine [8] and

cardiovascular support [9, 10]. Far Infra-Red (FIR), in the region from 25 µm to 1

mm, can be found in applications like therapeutic intervention with Far Infra-red

(FIR) lamp or sauna [11]. It is also used in astronomical community [12, 13]. But

most of the research interest in determining organic compound structures is on Mid

Infra-Red (MIR) area, which lies from 2.5 µm (4000 cm−1) to 25 µm (400 cm−1).

The infra-red spectrum, an example shown in Fig. 4.1, is used to analyse the ab-

sorption from molecule vibration as the peak value always correlates to a specific

molecular structure. The plot shows the absorption/transmission of the infra-red

radiation against the wavelength for ethyl acetate molecules. It is normal for a

compound to have more than one absorption peak (as seen in Fig. 4.1), with some

weaker and some stronger signals, as it may have several different vibrating motions

(i.e.: stretching or bonding [14]). For molecules with multiple frequency peaks, the

highest one is often used as a reference. Compounds with similar molecular struc-

tures, such as ethyl acetate (C4H8O2) and methyl benzoate (C8H8O2), both in the

ester family, tend to have absorption peaks within the same range that is around

1750 cm−1 to 1735 cm−1 wavenumbers [15]. Fig. 4.2 is an overview of some typical

IR absorption windows for compounds with similar structures.

Figure 4.1: Example of an IR absorption spectrum (ethyl ecetate)(reproduced
from [16]).

To obtain an IR spectrum for a particular chemical compound, a FTIR spec-

trometer is often used. The main components including an IR source, a detector

and an interferometer. The interferometer is used to split the IR beam into two with

different paths, which transmit through mirrors (fixed and moving) and re-combined

later to measure intensity differences. This process is shown as a simplified sketch
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Figure 4.2: Typical IR absorption windows for compounds with similar molecular
structures(reproduced from [15]).

Figure 4.3: Schematic of an optical interferometer for the FTIR spectrome-
ter(adapated from [17]).

in Fig. 4.3. It is able to provide a full spectrum within a short period of time with

minimum noise, but it is costly to use outside laboratory condition. In particular

with gas measurement, adding gas lines to FTIR spectrometer is complicated and

expensive. Therefore, cost-effective and possibly even handheld setup is needed. An

appropriate device for such requirement is NDIR gas sensor.

4.1.2 Non-dispersive Infra-red (NDIR) gas sensor

Optical sensors, such as NDIR sensors, generally have advantages of high

stability, sensitivity and selectivity [18]. Unlike chemical sensor, it is less likely to
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get poisoned or decay over long term. Because it is based on the physical absorption

of the infra-red radiation, the sensor response is also a lot faster than chemical

sensor. An in-depth sensor technology comparison was described in Chapter 2.

A typical NDIR gas sensor contains an emitter and a detector inside a sampling

chamber [19, 20], as the assembly shown in Fig. 4.4. The emitter and the detector

can sit on the opposite side of the chamber, or could have an reflective optical path as

waveguide for a more complex design. The path length relates to the concentration

levels at which the target gas can be detected. The sensor response is based upon

the Beer-Lambert absorption law [21] as:

I = Ioe
−αl (4.1)

where I is the light transmitted through the sensor cell, Io is the light incident on the

sensor cell, l is the cell length, and α is the absorption coefficient of the target gas,

which is the product of gas concentration and specific absorptivity [22]. Therefore,

a shorter path length is used for high concentrations (i.e. 10 mm path length for

detecting concentrations at percentage levels), and a longer path length is used for

lower concentrations (i.e. 100 mm path length for detecting concentrations at tens

of ppm levels).

Figure 4.4: Schematic of a typical NDIR gas sensor.

Instead of detecting the full spectrum, an NDIR sensor can only detect a

narrow wavelength range. This is due to the optical filter located on the detector

side. The filter, commercially has a band-gap of 90 nm or 180 nm, is often centred

to a known wavelength of the target gas. One of the most popular commercial NDIR

sensors is the carbon dioxide (CO2) sensor, which has a strong IR absorption peak at

4.26 µm. Absorption peaks for other gases within the mid-infrared region are plotted

in Fig. 4.5. The gases of interest in this work are: carbon dioxide (CO2), carbon
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Figure 4.5: Mid-IR molecular absorption spectra from 3.1 µm to
12.5 µm(reproduced from [23]).

monoxide (CO), hydrogen sulfide (H2S), ammonia (NH3) and acetone (C3H6O),

which have their main peaks at 4.26 µm, 4.6 µm, 7.3 µm, 10.6 µm and 8.26 µm,

respectively.

These particular gases are selected to cover a long range of values on the

mid infra-red spectrum, from 4.0 µm up to 11 µm, and at the same time, are useful

for various gas monitoring applications. Carbon dioxide and carbon monoxide are

two of the main air pollutants. An increase in CO2 is caused by deforestation

and emissions, which contributes to the greenhouse effect and global warming [24].

CO is a product of fuel combustions (such as vehicles), which can react with other

pollutants in the air to form harmful ground level ozone [25]. It is also important for

indoor air quality control, as leaks from home combustion appliances are associated

with the deaths of hundreds of non-fire related CO poisoning [26]. Ammonia is

another natural gas that can be emitted by human activity e.g. in chemical and

automotive sectors. In atmosphere, it can react with oxides of nitrogen and sulfur to

form secondary particulates [27]. Acetone is a VOC that can cause acute irritation

and minor neurological disturbances when exposed or inhaled [28, 29]. It can also
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be found in human breath as a warming sign for diabetes [30]. Hydrogen sulfide

is a toxic gas that has received an increasing attention due to the replacement of

normal combustion engine with hydrogen fuel cell. It is a common impurity that

can be found in the hydrogen fuel [31, 32].

The infra-red spectrum of those selected gases is presented in Fig. 4.6. The

spectrum for water is also plotted with a prominent peak occur around 3.00 µm and

a less prominent peak at 6.10 µm (as compare to other gases’ absorbance values).

Therefore, the water inference, that is common for gas sensors, is expected to have

less effect on the NDIR sensor at wavelengths of interest, in terms of sensor response

and sensitivity.

Figure 4.6: Mid-IR molecular absorption spectra for gases of interest and water.

4.1.3 IR emitters and detectors

A black body is defined as a body which absorbs all incident rays without

any reflection, regardless of frequencies or angles. Kirchhoff’s law states the thermal

equilibrium of an object with respect to the surrounding radiation area [33]. So for

an object to maintain a black body distribution, the energy (E) for absorption and

emission must be equal, for every frequency, radiation, and polarization [34]. The

intensity of absorption Iα(λ, T ) at wavelength λ and temperature T is equals to:

Iα(λ, T ) = αλIO(λ, T ) (4.2)

and for emission Iε(λ, T ) is equals to

Iε(λ, T ) = ελIO(λ, T ), (4.3)
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where αλ is the absorptivity of the object at wavelength λ and ελ is the emissivity.

IO(λ, T ) is the free-space black-body radiation intensity at wavelength λ and tem-

perature T . To maintain a thermal equilibrium, the absorption and emission must

be equal, hence:

αλ = ελ (4.4)

Therefore, one could say only a good absorber makes a good emitter, and their

techniques and designs are interchangeable.

The intensity value follows Planck’s law for radiation calculation. Max

Planck [35] described the spatial radiance Bv of a physical body at wavelength

λ and temperature T as

Bv(λ, T ) =
2hc2

λ5
1

e
hc

λkBT − 1
(4.5)

where h is the Planck constant (6.626× 10−34 Js), c is the speed of light (2.998× 108 ms−1),

and kB is the Boltzmann constant (1.381× 10−23 JK−1). The equation states the

mathematical relation between wavelength and temperature in regard to radiation

energy, which increases more rapidly with temperature at shorter wavelength. This

could also be observed using Wien’s displacement law as the Wien’s displacement

constant (b = 2.989× 10−3 mK) is the product of peak frequency (λpeak) and tem-

perature (T). The peak also shifts with temperature. The distribution curve is

presented in Figure. 4.7.

To design an emitter, based on the infra-red radiation requirement and minia-

turised sizing, a micro hotplate can be used [36, 37]. The micro hotplate is a resistor,

which can be heated up to over 300 ◦C or higher, depends on the materials, to emit

infra-red. Structures such as encapsulated filament were studied in the early years

of research in the literature, those including suspended structures [38, 39, 40], free-

standing structures [41, 42], and micro-bridge structures [43, 44]. They were later

implemented onto the silicon technology with micro-machining as MEMS or CMOS

compatible devices for commercialization. The hotplate, introduced in Chapter 3

was used as the base in this work for a new generation of infra-red emitters.

Commercial NDIR emitters generally use bulbs as they are very cheap and

have a broadband spectrum for different gas testing requirements. Example emitters

available on the market are shown in Fig. 4.8 from Heimann Sensors. But they are

low efficient, short life time (∼ 5000 hrs), high thermal time constant (need longer
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Figure 4.7: Spectral radiation distribution based on Wein’s displacement law.

time to heat up, not ideal for thermal modulation), cover more than required wave-

lengths with the light disperse in different angles, and bulky. An ideal source would

be a laser source, but it is too expensive for gas sensing, especially for applications

outside laboratory or industrial conditions. To compensate for those disadvantages,

plasmonic structure is employed.

(a) HSL EMIRS series [45] (b) HSL series [46]

Figure 4.8: Examples of commercial IR emitters, both from Heimann Sensor GmbH.

The plasmonic technology, as an emerging area nowadays, has shown promis-

ing results in manipulating lights for sensing. By incorporating plasmonic design

with the micro hotplate, it is possible to tune the emitter to emit at a specific wave-

length. This can concentrate the infra-red radiation without any wasted wavelengths

(such as in broadband source), which means lower power consumption for the same
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or better radiation intensity. This narrowband design also has the potential to im-

prove sensitivity and selectivity. On the detector side, same plasmonic structure

can be applied with a tuned narrow absorption band. By doing so, it could enable

removing the relatively large optical filter from the sensor chamber in the future.

4.2 Design of the IR emitter

4.2.1 Emitter structure

The basic structure of the emitter comprises a micro hotplate and a plasmonic

layer. The micro hotplate itself, can emit a broadband infra-red radiation by con-

verting thermal power into optical power. The plasmonic layer is used to fine-tune

the radiation wavelength. It was also found to enhance the thermo-optical transduc-

tion efficiency without degrading its original performance. The cross-section of the

structure is shown in Fig. 4.9. The design is built upon a silicon handle wafer that

can be either with or without the buried oxide layer (only present in the SOI pro-

cess). The buried oxide acts as an etch-stop for the membrane. The structure has

three metal layers, the middle layer (M2) is optional as it acts as a heat sink to help

with the thermal uniformity across the membrane. Metal 1 (M1) layer has the circu-

lar multi-ring micro hotplate design and metal 3 (M3) has the plasmonic structure.

The design also includes a passivation layer at the top for post-processing/handling

protection.

Figure 4.9: The cross-section of the infra-red emitter with the plasmonic M3 layer
in SOI process (not to scale).
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A membrane structure is used for better thermal isolation, so the heater area

could reach a temperature of 600 ◦C or higher. A back-etch is carried out with a

dry etching technique. Deep Reactive-Ion Etching (DRIE) post-processing step is

an isotropic (non-directional) etching process that can etch perpendicularly in one

direction and its preferred. The near perfect vertical side-walls means bigger mem-

brane with minimal chip size. The circular membrane also serves as a mechanical

support with a even stress distribution.

The layer thickness, as provided by the foundry, various with different ma-

terials. More details will be mentioned later in the modelling section.

4.2.2 Plasmonic structure

The plasmonic layer is located on the M3 layer on top of the micro hotplate.

As the area is being heated, plasmon is induced. Within the two modes: plas-

mon polariton or gap plasmon mode (GPM) and surface lattice resonance (SLR)

mode [47], SLR is the design focus as it controls the wavelength and emissivity

whilst GPM relates to the emitting direction. Polarization sensitivity in the design

has been studied and reported in literatures such as [48], but the aim of this work

is to have an emitter with high emissivities in all directions, so carefully designed

plasmonic layer is essential. Various designs from the literature have been discussed

in details in Chapter 2. Here, the selected design of choice is patterned cylindrical

dots. The circular shaped dot is helpful in constraining the resonance of surface

plasmons, hence the peak radiation wavelength.

(a) (b)

Figure 4.10: Patterned plasmonic structures (a) the square lattice and (b) the hexag-
onal lattice.
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Two periodical patterns were investigated at the beginning stage of the work:

square lattice and hexagonal lattice, as depicted in Fig. 4.10. Both lattices have

rounded dots with radius, r (or diameter, d) and period/pitch, p. It is possible to

have different sizes of dots on the same design for a more advanced radiation ma-

nipulation, but it is not considered in this work. Because the structure controls the

frequency, so it is important to tailor the pattern with appropriate sizing. Mathe-

matical approaches can be found in the literature, and Masuda et al. and Ogawa et

al. [49, 50, 51] studied the mathematical relation between the pattern’s dimension

and resonance frequency. They described a wavelength selectable plasmonic ab-

sorber, which could detect in the mid- and long-wavelength infra-red region. It had

periodic hole arrays in a square lattice and gold sputtered on top. With the three

variables, p, d and h, they came to the conclusion that the absorption wavelength

was controlled mainly by the period and diameter of the structure, depth only had

little effect on it. Later, Masuda et al. [51] introduced the concept of filling factor

(d/p), which was the ratio between the cavity diameter and period. The threshold

value was calculated when the resonant wavelength was equals to the period and

the natural number s was equals to zero (as depth can be neglected). It was found

that the sufficient absorption, over 80%, could be achieved at a filling factor value of

0.586 or higher. Despite the structure difference between square and hexagonal lat-

tice, same maths can applied here. Therefore, it was the starting point of the model

simulation, where optimum values with the highest absorption rate were expected.

To have perfect cylindrical dots in the fabricated chip, a planarization step is

required. A popular way of planarization is chemical mechanical polishing (CMP),

which, as the name suggests, uses both chemical and mechanical force to polish and

smooth the surface. It can remove unwanted materials or fill-in gaps in a planar and

uniform fashion, which is ideal when dot or hole structures are required. But this

step was missing from the fabrication process, so the structure tends to be extruded

(islands) instead. Therefore, both ideal (cylindrical dots) and realistic (extruded

cylindrical islands) models were simulated in the COMSOL model for comparison.

4.2.3 Materials

CMOS compatible materials were chosen for this design. It has a silicon

substrate with silicon dioxide (SiO2) dielectric layers and a silicon nitride (Si3N4)

passivation layer. A high temperature metal layer material is needed for micro hot-

plate application. In literature, materials such as polysilicon, tin dioxide, silver,
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gold, platinum or titanium nitride were used. Platinum allows the device to reach a

higher temperature (above 650 ◦C [52]) as compares to the polysilicon. For an even

higher operating temperature, the highly doped tin dioxide could be used as the

heater material together with platinum to reach over 1000 ◦C [53]. Titanium nitride

has a very high melting temperature (2950°C), higher than platinum and polysil-

icon [54], but it is quite resistive and not currently available for small modules.

Silver [55] and gold [56] metal layers have also been mentioned. All those materi-

als can be manufactured at a relatively low cost using micro machining. But for

CMOS processing, the choice of metal is limited. The fabrication process, provided

by XFAB, Germany, has a choice of aluminium and tungsten (high temperature ma-

terials) for metallization. The properties of these two materials with typical values

are presented in Table 4.1.

4.3 COMSOL Simulation Models

4.3.1 Structures

The thickness of each CMOS layer is given in Table 4.2, which was provided

by the CMOS process foundry, XFAB, Germany. Accordingly to the mathematical

model mentioned earlier, the thickness of each layer, especially the plasmonic layer,

plays an insignificant role in the performance. Therefore, the thickness influence was

not considered in the work, and default layer thicknesses from the manufacturer were

used throughout all the simulations.

Table 4.1: Material properties for aluminium and tungsten (at room temperature).

Properties Aluminium Tungsten

Chemical Symbol Al W

Density (g/cm3) 2.70 19.25

Resistivity (Ωm) 2.65× 10−8 5.60× 10−8

Thermal
Conductivity (W/mK)

205 180

Temperature
Coefficient Ω(/◦C)

0.0043 0.0045

Melting Point (◦C) 600.3 3422.0
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Table 4.2: Typical layer thicknesses (±15 ∼ 20%) with aluminium and tungsten
metal layer .

Layers
Aluminium
(nm)

Tungsten
(nm)

Passivation (Si3N4) 550 550

SiO2 200 200

Metal 3 (M3) 940 500

SiO2 (M2-M3) 650 900

Metal 2 (M2) 650 300

SiO2 (M1-M2) 650 650

Metal 1 (M1) 720 300

SiO2 2250 2250

Some initial work on this subject has been conducted previously by a team

at Cambridge University, UK, so as a continuance of that work, only the hexagonal

lattice was considered, both for simulation and fabrication. An trial wafer run was

also conducted with various geometries [57], which will be referred to as Batch 0.

As an improved version of Batch 0, COMSOL Multiphysics v5.1 software was used

to find the optimum structure for the desired frequency. Because of the periodic

lattice structure, only one unit was reproduced in the model, which contains the

minimum required patterns for simulation, to reduce computation load.

Apart from the layers in fabrication process, an additional air and two per-

fectly matched layers (PML) were added to confine the simulation boundaries. The

simulation structure is presented in Fig. 4.11 with the side view and top view. PML

is commonly used to solve wave simulations, as it is assume to perfectly absorb elec-

tromagnetic waves at all frequencies and angles. The extruded cylindrical model

was also simulated as seen in Figure. 4.12.

4.3.2 Model

The radio frequency module with electromagnetic wave solver provided by

COMSOL was used for simulations. A 3D FEM was built as describe above. It

is frequency domain based that is used for the time-harmonic electromagnetic field
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Figure 4.11: An example of the simulated structure with one unit of plasmonic
lattice, the side view (left) and top view (right).

Figure 4.12: An example of the simulated extruded plasmonic layer.

distribution. The solver follows Maxwell’s law and Faraday’s law as:

∇×H = J +
δD

δt
(4.6)

and

∇×E = −δB
δt

(4.7)

where H is the magnetic field (unit: A/m), J is the current density (unit: A/m2),

E is the electric field (unit: V/m), and B is the magnetic flux density (unit: T).

In the electric field, to solve the time-harmonic and eigenfrequency problem, the
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equation is writted in the form as:

∇× (µ−1
r ∇×E)− k2oεrE = 0 (4.8)

where µr is the relative permeability, εo is the permittivity of vacuum and εrc is the

relative permittivity. ko is the free space wave number, which is defined as:

ko = ω
√
εoµo =

ω

co
(4.9)

where ω is the angular frequency, co is the speed of light in vacuum and µo is the

permeability in vacuum.

Because the simulated unit is repeated in reality, to have a more compre-

hensive understanding of the entire design, an appropriate boundary condition is

applied. Floquet periodicity is chosen, which has the numerical expression of:

Edst = Esrce
−jkF ·(rdst−rsrc) (4.10)

where Edst and Esrc represent the electric field in destination (dst) and source (src)

boundary selections, r is the radius vector and kF is the k-vector (unit: rad/m) for

Floquet periodicity. It is defined in the x and y directions as:

kx = kosinα1cosα2 (4.11)

ky = kosinα1sinα2 (4.12)

where α1 and α2 are the evaluation and azimuthal angle of the incidence. kz is also

defined in the model as:

kz = kocosα1 (4.13)

but is not included in the periodic condition as the simulated unit only repeats in

the x and y directions.

COMSOL software provides a wide selection of materials for simulations. As

the properties of the manufacturing materials were unknown, default properties in

the COMSOL material library were used in simulations. A custom mesh option was

selected as oppose to the default meshing sequence to reduce computation elements,

while providing accurate results. Free triangular mesh element was applied to the

whole model, which defines the surfaces and edges of the structure. Figure. 4.13

shows the FEM model with meshed elements.
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Figure 4.13: The 3D FEM model with meshed elements of the (a) entire structure
(without PML) and the enlarged plasmonic layer both (b) ideal and (c) extruded.

The mathematical model mentioned in section. 4.2.2 provides a starting point

in the parameter swept analysis. The two main factors, pitch and diameter, were

varied one at a time. Because the filling factor introduced by Masada K. et al. was

calculated when pitch equals to the resonance frequency, therefore, pitch was fixed

first. For example, CO has a resonant frequency at 4.6 µm, then the swept analysis

was conducted with p = 4.6 µm and the diameter centred at 1.4 µm (= p × 0.6)

with +40% variation (i.e: 1.4 µm to 2.0 µm). When necessary, values for pitch

were also varied by 5-10 % as a following step. Those steps were repeated until the

optimum geometry was found for each design.

4.3.3 Fabrication Variance

The wafer Batch 0, provided by Cambridge University, has various diam-

eter/pitch designs. The whole list of patterned geometries is attached in the ap-

pendix. To investigate the possible fabrication variance, the same design on different

reticles were examined under a scanning electron microscope (SEM). The selected

chip were measured with five dots each. Figure. 4.14 shows an example of the SEM

measurement and the averaged results for the 25 selected chips are summarised in
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Table. 4.3.3.

The measurements show slight fluctuations in both pitch and diameter values,

especially in the x and y directions of the diameter measurements. The deviation

is around 10%. A more accurate measurement is preferred with profile measuring

function, but the equipment is limited.

Figure 4.14: An example of a SEM image of the plasmonic dots with measurements.

Thermal expansion is another variation that need to be considered. The lin-

ear expansion coefficients for aluminium and tungsten at 20 ◦C are 23.1 (×10−6K−1)

and 4.5 (×10−6K−1), respectively. Therefore, when the heater temperature reaches

400 ◦C, the metal material will expand by 0.9% for aluminium and 0.18% for tung-

sten.

Table 4.3: Wafer Batch 0 plasmonic pattern geometries measured under the SEM
(averaged over five dots.)

Chip

Order
Pitch

Diameter

(x direction, µm)

Diameter

(y direction, µm)

1 2.61 1.04 1.16

2 2.61 1.02 1.12

3 2.56 0.99 1.10

4 2.59 1.00 1.10

5 2.61 1.04 1.13

Continued on next page
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Table 4.3 – Continued from previous page

Chip

Order
Pitch

Diameter

(horizontal (x))

Diameter

(vertical (y))

6 2.60 1.04 1.16

7 2.60 1.01 1.12

8 2.60 1.01 1.08

9 2.59 0.98 1.10

10 2.60 1.01 1.13

11 2.59 1.03 1.13

12 2.61 1.00 1.20

13 2.63 1.07 1.13

14 2.61 1.00 1.06

15 2.61 1.02 1.09

16 2.58 1.03 1.15

17 2.58 1.01 1.15

18 2.59 0.96 1.08

19 2.59 1.01 1.09

20 2.59 0.99 1.09

21 2.60 1.02 1.07

22 2.60 1.02 1.13

23 2.60 1.00 1.08

24 2.60 1.01 1.07

25 2.56 1.04 1.12
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4.3.4 Simulation Results

The selected values, after parameter swept, were simulated across the entire

frequency spectrum of interest (i.e. 4 µm to 11 µm). The aim is to have the

prominent peak at the desired frequency and relatively inactive at the rest of the

spectrum. A 5-10% manufacturing tolerance is included. Both ideal (planar) and

realistic (non-planar, extruded) model were simulated for all gases of interest: carbon

dioxide (4.26 µm), carbon monoxide (4.6 µm), hydrogen sulfide (7.3 µm), acetone

(8.26 µm) and ammonia (10.6 µm). Table. 4.4 shows the selected values for both

planar and non-planar designs with tungsten metal layers.

Table 4.4: Planar and non-planar plasmonic geometries used in simulations with
tungsten metal layers (unit: µm).

Gas of Interest
IR Absorption

Band

Planar Non-planar

Diameter Pitch Diameter Pitch

CO 4.6 3.2 4.45 2.4 4.0

CO2 4.26 3.6 4.2 1.6 4.3

H2S 7.3 2.6 6.5 2.6 7.5

Acetone 8.2 4.0 8.2 4.0 8.2

Ammonia 10.6 3.6 10.8 3.6 10.8

Simulations were conducted from wavelength 4 µm to 11 µm with 200 sam-

pling points. The results are presented in Figure. 4.15 for all gases of interest with

both structures (fabrication tolerance not shown). The model was simulated across

the entire spectrum of interest to study cross correlations between the target gas

and the other gases. The shaded areas represent the commercial optical filter with a

band-gap of 180 nm. The darker area is where the target peak should be for each gas

and the lighter areas are for the other gases. All five designs show high emissivity

with CO, CO2 and acetone have close to black-body emissions. Cross-correlation

among these five gases of interest is relative small, apart from the higher wavelength

range, such as ammonia. It was found difficult to fine-tune the emission peak at

the higher wavelength range (above 7.5 µm), in which case a different mathematical

model needs to be explored as a further work.

Aluminium was another metal of choice, as this multi-project wafer has no

aluminium run, only preliminary simulations were performed. Results are included

in the appendix.
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(a) Carbon Monoxide

(b) Carbon Dioxide

(c) Hydrogen sulfide

(d) Acetone

(e) Ammonia

Figure 4.15: COMSOL simulation results for the plasmonic structure and tungsten
metal layers from 4 µm to 11 µm.
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(a) Plasmonic versus Non-plasmonic

(b) With versus Without M2

(c) Passivation layer comparison

Figure 4.16: COMSOL simulation for different comparison studies with plasmonic
geometry for carbon monoxide.

In order to demonstrate the emission enhancement by the plasmonic struc-

ture, the performance comparison was also studied. Plasmonic versus non-plasmonic

was simulated with the same structure for CO, which is shown in Figure. 4.16(a).

Though a peak is observed for the non-plasmonic structure, it is less significant in

the emissivity value at ∼ 0.2 as compare to the plasmonic structure with a close

to a black body emission at 1. Other comparisons, such as with/without metal 2

layer for thermal uniformity and different passivation materials, were also studied

and presented in Figure. 4.16. The frequency spectrum shifted with silicon oxide

as passivation and no passivation layer. Similar feature was also observed with

other patterned geometries for different gases. Depending on the manufacturing

process and materials, such variation can be tailored and eliminated by varying the

geometries.
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Alongside the frequency spectrum simulation, electric field distribution was

also plotted in Figure. 4.17 showing the field intensity at the resonance frequency.

At the peak wavelength, electric charges are more concentrated in the proximity

of the plasmonic structure which leads to a stronger localized electric field, hence

enhanced emissivity.

(a) Planar (b) Non-planar

Figure 4.17: Electric field intensity for planar and non-planar plasmonic designs.

4.4 Fabrication Process

4.4.1 Mask Layout

After the geometries for the plasmonic structure were fixed, masks were de-

signed for fabrication. The fabrication process was provided by XFAB Germany,

though XI10 1.0 µm CMOS process for both bulk and SOI wafers. Mentor Graphics

Tanner EDA L-edit v16 was used to design masks for the plasmonic pattern. The

micro hotplate was based on the existing design provided by Cambridge University

(UK), with metal multi-rings on M1 layer (as Figure. 4.18).

The ratio between the micro hotplate and the membrane determines the

operation speed of the sensor, i.e. the operation frequency in PWM or AC mode.

The bigger membrane and smaller micro hotplate means faster speed, and vice

versa. The membrane size depends on the chip size, which in this case has a size of

1.6 mm × 1.6 mm. Therefore, the biggest possible membrane size, without affects

the structural integrity and with space for tracks and pads, is 1.2 mm diameter.

Heater sizes vary for different designs and the full list is provided in Table. 4.5. The

design for CO2 has the smallest heater size of 60 µmm diameter. CO2 NDIR sensor

101



Figure 4.18: The micro hotplate with multi-ring structure on M1.

Table 4.5: Membrane and heater sizes of the designs.

Designs
Membrane Size

(µm)

Heater Diameter

(µm)

CO 1200 250

CO + 3% 1200 250

CO− 3% 1200 250

CO2 1200 60

Acetone 1200 150

H2S 1200 150

Ammonia 1200 150

Figure 4.19: An example of the M3 plasmonic structure on the M1 micro hotplate.

is widely available in commercial products, therefore the aim for designing a CO2

sensor is to increase the switching speed. For other designs, 150 µmm and 250 µmm

diameters are standard heater sizes and selected for trial and error. CO2 plus and
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Figure 4.20: An example of the finished chip layout (plasmonic structure not shown).

minus were included in the design for manufacturing tolerance check.

Tanner L-edit v16 has the capability to generate structures with code in-

structions, a.k.a macros. A macro file was then written to create the plasmonic

layer with rounded dots on metal 3 based on the simulated diameter and pitch val-

ues within the heater diameter. An example structure is shown in Figure. 4.19 and

the final chip is shown in Figure. 4.20. All designs were created in the same manner.

In total, 7 designs were submitted to XFAB for fabrication.
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4.4.2 Tape-out

The fabrication steps follows the standard XFAB XI10 process. The fabri-

cation of micro hotplate was described previously based on a 6-inch silicon handle

wafer. On top of the micro hotplate layer, additional layers were deposited to form

the plasmonic layer. Figure. 4.21 briefly explains those steps.

After the deposition of the silicon dioxide layer, either through thermal oxides

or chemical vapour deposition (CVD), a metal layer (M2) is deposited. One of the

common metallisation method is physical vapour deposition (PVD) using sputtering

or evaporation technique. Then another layer of silicon oxide is deposited before

moving on to the final metallisation layer with plasmonic structure. The metal

structure is deposited and etched for the periodic pattern. On top of that, a layer of

silicon was deposited and oxidised as the dielectric layer. Without the help of CMP

for planarization, the oxide layer together with metal layer became extruded islands

and the shape carried on to the passivation layer. Silicon nitride is the material for

passivation layer, which can be deposited via CVD. It also acts as a protection layer

for further processing.

The last step was back-etching to form the membrane. Deep reactive ion

etching was used to create a near-perfect vertical wall. It is an isotropic plasma

dry etching process that uses chemical reactions to turn the material into volatile,

which is then removed later. This post-processing step was performed in the same

foundry. The finished wafer was then send off for dicing into 1.6 mm × 1.6 mm

chips.
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(a) SOI wafer with micro hotplate.

(b) Plasmonic pattern deposition.

(c) Silicon oxide as dielectric layer.

(d) Passiviation layer deposited.

(e) Post-processing using DRIE to form membrane.

Figure 4.21: Fabrication process for plasmonic patterns (not to scale).
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4.5 Conclusions

In this chapter, a new generation of plasmon enhanced CMOS infra-red emit-

ters were presented to be used in NDIR gas sensors. Conventional NDIR sensor has

limitations such as bulky, low sensitivity and high power consumption with a broad-

band infra-red emission (more than 5 µm range). This novel emitter with plasmonic

structure helps to overcome those limitations with a tuned emission peak for high

sensitivity and low power consumption (∼ 30 mA), and the CMOS process for

miniaturized sizing and low production cost.

The designed emitter has three metal layers on top of a back-etched mem-

brane structure for mechanical support and thermal isolation. Metal 1 layer has a

circular multi-ring micro hotplate, metal 2 is a plain metal layer for thermal unifor-

mity, and metal 3 is the plasmonic patterned layer. The metal of choice was either

aluminium or tungsten (high temperature CMOS metal), both were investigated.

A patterned plasmonic structure was introduced with periodic arrays of cylindrical

dots. The design is based on hexagonal lattices with the pitch and diameter of the

dot control the plasmon resonance frequency, i.e. emission wavelength. The ideal

structure has cylindrical dots embedded within the dielectric layer (planar design),

but with the missing processing step (planarization), extruded dots (non-planar

design) are more realistic. Both structures were considered in the modelling and

simulation.

Simulations were performed using the COMSOL Multiphysics v5.1 software

and electromagnetic wave functions. Five gases of interest were selected for the scope

of study: carbon monoxide, carbon dioxide, hydrogen sulfide, acetone and ammo-

nia, which have their unique absorption wavelengths at 4.26 µm, 4.6 µm, 7.3 µm,

10.6 µm, and 8.26 µm, respectively. All target wavelengths were simulated for both

planar and non-planar structures to obtain their optimum geometries, and results

were presented. The fabrication tolerance was investigated and considered in the

simulation process, which is shown to be 5∼10%. The result shows a close to black

body radiation can be achieved at wavelengths for almost all of the target gases,

but at the higher wavelength range (> 7.5µm), single emission peak was harder

to achieve. The performance enhancement with the designed plasmonic structure

was also studied. Compared with the design without plasmonic structure, the emis-

sivity increased almost four times more. Different layer-structures and passivation

materials were also explored, proving the existing design was the best available one.
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The tailored structure was then send off for fabrication. Masks were designed

in Tanner EDA L-edit v16 and CMOS process from commercial foundry XFAB,

Germany, with multi-project wafer run was used for the tape-out. The returned

wafer, both bulk and SOI, will be presented in the next chapter together with their

experimental results.
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Chapter 5

Sensor Integration, Calibration

and Application

5.1 Introduction

Based on the IR emitter design and fabrication shown in Chapter 4, the

returned wafers were diced and tested together with commercial thermopile IR de-

tectors and narrowband optical filters under an automated gas testing bench. A

LabView program was used to control the mass flow controllers (MFCs) and adjust

the gas concentration levels. Circuit boards for both detectors and emitters were

populated, and the collected data were post-processed using MATLAB. The sensors

were tested with their target gases in different humidities. The integrated NDIR

sensors were then included into two sensing systems for two projects: EU SmokeBot

and EPSRC SuperGen. The sensing systems for both projects are microcontroller

based, and can be used outside laboratory conditions as portable devices.

5.2 Experimental Setup

5.2.1 Infra-red Emitters

Six wafers (three bulk and three SOI) were fabricated (XFAB, Germany)

and returned after dicing (DISCO HI-TEC Europe GmbH, Germany). Apart from
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Figure 5.1: Fabricated SOI wafer with zoomed-in reticule (blue line marked the
plasmonic devices).

one wafer (SOI) which was broken during the dicing test run, the other five were

intact. Figure. 5.1 shows an example of the returned wafer. The wafer is 6-inch in

diameter with 11× 11 chips in each reticule. Each individual chip has the dimension

of 1.6 mm× 1.6 mm. There are 26 reticules per wafer with back-etched membranes,

and 7 plasmonic emitter chips in each reticule. In total, each emitter design has 76

bulk chips and 52 SOI chips. Figure. 5.2 shows the photographies of the fabricated

chip with different heater sizes, both with and without a membrane.

(a) IR emitter chip with 150 nm heater and
membrane.

(b) IR emitter chip with 60 nm heater and
no membrane.

Figure 5.2: Photographies of the top view of two fabricated emitter chips
(1.6 mm× 1.6 mm).
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The plasmonic structure was first examined under a scanning microscope

to measure pattern geometries. A Zeiss SUPRA 55-VP SEM with a field emis-

sion electron gun (FEG) was used. This gave a more accurate measurement using

its non-contact profile measurement function, compared to the SEM measurement

mentioned in Chapter 4. Figure. 5.3 shows an example of the SEM measurement

and Figure. 5.4 shows the cross section of the chip.

The SEM profile measurement function is suitable for structures with differ-

ent heights, in this case, extruded cylindrical dots. The profile measurement of the

pattern includes the passivation layer thickness as well as the silicon oxide thickness.

Differences were found when comparing the measured values to the designed struc-

Figure 5.3: SEM measurement with non-contact profile measuring function.

Figure 5.4: SEM images of the plasmonic structure and its side views. Left: Top
view of the plasmonic pattern, and Right: cross section of the structure.
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Table 5.1: Plasmonic patterns designed and measured geometries (unit: µm).

Gas of

Interest

IR Absorption

Band

Designed Actual (Bulk) Actual (SOI)

Diameter Pitch Diameter Pitch Diameter Pitch

CO 4.6 2.4 4.0 1.62 4.2 1.8 4.5

CO+3% – 2.47 4.12 1.9 4.6 1.95 4.7

CO-3% – 2.32 3.88 1.49 4.06 1.84 4.41

CO2 4.26 1.6 4.3 2.3 4.0 2.5 4.2

H2S 7.3 2.6 7.5 2.0 6.2 1.95 6.3

Acetone 8.2 4.0 8.2 3.13 7.6 3.5 8.2

Ammonia 10.6 3.6 10.8 3.1 10.9 2.9 10.6

tures, as seen in Table. 5.1. Coloured text is used to indicate those with a variation

higher (red) or lower (blue) than 5%.

Majority of the measured dimensions are less than the designed dimensions.

These discrepancies greatly affect the resonance frequencies, as proven by the COM-

SOL simulation in Figure. 5.5 comparing the designed and measured geometries. In

the example simulation, the fabrication variance causes the resonance peak to shift

left as well as a decreasing in the emission intensity.

Figure 5.5: COMSOL simulation of designed and measured emitter chips for CO
detection (shaded area represents the optical filter band).

The diced chips were then wire-bonded to TO-18 packages from Spectrum

Semiconductor Materials Inc., which can be plugged into a socket (DAU Components

Ltd.) with the same footprint on the external circuit board. This setup allows for

an easy replacement of the emitter and detector for different gas testing using the

same experimental setup. It is also more convenient to change if a chip is damaged

or if the wire-bonding becomes loose.
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5.2.2 Infra-red Detectors

Figure 5.6: Commercial thermopile detectors with (a) dual channels and (b) single
channel (Heimann Sensors GmbH).

Table 5.2: Commercial detector specifications.

Detector

Type
Target Gas

Centred

Wavelength (µm)

Band-gap

(nm)

HMS J21 F4.60 (single) CO 4.64 180

HTS A21 F4.26 (dual)

HMS J21 F4.26 (single)
CO2 4.26 180

HTS A21 F7.3 (dual)

HMS J21 F7.3 (single)
H2S 7.3 180

HTS A21 F8.26 (dual)

HMS J21 F8.26 (single)
Acetone 8.26 250

HTS A21 F10.5 (dual)

HMS J21 F10.5 (single)
Ammonia 10.5 240

For the first step towards a filterless NDIR sensor, a commercial thermopile

detector with filter was used together with the plasmonic IR emitter. The detectors

were provided by Heimann Sensors GmbH with narrow absorption bands centred

at the peak frequency of the target gases. Two types of detectors are available,

one with a reference channel and one without. The reference channel of the dual

channel detector has a broad-band filter while the sensing channel has a narrow

band. Therefore, the collected data from both channels can be processed together

to remove common noise. The single channel detector is simpler with just the

sensing channel. It has the advantage of smaller size (TO-18 package instead of the
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TO-5 package for dual channel), and is suitable when the noise level is negligible as

compared to sensing signals. Figure. 5.6 shows these two types of detectors.

The narrow pass band of the detector filter (optical film) varies from 180

nm up to 250 nm, depending on the centred frequency peak. Table. 5.2 lists the

commercial detectors and their absorption band associated with their target gases.

5.2.3 External Circuit

External circuit boards are required to power and drive both emitters and

detectors. They are based on circuits design by Vincent et al. in [1] and [2]. For

the emitters operating in DC mode, a constant current circuit is used to set the

micro hotplate temperature. Figure. 5.7 shows the constant current circuit consists

of an operational amplifier, a transistor and a resistor to set the current value. The

Molex connector, marked on the circuit as P2, is connected to the Data Acquisition

system (DAQ) from National Instruments (NI) for voltage supply.

Figure 5.7: Constant current circuit for IR emitter.

The maximum operation temperature for the tungsten based micro hotplate

can be as high as 600 ◦C. The optimum temperature should be a balance between

emission intensity and sensor lifespan. Typically, 400 ◦C is sufficient. But because

the heater-membrane ratio used in this design had never been characterised be-

fore, a trial and error approach was performed to find the heater limit. Table. 5.3

summarises the micro hotplate resistances and their operating current values.
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Table 5.3: Emitter resistances and operating current in DC mode.

Heater Size

(µm)
Gas of Interest

Resistance

(Ω)

Max.

Current (mA)
Variance

60 CO2 65 20 ±5%

150
Acetone,

Ammonia, H2S
100 29 ±5%

250
CO, CO+3%,

CO-3%
72 32 ±5%

The maximum current found in DC mode was also used in AC mode as

the voltage peak to set the sinusoidal amplitude. Either the DAQ or a frequency

generator breakout board can be used to generate the waveform. Figure. 5.8 shows

the SparkFun MiniGen breakout board. It is controlled by the serial peripheral

interface (SPI) which operates as a slave to the microcontroller (master). This is

also used in a portable system with NDIR sensors, which will be mentioned later in

the application section.

Figure 5.8: Frequency generator breakout board.

The circuit board for IR detector consists of two amplification stages for each

channel (a reference channel and a sensing channel). Because the signal from the

detector is really small (less than 0.1 mV), a high amplification is needed (with a

gain of 4000 or higher) to get tens of millivolt of response. This gain is not possible

to achieve with a single amplification stage, therefore, a two-stage circuit was used.

Figure. 5.9 shows the amplification circuit for one channel (two same circuits are

used for each channel of the dual-channel detector). The benefit of the amplification

119



Figure 5.9: Amplification circuit for the detector.

(a) Emitter circuit board. (b) Single channel detector circuit board.

Figure 5.10: Photographies of the emitter and detector circuit boards.

is to have a visible voltage change from the gas detection, but the amplification also

applies to the noise signals, hence the necessity of post-processing.

The fabricated and populated circuit boards for both emitters and detectors

are shown in Figure. 5.10. They were fabricated by Eurocircuits using 4-layer boards.

In the assembly, the emitter or detector was mounted on the chamber panel on one

side, and the circuit board on the other side. The single channel detector is shown

in the figure, and the dual channel detector has a larger size with a TO-5 packaging

and socket, but the circuit board has the same size. For a more compact design, the

frequency generator can be integrated with the emitter current control circuit.

5.2.4 Gas Chamber

A gas chamber is used in the NDIR sensor for the IR radiation to travel

through. The optical path length of such chamber is defined as the product of the
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physical distance/geometric length the light travels, which can be either straight or

reflective, and the refractive index of the medium. The two ends of the chamber

are the emitter and detector. The length of the optical path affects the radiation

intensity throughout the chamber, and the absorption time of the gas with infra-red.

Therefore, a longer optical path will allow more gas molecules to react with the IR

radiation, providing a stronger detection signal even at low ppm levels.

There are two ways to improve the optical path length without comprising

the compactness of the gas cell: highly reflective materials (refractive index of the

medium) and a reflective path (geometric length). Coating materials for the optical

path can be polished aluminium, silver [3] or gold [4], which has close to 100%

reflectance at wavelengths above 700 nm as shown in Figure. 5.11. In this work, an

aluminium tube with smooth gold inner coating was used. This was then inserted

inside an aluminium gas chamber.

Figure 5.11: Reflectance of aluminium (Al), silver (Ag) and gold (Au) [5].

The conventional way to lengthen the optical path is to have a longer tube,

which assumes a centred radiation going straight towards the other end. This is easy

to implement as the field of view (FOV) of the emitter is often centred and narrow,

and radiation dispersion is not considered. The disadvantage of this design is that

the path length is limited by the tube length. For a reflective path, the length can

be greatly increased, but is harder to control. It requires a precise placement of

the emitter and detector, and the interference from dispersed radiations needs to be

considered. There have been some studies in literature, such as using a cuvette [6]

or reflective path [7, 8] to enhance reflection for NDIR sensors. The optical path

can even be replaced by fibre as a waveguide as suggested by [9] and [10].
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In this work, the conventional optical path was used, but some preliminary

studies on the reflective path were conducted. One of the selected designs uses

a ring-shaped gas chamber with curved inner walls. The optical path simulation

shown in Figure. 5.12 was obtained using a trial version of the LensMechanix from

Zemax as an add-on option to Solidworks 2016. Two emitters of the same type were

used to increase the intensity of the infra-red radiation, and one detector located on

the opposite side. By doing so, the path length doubled the length of the straight

path (40mm). This simulated design was later adjusted for sizing (angles of the

main components remained the same), and a prototyped circular gas chamber was

presented in Figure. 5.13.

For this design, both the emitter and detector panels are removable for easy

Figure 5.12: Preliminary simulation result of the reflective optical path inside a
circular gas chamber.

Figure 5.13: 3D model of the circular gas chamber prototype.
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replacement. The lid is screwed on with nuts and bolts to the main chamber. All

removable parts are sealed with o-rings to prevent leakage. The whole system has a

size of 48mm in diameter, but can achieve an almost doubled optical path length.

This system can be either 3D printed or machined with aluminium, and the inner

wall polished and coated with silver or gold.

Another approach was trialled in [11] using an adjustable optical path. The

gas chamber has multiple detector panels, which can intercept the radiation to have

a shorter path. Some preliminary experiments were conducted to test this setup,

but here, a more reliable system mentioned in [1] was used. Figure. 5.14 shows

two gas chambers with different optical path lengths. The top smaller one uses

a 3D-printed chamber with gold tubing insert. It has a length of 3 cm, which is

good for detecting percentage levels. The bottom longer one was machined with an

aluminium and gold tubing insert. The path length is around 12 cm, which is often

used to test gas at ppm levels. Most of the experiments were performed with the

bottom one, with the exception of CO2 at percentage levels, which was tested using

the smaller chamber.

Figure 5.14: NDIR gas chamber with 3D printed (top) and aluminium (bottom)
materials.
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5.2.5 Gas Rig Setup

Figure 5.15: Block diagram of the gas rig setup.

Figure 5.16: LabVIEW interface of the gas rig.

An automated gas testing rig was used to perform gas experiments. Fig-

ure. 5.15 shows the block diagram of the gas rig setup. Each gas line is controlled

by a mass flow controller, which is used to adjust gas concentration levels through a

LabVIEW program. One of the zero air gas line is first fed into a bubbler containing

distilled water to add humidity to the system. The exhaust is also monitored by a

MFC to check for gas leakage, before outputting to a fume cupboard. The system is

controlled through a LabVIEW interface shown in Figure. 5.16. A NI DAQ system

is used to power the sensor, sample and collect response data.
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Gas bottles from BOC and CK Special Gases Ltd. were used to perform gas

experiments. Table. 5.4 summarises the gas concentration information used for the

following experiments.

Table 5.4: List of gas bottles and concentration levels.

Supplier Gas Type
Max.

Concentration
Carrier Gas

BOC Carbon Monoxide 300ppm Zero Air

CK Special Gases Carbon Monoxide 400ppm Hydrogen

BOC Carbon Dioxide 500ppm Zero Air

BOC Carbon Dioxide 5% Zero Air

CK Special Gases Hydrogen Sulfide 30ppm Hydrogen

BOC Acetone 200ppm Zero Air

BOC Ammonia 25ppm Zero Air

5.3 Sensor Testing and Calibration

All emitters were tested with their target gases. The maximum concentration

level, based on the gas bottle limitations, was trialled first to test the functional-

ity of the emitter with its corresponding detector. Due to the fabrication variances

observed earlier, the radiation intensity at the target peak wavelength was greatly re-

duced. Because the detector filter only allows the target wavelength to pass through,

the compromised emitters made the experiment difficult to run. Both DC and AC

drive circuits were trialled to power the emitters, but the response signals were

buried under the enhanced noise signals from the amplification circuit. The amplifi-

cation limit of the detector board was also trialled, but no visible response could be

seen. Another explanation is the low maximum gas concentration level. At a lower

emission intensity, higher concentration, such as percentage level, would be easier

to detect, as compared to the ppm levels available from the gas bottles.

The emitter with the designed wavelength of 4.26 µm for carbon dioxide (5%

concentration) detection was trialled using the shorter gas chamber (3 cm) and an

AC drive circuit to test its operating frequency. It was possible to power the emitter

at a higher frequency (> 30 Hz), but no response could be observed on the detector

side. Fast Fourier transform (FFT) was trialled for post-processing to extract signals

at the operating frequency, but the response was not visible. Even though a shorter
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gas chamber is more suited for high concentration levels, the micro hotplate size (60

µm dia.) can be too small to emit enough radiation.

The only emitters that were able to detect gas were the acetone and ammonia

emitter chips, as their plasmonic designs tend to have high emission intensities at a

higher wavelength range(> 7.5 µm). Therefore, the following section focuses on the

results obtained for acetone and ammonia detection.

5.3.1 Experiments in Dry Air

Figure 5.17: Raw (left) versus filtered (right) data.

Synthetic zero air was used to perform dry air experiments. Acetone gas at

concentration levels from 50ppm up to 200ppm, and ammonia gas at concentration

levels from 10ppm up to 20ppm were trialled. Various concentration steps were

tested with zero air as baseline in between in each experiment run. Because NDIR

can response to the target gas within a short period of time, i.e. ∼30–40ms, each

concentration step was only on for 2 minutes. DC voltage supply was used and a

constant flow rate of 0.5 slpm was applied throughout the experiment. The same

experiment was performed for three times and the collected data in voltage was

then post processed in MATLAB. The moving average and median filter were used

to remove noise signals and random spikes. Figure. 5.17 shows the raw data versus

the post processed data. The noise and spikes can be greatly reduced to reveal the

true sensor signal changes. Figure. 5.18 and 5.19 show the post processed data aver-

aged over three experiments of the sensor response towards acetone and ammonia,

respectively.
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Figure 5.18: NDIR sensor experiments with acetone from 50ppm to 200ppm in dry
air.

Figure 5.19: NDIR sensor experiments with ammonia from 10ppm to 20ppm in dry
air.

5.3.2 Experiments in Humidity

Similar experiments were performed under humidity conditions. 25% and

50% relative humidity (RH) levels were generated through a bubbler and mixed

together with the synthetic dry air as the baseline for these experiments. Same as the

dry air experiments, various concentration steps were trialled for two minutes each
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with a DC power supply and a constant 0.5 slpm flow rate controlled by LabVIEW

and DAQ. The concentration levels were limited by the bottle concentration and

total flow rate, as the humidity needs to be added as part of the flow rate. Therefore,

in the acetone test, for 25% relative humidity, the concentration levels from 50ppm

to 150ppm were trialled; and for 50% relative humidity, concentrations from 25ppm

to 75ppm were trialled. Ammonia was only trialled under 25% relative humidity

with concentration levels from 10 ppm to 20 ppm. Figure. 5.20, 5.21 and 5.22 show

the experimental results averaged over three runs using the same post-processing

filters as before in MATLAB.

Based on the relative humidity values, the absolute humidity can be calcu-

lated, which is defined as the mass of water vapour in a certain volume [12]. This is

a more accurate way to measure the humidity level in the air as it considers both the

ambient temperature and pressure. The formula used to calculate absolute humidity

(A) is:

A = C× Pw/T (5.1)

where C is the constant number of 2.16679 gK/J, Pw is the vapour pressure (Pa),

and T is the temperature in Kelvin. The vapour pressure (Pw) is calculated using

saturated vapour pressure (Pws) times the relative humidity in decimal. Therefore,

the absolute humidity value under room temperature (23.5 ◦C) for 25% RH and

Figure 5.20: NDIR sensor experiments with acetone from 50ppm to 150ppm in
25%RH.
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50% RH is 7 g/m3 and 14 g/m3, respectively.

Figure 5.21: NDIR sensor experiments with acetone from 25 ppm to 75 ppm in 50%
RH at room temperature.

Figure 5.22: NDIR sensor experiments with ammonia from 10 ppm to 20 ppm in
25% RH at room temperature.
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5.3.3 Analysis

The sensors with plasmonic enhanced emitters performed well in both ace-

tone and ammonia tests under different humidity levels. Both sensors responded

within 30 ms. Due to the low gas concentration ranges, the response signals were

small, even after the amplification circuit. But after post-processing with the moving

average and median filter, the signals became more visible. As different concentra-

tion levels of acetone and ammonia were trialled, it is not possible to compare the

two gases together. However, it is expected that they should respond a similar

manner.

(a) Sensor in acetone. (b) Sensor in ammonia.

Figure 5.23: Sensor response (voltage difference) in acetone and ammonia at dry
and 25% RH conditions (room temperature).

(a) Sensor in acetone. (b) Sensor in ammonia.

Figure 5.24: Sensor response in acetone and ammonia at dry and 25% RH conditions
(room temperature).
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The sensor response increases with the increase of concentration levels, as

more gas molecules are mixed and reacted with the infra-red. Figure. 5.23 plots the

voltage changes of the sensors towards various concentration levels. The voltage to

concentration change is linear as expected. Humidity affects the sensor baseline as

well as the response range, which can be observed both in Figure. 5.23 and 5.24. At

the same concentration level (150ppm acetone), the baseline dropped around 30%,

but this can vary depending on the humidity levels.

5.4 NDIR applications

The NDIR sensor can be used in various applications. In industry, it is

widely used for CO2 detection. CO2 can be found in our everyday life, as an im-

portant standard for air quality monitoring and ventilation system. It is also one

of the greenhouse gases, and can be found in agriculture, health care, transporta-

tion, etc.. While some gas tests are stationary, in certain scenarios moveable or

portable sensors are preferred. One aim of the miniaturised NDIR sensor is to make

it easy to carry and suitable for various portable applications. All the experiments

performed before in this chapter require of a Keithley power supply and a DAQ

for control and data collection, which are not ideal to carry for outside laboratory

experiments. Therefore, in this section, a portable NDIR sensor system is described.

Such setup is implemented into two projects for different applications: SmokeBot

to aid firefighters, and Supergen detect impurities in hydrogen.

5.4.1 Portable NDIR system

As mentioned previously, the emitters can be powered either by DC supply

or AC supply. The circuit board for DC supply is the same as previously mentioned.

For AC supply, a frequency generator circuit is integrated onto the emitter board,

thus removing the need for an extra breakout board to achieve a more compact

design. Figure. 5.25 shows the populated emitter board with a frequency generator.

The same circuit on the breakout board was used, which was able to generate

sinusoidal wave with a microcontroller SPI communication.

A PCB motherboard was used to connect the microcontroller with the NDIR

sensor together with other sensors and electronics components. Figure. 5.26 shows
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the flow chart of an example system setup, which will be explained in details for

each project. The system can be portable with battery power supply, or integrated

with other system (i.e. a mobile robot) for a more advanced application.

Figure 5.25: NDIR sensor emitter board with frequency generator circuit.

Figure 5.26: Flow chart of a portable NDIR sensor system setup.

5.4.2 NDIR on Mobile Robot

The SmokeBot project was funded under the EU Horizon 2020 Framework

(project ID: 645101). The aim was to operate mobile robot in domains with re-

stricted visibility and possible hidden danger, mainly to aid fire brigades in search

and rescue missions, prior to the deployment of human team. It incorporated a fu-

sion of sensors, including LIDAR, Radar, thermal camera and gas sensors, to provide

a comprehensive environmental information. This project addressed the shortcom-

ings of sensors in harsh conditions, which the existing commercial sensors could not

cope, by developing novel sensors and prototyping them with an industrial explorer

robot. The end product was demonstrated and tested in a fire training station with

a burning house.

As a part of the novel RGT-V unit (radar, gas sensors, thermal cameras -

vision), a gas sensing unit, namely FireNose, was developed which was able to detect
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and discrimination gases in harsh conditions, i.e. high temperature, high humidity,

falling debris, smoke, etc.. Four micro hotplate based sensors were used (three metal

oxide sensors and one NDIR sensor) together with commercial sensors (flow sensor,

particle sensor and environmental sensor), all housed inside a robust steel enclosure.

Similar to the portable NDIR sensor system mentioned in the previous section, a

microcontroller was used to drive sensors and collect/process data. Figure. 5.27

shows the flow chart of the FireNose, and Figure. 5.28 shows the photography of

the unit.

Figure 5.27: Block diagram of the FireNose.

Figure 5.28: Photograph of the FireNose with enclosure (dimension: 100 mm × 100
mm × 100 mm).

Both the MOX sensors and NDIR sensor were studied and characterised with

the unit. This section will focus on the performance of the NDIR sensor. The NDIR

sensor, as shown in Figure. 5.29, comprises of an emitter, a detector and a gas cell.

The gas cell has the length of 5 cm, which is smaller than the standard testing
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chamber (i.e. ∼ 10 cm). It is the optimised size that can fit into the compact

enclosure while keeping its detectability of the target gas. The whole sensor is

screwed on to an adjustable slot on the circuit boards, so the sensor can be easily

changed and replaced if necessary. The target gas in this project is CO2 as one of

the common gas found in harsh environment. But during the characterisation of the

unit, acetone was used instead. Therefore the sensor was replaced with an acetone

emitter and detector pair during trial runs.

An AC driven CO2 sensor is preferred on the mobile robot, as the movement

of the robot together with the operating noise from the surrounding equipments will

Figure 5.29: NDIR sensor with microcontroller on the main PCB of the FireNose.

Figure 5.30: CO2 NDIR sensor response after post-processing towards different
concentration levels [13].
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interfere with the DC signals. However, with AC signals, those noises can be ignored

by performing FFT to extract the signal at the operating frequency. Figure. 5.30

shows the sensor response after processing with different concentration levels.

The characterisation results of acetone were demonstrated in the previous

section. In the trial runs with a mobile robot, liquid with high acetone content (i.e.

nail polish remover) was poured onto a piece of paper and waved in front of the inlet

of the FireNose. Figure. 5.31 is the screenshot of such response transmitted wireless

to a laptop. The transmitting frequency is equivalent to the data output frequency,

which is 10Hz. The two peaks correspond to the two waves.

Figure 5.31: Screenshot of the acetone NDIR sensor towards liquid acetone vapour
on the mobile robot.

5.4.3 NDIR for Impurity Detection

A similar design was applied for impurity detection of hydrogen in hydrogen

fuel cells. Hydrogen has received a growing attention as an emerging energy source

to replace the traditional diesel or petrol fuel for automobiles. It is categorised as

clean energy source as the by-product of hydrogen fuel and oxygen is pure water.

This pollution-free alternative can also increase the engine efficiency to 60% com-

pared to the conventional engine efficiency of 35% [14]. One of the most promising

fuel cell technologies for light-duty transportation (cars, small vans, etc.) is Poly-

mer Electrolyte Membrane (PEM). It consists of a proton conducting membrane

(electrolyte) with electrodes on each side (anode and cathode) [15]. The hydrogen

fuel used in this process is produced through a reformation of natural gases, such

as methane (CH4) or other organic fuels. However, these gas sources often contain

impurities such as carbon oxide (CO, CO2), H2S, NH3, NOx, SOx and organic sulfur-

carbon or carbon-hydrogen compounds [16]. Impurity is one of the most important

issues in fuel cell operations, as it affects the performance of the fuel cell causing
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cell degradation, membrane damage, and reducing cell life. Therefore, monitoring

the impurities is a crucial task for maintaining the functionality of fuel cells.

As one of the partners in the EPSRC SuperGen project (EP/L018330/1),

an impurity detection system was designed, which consists of micro-hotplate based

Figure 5.32: Block diagram of the hydrogen fuel cell impurity detection system.

Figure 5.33: Photography of the impurity detection system.
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sensors: MOXs and NDIRs. Both commercial sensors and sensors made in-house

were used. In total, five MOX sensors (2 commercial and 3 in-house) and 2 NDIR

sensors (in-house and plasmonic) were integrated into this system. Figure. 5.32

shows the block diagram of the system, and Figure. 5.33 is the photography of the

prototype. Mox sensors were selected to detect different impurities, and the NDIR

sensors were chosen to detect CO2 and ammonia. The same emitters and detectors

mentioned earlier were used in the system with a 9 cm length gas cell.

A steel enclosure was used to house this system, which can be used in harsh

conditions such as high temperature, humidity or low oxygen environments. This

unit is USB powered and can be adapted for more complex tasks. The system

also contains an integrated environmental sensor (BME280, BOSCH) for ambient

humidity, temperature and pressure monitoring. All sensors are integrated, and the

unit can be used for a comprehensive air quality monitoring, harsh environment

exploring, or impurities detection in hydrogen fuel. The prototyped unit can be

further improved, such as better signal processing capabilities, and new methods for

data logging and added display for easy readout.

5.5 Conclusions

In this chapter, the fabricated plasmonic emitter chips were assembled and

tested in this chapter. Six 6-inches wafers, three bulk and three SOI process, were

diced and returned from the foundry. Each wafer has 26 reticles. Apart from one

wafer broken during dicing, in total, 76 bulk chips and 53 SOI chips were fabricated

for each emitter design. Chips from each design were picked and measured under a

scanning microscope before laboratory experiments. A variation (more than 5%) was

observed in all designs, which affects the resonance peak of the emitters. Despite

these variations, all emitters were tested under a gas rig. Commerical detectors

from Heimann Sensors GmbH were used for the tests. They are thermopile based

detectors with narrow-band optical film filter integrated on the lid. The optical film

has a band-gap of 180 ∼ 250 nm centred at the target frequency peaks. Different

optical cells were also discussed in terms of length and shape. The selected gas cell

is a straight aluminium tube with gold inter coating.

An automated gas rig and a NI DAQ system were used to perform the gas

experiment. It is controlled by a LabVIEW program which can automatically ad-
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just the gas concentration levels through mass flow controllers. The sensors were

driven by external circuitries with a constant current circuit for the emitters and

amplifiers for the detectors. All gases of interest were trialled, carbon monoxide,

carbon dioxide, hydrogen sulfide, acetone and ammonia. But due to the variation

occurred in fabrication, only acetone and ammonia showed visible responses during

experiments. Various concentration steps were trialled for these two gases, up to 200

ppm for acetone and 20 ppm for ammonia, in both humid (25% and 50% relative

humidity) and dry air. The collected data were post-processed using MATLAB to

remove noise and spikes. The processed results were then presented and compared.

Applications for the NDIR sensor were also described in this chapter, espe-

cially for two projects: SmokeBot and SuperGen. A portable, compact NDIR sensor

system comprises a main circuit board with a microcontroller to drive sensors and

collect data, and a power supply source. A sensor system, including NDIR sensors,

was designed for both projects. In SmokeBot, the NDIR sensor was used to detect

CO2 in harsh environments to aid fire brigades, but acetone was used for trial runs.

In the SuperGen, the sensor system was used to detect impurities in hydrogen for

hydrogen fuel cell, therefore, impurities such as CO2 and ammonia were the target

gases for NDIR sensors.

This chapter concludes the research on plasmonic NDIR sensors. This re-

search shows the advantages and applications of plasmonic enhanced infra-red emit-

ters in gas detections at a low ppm range. Due to the fabrication variance, the full

extent of the emitters cannot be conducted, which requires another wafer run and

further work. As the functionality of the plasmonic structure has been proven, it

can also be applied to the detector design, for a true filterless NDIR sensor. A pre-

liminary study on the optical path was examined, but it deserves further study with

simulation and prototyping. Overall, a novel plasmonic metamaterial was trialled

and tested. The performance shows promising results and further work are needed.
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Chapter 6

Signal Processing Technique

with Thermal Modulation for

Toxic Gas Sensing

6.1 Introduction

The following two chapters focus on micro-hotplate based metal oxide gas

sensors. Metal oxide sensors (MOX) are popular for their low cost, simplicity and

wide detection ranges. However, they are notoriously unstable with considerable

baseline drifts and long recovery times. They also lack selectivities towards different

gases. To overcome those issues, two signal processing techniques are proposed.

In this chapter, a thermal modulation technique is described to solve the

baseline drift problem of MOX sensors. This micro-hotplate based sensor is powered

by a pulse signal that switches the micro-hotplate temperature between two values.

The collected data are then processed through a Fast Fourier Transform (FFT) to

obtain the transient response information, which correlates to gas concentration level

and gas type. This method is trialled both off-board as a post-processing step, and

on-board for real-time signal processing. It allows the sensor to operate without the

need of a prior stabilisation period and the response time can be greatly reduced.

The processed information is also used in a shallow artificial neural network for

regression fitting analysis.
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6.1.1 Baseline Drift in MOX Sensors

Metal oxide sensors employ gas-sensing materials deposited on top of a pair

of IDT and heater. The sensing principle is the change of sensor conductances

when exposed to the target gas. It requires annealing prior to use, which allows

the surface structure to form and stabilise. The annealing time can last from 1

hour up to 24 hours or more. This process helps to increase sensor sensitivity

and reduce recovery time [1, 2]. It also helps with the baseline stabilisation and

drift minimising, but drift cannot be eliminated. Drift is an issue that can be

commonly found in all chemical sensors. It can be gradual, resulting in reduced

sensor responses over a long time period. Holmberg et al. [3] categorised drifts into

two types, physical drift (or sensor drift) and measurement drift. Physical drift is the

drift caused by the physical or chemical interactions of the sensor, such as ageing

or poisoning. Those results are irreversible, thus changing the sensor behaviour

towards the same gas. The other type is measurement drift, caused by factors such

as a change in the gas flow rate, temperature, humidity, air pressure, etc. Some of

these aspects can be controlled and some are not. Therefore, to extend the sensor

lifetime and measurement repeatability, drift compensation is essential for chemical

sensor research.

Figure 6.1: A typical n-type MOX sensor response curve to reducing gas. (a), (b)
and (c) shows three possible scenarios of the same sensor response towards the same
gas under the influence of different kinds of drift [3].

Figure. 6.1 shows a typical MOX sensor response towards a given gas. When
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the gas is introduced, the sensor will start to respond (the sensing material interacts

with gas molecules and conductance rises with a reducing gas) which can take tens

of seconds (response time). After the response stage, the sensor reaches a steady-

state as the gas concentration stays constant. When the gas is removed, the sensor

will start to recover back to the ’no gas’ baseline stage, which can be tens of seconds

or even minutes (recovery time). The figure shows three curves (a), (b) and (c),

which are three possible response curves for the same sensor towards the same given

gas due to drifts. Presuming curve (a) is the ideal sensor response, then curve

(b) is a decrease in the sensor response speed, and curve (c) is a decrease in the

sensor response (at the steady-state, which is the biggest issue). Drift can also

cause a difference between the baseline values before and after the gas experiment

(not visible in Figure. 6.1). Figure. 6.2 shows a sensor response (∝ conductance)

towards a given gas at a decreasing gas concentration level. This experiment lasted

for 65 minutes in total (5 mins for each concentration step), and it can be seen that

the baseline drifts throughout the experiment. The concentration of the given gas

decreases with zero air used as baseline in between. The sensor response decreases

with concentration levels, but the zero air baseline also decreases with drifts. The

plot also shows a long recovery time of the MOX sensor as compared to the response

time. This could also explain the drift as the sensor has not recovered fully from

the gas exposure before the next concentration level is tested.

Figure 6.2: An example MOX sensor test with a given gas at different concentration
levels.
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6.1.2 Drift Compensation

Holmberg et al. [3] suggested various drift compensation methods, such as a

reference gas method, sensor behaviour analysis, pattern classification, etc. There-

fore, drift can be compensated either during the experiment or after in the data

processing stage. For methods that can be used during gas experiments, they can

either compensate the physical drift or the measurement drift. The reference gas

method uses a reference gas as it assumes a strong relation between the drift and

the sensor characteristics, hence a drift pattern for each sensor that can be filtered

out later. This relationship can be as simple as a subtraction or division, or can be

hidden requiring a pattern recognition technique. A similar approach can be applied

to the measurement drift, as a change in humidity or flow rate affects more than

one sensor. Therefore a similar behaviour can be observed by a reference sensor.

For drift compensation at the post-processing stage, signal processing meth-

ods can be performed, such as Principle Component Analysis (PCA), Self Organising

Maps (SOM), Artificial Neural Network (ANN), etc. As a common cause for drift is

related to change in humidity and temperature, an environmental sensor to monitor

these two factors are preferred during the gas experiment. With the collected data,

a pattern can be built showing the relationship between the sensor characteristics

and environmental factors, which can then be compensated. A similar pattern can

also be built when multiple sensors are used in one experiment for gas classifica-

tion. More details on the pattern recognition methods will be discussed in the next

chapter.

This chapter compensates the sensor response by using approaches both dur-

ing the experiment and through post-processing. Thermal modulation is used during

the experiment, and ANN is the post-processing approach. By combining these two

methods, sensor drifts can be compensated at a faster response rate, and the re-

sponse pattern can be recognised at different concentration levels. The literature

review for both the thermal modulation technique and pattern recognition tech-

niques is provided in Chapter 2.
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6.2 Thermal Modulation Technique

6.2.1 Metal Oxide Sensors

In chapter 2, the technique of thermal modulation used in literature was

described with its different approaches and applications. Here, this technique is

incorporated into the gas experiments.

Because the MOX sensors are micro hotplate based, they are sensitive to

temperature change. The micro hotplate is provided by ams Sensors Ltd, UK (for-

merly Cambridge CMOS Sensors). It is a circular dielectric membrane with tungsten

metal layers. The device is 1 mm × 1 mm in size. The drive circuit is a current

control circuit with an adjustable load resistance, as shown in Figure. 6.3. For lab-

oratory experiments, both the circuit input and data output are connected to the

NI DAQ system.

Figure 6.3: Drive circuit for MOX SOI CMOS gas sensor.

The datasheet of the micro hotplate provides the device current-temperature

relationship, as shown in Figure. 6.4. The sensor can operate up to 600◦C, but

to achieve a balance between sensitivity (higher at higher temperature) and sensor

lifetime (longer at lower temperature), the optimal operating temperature was found

to be 350◦C [5]. It was achieve through experiments at various temperatures to

find the balance between sensitive response and long lifetime. In order to see a

visible difference in the output voltage, a temperature difference of at least 50◦C
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Figure 6.4: The micro-hotplate datasheet (CCS301) on current versus temperature.

was chosen for thermal modulation. Various combinations were trialled, such as

200◦C and 250◦C, 200◦C and 300◦C, 200◦C and 350◦C, 250◦C and 300◦C, and

250◦C and 350◦C [4]. The combination chosen here is 250◦C and 300◦C. For a

micro hotplate temperature at 250◦C and 300◦C, the current needed is 21 mA and

23 mA, respectively. Therefore, the operating voltage is 0.205 V for 250◦C and 0.220

V for 300 ◦C.

On top of the micro hotplate, gas sensitive material was deposited according

to the gas detection requirement. Figure. 6.5 shows the bare micro hotplate chip

and the chip with deposited material.

Figure 6.5: Images of (a) the bare micro hotplate and (b) with gas sensing material
coating [5].
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6.2.2 Processing Steps

Figure 6.6: Flow chart of the thermal modulation processing steps.

Figure. 6.6 summarises the steps used in the thermal modulation signal pro-

cessing method. An example of a CO experiment with a SnO2 coated MOX sensor

is used for explanation. In this experiment, the micro hotplate operating temper-

ature was pulsed between 250◦C (marked as ‘LOW’ state) and 300◦C (marked as

‘HIGH’ state) for 10s each, hence a period of 20s. Five pulses were sent in total for

five cycles, which were used for averaging. The sampling rate was set to 100 Hz. A

300 ppm bottle of CO gas in air was connected. Different concentration levels were

explored, both in dry and wet air.

The data were collected through a NI DAQ system, and the raw data is

shown in Figure. 6.7. The sensor resistance changes with different micro-hotplate

Figure 6.7: Raw sensor resistance data with thermal modulation.
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temperatures. Because the MOX sensor used in this experiment is n-type, so the

resistance decreases when exposed to a reducing gas. As the sensor is highly sensitive

to temperature changes, so the change in resistance is almost instant. This is one

of the reasons why thermal modulation is suitable for this type of sensors.

The signal post-processing was conducted using MATLAB. Each individual

pulse was extracted and processed following the steps shown in Figure. 6.6. Either

the sensor resistance values or the conductance values can be used for this process.

These values are calculated based on the circuit, which acts as a potential divider.

A 1kΩ load resistor was connected in this test. The ‘detrend’ function in MATLAB

can remove the visible linear drift shown in Figure. 6.8(a) as an extra step, but it is

not necessary. The ‘HIGH’ and ‘LOW’ transient phase of the resistance signal was

extracted. The rising/dropping moment, t0, is the dotted line in Figure. 6.8(a). The

metal oxide material has different temperature coefficient towards the heating and

cooling of the heater. In addition, the chemical reaction towards the target gas will

also affect the thermal transient response during these two temperature conditions.

Therefore, to extract these information, one of the plots (either ’HIGH’ or ’LOW’)

was flipped to align the steady-state, and subtracted to get the difference curve.

(a) Rising and falling plots aligned at t0

(b) Resistance difference after normalising

Figure 6.8: Temperature modulation using resistance signal in zero air.
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The final step was to remove the steady-state resistance signal through subtraction

to get the plot shown in Figure. 6.8(b). This difference curve various depending on

the gas type and concentration levels.

Different concentration levels of the same gas were trialled. The same process

was applied to signals collected at concentration levels of 0 ppm, 100 ppm, 200

ppm and 300 ppm in dry synthetic air. Their post-processing results are shown in

Figure. 6.9(a). In order to study the characteristic of such peaks, a Fast Fourier

Transform (FFT) was then applied to the peak window and a low pass filter to get

the results shown in Figure. 6.9(b). It was found that the peaks were proportional

to the concentration levels, which could be a way to characterise the sensor response

and identify the gas concentration level.

Figure 6.9: (a) Peaks of resistance difference in dry air with concentration levels
of 0 ppm, 100 ppm CO, 200 ppm CO and 300 ppm carbon monoxide at room
temperature. (b) Corresponding FFT power spectrum density plot with low pass
filter in dry air with concentration levels of 0 ppm, 100 ppm, 200 ppm and 300 ppm
carbon monoxide.

A similar experiment with 15% relative humidity was also trialled and pro-

cessed. Figure. 6.10 shows the peaks of resistance differences at different concentra-

tion levels, as well as the FFT power spectra. When the humidity was introduced,

the resistance differences, as well as the power densities of the FFT greatly increased.

149



The sensor conductance can also be used in this technique [6, 7]. The only

difference is instead of subtracting the ‘HIGH’ and ‘LOW’ transient, they will be

summed up as shown in Figure. 6.11. Same as before, the rising/dropping moment,

t0, was aligned first. The summed peak signals at different concentration levels were

plotted in a similar manner as before for comparison (Figure. 6.12).

Figure 6.10: (a) Peaks of resistance difference in 15% RH (at room temperature)
with concentration levels of 0 ppm, 100 ppm CO, 200 ppm CO and 250 ppm carbon
monoxide. (b) Corresponding FFT power spectrum density plot with low pass filter
in 15% RH with concentration levels of 0 ppm, 100 ppm, 200 ppm and 250 ppm
carbon monoxide.

Both the resistance and conductance results show the relationship between

the peak values/FFT power densities and the gas concentration levels. This in-

formation was obtained through this thermal modulation technique. Although five

pulses of 20s were used in this trial, in reality, the pulse period can be shorter, which

will be demonstrated in a later section. By doing so, the sensor response time can be

greatly reduced from tens of seconds to a few seconds only (depending on the pulse

period). It also has the advantage of drift compensation as the gradual baseline drift

will not affect any further processing steps. The subtraction of the two transient

phases will remove the drift and reveal only the relevant information, that is the

peak magnitudes. The peak amplitude correlates to the gas concentration level, as

well as the test condition (dry, wet, etc.). It shows a pattern that can be utilised for

further processing, which will be presented in a later section. Overall, this thermal
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modulation technique proves to be a feasible signal processing technique for MOX

gas sensors.

Figure 6.11: Temperature modulation using conductance signal in zero air, (a) rising
and falling plot aligned at t0, (b) conductance sum after normalising.

Figure 6.12: Peaks of conductance sum in dry air for: 0 ppm, and 100 ppm CO, 200
ppm CO and 300 ppm CO at room temperature.
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6.3 Real-time Application Using Microcontroller

In Chapter 5.4, two sensor applications were introduced. Both consist of

a portable and compact gas sensing unit. One of the applications is to aid fire

fighters in search and rescue missions. For such application, a fast sensor response

towards the change of gas concentrations is necessary. Furthermore, an accurate

and detailed concentration indication will be of great help for gas mapping. Three

MOX sensors were used in such application scenario, which had customised chemical

coatings and was controlled by a microcontroller. This section focuses on the signal

processing of these three sensors, in particular, the integration for an on-board

thermal modulation technique to deliver a fast gas indication.

The three MOX sensors are custom-made based on the micro hotplate men-

tioned earlier, and coated with Pt/Pd doped n-type tin dioxide (SnO2), n-type

tungsten trioxide (WO3) and p-type nickel oxide (NiO), respectively. These sensors

have a relatively faster response speed and recovery rate than most of the commer-

cial MOX sensors, but they do not meet the high standard of certain applications

where an instant sensor response is essential. For instance, applications in medical

appliances, real-time air quality detection, and emergency response. Unlike NDIR

sensors, MOX sensors have a wide gas detection range and require less space than

NDIR sensors (only the sensor chip and a simple external circuit are needed, in-

stead of a dedicated chamber with a detector). All three sensors were housed inside

an aluminium gas chamber. A Teensy 3.6 microcontroller was used to control the

sensors and collect/process data.

6.3.1 MOX Sensor in ’Static’ Mode

When the sensor is driven with a constant current and a single operating

temperature, it is called ‘static’ DC mode. All three MOX sensors were first trialled

under the ‘static’ condition with a 350◦C constant heater temperature. The sensor

circuitries were driven by the Teensy microcontroller to set current values. The

unit was connected to a gas testing bench for measurements. Gas concentrations

from 25 to 200 ppm of acetone and 100 ppm to 500 ppm of ethanol 1 were trialled

with five minutes steps and synthetic air baseline in between. Sensor response data

were visualized using a LabVIEW program at a 10 Hz sampling rate and stored to

1the permissible exposure limit (PEL) of both ethanol and acetone is 1,000 ppm for 8 hours [8]
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an onboard microSD card at 100 Hz. Figure. 6.13 shows the change in resistances

of three MOX sensors in acetone (Figure. 6.13(a)) and ethanol (Figure.X 6.13(b)),

both in dry conditions.

This result demonstrates that these novel high bandwidth sensors offer a good

sensitivity to gas concentration at low ppm levels. The ‘static’ response time is 10 s,

which is superior to MOX sensors currently available on the market. The data were

post-processed with a filter to remove drift. The baseline between each concentration

is slightly different each time that requires a longer stabilization period between

measurements, which is not realistic for a mobile robot in emergency response. As

the micro-hotplate has a fast switching time (10 ms for the rise and 30 ms for the fall)

and MOX sensors are more sensitive to temperature changes, thermal modulation

(‘dynamic’ mode) is employed to improve the sensor response speed.

6.3.2 MOX Sensor in ’Dynamic’ Mode

In the ‘dynamic’ operation, the microheater is pulsed between two tempera-

tures to switch ‘HIGH’ and ‘LOW’, as described previously. The miniature sensors

then uniquely offer the possibility to extract data during the transition period be-

tween those two temperatures. Among the various temperature ranges (from 200◦C

to 350◦C) mentioned earlier, 225◦C (‘LOW’) and 325◦C (‘HIGH’) were selected,

which generated an average power consumption of < 60 mW. The pulse period was

2 s with 1 s at each temperature level.

One set of data was extracted from each switching cycle. Readings were

taken at both temperatures and subtracted, thus removing the effect of signal drift.

Considering the conductance changes, G, of the sensor in quasi-steady-state, as

the sensor in gas at a constant concentration, the output from the sensor can be

approximated to:

G1(t) = GT1 + (GT2 −GT1)(1− e
−t
τ1 ) (6.1)

G2(t) = GT2 − (GT2 −GT1)(1− e
−t
τ2 ) (6.2)

where τ1 and τ2 are the rise and fall time of the conductance, T1 and T2 are the

‘LOW’ and ‘HIGH’ temperature, as marked in Figure. 6.14.

Equation. 6.1 represents the transition period increasing with temperature

(switch ‘HIGH’ period) and Equation. 6.2 represents the period when the temper-
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ature is decreased (switch ‘LOW’ period). These periods are represented as expo-

nential changes. To calculate the response of the sensor to the target gas, remove

(a) Acetone from 25 ppm to 200 ppm in 5 mins steps.

(b) Ethanol from 100 ppm to 500 ppm in 5 mins steps.

Figure 6.13: Change of resistances of three MOX sensors (Pt/Pd doped SnO2,
WO3 and NiO) towards acetone and ethanol under dry conditions with synthetic
air baseline between gases.
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Figure 6.14: Peaks of conductance sum in dry air for: 0 ppm, and 100 ppm CO, 200
ppm CO and 300 ppm CO.

drift and eliminate the change in resistance due to heater temperature, the ‘LOW’

period was inverted and subtracted from the ‘HIGH’ period. A fast Fourier trans-

form (FFT) was then performed on the subtracted data to find the peak magnitude,

which was different for gases at different concentration levels. Those steps had been

performed offline in MATLAB initially before implemented into a Teensy 3.6 micro-

controller for a real time data output. The LabVIEW program was used to visualize

the signal processing steps as shown in Figure. 6.15.

Figure 6.15: Thermal modulation steps visualized in LabVIEW. One sensor pulse
is used as an example, the (a) falling and (b) rising part (c) inverted, and (d)
subtracted. Results are then processed through FFT to get (e) amplitude readings.
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Figure 6.16: Block diagram of the Teensy microcontroller program under ‘static’
and ‘dynamic’ mode.

Teensy code was written and optimized to perform those steps in real time.

To increase the efficiency of the data processing, a reduced select number of samples

was processed (128 data points) per cycle. The FFT processing stage was focused

on analysing the frequency range of interest (defined by initial experiments using

the MATLAB interface described above). A block diagram is presented below in

Figure. 6.16 to show the difference in the code for ‘static’ and ‘dynamic’ operation.

The raw sensor data were recorded at a 100 Hz sampling frequency and stored onto

a microSD card, and the FFT results were also stored while displaying in LabVIEW.

The ‘dynamic’ operation of sensors was trialled using the same gas testing

bench with the same two gases: acetone and ethanol. Five concentration levels were

tested for each gas: acetone in 0 ppm, 50 ppm, 100 ppm, 150 ppm and 200 ppm;

ethanol in 0 ppm, 100 ppm, 200 ppm, 400 ppm and 500 ppm. Sensors were warmed

up for a few minutes prior to the experiments, no need for a long stabilization period.

Each concentration was trialled for 2 min as this is sufficient to provide concentration

information of the target gas. FFT results were presented every 2s correlates to the

2s period of the pulse. The magnitude changes to different concentration levels were

visualized in the LabVIEW program. This can be further adapted to be displayed

on a handheld device for end-users. To present the results, the FFT magnitudes

averaged over 10 pulses (20 s) were shown in Figure. 6.17. A period of ten pulses

was chosen as it can represent an averaged result instead of a singular value. In real

time for a faster indication, a shorter time period can be used for averaging.

The FFT output data demonstrate the response to the target gas can be

156



represented by the magnitude of the FFT. The peak magnitudes, which occur at 2

Hz, were extracted and the ratio FFTgas/FFTair is plotted in Figure. 6.18. Both

Figure 6.17: Real-time thermal modulation results of three metal oxide sensors
towards acetone (a—c) and ethanol (e—g). Response of MOX1 SnO2 sensor in (a)
acetone and (d) ethanol; response of MOX2 WO3 sensor in (b) acetone and (e)
ethanol; response of MOX3 NiO sensor in (c) acetone and (f) ethanol.
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Figure 6.18: FFT magnitude relative to air results of three sensors: SnO2, WO3

and NiO in acetone (a) and ethanol (b).

SnO2 and WO3 device magnitudes increase with concentrations and WO3 sensor has

greater response towards ethanol. NiO sensor has a smaller response to both gases,

which is possible as the NiO sensor is more sensitive to gases such as ammonia.

These presented results demonstrate the working mechanism of this novel

temperature modulation technique in real-time applications, which is vital for the

mobile robot application. An on-board signal processing algorithm has been adapted

and optimized for a microcontroller to be used on a gas sensing unit with a sensor

array. Three gas sensors can be used at the same time with raw data transmitted

at 100 Hz sampling rate and FFT results every 2 s, which can potentially be faster

with a smaller ‘HIGH’ and ‘LOW’ period. The sensors, housed inside a robust steel

enclosure were tested using a gas testing bench towards acetone and ethanol gas.

Both ‘static’ and ‘dynamic’ modes were trialled. In ‘static’ DC mode, sensors were

operated with a current control circuit and a constant micro-heater temperature at

350 ◦C. The sensors show great sensitivities to both gases at low concentration levels

with a response speed at 10 s, which are superior to other MOX sensors currently

available on the market. Due to the nature of MOX sensor, a warming-up period is

required before experiments for at least 60 to 90 min, and longer stabilization period

(more than 5 mins) is necessary between measurements for a more accurate result.

By operating sensors in ‘dynamic’ mode, those imperfections can be compensated.

These MOX sensors cannot be installed on a mobile exploration robot when operated

in ‘static’ mode, as the robot must be ready for deployment with little or no notice.
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In ‘dynamic’ mode, the magnitudes of FFT results corresponding to the in-

crease of concentration levels (as seen in Figure. 6.18). The peak frequency for

acetone and ethanol was found to be at 2 Hz. It is worth noticing that with dif-

ferent gases, the FFT peaks at different frequencies. This information can have the

potential to be used to distinguish gases. The distinct peak frequencies identified

for each gas can be caused by the speed of the chemical reactions occurring in the

film layer differs depending on the gas present and in turn, this affects the response

of the sensor when a temperature shift is implemented. The experiments were also

repeated, and the sensors produced a stable output during the measurements, with

any baseline signal drift, existed in ‘static’ operation mode, removed through this

signal processing technique. The system is able to operate independently from the

baseline, which is critical in a hazardous environment, where it is unlikely a stable

baseline will be acquired. Figure. 6.19 shows the variance of normalized FFT values

over 30 datasets, which is within ±2% variation.

Figure 6.19: Variance plot of normalized FFT results over 30 datasets.

Different metal oxide coatings respond to gases differently. The SnO2 coated

device has a high response towards both ethanol and acetone, but a greater response

was observed to ethanol. For the same concentration of acetone and ethanol at 200

ppm, the SnO2 sensor has ∼5% more response towards ethanol. The WO3 sensor

also has a smaller response to acetone with a magnitude increase of 30% for 200 ppm

acetone, but an increase for 200 ppm of ethanol is close to 50%. The NiO sensor

has a smaller response towards both gases with less than 1% change at 200 ppm

concentration level. The SnO2 sensor has an increase close to 38% whilst WO3 has a

17% increase for 50 ppm acetone. In 100 ppm ethanol, SnO2 and WO3 sensors have

50% and 37% increase in response, respectively. For a gas in higher concentrations,

such as ethanol at 500 ppm, WO3 has a slightly larger response of 65% increase

compared to SnO2 with 60% increase. The visible exponential trend on the plots

indicates the devices can get saturated at higher concentrations. These distinctive

characteristics of sensors toward different gases can contribute to gas discrimination
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process alongside the peak frequency changes for a more accurate understanding.

A Teensy microcontroller was incorporated to drive the circuit and process

the data. The output from the microcontroller, which was connected over a USB

connection for real-time plotting, can directly show the exact gas present and its

concentrations (i.e., from the frequency and magnitude of the FFT result). Impor-

tantly, this output can directly be used to assess the hazardous nature of the gas

detected (from its magnitude) and thus reduces the processing load on the host

computer (i.e., for an application involving a mobile robot). This allows the devel-

opment of a new generation of smart, low-cost gas sensors to be used for applications

where fast readings (in few seconds or less) are required. The potential applications

including, but not limited to, mobile robot, indoor/outdoor air quality monitoring,

portable wearable devices, and the internet of things. This measurement system can

also be used alongside an extensive gas mapping and discrimination algorithm, to

improve the accuracy and speed notably as compared to using the raw sensor data.

6.4 Post-processing with Artificial Neural Network

The FFT power spectra of the thermally modulated data show that the

peak magnitudes correlate to the gas concentration levels. The magnitude increases

with the increase of gas concentration, but it is also related to other factors such

as temperature, humidity, gas type, sensor type, etc. Previous section studied the

outputs with regard to three different sensors and two gases. Here, the influence of

humidity levels is studied using one gas sensor under one gas of interest. The sensor

data published in [4] and [9] are used in this section. A regression artificial neural

network model is then applied to find the pattern for numerical predictions.

6.4.1 Sensor Raw Data

The data were collected using a MOX sensor coated with CuO sensing mate-

rial. It is a p-type material that increases the resistance value when exposed to the

given gas. It is less popular than the n-type sensors, such as SnO2 and WO3, but it

has received a growing attention due to its ability to detect toxic gases like hydro-

gen sulfide (H2S) [10, 11] or carbon monoxide [12] in harsh conditions. Therefore,

a CuO based MOX sensor is used here to detect H2S in hydrogen carrier gas. The
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material is pure p-type CuO, and the paste was dropped onto the micro hotplate

which was then left to dry in air at room temperature for ∼12 hours [4]. The sub-

strate was then annealed for 2 hours at 450 ◦C before performing any gas sensing

measurements.

The measurement system is similar to the rig mentioned in the previous chap-

ter, which consists of an automated LabVIEW program with mass flow controllers, a

NI DAQ and a gas chamber. A mixture of H2S and H2 was introduced with various

concentration levels: 0 ppm, 1 ppm, 5 ppm, and 10 ppm, at four relative humidity

levels: 0%. 25%, 50% and 75%. Similarly, the micro hotplate was switched between

two voltages levels for two operating temperatures. Two combinations were trialled:

200◦C to 300◦C (denoted as ‘LOW’ temperature range) and 200◦C to 350◦C (de-

noted as ‘HIGH’ temperature range), at the supply voltage of 0.185 V to 0.220 V

and 0.185 V to 0.239 V, respectively. Five pulses of each temperature range were

performed for each concentration and humidity level. Apart from 10 ppm in 75% rel-

ative humidity, which was not available due to flow limitation, a total of 19 datasets

was obtained with 10 pulses in each dataset (5 ‘LOWs’ and 5 ‘HIGHs’). Each pulse

has a period of 10 seconds with 5 seconds on each temperature level. The total

flow rate and the ambient temperature was monitored throughout the experiments,

which was 300 sccm for flow rate and 23.2◦C for ambient temperature. Figure. 6.20

shows an example of one collected dataset.

Figure 6.20: An example plot of the CuO sensor with pure hydrogen under dry
conditions and room temperature.
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6.4.2 Data Pre-processing

The collected datasets were first pre-processed using the thermal modulation

steps described earlier. Because the alignment of ‘HIGH’ and ‘LOW’ transient phase

is critical for the following steps, each pulse was examined to make sure the turning

point was recorded properly. The data sampling rate was 100 Hz, and occasional,

the turning point would be missed and the next point in the middle of the curve was

collected instead. In such case, the pulse would be discarded as the further processed

data would be an inaccurate reflection of the humidity and gas concentration level.

Increasing the data sampling rate can reduce the occurrences of such situation.

Therefore, the same experiments were performed twice, hence 10 pulses, then five

valid pulses were extracted from each temperature range.

The thermal modulation processing steps including turning point alignment,

subtraction and FFT. The results at the ‘HIGH’ and ‘LOW’ temperature range are

presented in Figure. 6.21 for four different humidity levels. The peak magnitude in-

creases with concentrations and humidity levels. Based on the plots, the peaks occur

at the frequency of 1 Hz. The peak magnitude values are plotted in Figure. 6.22.

Apart from the 75% relative humidity, the zero gas baseline increases with humid-

ity levels. The linear relationship between the concentrations and magnitudes is

more visible at the higher temperature range, as well as the proportionality with

the increasing humidity levels.

The processed data were then compressed to only have a single value per FFT

spectrum. This is to reduce the computation load by only using the valuable data

that contain the valid sensor information. Therefore, the power density values of

each FFT spectrum at 1 Hz were extracted and organised as the input to the neural

network model. Five values from five pulse for each concentration and humidity

level were selected and appended into a matrix.

All data were auto-ranged (between minimum and maximum) to make sure

an even spread. Both humidity and concentration levels were auto-ranged between

[0, +1] with 0 for the lowest concentration/humidity, and +1 for the highest. The

FFT magnitude was auto-ranged between [-1, +1] for the whole dataset before

splitting into training and testing data group. Out of the five pulses, four were used

for network training and one for testing. Each dataset was tested in turns until all

had been tested independently. The two temperature ranges were tested separately,

as well as together for a more comprehensive comparison.
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(a) ‘LOW’ and 0% RH. (b) ‘HIGH’ and 0% RH

(c) ‘LOW’ and 25% RH (d) ‘HIGH’ and 25% RH

(e) ‘LOW’ and 50% RH (f) ‘HIGH’ and 50% RH

(g) ‘LOW’ and 75% RH (h) ‘HIGH’ and 75% RH

Figure 6.21: Power spectra of the FFT results for CuO MOX sensor towards H2S
at different concentrations and humidity levels.
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(a) Averaged results at ‘LOW’ temperature
range.

(b) Averaged results at ‘HIGH’ temperature
range.

Figure 6.22: Averaged FFT peak magnitude results.

6.4.3 Artificial Neural Network: Prediction

An artificial neural network (ANN) is a simple way to process non-linear

data that involve a certain pattern or model. It is a computational method that

mimics the human brain based on the collected data and neural perceptrons. An

introduction and literature review of ANNs was provided in Chapter 2.

Figure 6.23: Flow chart of the Levenberg-Marquardt algorithm.
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The neural network toolbox in MATLAB R2017 was used to carry out the

data training and testing process. The model is a feed-forward backpropagation

network with a customisable training function. One of the fastest training algorithms

is the Levenberg-Marquardt optimisation. It is also a popular solver for fitting

problems. The network randomly assigns weights at the initial stage and then

adjusts them during training epochs. Figure. 6.23 is the training process of the

network.

In the figure, w, b and t represent the weight, bias and target output value,

respectively. The Jacobian matrix functions are given as:

jj = jX ∗ jX (6.3)

je = jX ∗ E (6.4)

dX =
−(jj + µI)

je
(6.5)

where the Jacobian jx is calculated for each variable X based on the weights and

bias. E is all errors, I is the identity matrix and µ is the combination coefficient or

an adaptive value. The weight is adjusted using:

wi+1 = wi − (jTi j + µI)−1jiei (6.6)

where e is the error, wi is the current weight and wi+1 is the next weight.

From the pre-processed matrix, auto-ranged humidity levels, FFT magni-

tudes and the operating temperature in binary form (‘LOW’ as ‘0’ and ‘HIGH’ as

‘1’) were used as inputs, and concentration levels as the output. The network has

a two-layered structure with 1 hidden layer of 10 neurons and one output layer,

as shown in Figure. 6.24. The model used four pulses for training and one pulse

for concentration prediction. Five training repeats were performed for each testing

pulse. The predicted concentration levels were then categorised with the desired

concentration values. For prediction within the 5% difference to the target concen-

tration level, it was categorised as correct; between 5 ∼ 15% difference as incorrect,

and any difference bigger than 15% as unknown. The five repeats of the five pulses

results were then summed up as the confusion table shown below (Table. 6.1).

The correct prediction rate for concentration levels at 0 ppm, 1 ppm, 2 ppm,

5ppm and 10 ppm is 86.5%, 84.0%, 59.0%, 37.5% and 95.8%, respectively. The

averaged success rate is 72.6% with the highest rate at 10 ppm classification and
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Figure 6.24: The ANN model topology.

Table 6.1: Confusion table for gas concentration prediction results (sum of five
repeats).

Predicted

Output

Target Output

0 ppm 1 ppm 2 ppm 5 ppm 10 ppm

0 ppm 173 17 0 0 0

1 ppm 26 168 33 0 0

2 ppm 0 14 118 35 0

5 ppm 0 0 29 75 20

10 ppm 0 0 0 25 115

Unknown 1 1 20 65 15

Total 200 200 200 200 150

the lowest rate at 5 ppm classification. The epoch for the model was around 6∼150.

A maximum epoch of 200 was set, and it was varied with different datasets. It

was found that more epochs were needed for a bigger dataset (i.e. datasets with

both ‘LOW’ and ‘HIGH’), and ‘HIGH’ datasets required fewer epochs than ‘LOW’

datasets.

‘LOW’ and ‘HIGH’ temperature ranges were then studied separately using

a similar approach. Instead of the 10 hidden neurons, 6 was found to provide the

best outcome. Five pulses were tested independently with five repeats each. The

predicted results were categorised in the same manner, and summarised as shown

in the confusion tables (Table. 6.2 and Table. 6.3) for both ‘LOW’ and ‘HIGH’.
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Table 6.2: Confusion table for gas concentration prediction results at ‘LOW’ oper-
ating temperature (sum of five repeats).

Predicted

Output

Target Output

0 ppm 1 ppm 2 ppm 5 ppm 10 ppm

0 ppm 70 12 0 0 0

1 ppm 30 76 24 0 0

2 ppm 0 12 32 25 0

5 ppm 0 0 27 20 21

10 ppm 0 0 0 14 35

Unknown 0 0 17 41 19

Total 100 100 100 100 75

Table 6.3: Confusion table for gas concentration prediction results at ‘HIGH’ oper-
ating temperature (sum of five repeats).

Predicted

Output

Target Output

0 ppm 1 ppm 2 ppm 5 ppm 10 ppm

0 ppm 95 10 0 0 0

1 ppm 5 83 7 0 0

2 ppm 0 7 76 17 0

5 ppm 0 0 15 69 1

10 ppm 0 0 0 7 70

Unknown 0 0 2 7 4

Total 100 100 100 100 75

The overall prediction accuracy is better at the ‘HIGH’ temperature range

with 82.7% correct rate as compared to the 49.1% at the ‘LOW’ temperature range.

This suggests that the sensor response data are more distinctive at a higher operating

temperature, which are more suitable for pattern recognition. Sum squared error

(SSE) was used to evaluate the network performance, which has the equation of:

SSE =
i∑

i=1

(y(i)− t(i))2 (6.7)

The averaged SSE result for the model with both ‘LOW’ and ‘HIGH’ datasets is

0.3666, for only ‘LOW’ datasets is 0.3661 and 0.1055 for only ‘HIGH’ datasets. This

also suggests better performance with ‘HIGH’ datasets.
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6.4.4 Artificial Neural Network: Regression Analysis

Similar neural network models were then explored as regression analysis to

find the best linear regression fitting between predicted concentrations and target

concentrations. As found out in the previous section, the ‘HIGH’ temperature range

is more suited for the pattern recognition then the ‘LOW’ one, and these two tem-

perature ranges were studied separately again in this section. Because the data for

10 ppm in 75% relative humidity were unavailable, for the accuracy purpose, the

10 ppm data at all humidity level were ignored in the section. Therefore, the input

nodes for the model were: relative humidity (0%, 25%, 50% and 75%) and FFT

magnitude values, and output node was the concentration value (0 ppm, 1 ppm, 2

ppm, 5 ppm). Out of the five datasets (pulse 1 to pulse 5), three were used for train-

ing and two for testing, hence a total of 10 combinations were trialled. The same

feed-forward backpropagation network with Levenberg-Marquardt optimisation was

used. Three ANN models were trained and tested for each combination: 1 hidden

layer of 4 neurons, 1 hidden layer of 8 neurons, and 2 hidden layer of 4 neurons.

The predicted results were then plotted against the target output in a linear

fitting format. Ideally, the fitted line is y(n) = t(n) with y(n) as the predicted

results and t(n) as the target results. But in reality, the fitted line is in the format

of y(n) = a × t(n) + b with a and b as constants. The closer a is to 1 the better,

which means a higher fitting accuracy. Figure. 6.25 shows an example of the best

fitting line with the ANN of 1 hidden layer of 8 neurons and ‘HIGH’ operating

temperature. The axes show the auto-ranged concentration level, with 0 as 0 ppm,

0.2 as 1 ppm, 0.4 as 2 ppm and 1 as 5 ppm. This fitting was performed for all 10

datasets under three ANN structures, the fitted lines were then averaged to obtain

the overall results. The averaged plots for both ‘LOW’ and ‘HIGH’ with three

structures are shown in Figure. 6.26.

The network performance was analysed using sum squared errors. The sum-

marised SSE of all three ANN structures averaged over 10 datasets is presented in

Table. 6.4.
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Figure 6.25: An example of the fitted line for predicted output versus target output
(‘HIGH’ temperature range; ANN: 1 hidden layer of 8 neurons).

Table 6.4: Summarised model comparison with best-fitting line and SSE values.

ANN Structure
Temperature

Range

Best-fitting Line

y(n)
Avg. SSE

1 hidden layer

4 neurons

‘LOW’ 0.809t(n) + 0.081 0.9192

‘HIGH’ 0.898t(n) + 0.040 0.2090

1 hidden layer

8 neurons

‘LOW’ 0.836t(n) + 0.065 0.8554

‘HIGH’ 0.925t(n) + 0.032 0.2812

2 hidden layer

4 neurons each

‘LOW’ 0.886t(n) + 0.052 0.9206

‘HIGH’ 0.938t(n) + 0.031 0.2109

By comparing the performance between the ‘LOW’ and ‘HIGH’ datasets,

‘HIGH’ is generally better in terms of the best fitting lines and sum squared errors,

which is the same observation as seen in the last section. The gradient value for

‘LOW’ temperature range is ∼0.8 with the highest at 0.88, but the value for ‘HIGH’

temperature range is closer to 1 at ∼0.9 or higher. The SSE values for ‘HIGH’

temperature range are much smaller than those of the ‘LOW’ temperature ranges,

which are tripled. This behaviour is consistent over three ANN models. These

models provide similar results when compared among themselves, with the 2 hidden

layers of 4 neurons each as the best one for both temperature ranges. When using

the model with 2 hidden layers, the gradients of the best fitting lines for ‘LOW’ and
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‘HIGH’ are close to each other, which suggest both temperature ranges are suitable

for the regression analysis. Therefore, this ANN model is preferred as 2 layers can

obtain a more complex mathematical relationship among each neuron and greatly

increase the analysis accuracy.

6.5 Conclusions

In this chapter, a thermal modulation signal processing technique was inves-

tigated with data collected using metal oxide gas sensors. One of the most important

issues with MOX sensors is the baseline drift, which requires a long stabilisation pe-

riod prior to the experiment and between gas exposures. To compensate this flaw,

a thermal modulation technique is developed. Instead of using the ‘static’ response

of the sensor, the ‘dynamic’ mode is used. As the MOX sensor is micro hotplate

based, in ‘static’ mode, the heater is set to one operating temperature, i.e. 300◦C

or higher. But in the ‘dynamic’ mode, the heater temperature is switching between

two pre-set operating temperatures. The MOX sensor is highly sensitive towards

the heater temperature, so the change in the sensor resistance is almost instant. By

doing so, the collected data have hidden information that can be further processed

and extracted. The further processing steps involve finding the transient phases

of the temperature (‘HIGH-LOW’ and ‘LOW-HIGH’), which are then subtracted

and filtered using the fast Fourier transform. The end results are the FFT spectra

with magnitude peaks at a specific frequency, i.e. 1 Hz. It was found that the

peak magnitudes correlate with the gas concentration levels, and varied with gas

types and experimental conditions, such as humidity levels. Both humid and dry

air conditions were studied for comparison.

This method was later implemented with a gas sensing unit which contains

a microcontroller for on-board real time signal processing. The same sensing unit

as mentioned in the previous chapter was used, which has three MOX sensors with

customised coatings of SnO2, WO3 and NiO, respectively. These sensors were both

experimented in ‘static’ and ‘dynamic’ mode, results were presented. The thermal

modulation algorithm was optimised to perform in real-time using a Teensy 3.6

microcontroller and visualised through a LabVIEW program. All three sensors were

modulated and processed at the same time, and their results matched the ‘static’

mode experiments, i.e. the sensor response towards different concentration levels.

This method allows the dynamic sensor data to be used, which only requires 2 s of
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sensor data (or even less) to indicate gas exposure instead of the tens of seconds

in the ‘static’ mode. It greatly improved the sensor response time, and the drift is

compensated as no long stabilisation or recovery period is needed. The magnitude

peak information can be used directly to indicate the gas exposure, or can be used

for further processing to reveal its relationship towards concentration and humidity

levels, i.e. a pattern can be found.

In order to find the pattern, data collected from one MOX sensor were tri-

alled, which contained various humidity and concentration levels. An artificial neural

network was implemented using MATLAB. The model includes input neurons, hid-

den layers and output neurons. The Levenberg-Marquardt algorithm was used for

weight adjustments and optimisations, and sum squared error was used for network

performance analysis. The sensor was operated with two operating temperature

range, a.k.a ‘LOW’ and ‘HIGH’. Both datasets were considered, either separately or

together. When considered together, the input neurons of the model included hu-

midity levels, FFT peak magnitudes, and temperature ranges in binary form. When

considered separately, the input neurons only included the humidity levels and FFT

magnitudes. The output neuron for both cases was concentration levels. All values

were auto-ranged and evenly spread between the maximum and minimum value of

the dataset. Data were separated for training and testing, and the model outputted

the predicted concentration values. Both prediction analysis with confusion tables

and regression analysis with best-fitting lines were trialled. Various model combina-

tions were also tested, i.e. the number of hidden layers and neurons. It was found

that the ‘HIGH’ temperature range data were more suited for both the prediction

and regression analysis. In the prediction analysis, the averaged accuracy is at 82.7%

for ‘HIGH’ dataset and 49.1% for ‘LOW’ dataset. In the regression analysis, the

gradient for the best fit line of the ‘HIGH’ dataset is averaged at 0.95 as compared

to the ‘LOW’ at 0.84. The performance is also better with ‘HIGH’ datasets and

smaller SSE values. This proves the feasibility to use thermal modulated data for

regression fitting and prediction problems, which is useful for the development of

smart sensors. More machine learning methods are explored in the next chapter,

especially for the detection of odours.
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Chapter 7

Signal Processing with Machine

Learning Algorithms for Odour

Detection

7.1 Introduction

An electronic nose (e-nose) instrument comprises of two parts, the hardware

such as sensors and circuit boards, and the software such as data collection and signal

processing. Therefore, to enhance the functionality of an e-nose, both hardware and

software need to be studied. As a continuance of the previous chapter, this chapter

focuses on the software improvement of the e-nose system. Such enhancements

include developing new algorithms or optimising existing ones for gas sensing. In

Chapter 2 Literature Review, different approaches of signal processing algorithms

were discussed with examples. This chapter is based on various machine learning

algorithms, especially their applications in time-series gas sensor data.

Three types of algorithms are studied here: dimensionality reduction algo-

rithms, instance based learnings, and neural networks. A dimensionality reduction

algorithm is to reduce the number of variables, such as Principal Component Analy-

sis (PCA), and an instance based learning compares the new instance with training

instance, for example, k-Nearest Neighbour (KNN) or Self-Organising Maps (SOM).

Neural network can be divided into shallow networks, as used in the previous chapter

and deep networks, i.e. Convolutional Neural Networks (CNN). All models men-
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tioned above will be explored using the datasets collected from a gas sensing unit.

The sensing unit is MOX sensors based with a microcontroller. Different gases were

trialled, including synthetic urine for odour detection. The work aims to use the

sensing system as well as the machine learning algorithms to detect and discriminate

urine odour.

7.1.1 Odour Detection

An odour is a distinctive smell that is caused by volatile molecules. The smell

can be a simple odour, i.e. a single compound or structure, or a complex odour,

i.e. mixtures of molecule components [1]. Simple odours refer to a well-defined

compound, such smells were defined by Amoore [2] into seven ‘primary’ odour cat-

egories, for instance, musky and floral. Complex odours, on the other hands, can

be a combination of multiple molecules with each molecule has its distinctive smell.

Both humans and animals can sense odours, either pleasant or unpleasant. This is

because odour molecules stimulate olfactory receptors, thus sending information to

the brain which can identify the odour based on experiences and memories (known

information). The biological olfaction system was briefly introduced in Chapter 1.

An e-nose works on a similar approach. To detect an odour, the vapour molecules

‘react’ with the sensor which is then triggered with response information. The in-

formation is then passed on to the ‘brain’, the microcontroller, that processes this

information. Unlike gas detection, which generally requires a high sensitivity to-

wards one specific gas, complex odour detection needs sensitivity towards various

compounds. The metal oxide sensor is a suitable candidate because it responds

to a wide range of gases/odours. However, in order to identify a complex odour

smell, one MOX sensor is not enough. Similar to the mammalian olfactory system

with multiple receptors triggered by one odour, multiple sensors are needed, hence

a sensor array. Each sensor will be different from each other, which mimics the

olfactory receptors, but they should all respond to the target odour. Therefore, in

this chapter, three non-specific MOX sensors with different chemical coatings are

used to identify the complex odour smell of synthetic urine.

7.1.2 Application Background

Synthetic urine is the chosen target odour for its application to aid inconti-

nent individuals. Involuntary loss of urine is one of the most distressing and chal-
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lenging problems. It can be caused by ageing, physical disabilities, and for women,

after pregnancy. According to the World Health Organization, there are over 200

million people worldwide with urinary incontinence [3], and the National Health

Service (NHS), UK, has estimated about 6 million people in the UK have some

degree of urinary incontinence [4]. Individuals who suffer from this symptom often

find it has detrimental effects on their quality of life [5]. Adult incontinence will

lead to the loss of self-esteem, depression, loss of independence, even social isolation

and loneliness [6]. One key reason is the malodour of waste products. Continence

products, like absorbent pants/pads, are available on the market, but the fear of

leakage may still restrain one’s activities. An affected person often cannot perceive

the odour of their own excretions (or perceived too late) [7], delayed incontinence

care can cause physical problems such as skin breakdown and infections [8, 9]. It

is also a significant concern that the unpleasant smell can be detected by others.

To avoid such embarrassment, odour detection technologies, for instance a sensor

device, could relieve the psychological pressure and potentially improve the quality

of life.

The sensor device mainly serves as an odour detection and warning system.

It should be able to detect the leaked urine smell before anyone else noticing, thus

saving the individual from any social embarrassment. The aim is to have the device

close to the groin area, such as on a belt, and only provides warning mechanisms

(such as vibration) when urine is detected. Therefore, the device should be compact

and wearable and able to identify urine odour only. To achieve that, the gaseous

headspace of urine is studied here. The headspace consists of the urine vapour with a

mixture of odour molecules. Smith [10] studied the gases headspace of urine samples

using mass spectrometry and identified a total of 232 volatile compounds. These

compounds can be used as biomarkers for non-invasive disease diagnosis, such as

diabetes [11, 12], urinary tract infection [13], and prostate cancer [14]. All of these

compounds contribute to the distinctive smell that urine has, which most people will

consider unpleasant. To identify urine odour correctly, it is important to distinguish

it from the smells of these individual compounds. Therefore, three of the individual

compounds are selected for study alongside the urine odour. These compounds are

ammonia, ethyl acetate and acetone, as they can interfere with the urine smell [15].

The sensor system contains sensors that can detect and respond to the tar-

get compounds. However, to identify urine and distinguish it from its similar com-

pounds, signal processing methods are required. Here, different methods are ex-

plored off-board with the aim for an optimised on-board classification algorithm as
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further work, therefore a stand-alone urine identification and warning device in the

future.

7.2 Data acquisition and Pre-processing

7.2.1 Test Setup

As a prototype of this urine sensing and warning system, an existing sensing

unit was used first to collect data for processing. The same unit as mentioned in

Chapter. 5.4.3 was used under a gas testing rig. Four gases of interest were measured,

which were acetone, ammonia, ethyl acetate and the gaseous headspace of synthetic

urine. Acetone, ammonia and ethyl acetate were based on gas cylinders with the

maximum concentration levels of 200 ppm, 25 ppm and 20 ppm, respectively. They

all have zero air carrier gas. The synthetic urine sample was in liquid form provided

by Pickering Laboratories, Inc., and its constituents are listed below in Table. 7.1.

This was bubbled using a bubbler and the headspace vapour was fed into a gas

line. Figure. 7.1 shows the testing bench setup, which is similar to the one used in

previous chapters with an additional urine line.

Table 7.1: Constituents of the synthetic urine (Pickering Laboratories, Inc.).

Compounds
Concentration

(g/L)
Compounds

Concentration

(g/L)

Urea 25.0 Ammonium Chloride 3.0

Sodium Chloride 9.0 Creatinine 2.0

Disodium Hydrogen

Orthophosphate, anhydrous
2.5 Sodium Sulphite, hydrated 3.0

Potassium Dihydrogen

Orthophosphate
2.5

Custom-made metal oxide sensors were used to perform gas experiments.

The coatings for these three MOX sensors are n-type WO3, Pd/Pt doped SnO2

and p-type CuO, respectively, for enhanced specificity. The characteristics of the

sensors have been studied and published previously [16, 17]. They were all placed

inside the aluminium chamber of the gas sensing unit. A small low-cost Teensy 3.6

microcontroller was integrated inside the unit to drive the sensors and collect data.

All sensors were driven with constant current circuits and the microhotplate tem-

peratures were set to 400◦C for optimum performance. A commercial environmental
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Figure 7.1: Screenshot of the acetone NDIR sensor towards liquid acetone vapour
on the mobile robot.

sensor (BME 280, BOSCH) was also included for ambient humidity, temperature

and pressure monitoring. Due to the high humid nature of the urine headspace, rel-

ative humidity (RH) and temperature were monitored to make sure all experiments

were carried out under the same conditions.

7.2.2 Results Pre-processing

In order to collect a variety of data samples for further processing, different

concentration and humidity levels were trialled. Ammonia was tested at concen-

trations of 1 ppm, 3 ppm, 5 ppm, 8 ppm, and 10 ppm. The same concentrations

were applied to ethyl acetate. Concentrations for acetone were 1 ppm, 5 ppm, 10

ppm, 30 ppm, and 50 ppm. For synthetic urine, percentage levels were trialled at

1%, 2%, 3%, 4%, and 5% (at standard atmosphere). Three relative humidity levels

were selected for experiments: 0%, 25% and 50%. Each experiment was performed

with 5-minute steps of the target gas and synthetic air baseline in between. For

instance, the steps for ammonia experiment were: 1 ppm, 3 ppm, 5 ppm, 8 ppm, 10

ppm, 8 ppm, 5 ppm, 3 ppm, and 1 ppm, a total of 9 steps. Similar step experiments

were trialled for other gases based on their concentration settings. Five repeats were

conducted for each gas at each humidity level. The raw sensor response plots are

similar to Figure. 6.13 shown in Chapter 6.

Pre-processing steps were then implemented. The data used for algorithms

include three sensor responses, gas concentration levels, humidity levels and gas

types. The raw sensor responses were in voltages, which were converted into resis-
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tance values using the same method mentioned in Chapter 6. To obtain the sensor

response, instead of directly using the resistance values, an extra step was used. In

literature [18], common pre-processing algorithms to describe the sensor response

are:

• Absolute response: Rg,

• Difference response: (Rg − Rb),

• Relative Difference: (Rg/Rb) or (Rb/Rg),

• Fractional Difference: (Rg − Rb)/Rb,

Figure 7.2: Sensor response in relative difference of three MOX sensors (MOX1:
WO3, MOX2: SnO2, MOX3: CuO) towards (a) acetone, (b) ammonia, (c) ethyl
acetate and (d) synthetic urine, at five concentration levels, all in 50% relative
humidity condition.
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where Rb is the resistance value at synthetic air baseline, and Rg is the resistance

value with the response to the given gas. The relative difference was used as the

response data, which was averaged and compressed to a single data point per con-

centration level. Therefore, 9 data points were extracted for one experiment at one

humidity level. With five repeats, a total of 135 (9 data points × 5 repeats × 3 RH)

data points were acquired for one given gas. Figure. 7.2 shows the acquired data

plotted at each humidity level against concentrations for each gas of interest. For

repeated data points, i.e. 1 ppm at the beginning and end of the experiment, only

one data point was shown.

The same auto-ranging method was applied to the rest of the datasets, which

was to normalise the data between the minimum and maximum value. This al-

lows the data to spread evenly across all sensors and contribute proportionately in

the training model. Sensor response data were auto-ranged between [-1, +1], and

concentration and humidity levels were auto-ranged between [0, 1]. The gas type

information was presented either in binary form or class numbers depending on the

algorithms, such as ‘0’ for not gas and ‘1’ for gas, or ‘1’ to ‘4’ for four gases. The

detailed data information for each algorithm will be given later.

7.3 Principal Component Analysis (PCA)

7.3.1 Algorithm Introduction and Steps

The first signal processing method trialled was the principal component anal-

ysis. It is one of the dimensionality reduction algorithms, where the input variables

are reduced to a set of principal variables. This statistical procedure was first in-

vented by Karl Pearson in 1901 and improved later by Harold Hotelling [19]. The

algorithm transforms a large dataset into a new set of variables that contains only

the critical information. The high dimensionality of the large dataset is reduced to

two (2D) or three (3D) variables, which can be plotted against each other to form

data clusters correlating to the data classes. This is one of the most common linear

methods used for gas sensor array analysis.

The pre-processed data were used instead of the raw sensor data as the initial

input of the algorithm. This is to minimise the data range so that the larger values

will not dominate the results. The input dataset contains the three sensor responses,
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the concentration and humidity levels, and the output dataset is the four classes.

These five inputs were first processed to find correlations for feature elimination and

extraction. This was achieved using covariance matrices. Covariance is a measure

to find how much each of the dimensions/inputs varies from the mean value with

respect to each other, i.e. the relationship between dimensions. For the dataset

with five input dimensions (a to e), the matrix looks like:

C =



cov(a,a) cov(a,b) cov(a,c) cov(a,d) cov(a,e)

cov(b,a) cov(b,b) cov(b,c) cov(b,d) cov(b,e)

cov(c,a) cov(c,b) cov(c,c) cov(c,d) cov(c,e)

cov(d,a) cov(d,b) cov(d,c) cov(d,d) cov(d,e)

cov(e,a) cov(e,b) cov(e,c) cov(e,d) cov(e,e)


(7.1)

where each covariance is calculated through:

cov(a,b) =

∑n
i=1(ai − a)(bi − b)

(n− 1)
(7.2)

for the data length of n and mean values of a and b. A negative covariance indicates

one value increases with the decrease of the other (inversely correlated); a positive

covariance indicates one value increases with the increase of the other; and a zero

covariance indicate independent inputs. Similarly, the correlation value can be found

through:

cor(a, b) =
cov(a, b)

σaσb
(7.3)

where σa and σb are the standard deviation of input a and b, respectively.

The covariance values determine the relationships between each dimension,

then eigenvectors and eigenvalues of the matrix are found. The purpose of this step is

to identify the principal components (features) of the dataset, which are independent

to each other and carry the most important information, i.e. the five inputs can be

compressed into two or three components. Typically, the first component accounts

for the maximum possible information, and the last one accounts for the least.

Each eigenvector has its corresponding eigenvalue, and the calculated eigenvalues are

arranged in descending order with the largest one as the first principal component,

the second one as the second, and so on. The percentage of each component is

also obtained by dividing the individual eigenvalues by the sum of all eigenvalues.

The percentage and descending order show the significance of each component, and
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lesser ones are discarded. The remaining ones become a matrix with key features.

Figure. 7.3 shows the algorithm steps in a flow chart.

Figure 7.3: The flow chart of PCA algorithm steps.

7.3.2 Results

A Python script was written to perform the PCA analysis with the help of

the scikit-learn library. Both 2D and 3D plots were trialled, as shown in Figure. 7.4.

The first three components contain more than 98% of the important information.

In the 2D plot, no visible clusters can be observed and data are spread within

three parallel regions (relates to three humidity levels). The first component and the

second component have inverse correlations where one increases and the other one

decreases. However, in the 3D plot, each gas correlates to a plane. This indicates the

importance of the third component in the cluster discrimination. Acetone, ammonia

and synthetic urine have a similar distribution pattern, and their planes are close

together. Ethyl acetate has a wider distribution pattern, hence a more distinctive

sensor behaviour. When a new dataset is introduced, based on the coordinates,

it can be classified to the gas plane it is closest to. Though 3D planes can be

observed for different target gases, the principal component analysis is not a suitable

classification algorithm and harder to implement onto a microcontroller.
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(a) 2 principal components.

(b) 3 principal components.

Figure 7.4: Results using PCA analysis.
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7.4 Instance Based Algorithms

The second method trialled is the instance based clustering algorithm, in

particular, the k-nearest neighbour (KNN) and self-organising maps (SOM). The

model is trained and adapted based on the input dataset, and class clusters are

formed. It stores the known data, or instances, that the new data are compared to.

KNN compares the new data with the known data using distance equations, while

SOM compares the new data based on the most suitable weight neuron. These two

methods are introduced in this section and realised through python and MATLAB

programs.

7.4.1 k-Nearest Neighbours (KNN)

The k-Nearest neighbour algorithm assumes the proximity of a class in n-

dimensional space. In another words, it assumes similar data points are closer to

each other. It is a non-parametric, instance-based method that does not assume a

function for the variables. This algorithm finds the similarity, or proximity of date

points under the same class, then groups them together in one location.

The k value in KNN is defined as the number of neighbour instances that

the new data point is compared to, commonly it is an odd integer. Therefore,

when k = 1, the new data point is assigned to a class based on a single near-

est neighbour. This number is pre-defined before training starts. It is important

to optimise the k value to prevent over-fitting and under-fitting. The appropriate

number of neighbours will result in a smooth class boundary and an accurate clas-

sification with minimum errors. The similarity between the new data point and its

neighbours is calculated using distance measurement methods, such as Euclidean

distance, Hamming distance, Manhattan Distance, Minkowski distance (a combina-

tion of Euclidean and Manhattan), etc.. The Euclidean distance calculation is the

most commonly used one, and is linear. It calculates the straight-line between two

points in the Euclidean space, so the distance between point x and point y follows

the Pythagorean formula as:
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d(x, y) =
√

(x1 − y1)2 + (x2 − y2)2 + ...+ (xn − yn)2

=

√√√√ n∑
i=1

(xi − yi)2
(7.4)

The equations for the other popular distance measurement methods are listed below.

• Hamming distance: d(x, y) =
∑n

i=1 | xi − yi | (if x = y, d = 0, else d = 1)

• Manhattan distance: d(x, y) =
∑n

i=1 | xi − yi |

• Minkowski distance: d(x, y) = (
∑n

i=1(| xi − yi |)k)
1
k

The calculated distances are then sorted in ascending order and the top k

numbers from the array are used for the next step. The probability is obtained using

the most frequent class of these k values as the class label for the new/unknown

data point. Figure. 7.5 shows the flow chart of these processing steps.

Figure 7.5: The flow chart of KNN steps.

KNN is an easy to implement algorithm that requires no stastical assump-

tions. It is accurate and versatile, and all the data are stored and used without any

data compressions or eliminations. But it needs high computation power and high

memory for large datasets. It can also be affected by the curse of dimensionality [20],

which occurs in high-dimensional data (lots of input variables) as the increase of di-

mensionality can cause an increase in data space. The sparse data will negatively

influence the classification results.

The dataset used in this work contains five input variables and four class

labels. The input variables are the auto-ranged humidity levels, the concentration

levels, and the three MOX sensor response data. The output classes are acetone,

ammonia, ethyl acetate and synthetic urine. Within the five repeated test data,
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four sets were used for training and one for testing. A python script was written

based on the scikit-learn machine learning library. First, the optimised k value was

found by calculating the accuracy of the model. An accuracy against k value plot is

shown in Figure. 7.6. The accuracy of the model increases initially with the increase

of k value (under-fitting), but after reaching the limit, the accuracy decreases with

the increase of k (over-fitting). The optimum value, k = 5, was then defined for the

model to train and test all datasets.

Figure 7.6: The model accuracy against k value.

The training process allows the model to form five classes. The testing

dataset was then calculated using the same distance measurement function, Eu-

clidean distance, to assign its classes. A confusion table is used to demonstrate the

prediction results versus target results. Table. 7.2 to 7.6 are the confusion tables for

the five datasets (dataset 1 to 5) and their corresponding accuracies in percentage.

Accuracy is defined as the true positives over total positives.
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Table 7.2: Confusion table obtained using the KNN algorithm (dataset 2–5 for
training, dataset 1 for testing).

Predicted

Outputs

Target Outputs

Acetone Ammonia
Ethyl

Acetate

Synthetic

Urine

Acetone 26 0 0 0

Ammonia 1 27 0 0

Ethyl Acetate 0 0 25 0

Synthetic Urine 0 0 0 27

Total Number 27 27 27 27

Total Accuracy: 97.22%

Table 7.3: Confusion table obtained using the KNN algorithm (dataset 1 & 3–5 for
training, dataset 2 for testing).

Predicted

Outputs

Target Outputs

Acetone Ammonia
Ethyl

Acetate

Synthetic

Urine

Acetone 26 1 7 0

Ammonia 0 24 6 0

Ethyl Acetate 0 2 14 0

Synthetic Urine 1 0 0 27

Total Number 27 27 27 27

Total Accuracy: 84.26%

Table 7.4: Confusion table obtained using the KNN algorithm (dataset 1–2 & 4–5
for training, dataset 3 for testing).

Predicted

Outputs

Target Outputs

Acetone Ammonia
Ethyl

Acetate

Synthetic

Urine

Acetone 26 0 0 0

Ammonia 0 27 2 0

Ethyl Acetate 0 0 25 0

Synthetic Urine 1 0 0 27

Total Number 27 27 27 27

Total Accuracy: 97.22%
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Table 7.5: Confusion table obtained using the KNN algorithm (dataset 1–3 & 5 for
training, dataset 4 for testing).

Predicted

Outputs

Target Outputs

Acetone Ammonia
Ethyl

Acetate

Synthetic

Urine

Acetone 27 0 0 0

Ammonia 0 24 1 0

Ethyl Acetate 0 3 26 0

Synthetic Urine 0 0 0 27

Total Number 27 27 27 27

Total Accuracy: 92.30%

Table 7.6: Confusion table obtained using the KNN algorithm (dataset 1–4 for
training, dataset 5 for testing).

Predicted

Outputs

Target Outputs

Acetone Ammonia
Ethyl

Acetate

Synthetic

Urine

Acetone 27 0 0 0

Ammonia 0 21 1 0

Ethyl Acetate 0 1 26 0

Synthetic Urine 0 5 0 27

Total Number 27 27 27 27

Total Accuracy: 93.52%

The averaged overall accuracy is 92.90%. Apart from dataset 2, all the other

four datasets have accuracies over 92 % with the highest at 97.22% for dataset 1 &

3. It is possible that dataset 2 is not a good experiment result, or the k value for

this particular dataset needs to be optimised further. Because the k value was only

optimised based on one dataset (dataset 1), so a higher accuracy can be achieved

if the k value is optimised for all datasets separately. In all five datasets, synthetic

urine can be successfully classified with no error, which is what the application

requires.

A classification report with each dataset was also generated, Table. 7.7 shows

an example with dataset 1. This report is defined using true and false positives and

negatives, and it is a representation of the main classification metrics on a per-class

basis. There are four key metrics: precision, recall, f1 score and support. They are

189



Table 7.7: The classification report with dataset 1.

Precision Recall F1-score Support

Acetone 1 0.96 0.98 27

Ammonia 0.9 1 0.95 27

Ethyl Acetate 1 0.93 0.96 27

Synthetic Urine 1 1 1 27

defined as:

• Precision is the accuracy of positive predictions.

P = TP/(TP+FP)

• Recall is the fraction of positives that are correctly classified.

R = TP/(TP+FN)

• F1-score is a weighed harmonic mean of precision and recall (1.0 as best score

and 0.0 as the worst).

F1 = 2 × (R × P)/(R + P)

• Support is the number of occurrences of the given class, i.e. 27 per class in

the testing model.

Those abbreviations used above, TP, FP, FN represent true positive, false positive

and false negative, respectively.

PCA sometimes is used as a pre-processing step for KNN to reduce date di-

mensions and avoid the curse of dimensionality. Therefore, the PCA processed data

in section. 7.3 were trialled with the KNN model and compared with the results

without the PCA process. However, this extra step did not improve the classi-

fication results, and the data without PCA pre-processing step provides a better

classification accuracy (at 92.9%). The overall averaged accuracy for KNN with

PCA is 88.89%. The confusion tables and classification reports for the KNN with

PCA pre-processed data are presented in the appendix.

KNN is a simple algorithm that gives a high prediction accuracy with the

given training data. It is a suitable training method for this dataset to distinguish

urine odour from its similar compounds. The main disadvantage is the amount of

memory it requires. As one of the end goals is to implement an appropriate algorithm
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onto a microcontroller for real-time odour classification, the high computation power

and memory requirements may not be the best solution for such application. Overall,

KNN is a good method for off-line supervised odour classification.

7.4.2 Self-Organising Maps (SOM)

Another instance based algorithm trialled is the self-organising maps, also

known as the Kohonen Map. It was first introduced by Teuvo Kohonen in 1980s [21].

It allows a visualisation of a high dimensional dataset in a low dimensional (2D)

format. The visualisation is achieved through a map space, with nodes or neurons

in a rectangular or hexagonal grid. Unlike KNN, SOM is an unsupervised training

algorithm, as it learns the model through training without prior knowlegde of the

class labels. The class information is learned through trainings.

The algorithm starts by initializing a map topology. The map consists of

nodes/neurons that will be linked with input nodes, for instance a 10 × 10 grid for

100 nodes. An example map is shown in Figure. 7.7. SOM is developed based on

an adaptive learning model, and the nodes are competing to represent the input

nodes (competitive learning). The number of nodes for the map is depending on

the dataset and more nodes give a bigger map. For a more advanced model, a

growing/adaptive map can be used, but here, the map nodes are fixed.

Figure 7.7: An example SOM topology.

The weight for each node is then initialised with a random value. A sample
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input is selected to test and find the weights best represent the input to its output.

These weights and their corresponding nodes are the winning neurons that become a

meaningful coordinate system. The competition process is based on a discriminant

function as:

dj(x) =
N∑
i=1

(xi − wji)2 (7.5)

where x is the input vector, N is the number of input dimensions, w is the weight

vector, i is the input number and j is the neuron number [22]. This function is

the squared Euclidean distance between the input vector (x) and the weight vector

(w) for each neuron. The winning neuron (best matching unit, BMU) has the

smallest discriminant function value. This neuron and its surrounding neighbours

are updated with weight equation:

∆wji = η(t)Tj,I(x)(t)(xi − wji) (7.6)

where I(t) is the index of the winning neuron, t is the epoch, η(t) is the learning

rate and Tj,I(x) is the topological neighbourhood [22]. The weights are then adjusted

to pull the neighbouring nodes closer towards the input vector. These steps are

repeated and the nodes with a similar pattern are then clustered together to form

a class. The end result is a feature map with the coordination information for each

class. Figure. 7.8 shows the flow chart of this process.

Figure 7.8: Flow chart of the SOM algorithm.

This method was trialled using the same dataset and the MATLAB neural

network clustering toolbox. A 10 × 10 neuron map was generated first on a rect-

angular grid. Five input variables were trained without class information, and each
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(a) SOM feature map with weight distance. (b) SOM sample hits.

Figure 7.9: Temperature modulation using resistance signal in zero air.

neuron was adjusted based on the input data. After training, the feature map was

created with blue squares as neurons and gradient colours as distances between neu-

rons, as shown in Figure. 7.9a. The darker colour indicates a larger distance, which

is also the borderline between classes, and the brighter colour indicates a closer dis-

tance of similar features, and a smooth distribution of sample hits. The sample hit

distribution in Figure. 7.9b can be used to compare with the weight distance map

and identify classes. From these figures, classes can be identified such as one class

on the left (the brighter colour region), a cluster of hits on the bottom right corner,

one class at the top right with most hits, and one cluster in the middle, as marked.

The weight of each input was also plotted to show dependency, as shown

in Figure. 7.10. Inputs with similar coloured maps suggest dependency, and less

similarity suggests independent features. No obvious similarity can be observed

which means all inputs are independent and essential for the classification process.

The weight position plot in Figure. 7.11 shows the weight clusters. This plot is

originally in a 5D (5 input variables) format, which is compressed to present in

2D instead. Overall, SOM is a great way to present the data classification clusters

visually. This result shows the feasibility of using this algorithm with this dataset.
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Figure 7.10: Weight map for input variables.

Figure 7.11: The weight position plot of the SOM model.

7.5 Shallow Neural Network

The artificial neural network is a method inspired by the biological neural

system. This method was introduced in Chapter 6 to analyse the thermally modu-

lated sensor data. When the network model has 1 or 2 hidden layers, it is considered

as a shallow neural network; for a more complex system, it is known as a deep neural
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network. This section focuses on the shallow neural network with a similar method

used previously, and the next section will discuss the deep neural network.

7.5.1 Algorithm Introduction and Steps

The shallow neural network can provide a simple and understandable insight

into the neural network learning model. It consists of an input layer, hidden layer(s)

and an output layer. The last chapter introduced the Levernberg-Marquardt op-

timisation algorithm, which is more suited for the regression analysis. Here, the

scaled conjugate gradient algorithm is used for the classification problem. It is a

supervised feed-forward backpropagation learning method based on the Levernberg-

Marquardt approach. Compare to the other conjugate gradient methods, it avoids

the line search per iteration, which is needed to determine the step size. [23]. The

step size is the length of the weight update, which is determined by the learning

rate. In a standard backpropagation algorithm, the step size is based on the steepest

descent direction. In the conjugate gradient algorithm, the step size is determined

through the search along the conjugate gradient direction. In the scaled conjugate

gradient, the step size is found through a scaling mechanism, which reduces the time

consumption of the algorithm and a super-linear convergence [24].

Figure 7.12: Sigmoid function plot and its formula.

The model uses the sigmoid function in the hidden layers and the softmax

function for the output layer. Unlike the step function, the sigmoid function gives

a smoother output with the change in the input only causes a small change in the

output. Figure. 7.12 shows the curve and formula for the sigmoid function. The

softmax function normalises the values following the probability distribution that
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sums to 1. The function is defined as:

softmax(xi) =
exi∑n
j=1 e

xj
(7.7)

and the output is in the range of [0, 1].

The model performance is evaluated using the cross entropy. It is a method

to analysis the loss function of the model, especially for classification problems. The

cross entropy (CE) is calculated using:

CE(t, y) = −t× log(y) (7.8)

where y is the estimated output value and t is the target value. Each output is

evaluated and the total performance of the given dataset is:

CEtotal =

∑n
i=1CE(ti, yi)

n
(7.9)

for a total of n output values. The full algorithm step is presented in Figure. 7.13.

Figure 7.13: Block diagram of the data processing steps.

7.5.2 Data with Concentration Input

The first attempt used the same input dataset as the previous algorithms,

which are the concentration level, the humidity level and the three sensor responses.
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The neural network model has two hidden layers with 8 neurons each. The output

neurons are in binary form with ‘1’ for gas and ‘0’ for no gas. The topology of the

network is shown in Figure. 7.14.

Figure 7.14: The topology of the shallow neural network model with 5 input neurons,
2 hidden layers of 8 neurons each, and 4 output neurons.

Same as the KNN model, different combinations of the five datasets were

used for training and testing. The model performance was determined using both

the classification accuracy and the cross entropy value. Table. 7.8 to 7.12 are the

classification results in confusion tables using these five datasets.

Base on the confusion tables, the ANN model is not as good as the KNN

model in terms of classification accuracy. In KNN, 100% synthetic urine can be

identified, while in ANN only 95% is successfully classified. The worst classification

result occurred with dataset 2, in particular, the identification of ethyl acetate.

This indicates that the sensors share some similarities in the response towards the

gas of interest. The overall classification accuracy, averaged over five datasets, is

88.05%. The model performance is evaluated using the cross entropy as summarised

in Table. 7.13. The cross entropy is lower with the dataset of higher accuracy, and

the averaged performance is 0.0478.

7.5.3 Data without Concentration Input

In real life application for detecting urine odour, it is not possible to know

the gas concentration values. Therefore, to achieve a more realistic classification

197



Table 7.8: Confusion table obtained using the ANN algorithm (dataset 2–5 for
training, dataset 1 for testing).

Predicted

Outputs

Target Outputs

Acetone Ammonia
Ethyl

Acetate

Synthetic

Urine

Acetone 21 1 1 0

Ammonia 4 22 0 0

Ethyl Acetate 2 2 24 0

Synthetic Urine 0 2 2 27

Total Number 27 27 27 27

Total Accuracy: 87.03%

Table 7.9: Confusion table obtained using the ANN algorithm (dataset 1 & 3–5 for
training, dataset 2 for testing).

Predicted

Outputs

Target Outputs

Acetone Ammonia
Ethyl

Acetate

Synthetic

Urine

Acetone 25 0 10 0

Ammonia 2 25 7 1

Ethyl Acetate 0 2 10 0

Synthetic Urine 0 0 0 26

Total Number 27 27 27 27

Total Accuracy: 79.62%

Table 7.10: Confusion table obtained using the ANN algorithm (dataset 1–2 & 4–5
for training, dataset 3 for testing).

Predicted

Outputs

Target Outputs

Acetone Ammonia
Ethyl

Acetate

Synthetic

Urine

Acetone 23 1 1 0

Ammonia 2 25 0 2

Ethyl Acetate 1 0 26 1

Synthetic Urine 1 1 0 24

Total Number 27 27 27 27

Total Accuracy: 90.74%
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Table 7.11: Confusion table obtained using the ANN algorithm (dataset 1–3 & 5 for
training, dataset 4 for testing).

Predicted

Outputs

Target Outputs

Acetone Ammonia
Ethyl

Acetate

Synthetic

Urine

Acetone 26 2 0 0

Ammonia 0 24 2 1

Ethyl Acetate 1 1 25 1

Synthetic Urine 0 0 0 25

Total Number 27 27 27 27

Total Accuracy: 92.56%

Table 7.12: Confusion table obtained using the ANN algorithm (dataset 1–4 for
training, dataset 5 for testing).

Predicted

Outputs

Target Outputs

Acetone Ammonia
Ethyl

Acetate

Synthetic

Urine

Acetone 27 0 2 0

Ammonia 0 23 1 0

Ethyl Acetate 0 1 24 1

Synthetic Urine 0 3 0 26

Total Number 27 27 27 27

Total Accuracy: 92.56%

Table 7.13: Performance evaluation of the five datasets.

Datasets Cross Entropy

Dataset 1 0.0563

Dataset 2 0.0919

Dataset 3 0.0332

Dataset 4 0.0269

Dataset 5 0.0305

Averaged 0.0478

outcome, the concentration level is removed as an input neuron. The humidity

level, however, can be measured by a temperature humidity sensor, such as BME

280 (BOSCH). With the missing concentration information, it could be harder for
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the model to classify gases. A similar topology is used with 4 input neurons instead

of the previous 5 neurons, 2 hidden layers with 8 neurons each, and 4 output neurons

of the target gases in binary form. Table. 7.14 to 7.18 are the confusion tables with

this neural network model.

Table 7.14: Confusion table obtained using the ANN algorithm with no concentra-
tion information (dataset 2–5 for training, dataset 1 for testing).

Predicted

Outputs

Target Outputs

Acetone Ammonia
Ethyl

Acetate

Synthetic

Urine

Acetone 23 0 0 3

Ammonia 1 22 2 1

Ethyl Acetate 1 5 24 0

Synthetic Urine 2 0 1 23

Total Number 27 27 27 27

Total Accuracy: 85.19%

Table 7.15: Confusion table obtained using the ANN algorithm with no concentra-
tion information (dataset 1 & 3–5 for training, dataset 2 for testing).

Predicted

Outputs

Target Outputs

Acetone Ammonia
Ethyl

Acetate

Synthetic

Urine

Acetone 21 0 9 1

Ammonia 2 23 5 3

Ethyl Acetate 3 3 12 0

Synthetic Urine 1 1 1 23

Total Number 27 27 27 27

Total Accuracy: 73.15%
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Table 7.16: Confusion table obtained using the ANN algorithm with no concentra-
tion information (dataset 1–2 & 4–5 for training, dataset 3 for testing).

Predicted

Outputs

Target Outputs

Acetone Ammonia
Ethyl

Acetate

Synthetic

Urine

Acetone 24 0 0 3

Ammonia 0 26 5 2

Ethyl Acetate 2 0 21 0

Synthetic Urine 1 1 1 22

Total Number 27 27 27 27

Total Accuracy: 86.11%

Table 7.17: Confusion table obtained using the ANN algorithm with no concentra-
tion information (dataset 1–3 & 5 for training, dataset 4 for testing).

Predicted

Outputs

Target Outputs

Acetone Ammonia
Ethyl

Acetate

Synthetic

Urine

Acetone 25 2 1 0

Ammonia 0 21 0 2

Ethyl Acetate 0 2 26 1

Synthetic Urine 2 2 0 24

Total Number 27 27 27 27

Total Accuracy: 88.89%

Table 7.18: Confusion table obtained using the ANN algorithm with no concentra-
tion information (dataset 1–4 for training, dataset 5 for testing).

Predicted

Outputs

Target Outputs

Acetone Ammonia
Ethyl

Acetate

Synthetic

Urine

Acetone 25 0 3 1

Ammonia 0 20 0 1

Ethyl Acetate 0 1 24 1

Synthetic Urine 2 6 0 24

Total Number 27 27 27 27

Total Accuracy: 86.11%
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The classification accuracy drops with the missing concentration information,

and the averaged overall accuracy is 83.89%. The model error also increases as shown

in Table. 7.19 to 0.0651 instead. The classification rate for detecting urine odour is

now 85.92%. Different model topologies were also explored, such as 1 hidden layer

of 8 neurons. The result is presented in the appendix.

Table 7.19: Performance evaluation of the five datasets.

Datasets Cross Entropy

Dataset 1 0.0615

Dataset 2 0.1034

Dataset 3 0.0631

Dataset 4 0.0410

Dataset 5 0.0564

Averaged 0.0651

7.5.4 Data with Encoded Output

In this part, the output values are coded with the concentration information.

Therefore, instead of the previous binary form with ‘1’ for gas and ‘0’ for no gas, the

class information is evenly scaled between [-1, 1]. There are five concentration levels

for each gas, hence the class information is represented by [-0.6, -0.2, 0.2, 0.6, 1] with

‘-0.6’ as the lowest concentration and ‘1’ as the highest concentration. ‘-1’ is used to

represent zero concentration (no gas). Same neural network topology is employed

with 2 hidden layers of 8 neurons each. The Levenberg-Marquardt algorithm is used

this time and the mean squared error as the performance function. It is calculated

using:

MSE =

∑n
i=1(xi − x)2

n
(7.10)

The classification results are presented with data plots for each target gas.

Figure. 7.15 shows the classification plot of the four target gas using dataset 1 as

the testing data and others as the training data.

The grey shaded areas are the regions (± 0.2) where the corresponding colour

marks target to land. Similar figures were also plotted for the other four datasets,

and they are included in the appendix. The plot shows an increasing trend in

the gas concentration levels, but the model was not able to determine the precise
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Figure 7.15: Classification results with the encoded output values using ANN with
2 hidden layers of 8 neurons each (tested with dataset 1).

concentration levels. When the output values bigger than -0.8 were considered as

successful gas identifications, apart from one misclassification in acetone, all were

correctly classified. Another topology was trialled with 1 hidden layer of 8 neurons.

The result for the same dataset 1 is presented in Figure. 7.16. Results for the other

datasets are organised in the appendix.

The second attempt was to spread the concentration encoded output between

[0, 1] instead, and any value between [-1, 0] as no gas. The purpose of this is to

have a more distinctive difference between gas and no gas, but the ranges for the

different concentrations also become smaller. The results are not as good as the

evenly spread data, so there are only included in the appendix as references. The

model performances (MSE) for the five datasets under four different ANN models
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Figure 7.16: Classification results with encoded output values using ANN with 1
hidden layer of 8 neurons (tested with dataset 1).

are summarised below in Table. 7.20.

Table 7.20: Model performances (MSE) for all four ANN models.

Datasets
Encoded Outputs ([-1, +1]) Encoded Outputs ([0, +1])

2 Hidden Layers

(8 neurons each)

1 Hidden Layer

(8 neuron)

2 Hidden Layers

(8 neurons each)

1 Hidden Layer

(8 neuron)

Dataset 1 0.1502 0.1547 0.4363 0.3537

Dataset 2 0.2321 0.2646 0.3189 0.3116

Dataset 3 0.1538 0.1799 0.1802 0.1691

Dataset 4 0.1380 0.1311 0.1014 0.1094

Dataset 5 0.1399 0.1639 0.1542 0.1553

Average 0.1628 0.1788 0.2382 0.2199
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7.6 Deep Neural Network

7.6.1 Algorithm Introduction and Steps

Unlike the shallow neural network, a deep neural network (DNN) model has

multiple layers between the input and output nodes. It uses mathematical models to

solve complex relationships, such as non-linear relationships. Each layer of the model

performs a task to sort and re-organise the data for the next level processing. ANNs

are inspired by the human brain functions, and DNNs are closer to human brains

to solve complex classification problems using multiple approaches simultaneously.

Therefore, the result of a DNN can be comparable or even better than humans. One

of the most popular deep neural network models is the convolutional neural network

(CNN).

CNN is a commonly used in 2D image classifications. It applies additional

processing layers before a fully connected multi-layer perceptrons. Each of the

additional layer processes and assembles the data into a pattern that is simplified to

be used in the next layer. This algorithm mimics the human visual process system

as each neuron only responds to a restricted region of the view. The regions are

overlapped partially and the entire field of view is covered. With a N × N × 1

pixel image, a small region of n× n is used as the kernel that filtering through the

original image and becoming a convoluted feature image. This step is known as the

convolution layer. This layer extracts the image information and passes it on to the

next layer, the pooling layer. A pooling layer reduces the data dimension using max

or average pooling functions. Max pooling uses the maximum value of a a× a grid

while average pooling uses the average data. Both the convolution layer and the

pooling layer can be repeated until all features are extracted and then flattened for

the fully connected layer. The fully connected layer works in the same manner as

the shallow neural network, with the input (convoluted and flattened data) neurons,

hidden neurons and output neurons fully connected to predict the classes. In the

above example, the size variables, N , n and a follow the relationship of a ≤ n < N .

For processing a time-series based dataset, the same approach can be applied.

Instead of the n×n kernel, the kernel size is now 1×n which is a single row filtering

window tiling down the entire dataset. The steps for the CNN model used here is

presented in Figure. 7.17. The model is trained with four repeated data and tested

with the other one.
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Figure 7.17: Processing steps using convolutional neural network.

7.6.2 Results

The input dataset contains the three MOX sensors response data, which are

represented by three matrices of 432× 3, hence the input dimension is 432× 3× 3.

Each matrix is processed through two convolution layers and two averaged pooling

layers. It uses the rectified linear unit (‘ReLU’) as the activation function and the

softmax function for the output layer. A script in Python was written to perform

the task using the Keras machine learning library. A maximum of 100 epoch was

set with the training process and Figure. 7.18 shows an increase in accuracy with

continuance trainings. The accuracy reaches its maximum between 60 ∼ 80 epochs.

Therefore any training after that is unnecessary and the model can be optimised for

computation load.

Figure 7.18: Model accuracy versus training epochs.
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The trained model was then tested with the testing dataset, and results are

presented in the form of confusion tables. Same as before, a classification report

was generated which contained the information regarding true/false positives and

true/false negatives. Table. 7.21 to 7.25 are the confusion table generated using the

five datasets (dataset 1 to 5) and Table. 7.26 is the classification report using dataset

1. The overall accuracy of this CNN model is 92.59% with the highest occurs in

dataset 4. The synthetic urine classification rate is 97.03%, which is not as good as

some of the previous model results, but it is still a high success rate.

Table 7.21: Confusion table obtained using the CNN algorithm (dataset 2–5 for
training, dataset 1 for testing).

Predicted

Outputs

Target Outputs

Acetone Ammonia
Ethyl

Acetate

Synthetic

Urine

Acetone 26 0 0 1

Ammonia 1 27 2 0

Ethyl Acetate 0 0 25 0

Synthetic Urine 0 0 0 26

Total Number 27 27 27 27

Total Accuracy: 96.30%

Table 7.22: Confusion table obtained using the CNN algorithm (dataset 1 & 3–5 for
training, dataset 2 for testing).

Predicted

Outputs

Target Outputs

Acetone Ammonia
Ethyl

Acetate

Synthetic

Urine

Acetone 23 1 10 1

Ammonia 3 26 4 0

Ethyl Acetate 0 0 12 0

Synthetic Urine 1 0 1 26

Total Number 27 27 27 27

Total Accuracy: 80.56%
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Table 7.23: Confusion table obtained using the CNN algorithm (dataset 1–2 & 4–5
for training, dataset 3 for testing).

Predicted

Outputs

Target Outputs

Acetone Ammonia
Ethyl

Acetate

Synthetic

Urine

Acetone 25 0 1 1

Ammonia 1 27 2 1

Ethyl Acetate 0 0 24 0

Synthetic Urine 1 0 0 25

Total Number 27 27 27 27

Total Accuracy: 93.52%

Table 7.24: Confusion table obtained using the CNN algorithm (dataset 1–3 & 5 for
training, dataset 4 for testing).

Predicted

Outputs

Target Outputs

Acetone Ammonia
Ethyl

Acetate

Synthetic

Urine

Acetone 27 0 0 0

Ammonia 0 25 1 0

Ethyl Acetate 0 2 26 0

Synthetic Urine 0 0 0 27

Total Number 27 27 27 27

Total Accuracy: 97.22%

Table 7.25: Confusion table obtained using the CNN algorithm (dataset 1–4 for
training, dataset 5 for testing).

Predicted

Outputs

Target Outputs

Acetone Ammonia
Ethyl

Acetate

Synthetic

Urine

Acetone 27 0 2 0

Ammonia 0 25 1 0

Ethyl Acetate 0 0 24 0

Synthetic Urine 0 2 0 27

Total Number 27 27 27 27

Total Accuracy: 95.37%
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Table 7.26: The classification report for CNN with dataset 1.

Precision Recall F1-score Support

Acetone 0.96 0.96 0.96 27

Ammonia 0.9 1 0.95 27

Ethyl Acetate 1 0.93 0.96 27

Synthetic Urine 1 0.96 0.98 27

7.7 Conclusions

In this chapter, different machine learning algorithms were studied with the

data collected from an automatic gas sensing system. The application is to identify

urine odour to aid incontinent individuals. Four gases of interest were used: ace-

tone, ammonia, ethyl acetate and synthetic urine. Five concentrations for each gas

under three humidity conditions (0%, 25% and 50%) were tested and repeated for

five times. The collected data were first pre-processed with the relative difference

function to obtain the sensor response data (instead of the raw voltage data) and

auto-ranged between [-1, +1] for the sensor response and [0, 1] for the concentration

and humidity levels. Out of the five datasets (five repeats), four were used for model

training and one used for testing until all had been independently tested.

Three algorithm categories were implemented to classify urine odour from

the given dataset: principal component analysis, instance based algorithms (KNN,

SOM) and neural networks (ANN, CNN). The principal component analysis reduces

the input data dimensions so only the principal components are used for classifica-

tions. The input data originally had five variables, which were reduced to either two

or three key features. The three principal components together contained more than

98% of the data information, which were then plotted. Though clusters (classes)

were observed, they did not have distinctive boundaries. Therefore, PCA is not

suitable for this dataset.

The second category is the instance based algorithms, which includes the

k-nearest neighbours and the self organising maps. KNN stores all the known data

information and compares with the new data to assign classes. It uses distance

functions to group data of the same class together in clusters and calculates the new

data to its k number of neighbours. With the given dataset, the optimised k value

was found to be 5. The trained model was tested with the testing data, and results

were presented using confusion tables. Over the five datasets, the averaged accuracy
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is 92.90% with 100% success rate for the synthetic urine odour. A classification

report using the true/false positives and true/false negatives was also generated

for evaluation. KNN is a high accuracy method but requires high computation

power. It is a great method for off-line gas discrimination. Another instance based

algorithm is the self-organising maps. It can visualise a high dimensional data in a

2D format. The 2D format is a feature map of, for instance, 10 × 10 neurons with

each neuron has a weight assigns to it. It is a competitive learning model as neurons

compete to represent the input value, and only the weight of the winning neurons

and its surrounding neighbours are updated. The feature map for the given data

was generated and four classes could be observed on the map. It is a great way to

see the classification and weight updating processing visually, but not realistic as an

on-board signal processing method.

The third method trialled was artificial intelligence, in particular, the ar-

tificial neural network and the convolutional neural network. These two methods

are similar in terms of the multi-layer perceptrons topology, which means inputs

neurons, hidden layers and hidden neurons, and output neurons. In ANN, two

topologies were tested, 1 hidden layer 8 neurons, and 2 hidden layers with 8 neurons

each. Different data combinations were experimented, including five inputs (the

three sensor responses, humidity levels and concentration levels), four inputs (no

concentration levels) with binary outputs, and four inputs with encoded outputs

(encoded with the concentration information). Confusion tables were provided for

the model with binary outputs (‘gas’ and ‘no gas’) and figure plots for models with

encoded outputs. The overall classification accuracy for the data with concentration

as input is 88.05% and without is 83.89%. The synthetic urine success rate is 95%

with the concentration as input and 85.92% for the data without. Though ANN

shows a lower classification accuracy, it is still possible to discriminate urine odour,

which can be improved with a larger dataset. In CNN, one model structure was

explored with the given dataset and five input variables. The convolutional neu-

ral network is a deep neural network model, which extracts the data feature prior

to the fully connected multi-layer perceptrons. Data feature was obtained using

convoluted layers with the kernel size of 1 × 3 and average pooling layers. The

classification results show an overall accuracy of 92.59%, and 97.03% for synthetic

urine identification.

All the work above proves the feasibility of using these sensors to detect

urine odour. Different algorithms were trialled and explored, and the overall classi-

fication accuracy can be achieved at 85% or more. Therefore, this can lead to the
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implementation of a real-time on-board classification algorithm that can provide an

instantaneous gas indication for incontinence individuals.
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Chapter 8

Conclusion and Further Work

8.1 Overview

The main aim of this work is to develop and study low cost, high sensitive,

miniature CMOS micro-hotplate based devices for gas and odour detections. There

is a growing need for such devices in various applications, including air quality

monitoring, industrial and laboratory conditions, military, and biomedical sectors.

Among all the gas sensor technologies, two types were chosen as the main focus in

this thesis, non-dispersive infra-red sensors and metal oxide semiconductors.

NDIR sensors have advantages such as good selectivities and sensitivities,

long lifetime and fast response. However, conventional NDIR sensor has limitations

such as bulky in size and high power consumption with a broadband infra-red emis-

sion (more than 5 µm range). To overcome these limitations, a novel plasmonic

structure was employed that can tune the emission peaks to achieve higher sensi-

tivity and selectivity. A literature review was conducted on various materials and

structures. The selected design was based on a CMOS micro hotplate with three

metal layers and periodic cylindrical dots to induce plasmon resonance. The COM-

SOL Multiphysics v5.2 was used to aid model building and simulation with various

geometries tailored for different gases. The gases of interest are carbon monoxide,

carbon dioxide, hydrogen sulfide, acetone and ammonia. The optimised design for

each gas was then generated in a layout editor for masks, and fabricated using XI10

1.0 µm CMOS process from a commercial foundry, XFAB (Germany).
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The returned devices were then measured under SEM for their geometries

and tested using an automatic gas rig for their performance. Commercial detectors

with optical filters were used in the sensor assembly. Gas cells of different lengths

were discussed with a 10 cm aluminium tube and gold inner coating as the standard

measurement system. All gases of interest were trialled at various concentration

steps, and the responses for acetone and ammonia were shown in Chapter 5. The

humidity influence was also investigated by testing the setup under different relative

humidities. All collected data were post-processed with MATLAB to remove noise

and spikes. In addition, this system was integrated into a portable, compact gas

sensing unit with other sensors for a comprehensive environmental monitoring. This

system has been used in applications such as EU SmokeBot and EPSRC SuperGen

research project.

The second half of this thesis focuses on the data analysis side using metal

oxide semiconductors. A literature review on various signal processing methods is

provided in Chapter 2, including an on-board method such as thermal modulation,

and off-board methods such as machine learning algorithms. The temperature mod-

ulation method uses the dynamic mode of the MOX sensors instead of their static

response, therefore compensate the baseline drift and greatly increase the response

speed. This method was trialled first as a post processing method, which was then

adapted to an on-board algorithm compatible with a Teensy 3.6 microcontroller.

By using the dynamic response of the sensors, the gas information can be obtained

within a few seconds instead of tens of seconds. The results were then processed

through a Fast Fourier Transform (FFT) for magnitudes analysis. The end outcome

could be used directly, or processed further with prediction or regression analysis

such as an artificial neural network.

The other algorithms trialled in this work are: principal component analysis,

k-nearest neighbours, self-organising maps and convolutional neural network. All

methods were tested with a dataset collected using three different MOX sensors and

four gas types. Five concentrations and three humidity levels were explored with

five repetitions. Feature extractions were performed on the dataset prior to the algo-

rithms. The results from these algorithms were compared with a shallow neural net-

work model, and overall an 85% or higher classification accuracy could be achieved.

This work proves the feasibility to discriminate gases/odours, which can lead to the

development of a real-time discrimination algorithm for portable/handheld devices.
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8.2 Objectives and Achievements

Four objectives were listed in Chapter 1.4 as the main purposes of this work.

In this section, these objectives are listed below against the achievements made in

this thesis.

• Objective 1: Enhance the NDIR sensor performance by implementing a plas-

monic nanostructure.

Achievement: An analytical model in COMSOL was built to design and sim-

ulate the plasmonic structure of different geometries. This tunable structure

allowed the maximum narrowband emissions/absorptions at the target wave-

length. The simulation process investigated the frequency spectrum of the

design, as well as the manufacturing tolerance of ± 5%. The optimised geom-

etry dimensions were laid out as mask designs using Mentor Graphics L-edit

for each gas of interest, and sent off for fabrication.

• Objective 2: Calibrate and assemble the device for gas measurements under

the laboratory conditions.

Achievement: The modelled structures were fabricated and diced into 2 mm

× 2mm micro hotplate devices which were assembled into an NDIR system

as the infra-red source. This integrated system includes a commercial detec-

tor with optical film and a gas cell of 10 cm. Various gas experiments were

performed with a gas testing bench at multiple concentrations and humidity

levels. Unfortunately, due to some manufacturing discrepancies, only devices

designed for acetone and ammonia were able to collect visible responses. These

two sensors were characterised mainly and results were presented.

• Objective 3: Develop signal processing methods and algorithms to improve

sensor response and compensate issues such as drift and slow response/recovery.

Achievement: Temperature modulation technique was applied to metal oxide

semiconductors. This method reduced the sensor response time from tens

of seconds to just a few seconds by using the dynamic sensor response. The

micro hotplate was switching between two temperatures, and the changes were

extracted followed by a fast Fourier transform and a low pass filter post-

processing techniques. This technique was first implemented off-board, and

later on-board in real-time with an optimised algorithm and a microcontroller.

The FFT magnitudes corresponded to the gas concentrations and operating
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conditions, such as humidity levels. This information was then used in an

artificial neural network for both prediction and regression fitting analysis,

and results were promising.

• Objective 4: Apply algorithms to the sensor data collected by a multi-sensor

unit to discriminate and classify different gases.

Achievement: A dataset was collected with three MOX sensors and four gases

under three relative humidity conditions. This dataset was first pre-processed

with feature extraction and auto-ranging, then used to test various algorithms

for gas discrimination and classification. The algorithms trialled and tested

were principle component analysis, instance based algorithms such as k-nearest

neighbour and self-organising maps, shallow neural network (multi-layer per-

ceptrons) and deep neural network such as convolutional neural network. The

results were demonstrated either with plots or confusion tables. All methods

could achieve an accuracy of 85% or over with the neural networks at 90% or

over. This is a starting point for a real-time gas identification algorithm for a

portable sensing device.

In addition to these achievements, different gas sensor applications were ex-

plored, includes EU Smokebot and EPSRC Supergen research projects to develop

gas sensors for harsh environment, and a smart sensor warning device to aid incon-

tinence individuals. Both NDIR and MOX sensors were used in the two research

projects, and only MOX sensors were included in the warning device. These appli-

cations showed the sensor performance in real world scenarios that will lead to the

further development of a commercial product. The results from these applications

are included in this thesis. All publications are listed in the List of Publications at

the beginning of this thesis.

8.3 Further work

Based on the work completed in this thesis, further improvements and re-

searches can be made both on the plasmonic emitters and the signal processing

methods. This section proposed a few directions that can be implemented in the

future.
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8.3.1 Plasmonic Enhanced NDIR IR Emitters

The simulation model built in COMSOL is based on the plasmonic structure

with periodic arrays of cylindrical dots. There have been mentions of other struc-

tures such as pillars and beams in literature, which could have their own merits

in performance and fabrication. Further modelling can include these structures for

comparisons. In addition, the structure used in this work did not show distinctive

peaks at wavelengths higher than 8.5 µm. This could be resolved with different

plasmonic models.

The simulation in this work underestimated the manufacturing variance so

that the design and actual devices had discrepancies which affected the experimen-

tal results. To avoid similar issues in the next wafer batch, the simulation model

should be adjusted according to the fabricated devices to minimise the difference

between simulation and measurement, such adjustments including variation sweeps

and model constraints. The overall aim is to increase the simulation accuracy as

close to the real result as possible for the next batch of devices.

Different fabrication processes could also be investigated to mimise or avoid

such variation in the future batch. CMOS process can greatly reduce the cost but

for prototyping purpose, MEMS process might be more suitable for small batch

production. It also allows a more accurate control of dimensions even to nano meter

resolution. Another possible way for accurate plasmonic structures could be post

process based on CMOS micro heaters. By using post-processing techniques, more

precise or complex structure can be fabricated.

On the experimental side, the gas cell can be improved further to reduce its

size while increasing the reflectiveness. For example, instead of a straight aluminium

tube, a curve shaped structure can be used and inner walls polished or spray coated

with gold. This step can be achieved through a CAD modelling first with ray

tracing features, and then either 3D printed or machined depending on the materials.

The curved gas cell can greatly reduce the dimension of an NDIR sensor without

compromising the reflective length.

Commercial detectors were used in this work with optical filters. But optical

filters are bulky and expensive which is why filterless NDIR sensor is the future

for miniaturisation. According to Kirchhoff’s law, the same plasmonic structure of

an emitter can be applied to a detector. The tuned plasmonic detector will have a
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thermopile or pyroelectric instead of a micro hotplate to convert radiation back to

electric signals.

The gases and odours of interest studied here include carbon monoxide, car-

bon dioxide, acetone, ammonia and hydrogen sulfide. More gases can be investigated

in the future, such as gases below 8 µm (i.e. nitric oxide) and water influence. Water

has several peaks on the spectrum, which can influence some of the sensors. Further-

more, the effect of humidity needs to be explored further, for instance, more humidity

levels in the experiments and humidity compensation in the post-processing steps.

Because NDIR sensors have fast response speed, they can also be used for

real-time gas indications with machine learning algorithms. However, this is a step

after the improvement of sensor performance.

8.3.2 Signal Processing Methods

The first signal processing method is to compensate the sensor drift and

reduce the response time of a MOX sensor. The algorithm shows promising results,

but it can still be improved. For instance, the signal sample range is a few seconds,

which can be faster as the switching time of the micro hotplate is millisecond. In

the microcontroller operating mode, the sample range is 2s, but with the increase

of sampling rate, this range can potentially be shorter. The collected data were

processed through an FFT and the magnitudes were then compared. It has been

found that the frequency of the magnitude could be related to the gas type, which

deserves further study. The regression and prediction analysis was only conducted

using one MOX sensor, therefore, repeat studies with a variety of MOX sensors will

provide a more comprehensive result.

The second signal processing method studied different types of prediction al-

gorithms including machine learning, and all models gave high accuracy predictions.

To increase the accuracy further, i.e. over 95%, a larger dataset can be used for

training and testing. For instance, more humidity and concentration levels, change

of temperature/pressure, and more repetitions. In addition, other algorithms can be

trialled, such as recurrent neural networks, support vectors machines, or black box

models. The application for gas discrimination is to use it in real-time, therefore,

the chosen algorithm should be easy to implement with low memory requirement.

The method can then be optimised to run on a microcontroller such as a Teensy or
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an Arduino.

8.3.3 Applications

From the research and project work conducted in this thesis, future work can

be focused on the further development or commercialisation of the sensor unit. For

instance, the sensing unit designed for harsh environment, either high temperature

or low oxygen, should be tested under the designed conditions, i.e. expose to high

temperature (∼ 200 ◦C) and pure hydrogen conditions. Prior to these experiments,

more laboratory measurements need to be conducted to ensure sensor performance

and stability. Improvements can be made to these sensor units, such as heatproof

enclosures, a gas cooling system for sensor protections, metal pipelines and sealant

to prevent toxic gas leakage (i.e. hydrogen or hydrogen sulfide), feedback controls

to react with environmental changes, and etc.

The warning device with the pattern recognition algorithm can be integrated

and tested together with real-time classification outputs. Laboratory measurements

will be performed before testing it in hospitals or care homes. The size of the device

can be reduced further with an integrated microprocessor chip and fully customised

circuit boards. Furthermore, the application can be extended to other areas, such

as food freshness, hazardous leak detections and combustion monitoring, where real

time gas/odour classifications are needed.
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Appendix A

Wafer batch 0 plasmonic

pattern geometries

No. Met2/Met3 Dot Shape (Pitch) Radius

1 none - - -

2 Met3 Circle 2.60 0.65

3 Met3 Circle 2.60 0.65

4 Met3 Circle 2.60 0.80

5 Met3 Circle 2.60 0.50

6 Met3 Circle 2.40 0.60

7 Met3 Circle 2.40 0.70

8 Met3 Circle 2.40 0.50

9 Met3 Circle 2.80 0.70

10 Met3 Circle 2.80 0.80

11 Met3 Circle 2.80 0.60

12 Met3 Circle 2.00 0.50

13 Met3 Circle 2.20 0.55

14 Met3 Circle 3.00 0.75

15 Met3 Circle 3.20 0.80

16 Met3 Circle 3.40 0.85

Continued on next page
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Table A.1 – Continued from previous page

No. Met2/Met3 Dot Shape (Pitch) Radius

17 Met3 Circle 3.60 0.90

18 Met3 Circle 3.80 0.95

19 Met3 Circle 4.00 1.00

20 Met3 Circle 4.20 1.05

21 Met3 Circle 4.40 1.10

22 Met3 Circle 4.60 1.15

23 Met3 Circle 4.80 1.20

24 Met3 Circle 5.00 1.25

25 Met3 Circle 5.20 1.30

26 Met3 Circle 5.40 1.35

27 Met3 Circle 5.60 1.40

28 Met3 Circle 5.80 1.45

29 Met3 Circle 6.00 1.50

30 Met3 Circle 6.20 1.55

31 Met3 Circle 6.40 1.60

32 Met3 Circle 6.60 1.65

33 Met3 Circle 6.80 1.70

34 Met3 Circle 7.00 1.75

35 Met3 Circle 7.20 1.80

36 Met3 Circle 7.40 1.85

37 Met3 Circle 7.60 1.90

38 Met3 Circle 7.80 1.95

39 Met3 Circle 8.00 2.00

40 Met3 Circle Variable1 Pitch/4

41 Met3 Circle Variable2 Pitch/4

42 Met3 Circle Variable3 Pitch/4

43 Met3 Circle Variable2 0.50

44 Met3 Circle Variable3 1.00

Continued on next page
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Table A.1 – Continued from previous page

No. Met2/Met3 Dot Shape (Pitch) Radius

45 Met3 Trapezoid 4.25 ?

46 Met3 Trapezoid 2.60 ?

47 Met3 Trapezoid 5.00 ?

48 Met3 Trapezoid 8.00 ?

49 Met3 Trapezoid Variable1 ?

1 From 2 to 8 µm.

2 From 2 to 5 µm.

3 From 5 to 8 µm.

? Trapezoid size: 2.00 µm (H) × 2.50 µm (W1) × 1.50 µm (W2)
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Appendix B

Geometries and Simulation

Results with Aluminium as

Metal Layer

Table B.1: Planer plasmonic geometries used in simulation with aluminium metal
layer (unit: µm).

Gas of Interest
IR Absorption

Band

Planar

Diameter Pitch

CO 4.6 3.2 4.45

CO2 4.3 2.0 4.15

H2S 7.3 3.0 7.4

Acetone 8.2 7.0 8.2

Ammonia 10.6 7.6 10.4

Same parameter sweep was performed and the optimum geometries were

chosen and simulated in COMSOL across the full spectrum of interest. Results for

each design were shown below (tolerance not shown).
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(a) Carbon Monoxide

(b) Carbon Dioxide

(c) Hydrogen sulfide

(d) Acetone

(e) Ammonia

Figure B.1: COMSOL simulation results for the plasmonic structure and tungsten
metal layer.
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Appendix C

Additional Machine Learning

Results

C.1 KNN Results with PCA Pre-processed Data

Table C.1: Confusion table obtained using KNN algorithm and PCA pre-processed
data (dataset 2–5 for training, dataset 1 for testing).

Predicted

Outputs

Target Outputs

Acetone Ammonia
Ethyl

Acetate

Synthetic

Urine

Acetone 24 0 0 0

Ammonia 2 24 3 0

Ethyl Acetate 1 0 24 0

Synthetic Urine 0 3 0 27

Total Number 27 27 27 27

Total Accuracy: 91.67%

Table C.2: The classification report with dataset 1.

Precision Recall F1-score Support

Acetone 1 0.89 0.94 27

Ammonia 0.83 0.89 0.86 27

Ethyl Acetate 0.96 0.89 0.92 27

Synthetic Urine 0.9 1 0.95 27
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Table C.3: Confusion table obtained using KNN algorithm and PCA pre-processed
data (dataset 1 & 3–5 for training, dataset 2 for testing).

Predicted

Outputs

Target Outputs

Acetone Ammonia
Ethyl

Acetate

Synthetic

Urine

Acetone 22 0 6 1

Ammonia 3 25 4 0

Ethyl Acetate 0 2 16 0

Synthetic Urine 2 0 1 26

Total Number 27 27 27 27

Total Accuracy: 82.41%

Table C.4: The classification report with dataset 2.

Precision Recall F1-score Support

Acetone 0.76 0.81 0.79 27

Ammonia 0.78 0.93 0.85 27

Ethyl Acetate 0.89 0.59 0.74 27

Synthetic Urine 0.9 0.96 0.93 27

Table C.5: Confusion table obtained using KNN algorithm and PCA pre-processed
data (dataset 1–2 & 4–5 for training, dataset 3 for testing).

Predicted

Outputs

Target Outputs

Acetone Ammonia
Ethyl

Acetate

Synthetic

Urine

Acetone 24 0 0 2

Ammonia 1 25 4 0

Ethyl Acetate 0 0 23 0

Synthetic Urine 2 2 0 25

Total Number 27 27 27 27

Total Accuracy: 89.81%

Table C.6: The classification report with dataset 3.

Precision Recall F1-score Support

Acetone 0.92 0.89 0.91 27

Ammonia 0.83 0.93 0.88 27

Ethyl Acetate 1.0 0.85 0.92 27

Synthetic Urine 0.86 0.93 0.89 27
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Table C.7: Confusion table obtained using KNN algorithm and PCA pre-processed
data (dataset 1–3 & 5 for training, dataset 4 for testing).

Predicted

Outputs

Target Outputs

Acetone Ammonia
Ethyl

Acetate

Synthetic

Urine

Acetone 25 1 0 1

Ammonia 1 22 1 0

Ethyl Acetate 1 3 26 0

Synthetic Urine 0 1 0 26

Total Number 27 27 27 27

Total Accuracy: 91.67%

Table C.8: The classification report with dataset 4.

Precision Recall F1-score Support

Acetone 0.93 0.93 0.93 27

Ammonia 0.92 0.81 0.86 27

Ethyl Acetate 0.87 0.96 0.91 27

Synthetic Urine 0.96 0.96 0.96 27

Table C.9: Confusion table obtained using KNN algorithm and PCA pre-processed
data (dataset 1–4 for training, dataset 5 for testing).

Predicted

Outputs

Target Outputs

Acetone Ammonia
Ethyl

Acetate

Synthetic

Urine

Acetone 25 0 0 1

Ammonia 1 20 1 0

Ethyl Acetate 0 1 26 1

Synthetic Urine 1 6 0 25

Total Number 27 27 27 27

Total Accuracy: 88.89%

Table C.10: The classification report with dataset 5.

Precision Recall F1-score Support

Acetone 0.96 0.93 94 27

Ammonia 0.91 0.74 0.82 27

Ethyl Acetate 0.93 0.96 0.95 27

Synthetic Urine 0.78 0.93 0.85 27
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C.2 ANN Results with One hidden Layer

Table C.11: Confusion table obtained using ANN algorithm with no concentration
information and one hidden layer (dataset 2–5 for training, dataset 1 for testing).

Predicted

Outputs

Target Outputs

Acetone Ammonia
Ethyl

Acetate

Synthetic

Urine

Acetone 23 0 0 3

Ammonia 1 22 2 1

Ethyl Acetate 1 5 24 0

Synthetic Urine 2 0 1 23

Total Number 27 27 27 27

Total Accuracy: 85.19%

Table C.12: Confusion table obtained using ANN algorithm with no concentration
information and one hidden layer(dataset 1 & 3–5 for training, dataset 2 for testing).

Predicted

Outputs

Target Outputs

Acetone Ammonia
Ethyl

Acetate

Synthetic

Urine

Acetone 20 1 10 1

Ammonia 3 23 6 3

Ethyl Acetate 0 3 9 0

Synthetic Urine 4 0 2 23

Total Number 27 27 27 27

Total Accuracy: 69.45%
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Table C.13: Confusion table obtained using ANN algorithm with no concentration
information and one hidden layer(dataset 1–2 & 4–5 for training, dataset 3 for
testing).

Predicted

Outputs

Target Outputs

Acetone Ammonia
Ethyl

Acetate

Synthetic

Urine

Acetone 22 0 1 5

Ammonia 0 24 4 1

Ethyl Acetate 3 1 21 2

Synthetic Urine 2 2 1 19

Total Number 27 27 27 27

Total Accuracy: 79.63%

Table C.14: Confusion table obtained using ANN algorithm with no concentration
information and one hidden layer(dataset 1–3 & 5 for training, dataset 4 for testing).

Predicted

Outputs

Target Outputs

Acetone Ammonia
Ethyl

Acetate

Synthetic

Urine

Acetone 23 0 1 0

Ammonia 1 23 0 2

Ethyl Acetate 2 3 26 1

Synthetic Urine 1 1 0 24

Total Number 27 27 27 27

Total Accuracy: 88.89%

Table C.15: Confusion table obtained using ANN algorithm with no concentration
information and one hidden layer(dataset 1–4 for training, dataset 5 for testing).

Predicted

Outputs

Target Outputs

Acetone Ammonia
Ethyl

Acetate

Synthetic

Urine

Acetone 25 0 2 1

Ammonia 1 19 1 2

Ethyl Acetate 0 2 24 1

Synthetic Urine 1 6 0 23

Total Number 27 27 27 27

Total Accuracy: 84.26%
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Table C.16: Performance evaluation of the five datasets.

Datasets Cross Entropy

Dataset 1 0.0615

Dataset 2 0.1215

Dataset 3 0.0878

Dataset 4 0.0428

Dataset 5 0.0500

Averaged 0.0927
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C.3 Encoded Output in ANN with 2 Hidden Layers

Figure C.1: Classification results with encoded output values using ANN with 2
hidden layers of 8 neurons each (tested with dataset 2).
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Figure C.2: Classification results with encoded output values using ANN with 2
hidden layers of 8 neurons each (tested with dataset 3).
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Figure C.3: Classification results with encoded output values using ANN with 2
hidden layers of 8 neurons each (tested with dataset 4).
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Figure C.4: Classification results with encoded output values using ANN with 2
hidden layers of 8 neurons each (tested with dataset 5).
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C.4 Encoded Output in ANN with 1 Hidden Layer

Figure C.5: Classification results with encoded output values using ANN with 1
hidden layers of 8 neurons (tested with dataset 2).
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Figure C.6: Classification results with encoded output values using ANN with 1
hidden layers of 8 neurons (tested with dataset 3).
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Figure C.7: Classification results with encoded output values using ANN with 1
hidden layers of 8 neurons (tested with dataset 4).
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Figure C.8: Classification results with encoded output values using ANN with 1
hidden layers of 8 neurons (tested with dataset 5).
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C.5 Encoded Output ([0, 1]) in ANN with 2 Hidden

Layers

Figure C.9: Classification results with encoded output values between [0, 1] using
ANN with 2 hidden layers of 8 neurons each (tested with dataset 1).
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Figure C.10: Classification results with encoded output values between [0, 1] using
ANN with 2 hidden layers of 8 neurons each (tested with dataset 2).
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Figure C.11: Classification results with encoded output values between [0, 1] using
ANN with 2 hidden layers of 8 neurons each (tested with dataset 3).
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Figure C.12: Classification results with encoded output values between [0, 1] using
ANN with 2 hidden layers of 8 neurons each (tested with dataset 4).
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Figure C.13: Classification results with encoded output values between [0, 1] using
ANN with 2 hidden layers of 8 neurons each (tested with dataset 5).
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C.6 Encoded Output ([0, 1]) in ANN with 1 Hidden

Layer

Figure C.14: Classification results with encoded output values between [0, 1] using
ANN with 1 hidden layers of 8 neurons (tested with dataset 1).
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Figure C.15: Classification results with encoded output values between [0, 1] using
ANN with 1 hidden layers of 8 neurons (tested with dataset 2).
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Figure C.16: Classification results with encoded output values between [0, 1] using
ANN with 1 hidden layers of 8 neurons (tested with dataset 3).
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Figure C.17: Classification results with encoded output values between [0, 1] using
ANN with 1 hidden layers of 8 neurons (tested with dataset 4).
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Figure C.18: Classification results with encoded output values between [0, 1] using
ANN with 1 hidden layers of 8 neurons (tested with dataset 5).
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