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Abstract—In higher education institutions, a high number of
studies show that the use of predictive learning analytics can
positively impact student retention and the other aspects which
lead to student success. Predictive learning analytics examines
the learning data for intervening or improving the process itself
that positively reflects on student performance. In our survey,
we are considering the most recent research papers focusing on
predictive learning analytics and how that affects the final student
outcome in educational institutions. The process of predictive
learning analytics, such as data collection, data preprocessing,
data mining, and others, has been illustrated in detail. We
have identified factors that affect student performance. Several
machine learning approaches have also been compared to provide
a clear view of the most suitable algorithms and tools used for
implementing the learning analytics.

Index Terms—Predictive Learning Analytics, Educational Data
Mining, Higher education institutions, Data mining, Student
performance.

I. INTRODUCTION

The competition for the higher education sectors has in-
creased to ensure their success at all levels by indicating ques-
tions about educating and retaining many students [1]. Educa-
tional institutions are tending to beneficially use technologies
for increasing and improving their students’ performance as
well as addressing potential issues in higher educations [1]. For
that reason, higher education institutions are collecting a vast
amount of data from their students as well as the educational
process in the universities [1]. Most of these institutions are
facing challenges due to the low numbers of students that
are enrolled on their courses, and low progression rate [2].
According to the statistics of the Organization for Economic
Cooperation and Development, the number of students in the
UK in 2014 were over 1 million and only 71% of them
completed their four years of study, while the others were
leaving their studies before the final year [2]. Therefore,
the financial income of higher education institutions is being
affected. A vital element that should be considered to solve
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the dropout rates of student success is the understanding of
the student engagement in the meaningful activities available
in the Learning Platform (LP) such as Blackboard or Moodle
[3].

Learning platform grant flexibility for both the learner and
the tutor to capture valuable information that are positively
reflected on student performance [3] [4]. Every student’s in-
teractions and resources accessed inside the learning platform
can be extracted and stored. These interactions and other
aspects such as student attendance and grade information have
always been recognized as a big dataset, due to the vast
amount of information that can be retrieved from the learning
platform and analyzed using big data analytics techniques [5]
[6]. Consequently, many advantages can be gained by using
learning platform. Integrating the learning platform with the
analytics and notification features will lead to increase in the
student retention in the higher education institutions to achieve
better engagement rate, and interventions can be made where
appropriate [4].

Learning Analytics (LA) is a new field of practice and re-
search that draws on research and techniques from a discipline
that measures, collects and analyses the data about the students
and their contexts to understand and enhance the learning
[7]1 [8]. The process of the enhancement should consider
several steps such as sourcing, cleaning, transforming and
analyzing data to extract meaningful information from the big
datasets [9]. Learning analytics is defined as “The emerging
field that uses the most sophisticated analytics tool in order
to enhance the learning quality” [10] [11]. Higher education
institutions have typically relied on methods provided by the
learning analytics for educational decision making regarding
the learners’ performance, predict future performance as well
as address potential issues [12]. Apart from learning analytics,
data mining has also played an essential role in capturing
useful information out of large datasets by encompassing a
specific method [11]. Despite the effectiveness and importance
behind the use of the learning analytics to improve learning



and education, however, there are some obstacles that compli-
cate the analysis process such as the data collection and the
ethics and privacy issues behind the use of these data [13] [14].
Whenever the data is available, the higher education institution
would have a clear view of the current learner situation, and
that would allow them to make the most appropriate and
careful decision.

A. Survey aim

The main target of this survey is to identify, discuss,
compare and contrast the most relevant and recent research
papers related to the topic of predictive learning analytics
in higher education in order to identify the significance of
this approach and its effect on the learning quality and the
student performance. Besides, it is about considering the best
scenario to obtain the optimal result in the prediction process
by discussing all the existing machine learning algorithms.

B. Paper structure

This paper is structured as follows: section 2 provides the
background of the research. Section 3 outlines the factors that
are affecting student performance. Section 4 gives a detailed
overview of the methods that have been employed to achieve
the required information. Finally, the last section concludes
the paper and outlines research directions.

II. RESEARCH BACKGROUND

In higher education institutions, most of the teachers are
struggling with how to come up with a method that improves
their student engagement and retention rate [6] [15]. The
traditional ways that are used to improve student performance
are the student evaluations, and questionnaires about their
course, their previous course grades, and the intervention made
based on these results, as well as their attendance and the
graduation rates [15] [16]. Is that strategy positively affecting
the learning quality and student outcomes? It may affect,
however, it takes a long time to make the right decision for the
students based on this strategy and the data generated using
this method is limited [15].

A better approach to be considered for addressing the above
issues is to take advantage of the learning analytics as a
tremendous amount of learner data is available from online
sources. For example, the learner interactions, interest, and
engagement that are available in the learning platform can
be exploited to improve their learning experience [8] [15].
This data can help to generate a pattern that can predict
future events and making the appropriate intervention by the
education institutions [15] [17]. Additionally, student data on
the online platforms can be beneficially exploited to enhance
the teaching, learning, and environments as well as modify the
learning practices as it illustrates how or when the students are
studying.

Learning analytics has a positive impact on higher education
institutions because it can save time and money for education
institutions. For the retention purposes, undesirable learning

Data Analysis

Fig. 1. Learning analytics components

behaviors and emotional conditions can be observed by care-
fully tracking the learning and persistence of the students,
as well as the students at risk can be identified earlier [5]
[18]. For instance, if a student does not participate well in
the course, his/her interaction in the learning platform has
decreased, and his/her attendance rate is also not well, then the
student will be less likely to be motivated to stay on the course.
Therefore, the utilization of predictive learning analytics will
let the students improve their academic performance based on
the intervention actions that could be taken by the institutions
[2] [5]. In addition, staff can play a crucial role in enhancing
a students’ retention by providing proper assistance to those
who need further support.

Statistical tools and methods are playing a crucial role
in analyzing student data and identifying learning strengths
and weaknesses. Besides, pattern recognition and predictive
techniques can be utilized in the higher education sectors to
address students at risk [15]. Moreover, learning analytics,
educational data mining, and academic analytics are almost
related concepts as all of these concepts aim to explore the
relationship between the utilization of the learning platform
with a range of results that can undoubtedly reflect on stu-
dent engagement and retention [19]. Learning analytics has
different components as they are shown in Fig. 1. The first
component in the learning analytics is raw data, followed by
the analysis, which is the process to add intelligence to data
using machine learning algorithms. Finally, it is the action
which is the critical step towards achieving the purpose of
improving the students’ performance. Furthermore, learning
analytics has five process steps which are capturing, reporting,
predicting, acting and refining. These steps are listed in table
L.

III. FACTORS AFFECTING THE STUDENT PERFORMANCE

There are many factors that could affect student perfor-
mance. In this section, we will identify the most common fac-
tors that can be used for student performance prediction. The
factors have been classified into different categories which are
student logs in the e-learning or learning platform, historical
grades, and performance of the students, student demographics
information, and student social information [23].

Student activities on learning platforms have always been
considered as useful information that may assist in understand-
ing the student behavior and performance prediction by the
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TABLE I
LEARNING ANALYTIC COMPONENTS

Definition

This step involves collecting the data from the learning man-
agement system and combining it with the student information
[4] [12]

After collecting the data, these data will be used to indicate
the student’s progress and display them in a dashboard for
understanding the data in a better way [18] [20].

In this step, the data will be used to identify the student
outcomes for educational decision making [7] [12] [21].
After the data is analyzed carefully and the educational
decision has been taken, the intervention for the educational
institution should be considered for improving the teaching or
giving the most appropriate support to the students who are
at risk [16] [22].

This is the last step which can improve the analytical process
and ensure the continuity.

Step
Capturing

Reporting

Predicting

Acting

Refining

utilization of the most appropriate machine learning and data
mining algorithms. The activities are student logins, assign-
ments work, quizzes, exploring online, post reading, lectures
download, etc [24]. The historical grades and performance of
the students have also played a potential role in addressing
student performance and outcome. The student environment
and demographics can also affect their performance. For
instance, the type of school, class, and classroom that a student
has taken can be used to predict the student’s performance.
Another aspect is related to student profile including student
age, date of birth, place of birth, and nationality.

Furthermore, this research has shown that instructors can
influence student performance, for instance, based on the
evaluation result related to an instructor, student performance
can be affected in a positive or negative way [25]. The length
and difficulty of course or module taken by the student also
impacts the student performance. Information about a student’s
social and personal behavior can be utilized to predict their
academic performance and needs. Moreover, course evaluation
and student experience are also essential for addressing student
performance prediction. Finally, the information related to
student satisfaction and the experience related to the course
could be beneficially utilized for predicting student perfor-
mance. Table II summarizes all the factors that affect student
performance.

Several aspects have been outlined which can also affect

the student performance such as the use of learning platforms,
interaction between students, the engagement of the student on
the learning platforms, and student ability, motivation as well
as the attitude. The interaction between students using features
of learning platforms can positively affect student performance
and to bridge the gap of the lack of interaction in the traditional
learning strategy [26]. Therefore, the use of learning tools on
learning platforms will lead to enhancement of the academic
performance [27]. In contrast, the isolation of the students in
the online environment using a learning platform can be an
impediment factor that may affect the student attitude [28].
Student interactions to course contents can also be examined
to find out to what extent they contribute to the student
academic performance. This aspect is considered as a good
predictor of student satisfaction in the course compared to the
other aspects [29]. A study has been conducted to determine
the impact of multi e-learning systems on the student academic
performance, and this study shows that the tools which are
provided by the instructor such as e-resources have a positive
correlation with the student academic performance [30]. Be-
sides, it also showed that the use of learning platform which
contains the essential resources and activities could encourage
the students to devote their time to the task [30].
Furthermore, student characteristics have the implicated
impact on academic performance. Student skills such as Grade
Point Average (GPA) of high school, university GPA, and
Scholastic aptitude test can positively affect the student exam-
ination, which will affect the student performance [42] [43].
Finally, motivation, attention and the student attitude has also
impacted the student academic performance [44] [45].

IV. METHODS

In this section, we will describe the methods that are most
frequently used for predicting student performance in higher
education institutions. To begin with, we will discuss some
of the most challenging parts in predictive learning analytics
process including, data collection, data preprocessing which
are very essential steps in prediction processs. Then, the
most common machine learning algorithms that are used for
predictive learning analytics such as neural network, decision
tree and naive bayes are also described. In addition, clustering
methods have also been described. Finally, accurate measure-
ment is also illustrated which allows the developer of the
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TABLE III
LEARNING ANALYTIC COMPONENTS

Data collection technique Description

The data that are collected from the
learning platforms (student logs) such
as number of clicks, number of down-
loads (assignments and lectures), time
spent in the learning platform, viewing
announcements, resources visited, and
number of exercised performed), atten-
dance information, and e-resources.

Learning platform logs

Data that are extracted from the stu-
dent information system such as de-
mographic data, admission data, and
grades.

Student information system data

The surveys that taken directly from the
students.

Surveys

The typical surveys were taken by the
organization to identify the student sat-
isfactory for the course evaluation.

Surveys for course evaluation

The data extracted based on the stu-
dents’ activities in the university net-
work.

Student social logs

learning analytics process to get a clear view of the accuracy
of the techniques that are used.

A. Data collection

Data collection is the most challenging part of the learn-
ing analytics process. Data usually collected from different
sources such as learning platforms, e-portfolio, e-learning and
some other sources for analyzing purposes. There are some
techniques the researcher can follow to collect the data such
as learning platform activities, student information systems,
surveys, course surveys for evaluation purposes, and access
logs. Table III summarizes all the mentioned techniques for
data collection.

Despite the different techniques of data collection illustrated
above, our survey pointed out that most techniques used are
the learning platform logs and student information system data.
The others such as surveys, course evaluation surveys and the
network access logs are less used for analyzing purposes.

B. Data Preprocessing

Data pre-processing involves transforming raw data into an
understandable format. The reason to do this is that the real-
data almost incomplete, inconsistent and may contains many
errors. So, data pre-processing prepares the raw data for further
processing. The steps of data pre-processing are data cleaning,
integrating, transforming, and reduction [46].

C. Prediction methods

The main aim of prediction is to explore the hidden values
such as student performance, score, grades and others [47]
[52]. The importance of the predictive methods is to provide
proactive measures which can result in improving the student
performance [48]. In addition, the utilization of predictive
learning analytics can also encourage those students who have
low performance in their course study to improve their learning
strategy [52]. In this section, we explore the most common



TABLE IV
MOST COMMONLY USED MACHINE LEARNING METHODS FOR LEARNING
ANALYTICS

Method Sources

Naive bayes [2, 23, 31, 34, 35, 36, 27, 37, 38, 39, 46, 47, 48, 49, 50,

51].

Decision tree [23, 31, 34, 35, 36, 27, 37, 38, 39, 41, 52, 48, 49, 53,

50, 51].

Neural network  [12, 21, 22, 31, 34, 36, 27, 39, 46, 52, 48, 54, 55, 49,

56, 53, 57, 50, 51, 58.

Clustering [12,39 ,50 ,59 ,60].

machine learning algorithms that been used to identify those
at-risk students, predict student performance, and improve
student engagement and retentions.

1) Artificial Neural Network: Artificial Neural Network
(ANN) is a machine learning algorithm that is commonly used
in the prediction process. It contains a set of inputs and hidden
layers that are utilized to achieve the proposed target and
the performance affected by the hidden layers and activation
function [54]. This approach can be classified as a supervised
and unsupervised learning machine learning algorithm. To
achieve and solve some of the complex tasks, there are some
of the neural network approaches that can be used to achieve
whatever targets needed. One of the most common algorithms
used for predicting student performance is backpropagation.
The network will be trained using the mentioned algorithm,
which can have intermediate layers.

The training process of the neural network has different
steps. Firstly, the weights of all hidden and output neurons
should be initialized. Then, the activation function should
be calculated of neurons by computing the signal flow from
the input to the output neurons. The direction of the neural
network can be represented as follow (input layers, hidden
layers, and output layers). The final step is to calculate the
neuron weights and compared to the desired output to get
the error vectors that used to update the neuron weight in
the backward direction. Determining the number of neurons
and hidden layers are the essential part of building a neural
network model because if there is a small number of neurons
[55]. The small number of neurons may cause a reduction
in the number of network discrimination power. Alternatively,
having many neurons leads to losing the generalization ability
in the network [54]. However, neural network needs a consid-
erable amount of input data in order to achieve a satisfactory
amount of accurate result [49].

The neural network has played an essential role in predicting
student performance and addressing different types of issues in
higher education sectors by training and testing historical and
time series datasets [52] [56]. For instance, it has been adopted
to predict student performance of the Jordanian universities
[53]. The prediction of student performance was 96% accurate.
Besides, the yearly student performance can also be predicted
using neural network approach [57]. Accordingly, we can
evidently note that the flexibility of using the neural network
approach in prediction process has to provide high accuracy
result.

Student
Activities

Input Layers

Hidden Layers Output layers

Fig. 3. Neural network architecture for predictive learning analytics

2) Naive Bayes: Naive Bayes algorithm is a probabilistic
classifier which is based on the Bayes theorem and highly
performed for data with input dimensions. The Naive Bayes
considered one of the most efficient machine learning algo-
rithms as its works on the isolated features in the datasets as
well as the flexibility in the computational process comparing
to the other machine learning algorithms. This algorithm is
one of the essential machine learning approaches due to the
ease of construct; in other words, it does not need complicated
iterative parameter estimation schemes. Therefore, it can easily
be applied to the vast datasets. In summary, it may not
be the best possible machine learning approaches for some
application; however, it is commonly applied for learning
analytics purpose.

In predictive learning analytics, this technique has widely
been used to identify at-risk students, student performance
prediction, improve learning strategy, improve student en-
gagement and retention. The naive bayes has been used to
identify at-risk students in early stages based on the score-
based grading, and it provides the highest performance ac-
curacy compared to the other techniques [50]. However; this
algorithm may not give an accurate prediction result due to
the nature of the data [49].

3) Decision Tree: The decision tree is one of the most
well-known prediction methods that has multi-level structures
based on collected datasets. This technique uses a hierarchy of
observations regarding the object to predict the class. The tree
comprises of branches and leaves, and each leave represents
the class that could belong to while each branch signifies the
unification of features which may lead to one of the leaves.
This technique is considered as one of the speediest machine
learning algorithms in terms of training task, but its speed in
the prediction depends on the input values.

A study was conducted in the Open University to predict
student performance in a virtual learning environment using
Naive Bayes and decision tree prediction methods [38]. The
decision tree has given a higher accuracy percentage than
the Naive Bayes algorithm. Likewise, this technique can be
utilized to identify at-risk students on the course so that an
appropriate intervention can be taken at an early stage. In
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2019, a model has been built to identify at-risk students who
are in the early stage of the semester. This model has been
evaluated using eleven different machine learning algorithms,
and the decision tree has given the highest accuracy result
among the others [51].

D. Clustering

Clustering is an unsupervised method that aims to group
similar subsets or objects based on their properties or features
to simplify the process of classification. The training or
learning does not take place in the clustering methods because
they are considered as unsupervised learning methods, and the
training sample is unknown previously [61]. Clustering can
play an essential role in the classification process because it
can be used as a classifier based on the assumption that every
cluster corresponding to a class [27].

Firstly, all the class attributes must be removed in order to
execute the clustering for training data so that, the mapping
between the classes and clusters will be determined to evaluate
the obtained clusters as classifiers [27]. Thus, the number
of clusters should be matched with the number of classes
for obtaining a useful model that associating each cluster
to one class. The advantage of using clustering alongside
the classification methods is to get a general display of
different clusters that generated and that lead to simplify the
classification process.

There are many techniques/algorithms for clustering data,
such as K-Mean, Mean-shift, and hierarchical clustering. K-
mean is parameterized by the number of clusters that the data
divide, and then, it assumes the data. While the hierarchical
clustering there is no need to specify the number of clusters. In
other words, it builds the clusters incrementally by assigning
each sample to its own cluster, and then, it merges any two
clusters that are similar until all the clusters are merged [61].

The clustering methods are essential in evaluation/ predic-
tion of student performance [59]. One of the effective tech-
niques is the recursive clustering which can be employed to

group some students based on a specific students performance
to identify those who are prone to fail in their study, and
the clustering of the students continues based on the new
performance until the end of the course [60]. This technique
is beneficial as the students who are in the lower cluster can
be intervened to improve their performance before the end of
the course [60].

E. Accuracy measurements

Machine learning algorithms evaluation is an essential part
of any project to ensure the efficiency of the obtained result. In
some cases, some satisfactory results may be achieved using a
specific metric, whereas undesirable results using another. In
the prediction, classification accuracy measurement is mostly
used to evaluate the accuracy of the result; however, this is
not enough to judge the model. So, in this section, we will
describe all the accuracy measurement approaches [62].

1) Classification accuracy: Classification accuracy is the
percentage of the correctly predicted samples to the total
number of the input samples. This technique works correctly
when the number of samples is equal to each class. For
instance, let’s assume that we have only 89% samples of the
first class and 11% samples of the second class, our proposed
model will get 89% of accuracy according to the training
dataset. In the same scenario, if we have 70% of class 1 and
30% of class 2, the accuracy measurement will drop down to
70%. In simple words, this technique predicting every training
sample related to the first class.

Numbero fcorrectprediction

(1)

Accuracy =
Y Numberofpredictedsamples

The real issue of this technique happens when the number of
misclassifications of the minor class samples is high.

2) Confusion Matrix: The confusion matrix is a technique
used to describe the performance of the classifier on a set of
test data based on the known true values [63]. For example,
let’s assume that we have 265 samples that already predicted



using our own classifier and these samples are belong to two
classes “Pass and Fail” and we achieved the following result:

o Predicted pass and the actual fail is 15 (FN).

o Actual fail and predicted pass is 3 (FP).

o Actual fail and predicted fail is 87 (TN).

o Actual pass and predicted pass is 160 (TP).

Thus, in our case and based on the accuracy measurement
matrix for this technique, we will get the following accuracy
measurement result:

Accuracy = TP+TN 2)
YT TPYTN+FP+FN)
160 + 87
A = — 3
ccuracy 265 3)

In this scenario, we achieve 93% of accuracy. The form of
this matrix considered as the basis for the other types of the
accuracy measurement technique.

3) AUC and ROC curve: AUC-ROC is the performance
measurement of classification methods. The probability curve
represented by the ROC whereas, the AUC represents the
measurement of separability. The utilization of this technique
is to show the ability of the model for distinguishing between
classes. The AUC has two different terms which are true and
false positive rates (sensitivities).

V. CONCLUSION

This survey investigates how predictive learning analytics is
affecting the higher educational institutions in terms of student
performance, retention, engagement and so many factors. In
addition, we have identified the most common factors affect-
ing student performance and the most appropriate predictive
learning analysis methods widely used in the higher education
sectors. In terms of data collection, our research shows that the
most common data collection techniques are the student logs in
learning platforms and the student information system (SIS).
Our research has shown that the class performance, student
activities, as well as the previous grades, can ease the process
of the prediction as well as provide an accurate result for the
model.

For the machine learning algorithms and specifically for the
prediction methods, our survey shows that the Naive Bayes,
Artificial Neural Network, and Decision Tree have widely been
used to predict student performance based on the historical
datasets, while for the time-series data, the Recurrent Neural
Network has widely been used for identifying those who are
at-risk situation. Clustering methods have been utilized to
group the students based on a specific set of factors, table
IV illustrates how the machine learning algorithms frequently
used. Finally, we have explained the most eminent techniques
to evaluate the accuracy of machine learning algorithms such
as classification accuracy, confusion matrix, and AUC-ROC
curve.

For future work, the researchers can get benefits from the
main outcome of this survey, specifically, the main result that
shows the factors that are mostly used to predict student

academic performance. Moreover, summarizing imperative
machine learning algorithms can also benefit researchers to
choose the most appropriate methods for prediction purposes.
Based on the information from this survey, one future direction
of research is to identify the correlation between student activ-
ities on the learning platforms and their final year results using
an appropriate machine learning and data mining algorithms.
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