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Abstract

Square planar markers are a widely used tools for localization and tracking due to their

low cost and high performance. Many applications in Robotics, Unmanned Vehicles and

Augmented Reality employ these markers for camera pose estimation with high accuracy.

Nevertheless, marker-based systems are affected by several factors that limit their perfor-

mance. First, the marker detection process is a time-consuming task, which is intensified

as the image size increases. As a consequence, the current high-resolution cameras has

weakened the processing efficiency of traditional marker systems. Second, marker detection

is affected by the presence of noise, blurring and occlusion. The movement of the camera

produces image blurriness, generated even by small movements. Furthermore, the marker

may be partially or completely occluded in the image, so that it is no longer detected.

This thesis deals with the above limitations, proposing novel methodologies and strategies

for successful marker detection improving both the efficiency and robustness of these systems.

First, a novel multi-scale approach has been developed to speed up the marker detection

process. The method takes advantage of the different resolutions at which the image is

represented to predict at runtime the optimal scale for detection and identification, as well as

following a corner upsampling strategy necessary for an accurate pose estimation. Second,

we introduce a new marker design, Fractal Marker, which using a novel keypoint-based

method achieves detection even under severe occlusion, while allowing detection over a

wider range of distance than traditional markers. Finally, we propose a new marker detection

strategy based on Discriminative Correlation Filters (DCF), where the marker and its corners

represented in the frequency domain perform more robust and faster detections than state-of-

the-art methods, even under extreme blur conditions.





Resumen

Los marcadores planos cuadrados son una de las herramientas ampliamente utilizadas para la

localización y el tracking debido a su bajo coste y su alto rendimiento. Muchas aplicaciones

en Robótica, Vehículos no Tripulados y Realidad Aumentada emplean estos marcadores para

estimar con alta precisión la posición de la cámara.

Sin embargo, los sistemas basados en marcadores se ven afectados por varios factores

que limitan su rendimiento. En primer lugar, el proceso de detección de marcadores es una

tarea que requiere mucho tiempo y este incrementa a medida que aumenta el tamaño de la

imagen. En consecuencia, las actuales cámaras de alta resolución han debilitado la eficacia

del procesamiento de los sistemas de marcadores tradicionales. Por otra parte, la detección de

marcadores se ve afectada por la presencia de ruido, desenfoque y oclusión. El movimiento

de la cámara produce desenfoque de la imagen, generado incluso por pequeños movimientos.

Además, el marcador puede aparecer en la imagen parcial o completamente ocluido, dejando

de ser detectado.

Esta tesis aborda las limitaciones anteriores, proponiendo metodologías y estrategias

novedosas para la correcta detección de marcadores, mejorando así tanto la eficiencia como

la robustez de estos sistemas. En primer lugar, se ha desarrollado un novedoso enfoque

multiescala para acelerar el proceso de detección de marcadores. El método aprovecha las

diferentes resoluciones en las que la imagen está representada para predecir en tiempo de

ejecución la escala óptima para la detección e identificación, a la vez que sigue una estrategia

de upsampling de las esquinas necesaria para estimar la pose con precisión. En segundo lugar,

introducimos un nuevo diseño de marcador, Fractal Marker, que, mediante un método basado

en keypoints, logra detecciones incluso en casos de oclusión extrema, al tiempo que permite



xii

la detección en un rango de distancias más amplio que los marcadores tradicionales. Por

último, proponemos una nueva estrategia de detección de marcadores basada en Discriminate

Correlation Filters (DCF), donde el marcador y sus esquinas representadas en el dominio

de la frecuencia realizan detecciones más robustas y rápidas que los métodos de referencia,

incluso bajo condiciones extremas de emborronamiento.
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Chapter 1

Introduction

Pose estimation is the problem of obtaining the position and orientation or an object, which

is necessary for a wide range of applications. In the medical field, it is used for surgery tool

tracking [1–3]; in unmanned aerial vehicles it allows to establish references for navigation,

as well as assistance in landing [4, 5]; in human-machine interaction applications is applied

to localization and tracking of human body parts [6, 7]; in augmented reality allows the

registration of virtual objects [8, 9] (Fig.1.1).

Cameras are low-cost sensors that can be employed to efficiently solve the localization

problem. In the best case, natural markers are used for localization and tracking [10–12].

However, they have limitations in poorly textured scenarios, such as corridors, clear rooms,

ceilings, etc. In addition, the use of a single camera does not allow the scale to be known.

And finally the detection of keypoints in the image is a time consuming process.

As a consequence, artificial markers have become a popular approach for camera pose

estimation, especially the squared planar markers ones [13–17]. They have been developed

to be easily used: it is only necessary to print them on a piece of paper and place them in the

environment. Their design, based on a black square surrounded by a white area, allows it to

be efficiently detected in images. In addition, these markers have four corners with which it

is possible to estimate the camera pose.

Despite the recent advances in artificial marker, there are limitations that affect the

performance of these systems. First, marker detection is a time-consuming task. In general,
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Fig. 1.1 A wide range of applications require accurate real-time location, augmented reality
and autonomous navigation are some examples.

the detection time is directly proportional to the size of the image analyzed. Considering

that pose estimation needs to be performed in systems with low computational resources,

such as phones or mobile robots, it is important developing strategies to optimize the use of

resources, without limiting the accuracy of pose estimation.

Second, the marker detection process is sensitive to noise, blurring and occlusion. The

blurring effect on the image is mainly produced by camera movement. Even when moving

the camera at low speed, the presence of blurring appears limiting the detection capabilities

(see Fig.1.2). On the other hand, environment objects may appear in the scene occluding

the marker. Finally, the detection of a marker is limited to a range of distances that depends

on the size of the marker itself. It means that large markers can be detected from farther

distances, but as the camera approaches, the marker is no longer completely visible and

therefore can not be detected (resolution problem) (see Fig.1.3).

This thesis deals with the aforementioned problems, according to the following schedule.

The first contribution (see Chapter 2) proposes a novel strategy to improve the efficiency of

marker-based systems in terms of computation time. Employing a multi-scale representation

of the image, our algorithm automatically adapts and determines the optimal scale level for

both detection, marker identification, as well as an upsampling strategy for subpixel accurate

localization of marker corners. As a second contribution (see Chapter 3), we propose a
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Fig. 1.2 ArUco marker detection under challenging conditions. We propose a novel method
for marker detection under blurring conditions produced by camera motion.

new marker design as well as a keypoint-based detection methodology, which solves severe

occlusion problems while at the same time achieving a wider range of detection distances

than traditional marker systems. And as a third and final contribution (see Chapter 4), we

propose a novel strategy for artificial marker detection based on Discriminative Correlation

Filters (DCF), improving detection capabilities even in the presence of extreme blurring

conditions.

The remaining sections of this introductory chapter are as follows. Section 1.1 shows

a summary of the camera pose estimation problem. Section 1.2 analyzes the use of fidu-

cial markers to sort it out. And finally, Section 1.3 shows the objectives proposed in the

development of the thesis and the proposed contributions.

1.1 Camera pose estimation

Camera pose estimation is the problem of determining the location and orientation of a

camera with respect to a reference coordinate system. It can be tackled by assuming the

principle of perspective-camera model, or the pinhole model [18]. Generally speaking, the

equation that relates a 3D point referenced in a global reference system and its projection on

the image plane can be expressed as:
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Fig. 1.3 Top row shows the resolution problem. Squared markers are detected under a limited
resolution range. Bottom row shows our proposal, the Fractal Marker, that is more robust to
occlusion and is detectable under a wider range of resolutions.

h ·

p

1

= K ·E ·

P

1

 (1.1)

where, p = (x,y) is the projection on the image plane (pixel coordinates) of the three-

dimentional point P ∈R3, h is a scaling factor and K refers to the intrinsic camera parameters,

namely the focal lengths ( fx, fy) and optical centers (cx,cy), that are obtained using a calibra-

tion process [19].

K =


fx 0 cx 0

0 fy cy 0

0 0 1 0

 . (1.2)

Finally, the 4×4 matrix E denotes the extrinsic parameters. It is constituted by the union

the 3×3 rotation matrix R, as well as the translation 3D vector t. In other words, E is the

Euclidean transformation of the point P ∈ R3 from the world reference system to the camera

reference system

E =

R t

0 1

 . (1.3)
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Fig. 1.4 Camera pose estimation from the four detected points of a marker. The transformation
between the two coordinate systems, is based on finding the E that minimizes the reprojection
error of a set of 3D points on the image plane.

Since real cameras suffers from lenses distortion [19], the ideal pin-hole projection differs

from the real projected location. To account for that discrepancy, the distortion θ parameters

must be applied. Thus, we define the real projection of a point P by

p = ψ(θ ,K,E,P), (1.4)

which accounts for that distortion.

Estimating the camera pose (the extrinsic matrix E) can be dealt as the Perspective-n-

Points (PnP) problem. Given a set of known 3D points and their respective 2D projections, it

is possible to find the transform E that relate them, see Fig. 1.4.

This problem can be bounded to a process of minimization of the reprojection error of

the set of points observed in the image:

E = argmin
Ê

n

∑
i=1

(ψ(θ ,K, Ê,Pi)− pi)
2 (1.5)

Thus, a non-linear iterative optimization using Levenberg-Marquardt algorithm [20, 21]

can be employed to obtain the camera pose E.
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A critical aspect in camera pose estimation is to determine which scene points to be

used for optimization. There are two methodologies to establish correspondences between

recognizable points in the environment and their respective projections in the image: using

natural landmarks or artificial markers.

• Natural landmarks are distinctive regions of interest of the environment that are easily

recognizable in the images. The term keypoint is normally employed to describe these

areas in the image, and special descriptors are employed to encode its visual properties.

Thus, descriptors are used to establish correspondences between the 3D real world

position and their corresponding 2D projections.

Although many studies have been carried out in recent years on the use of natural

landmarks [10, 11, 22], they have limitations in areas with low texture and demand a

high computational power for their computation.

• Artificial markers, on the other hand, are designed to be easily detected in images.

Among the most commonly used artificial markers are the square planar ones. Gen-

erally, these are printed on a piece of paper and incorporated into the scene (see Fig.

1.1). In this case, reference points of the marker, such as its corners, are used to do

camera pose estimation [23, 15, 13].

The development of this thesis is focused on camera pose estimation, mainly by using

artificial markers.

1.2 Artificial markers

Artificial markers, also known as fiducial markers, are widely used to estimate the camera

pose due to their robustness, accuracy and speed [15, 13, 16, 24]. An artificial marker system

is composed of a predefined set of artificial markers, as well as the methods and tools that

facilitates their detection. In the simplest case, markers can be defined as planar dots, LEDs

or reflective spheres [25, 26]. However, they require a complex identification system based on

the relative position between markers. An evolution of the previous markers are the circular
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planar markers, which incorporate the identification in sectors or concentric rings [27, 28],

and also 2D barcodes [29]. However, among the most popular markers are square planar

markers [15, 13, 24]. These are composed of a black outer border, surrounded by a white

border, and coded information inside which allows each marker to be uniquely identified.

The main advantage of these markers is that the camera pose can be estimated using the four

corners of a single marker.

The marker detection process is carried out by first thresholding the scene, from which a

set of quadrilateral polygon regions (candidate markers) are extracted from the background.

Then, the internal region of each of the polygons is analyzed to validate or discard the marker,

and finally, the four corners of the polygon are used to estimate the camera pose using the

Levenberg-Marquardt optimization process [20, 21].

Among the steps involved, image thresholding and marker identification are the most

time-consuming operations. The thresholding time depends on the image resolution, thus,

larger images requires more time to complete the task. On the other hand, in order to identify

the markers, the system must first create a canonical image of each contour detected in the

image, where the time spent on each region will depend on the size of the contour in the

original image. In Chapter 2, we show a novel approach to minimize computational time by

addressing these problems.

Despite the advances in marker-based systems, there are still some limitations in terms of

efficiency and robustness. The occlusion problem is tackled by ArUco library where it is

partially solved using a board composed of multiple markers [13]. Also, the system Apriltag3

[30] proposes the use of configurable markers which can be adapted to deal with problems

such as occlusion. Furthermore, HArCo [31] presents a new hierarchical marker structure,

where in some white marker cells are used to embed new layer of markers. In Chapter 3, we

propose the use of a new marker structure, the Fractal Marker, composed of multiple markers

which are recursively nested. Unlike a marker board where each marker has a distance

from the center of the board, in this case the markers share the same center. With this new

approach, we solve the occlusion problem, in addition to solving the resolution problem,

allowing a marker to be detected from a wide range of distances, see Fig. 1.3. Besides, the
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detection process contemplates the case where no marker has been detected, as occurs in

severe occlusion. In this case, the system adopts a keypoint-based approach considering the

internal corners of the marker.

Finally, most artificial markers methods have trouble dealing with blurring. However,

the presence of blurring in the image is unavoidable; unstabilized camera movements lead

to problems of marker detection and identification. For this purpose, Chapter 4 proposes a

novel methodology for detection and tracking of fiducial markers based on Discriminative

Correlation Filters (DCF). In this case, the image areas corresponding to the marker and its

respective corners are used to initialize correlation filters, which represented in the frequency

domain allow to speed up and provide robustness to the marker detection process (see

Fig. 1.2).

1.3 Objectives and contributions

The objectives of this thesis are aimed at improving the detection capabilities of marker-based

systems, allowing accurate camera pose estimations. In this sense, a set of methodologies

and strategies have been proposed and developed through the following works:

• Speeded up detection of squared fiducial markers [32]

A new strategy to speed up the marker detection process while preserving accuracy and

robustness is presented. From a multi-scale representation of the image, the system

strategically determines which resolution to work with. Therefore, the proposed system

use smaller resolutions of the image to perform time-consuming processes such as

marker detection, and using higher resolutions to validate the accuracy of their corners

needed for estimation.

Let me point out that it is the most cited article in Image and Vision Computing journal

since 2018, receiving the Editors Choice Award 2020.

• Fractal Markers: a new approach for long-range camera pose estimation under

occlusion [33]
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A new artificial marker design is presented, the Fractal Marker, in which several

markers are nested recursively. The configuration of the marker allows it to be detected

over a wider range of distances than traditional markers. In addition, we present

a keypoint-based strategy using all corners of the marker, which facilitates marker

detection even under severe occlusion conditions.

• Tracking fiducial markers with Discriminative Correlation Filters [34]

A novel marker detection and tracking technique using Discriminative Correlation

Filters is proposed. Markers and their corners are represented in the frequency domain

using the Fourier transform. With this new approach, we increase the detection

capability of marker-based systems in real environments. In this case, markers can

be observed even in adverse blurring conditions. In addition, we propose a new

localization strategy based on a marker map. It compares with the main state-of-art

localization and mapping methods, providing better results in terms of accuracy, while

maintaining computational speeds.





Chapter 2

First contribution. "Speeded up

detection of squared fiducial markers"
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A B S T R A C T

Squared planar markers have become a popular method for pose estimation in applications such as
autonomous robots, unmanned vehicles and virtual trainers. The markers allow estimating the position of a
monocular camera with minimal cost, high robustness, and speed. One only needs to create markers with a
regular printer, place them in the desired environment so as to cover the working area, and then registering
their location from a set of images.
Nevertheless, marker detection is a time-consuming process, especially as the image dimensions grows.
Modern cameras are able to acquire high resolutions images, but fiducial marker systems are not adapted
in terms of computing speed. This paper proposes a multi-scale strategy for speeding up marker detection
in video sequences by wisely selecting the most appropriate scale for detection, identification and corner
estimation. The experiments conducted show that the proposed approach outperforms the state-of-the-art
methods without sacrificing accuracy or robustness. Our method is up to 40 times faster than the state-of-
the-art method, achieving over 1000 fps in 4 K images without any parallelization.

© 2018 Elsevier B.V. All rights reserved.

1. Introduction

Pose estimation is a common task for many applications such
as autonomous robots [1-3], unmanned vehicles [4-8] and virtual
assistants [9-12], among others.

Cameras are cheap sensors that can be effectively used for this
task. In the ideal case, natural features such as keypoints and texture
[13-16] are be employed to create a map of the environment. Although
some of the traditional problems of previous methods for this task
have been solved in the last few years, other problems remain.
For instance, they are subject to filter stability issues or significant
computational requirements.

In any case, artificial landmarks are a popular approach for camera
pose estimation. Square fiducial markers, comprised by an external
squared black border and an internal identification code, are espe-
cially attractive because the camera pose can be estimated from
the four corners of a single marker [17-20]. The recent work of
Muñoz-Salinas et al. [21] is a step forward in the use of this type of
markers in large-scale problems. One only needs to print the set of
markers with a regular printer, place them in the area under which
the camera must move, and take a set of pictures of the markers.

� This paper has been recommended for acceptance by Luis Merino.
* Corresponding author.

E-mail addresses: fj.romero@uco.es (F.J. Romero-Ramirez), in1musar@uco.es
(R. Muñoz-Salinas), rmedina@uco.es (R. Medina-Carnicer).

The pictures are then analyzed and the three-dimensional marker
locations automatically obtained. Afterward, a single image spotting
a marker is enough to estimate the camera pose.

Despite the recent advances, marker detection can be a
time-consuming process. Considering that the systems requiring
localization have in many cases limited resources, such as mobile
phones and aerial vehicles, the computational effort of localization
should be kept to a minimum. The computing time employed in
marker detection is a function of the image size employed: the
larger the images, the slower the process. On the other hand, high-
resolution images are preferable since markers can be detected, even
if they are far from the camera, with high accuracy. The continuous
reduction in the cost of the cameras, along with the increase of their
resolution, makes it necessary to develop methods able to reliably
detect the markers in high-resolution images.

The main contribution of this paper is a novel method for detect-
ing square fiducial markers in video sequences. The proposed method
relies on the idea that markers can be detected in smaller versions
of the image, and employs a multi-scale approach to speed up com-
putation while maintaining the precision and accuracy. In addition,
the system is able to dynamically adapt its parameters in order to
achieve maximum performance in the analyzed video sequence. Our
approach has been extensively tested and compared with the state-
of-the-art methods for marker detection. The results show that our
method is more than an order of magnitude faster than state-of-the-
art approaches without compromising robustness or accuracy, and
without requiring any type of parallelism.

https://doi.org/10.1016/j.imavis.2018.05.004
0262-8856/© 2018 Elsevier B.V. All rights reserved.
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The remainder of this paper is structured as follows. Section 2
explains the works most related to ours. Section 3 details our
proposal for speeding up the detection of markers. Finally, Section 4
gives a exhaustive analysis of the proposed method and Section 5
draws some conclusions.

2. Related works

Fiducials marker systems are commonly used for camera localiza-
tion and tracking when robustness, precision, and speed are required.
In the simplest case, points are used as fiducial markers, such as LEDs,
retroreflective spheres and planar dots [22,23]. However, their main
drawback is the need of a method to solve the assignment problem, i.e.,
assigning a unique and consistent identifier to each element over time.
In order to ease the problem, a common solution consists in adding
an identifying code into each marker. Examples of this are planar cir-
cular markers [24,25], 2D-barcodes [26,27] and even some authors
have proposed markers designed using evolutionary algorithms [28].

Among all proposed approaches, those based on squared planar
markers have gained popularity. These markers consist of an external
black border and an internal code (most often binary) that uniquely
identifies each marker (see Fig. 1). Their main advantage is that the
pose of the camera can be estimated from a single marker.

ARToolKit [29] is one of the pioneer proposals. They employed
markers with a custom pattern that is identified by template match-
ing. This identification method, however, is prone to error and
not very robust to illumination changes. In addition, the method’s
sensitivity degrades as the number of markers increases. As a con-
sequence, other authors improved that work by using binary BCH
codes [30] (which allows a more robust error detection) and named
it ARToolKit+ [31]. The project was halted and followed by the
Studierstube Tracker project [32], which is privative. Similar to the
ARToolKit+ project is the discontinued project ARTag [33].

BinARyID [34] is one of the first systems that proposed a
method for generating customizable marker codes. Instead of using
a predefined set of codes, they proposed a method for generating the
desired number of codes for each particular application. However,
they do not consider the possibility of error detection and correction.
AprilTags [18], however, proposed methods for error detection and
correction, but their approach was not suitable for a large number of
markers.

The work ArUco [17] is probably the most popular system for
marker detection nowadays. It adapts to non-uniform illumination,
and is very robust, being able to do error detection and correction
of the binary codes implemented. In addition, the authors proposed
a method to obtain optimal binary codes (in terms of intermarker-
distance) using Mixed Integer Linear Programming [35]. Chilitags [36]
is a variation of ArUco that employs a simpler method for decoding
the marker binary codes. As we show in the Experiments and results
section, the method has a bad behavior in high-resolution images.

The recent work [21] is a step towards the applicability of such
methods to large areas, proposing a method for estimating the
three-dimensional location of a set of markers freely placed in the
environment (Fig. 1). Given a set of images taken with a regular cam-
era (such as a mobile phone), the method automatically estimates
their location. This is an important step that allows extending the
robust localization of fiducial markers to very large areas.

Although all fiducial marker systems aim maximum speed in
their design, few specific solutions have been proposed to speed
up the detection process. The work of Johnston et. al. [37] is an
interesting example in which the authors propose a method to speed
up computation by parallelizing the image segmentation process.
Nevertheless, both speed and computing power is a crucial aspect,
especially if the localization system needs to be embedded in devices
with limited resources.

Our work can be seen as an improvement of the ArUco system,
that according to our experience, is one of the most reliable fiducial

Fig. 1. Detection and identification pipeline of ArUco. (a) Original image. (b) Image thresholded using an adaptive method. (c) Contours extracted. (d) Filtered contours that
approximate to four-corner polygons. (e) Canonical image computed for one of the squared contours detected. (f) Binarization after applying Otsu’s method.
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marker systems nowadays (see Section 4 for further details). We
propose a novel method for marker detection and identification
that allows to speed up the computing time in video sequences
by wisely exploiting temporal information and an applying multi-
scale approach. In contrast to previous works, no parallelization
is required in our method, thus making it especially attractive for
mobile devices with limited computational resources.

3. Speeded up marker detection

This section provides a detailed explanation of the method pro-
posed for speeding up the detection of squared planar markers. First,
Section 3.1 provides an overview of the pipeline employed in the
previous work, ArUco [17], for marker detection and identification,
highlighting the parts of the process susceptible to be accelerated.
Then, Section 3.2 explains the proposed method to speed up the
process.

3.1. Marker detection and identification in ArUco

The main steps for marker detection and identification proposed
in ArUco [17] are depicted in Fig. 1. Given the input image I (Fig. 1a),
the following steps are taken:

• Image segmentation (Fig. 1b). Since the designed markers have
an external black border surrounded by a white space, the bor-
ders can be found by segmentation. In their approach, a local
adaptive method is employed: the mean intensity value m of
each pixel is computed using a window size wt. The pixel is set
to zero if its intensity is greater than m − c, where c is a con-
stant value. This method is robust and obtains good results for
a wide range of values of its parameters wt and c.

• Contour extraction and filtering (Fig. 1 (c, d)). The contour
following algorithm of Suzuki and Abe [38] is employed to
obtain the set of contours from the thresholded image. Since
most of the contours extracted correspond to irrelevant back-
ground elements, a filtering step is required. First, contours
that are too small are discarded. Second, the remaining con-
tours are approximated to its most similar polygon using the
Douglas and Peucker algorithm [39]. Those that do not approx-
imate well to a four-corner convex polygon are discarded from
further processing.

• Marker code extraction (Fig. 1 (e, f)). The next step consists in
analyzing the inner region of the remaining contours to deter-
mine which of them are valid markers. To do so, perspective
projection is first removed by computing the homography
matrix, and the resulting canonical image (Fig. 1e) is thresh-
olded using the Otsu’s method [40]. The binarized image
(Fig. 1f) is divided into a regular grid and each element is
assigned a binary value according to the majority of the pixels
in the cell. For each marker candidate, it is necessary to deter-
mine whether it belongs to the set of valid markers or if it is a
background element. Four possible identifiers are obtained for
each candidate, corresponding to the four possible rotations of
the canonical image. If any of the identifiers belong to the set
of valid markers, then it is accepted.

• Subpixel corner refinement. The last step consists in estimating
the location of the corners with subpixel accuracy. To do
so, the method employs a linear regression of the marker’s
contour pixels. In other words, it estimates the lines of the
marker sides employing all the contour pixels and computes
the intersections. This method, however, is not reliable for
uncalibrated cameras with small focal lenses (such as fisheye
cameras) since they usually exhibit high distortion.

When analyzing the computing times of this pipeline, it can be
observed that the Image segmentation and the Marker code extrac-
tion steps are consuming most of the computing time. The time
employed in the image segmentation step is proportional to the
image size, that also influences the length of the contours extracted
and thus the computing time employed in the Contour extraction and
filtering step. The extraction of the canonical image (in the Marker
code extraction step) involves two operations. First is the computa-
tion of the homography matrix, which is cheap. But then, the inner
region of each contour must be warped to create the canonical image.
This step requires access to the image pixels of the contour region
performing an interpolation in order to obtain the canonical image.
The main problem is that the time required to obtain the canoni-
cal image depends on the size of the observed contour. The larger a
contour in the original image, the more time it is required to obtain
the canonical image. Moreover, since most of the contours obtained
do not belong to markers, the system may employ a large amount
of time computing canonical images that will be later rejected.

A simpler approach to solving that problem would be to directly
sample a few sets of pixels from the inner region of the marker. This
is the method employed in ChiliTags. However, as it will be shown
in the Experiments and results section, it is prone to many false
negatives.

3.2. Proposed method

The key ideas of our proposal in order to speed up the compu-
tation are explained below. First, while the adaptive thresholding
method employed in ArUco is robust to many illumination condi-
tions without altering its parameters, it is a time-consuming process
that requires a convolution. By taking advantage of temporal infor-
mation, the adaptive thresholding method is replaced by a global
thresholding approach.

Second, instead of using the original input image, a smaller ver-
sion is employed. This is based on the fact that, in most cases, the
useful markers for camera pose estimation must have a minimum
size. Imagine an image of dimensions 1920 × 1080 pixels, in which
a marker is detected as a small square with a side length of 10 pixels.
Indeed, the estimation of the camera pose is not reliable at such
small resolution. Thus, one might want to set a minimum length
to the markers employed for camera pose estimation. For instance,
lets say that we only use markers with a minimum side length of
ṫi = 100 pixels, i.e., with a total area of 10,000 pixels. Another situ-
ation in which we can set a limit to the length of markers is when
processing video sequences. It is clear that the length of a marker
must be similar to its length in the previous frame.

Now, let us also think about the size of the canonical images
employed (Fig. 1e). The smaller the image, the faster the detection
process but the poorer the image quality. Our experience, however,
indicates that very reliable detection of the binary code can be
obtained from very small canonical images, such as 32 × 32 pixels.
In other words, all the rectangles detected in the image, no mat-
ter their side length, are reduced to canonical images of side length
tc = 32 pixels, for the purpose of identification.

Our idea, then, is to employ a reduced version of the input image,
using the scale factor tc

ṫi
, so as to speed up the segmentation step. In

the reduced image, the smallest allowed markers, with a side length
of 100 pixels in the original image, appear as rectangles with a side
length of 32 pixels. As a consequence, there will be no loss of quality
when they are converted into the canonical image.

This idea has one drawback: the location of the corners extracted
in the low resolution image is not as good estimations as the ones
that can be obtained in the original image. Thus, the pose estimated
with them will have a higher error. To solve that problem, a corner
upsampling step is included, in which the precision of the corners
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is refined up to subpixel accuracy in the original input image by
employing an image pyramid.

Finally, it must be considered that the generation of the canon-
ical image is a very time-consuming operation (even if the process
is done in the reduced image) that is proportional to the contour
length. We propose a method to perform the extraction of the canon-
ical images in almost constant time (independently of the contour
length) by wisely employing the image pyramid.

Below, there is a detailed explanation of the main steps of the
proposed method, using Fig. 2 to ease the explanation.

1. Image resize: Given the input image I (Fig. 2a), the first step
consists in obtaining a resized version Ir (Fig. 2b) that will be
employed for segmentation. As previously pointed out, the
size of the reduced image is calculated as:

Ir
w =

tc

ṫi
Iw

⌋
; Ir

h =
tc

ṫi
Ih

⌋
, (1)

where the subscripts w and h denote width and height
respectively. In order to decouple the desired minimum
marker size from the input image dimensions, we define ṫi as:

ṫi = tc + max(Iw, Ih)ti | ti ∈ [0, 1], (2)

where the normalized parameter ti indicates the minimum
marker size as a value in the range [0, 1]. When ti = 0,
the reduced image will be the same size as the original
image. As ti tends to one, the image Ir becomes smaller, and
consequently, the computational time required for the fol-
lowing step is reduced. The impact of this parameter in the
final speed up is measured in the Experiments and results
section.

2. Image segmentation: As already indicated, a global threshold
method is employed using the following policy. If no mark-
ers were detected in the previous frame, a random threshold
search is performed. The random process is repeated up to
three times using the range of threshold values [10, 240]. For
each tested threshold value, the whole pipeline explained
below is performed. If after a number of attempts, no marker
is found, it is assumed that no markers are visible in the
frame. If at least one marker is detected, a histogram is cre-
ated using the pixel values of all detected markers. Then,
Otsu’s algorithm [40] is employed to select the optimal
threshold for the next frame. The calculated threshold is
applied to Ir in order to obtain It (Fig. 2c). As we show exper-
imentally, the proposed method can adapt to smooth and
abrupt illumination changes.

3. Contour extraction and filtering: First, contours are extracted
from the image It using Suzuki and Abe algorithm [38], then
small contours are removed. Since the extracted contours
will rarely be squared (due to perspective projection), their
perimeter is employed for rejection purposes: those with a
perimeter smaller than P(tc) = 4 × tc pixels are rejected. For
the remaining contours, a polygonal approximation is per-
formed using Douglas and Peucker algorithm [39], and those
that do not approximate to a convex polygon of four cor-
ners are also rejected. Finally, the remaining contours are the
candidates to be markers (Fig. 2d).

4. Image pyramid creation: An image pyramid

I = (I0, . . . , In)

with a set of resized versions of I, is created. I0 denotes the
original image and the subsequent images Ii are created by
subsampling Ii−1 by a factor of two.
The number n of images in the pyramid is such that the
smallest image dimensions is close to tc × tc, i.e.,

n = argmin
v| Iv∈I

∣∣∣
(
Iv
wIv

h

) − t2
c

∣∣∣ . (3)

5. Marker code extraction: In this step, the canonical images of
the remaining contours must be extracted and then binarized.
Our method uses the pyramid of images I previously com-
puted to ensure that the process is performed in constant
time, independently of the input image and contour sizes. The
key principle is selecting, for each contour, the image from
the pyramid in which the contour length is most similar to
the canonical image length P(tc). In this manner, warping is
faster.
Let us consider a detected contour z ∈ Ir, and denote by P(z)j

its perimeter in the image Ij ∈ I. Then, the best image Ih ∈ I
for homography computation is selected as:

Ih | h = argmin
j∈{0,1,...n}

∣∣∣P(z)j − P(tc)
∣∣∣ . (4)

The pyramidal warping method employed can be better
understood in Fig. 3, which shows a scene with three markers
at different distances. The left images represent the canoni-
cal images obtained while the right images show the pyramid
of images. In our method, the canonical image of the small-
est marker is extracted from the largest image in the pyramid
(top row of Fig. 3). As the length of the marker increases,
smaller images of the pyramid are employed to obtain the

Fig. 2. Process pipeline. Main steps for fast detection and identification of squared planar markers. (a) Original input image. (b) Resized image for marker search. (c) Thresholded
image. (d) Rectangles found (pink). (e) Markers detected with its corresponding identification. The image pyramid is used to speed up homography computation. (f) The corners
obtained in (e) are upsampled to find their location in the original image with subpixel precision.
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Fig. 3. Pyramidal warping. Scene showing tree marker at different resolutions. The
left column shows the canonical images warped from the pyramid of images. Larger
markers are warped from smaller images. For each marker, the image of the pyramid
that minimizes the warping time while preserving the resolution is selected.

canonical view. This guarantees that the canonical image is
obtained in almost constant time using the minimum possible
computation.
Finally, for each canonical image, Otsu’s method [40] for
binarization is employed, and the inner code analyzed to
determine whether it is a valid marker or not. This is a very
cheap operation.

6. Corner upsampling: So far, markers have been detected in the
image Ir. However, it is required to precisely localize their
corners in the original image I. As previously indicated, the
precision of the estimated camera pose is directly influenced
by the precision in the corner localization. Since the differ-
ence in size between the images I and Ir can be very large, a
direct upsampling can lead to errors. Instead, we proceed in
incremental steps looking for the corners in larger versions of
the image Ir until the image I is reached.
For the corner upsampling task, the image Ii ∈ I of the pyra-
mid with the most similar size to Ir is selected in the first
place, i.e.,

Ii = argmin
Iv∈I

∣∣(Iv
wIv

h

) − (
Ir
wIr

h

)∣∣ . (5)

Then, the position of each contour corner in the image Ii is
computed by simply upsampling the corner locations. This is,
however, an approximate estimation that does not precisely
indicate the corner position in the image Ii. Thus, a corner
refinement process is done in the vicinity of each corner so as
to find its best location in the selected image Ii. For that pur-
pose, the method implemented in the OpenCV library [41] has
been employed. Once the search is done in Ii for all corners,
the operation is repeated for the image Ii−1, until I0 is reached.
In contrast to the ArUco approach, this one is not affected by
lens distortions.

7. Estimation of ti: The parameter ti has a direct influence
in the computation time. The higher it is, the faster the
computation. A naive approach consists in setting a fixed

value for this parameter. However, when processing video
sequences, the parameter can be automatically adjusted at
the end of each frame. In the first image of the sequence,
the parameter ti is set to zero. Thus, markers of any size are
detected. Then, for the next frame, ti is set to a value slightly
smaller than the size of the smallest marker detected in the
previous frame. In this way, markers could be detected even if
the camera moves away from them. Therefore, the parameter
ti can be dynamically updated as:

ti = (1 − ts)P(zs)/4 (6)

where zs is the marker with the smallest perimeter found in
the image, and ts is a factor in the range (0, 1] that accounts
for the camera motion speed. For instance, when ts = 0.1,
it means that in the next frame, ti is such that markers 10%
smaller than the smallest marker in the current image will be
sought. If no markers are detected in a frame, ti is set to zero
so that in the next frame markers of any size can be detected.

As can be observed, the proposed pipeline includes a number of
differences with respect to the original ArUco pipeline that allows
increasing significantly the processing speed as we show next.

4. Experiments and results

This section shows the results obtained to validate the methodol-
ogy proposed for the detection of fiducial markers.

First, in Section 4.1, the computing times of our proposal are com-
pared to the best alternatives found in the literature: AprilTags [18],
ChiliTags [36], ArToolKit+ [31], as well as ArUco [17] which is
included in the OpenCV library1. Then, Section 4.2 analyzes and
compares the sensitivity of the proposed method with the above-
mentioned methods. The main goal is to demonstrate that our
approach is able to reliably detect the markers with a very high
true positive ratio, under a wide range of marker resolutions, while
keeping the false positive rate to zero. Afterward, Section 4.3 stud-
ies the impact of the different system parameters on the speed and
sensitivity, while Section 4.4 evaluates the precision in the estima-
tion of the corners. Finally, Section 4.5 shows the performance of
the proposed method in a realistic video sequence with occlusions,
illumination, and scale changes.

To carry out the first three experiments, several videos have been
recorded in our laboratory. Fig. 4(b–e) shows some images of the
video sequences employed. For these tests, a panel with a total of
16 markers was printed (Fig. 4a), four from each one of the fidu-
cial markers employed. The sequences were recorded at different
distances at a frame rate of 30 fps using an Honor 5 mobile phone
at 4 K resolution. The videos employed are publicly available2 for
evaluation purposes.

In the video, there are frames in which the markers appear as
small as can be observed in Fig. 4b, where the area of each marker
occupies only 0.5% of the image, and frames in which the marker
is observed as big as in Fig. 4e, where the marker occupies 40%
of total image area. In total, the video sequences recorded sum up
to 10,666 frames. The video frames have been processed at differ-
ent resolutions so that the impact of the image resolution in the
computing time can be analyzed. In particular, the following stan-
dard image resolutions have been employed: 2016 p (3840 × 2160),

1 https://opencv.org/.
2 https://mega.nz/#F!DnA1wIAQ!6f6owb81G0E7Sw3EfddUXQ.
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Fig. 4. Test sequences. (a) The set of 16 markers employed for evaluation. There are four markers from each method tested: ArUco, AprilTags, ArToolKit+ and ChiliTags.
(b–e) Images from the video sequences used for testing. The markers are seen as small as in (b), and as big as in (e), where the marker represents the 40% of the total image area.

Fig. 5. Speedup of ArUco3 compared to ArUco, ArToolKit+, ChiliTags and AprilTags for resolutions: 2016 p (3840 × 2160), 1080 p (1920 × 1080), 720 p (1280 × 720), 600 p
(800 × 600) and 480 p (640 × 480). The horizontal axis represents the percentage of area occupied by the markers in each frame, and the vertical axis one indicates how many
times ArUco3 is faster.

1080 p (1920 × 1080), 720 p (1280 × 720), 600 p (800 × 600) and
480 p (640 × 480).

All tests were performed using an Intel® Core™ i7-4700HQ 8-
core processor with 8 GB RAM and Ubuntu 16.04 as the operating
system. However, only one execution thread was employed in the
tests performed.

It must be indicated that the code generated as part of this work
has been publicly released as the version 3 of the popular ArUco
library3. So, in the Experiments and results section, the method
proposed in this paper will be referred to as ArUco3.

4.1. Speedup

This section compares the computing times of the proposed
method with the most commonly used alternatives AprilTags,
ArToolKit+, ChiliTags, and ArUco. To do so, we compute the speedup
of our approach as the ratio between the computing time of an
alternative (t1) and the computing time of ArUco3 (t2) in processing
the same image:

SpeedUp = t1/t2. (7)

3 http://www.uco.es/grupos/ava/node/25.

In our method, the value tc = 32 was employed in all the
sequences, while ti and the segmentation threshold where automat-
ically computed as explained in the Steps 2 and 7 of the proposed
method (Section 3.2).

Fig. 5 shows the speedup of our approach for different image res-
olutions. The horizontal axis represents the relative area occupied
by the marker in the image, while the vertical axis represents the
speedup. A total of 30 speed measurements were performed for each
image, taking the median computing time for our evaluation. In the
tests, the speedup is evaluated as a function of the observed marker
area in order to better understand the behavior of our approach.

The tests conducted clearly show that the proposed method
(ArUco3) is faster than the rest of the methods and that the speedup
increases with the image resolution and with the observed marker
area. Compared to ArUco implementation in the OpenCV library,
the proposed method is significantly faster, achieving a minimum
speedup of 17 in 2016 p resolutions, up to 40 in the best case.

In order to properly analyze the computing times of the differ-
ent steps of the proposed method (Section 3.2), Table 1 shows a
summary for different image resolutions. Likewise, Fig. 6 shows the
percentage of the total time required by each step. Please notice
that Step 7 (Eq. (6)) has been omitted because its computing time is
negligible.

As can be seen, the two most time-consuming operations are
Steps 3 and 5. In particular, Step 5 requires special attention, since
it proves the validity of the multi-scale method proposed for marker
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Table 1
Mean computing times (milliseconds) of the different steps of the proposed method for different resolutions.

Resolution

480 p 600 p 720 p 1080 p 2160 p

Step 1: Image resize 0.037 0.050 0.057 0.068 0.101
Step 2: Image segmentation 0.044 0.048 0.059 0.084 0.351
Step 3: Contour extraction and filtering 0.219 0.250 0.301 0.403 1.109
Step 4: Image pyramid creation 0.037 0.076 0.096 0.186 0.476
Step 5: Marker code extraction 0.510 0.519 0.542 0.547 0.583
Step 6: Corner upsampling 0.058 0.065 0.079 0.096 0.134
Time (ms) 0.903 1.009 1.133 1.384 2.755

warping. It can be observed in the table, that the amount of time
employed by Step 5 is constant across all resolutions. In other words,
the computing time does not increase significantly with the image
resolution. Also notice how the time of Step 3 increases in 2160 p.
It is because this step involves operations that depend on the image
dimensions, which grow quadratically. An interesting future work

Fig. 6. Main steps ArUco3 times. Percentage of time of the global computation
required by each of the steps for resolutions: 2016 p, 1080 p, 720 p, 600 p and 480 p.

is to develop methods reducing the time for contour extraction and
filtering in high-resolution images.

In any case, considering the average total computing time, the
proposed method achieves in average more than 360 fps in 2016 p
resolutions and more than 1000 fps in the lowest resolution, without
any parallelism.

4.2. Sensitivity analysis

Correct detection of markers is a critical aspect that must be
analyzed to verify that the proposed algorithm is able to obviate
redundant information present in the scene, extracting exclusively
marker information. Fig. 7 shows the True Positive Rate (TPR) of the
proposed method as a function of the area occupied by the marker in
the image for different image resolutions.

As can be observed, below certain marker area, the detection is
not reliable. This is because the observed marker area is very small,
making it difficult to distinguish the different bits of the inner binary
code. Once the observed area of the marker reaches a certain limit,
the proposed method achieves perfect detection in all resolutions.
It must be remarked, that the False Positive Rate is zero in all cases
tested. Since it is a binary problem, the True Negative Rate is one
(TNR = 1 − FPR).

For a comparative evaluation performance between ArUco3 and
the other methods, the TPR has been analyzed individually and the

Fig. 7. True positive ratio. Mean true positive ratio (TPR) for ArUco3, Chilitags, ArUco, ArToolKit+ and AprilTags for resolutions: 2016 p, 1080 p, 720 p, 600 p and 480 p), as function
of the observed area for the set of markers.
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Fig. 8. Parameter ti . Speed of method as a function of the parameter ti for the
different resolutions tested.

results are shown in Fig. 7. As can be observed, ArUco behaves exactly
like ArUco3. AprilTags, however, has very poor behavior in all reso-
lutions, especially as the marker or the image sizes increases. As we
already commented in Section 2, AprilTags does not rely on warp-
ing the marker image but instead does a subsampling of a few pixels
on the image in order to obtain the binary code. This may be one
of the reasons for its poor performance. ArToolKit+ behaves reason-
ably well across all the image resolutions and marker areas, while
Chilitags shows a somewhat unreliable behavior in all resolutions
but 480 p.

In conclusion, the proposed approach behaves similar to the
previous version of ArUco.

4.3. Analysis of parameters

The computing time and robustness of the proposed method
depend mainly on two parameters, namely ti which indicates the
minimum size of the markers detected, and tc, the size of the
canonical image.

The parameter ti has an influence on the computing time, since
it determines the size of the resized image Ir (Eq. (1)). We have ana-
lyzed the speed as a function of this parameter and the results are
shown in Fig. 8. The figure represents the horizontal axis the value ti,
and in the vertical axis, the average speed (measured as frames per
second) in the sequences analyzed, independently of the observed
marker area. A different line has been depicted for each image
resolution. In this case, we have set fixed the parameter tc = 32.

It can be observed that the curves follow a similar pattern in the
five cases analyzed. In general, the maximum increase in speed is
obtained in the range of values ti = (0, 0.2). Beyond that point, the
improvement becomes marginal. To better understand the impact
of this parameter, Table 2 shows the reduction of the input image
size I for different values of ti. For instance, when ti = 0.02, the
resized image Ir is 48% smaller than the original input image I (see
Eq. (1)). Beyond ti = 0.2, the resized image is so small that it has no

Table 2
Image size reduction for different values of ti .

ti 0.01 0.015 0.02 0.1 0.2

Size reduction 0% 31% 48% 82% 90%

Fig. 9. Parameter tc . True positive rate obtained by different configurations of
parameter tc .

big impact in the speedup because there are other steps with a fixed
computing time such as the Step 5 (Marker code extraction).

In any case, it must be noticed that the proposed method is able
to achieve 1000 fps in 2016 p resolutions when detecting markers
larger than 10% (ti = 0.1) of the image area, and the same limit of
1000 fps is achieved for 1080 p resolutions for ti = 0.05.

With regard to the parameter tc, it indirectly influences the speed
since it determines the size of the resized images (Eq. (1)). The
smaller it is, the smaller the resized image Ir. Nevertheless, this
parameter also has an influence on the correct detection of the mark-
ers. The parameter indicates the size of the canonical images used
to identify the binary code of markers. If the canonical image is
very small, pixels are mixed up, and identification is not robust.
Consequently, the goal is to determine the minimum value of tc that
achieves the best TPR. Fig. 9 shows the TPR obtained for different
configurations of the parameter tc. As can be seen, for low values of
the parameter tc (between 8 and 32) the system shows problems in
the detection of markers. However, for tc ≥ 32 there is no improve-
ment in the TPR. Thus, we conclude that the value tc = 32 is the
best choice.

4.4. Precision of corner detection

An important aspect to consider in the detection of the markers is
vertex jitter, which refers to the noise in the estimation of the corners’
location. These errors are problematic because they propagate to the
estimation of the camera pose. In our method, a corner upsampling
step (Step 6 in Section 3.2) is proposed to refine the corners’ estima-
tions from the reduced image Ir to the original image I. This section
analyzes the proposed method comparing the results with the other
marker systems.

Fig. 10. Vertex jitter measured for the different marker systems.
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Table 3
Vertex jitter analysis: Standard deviations of the different methods in estimating the
marker corners.

Method ArUco ArUco3 Chilitags AprilTags ArToolKit+

Average error (pix) 0.140 0.161 0.174 0.225 0.432

In order to perform the experiments, the camera has been placed
at a fixed position recording the set of markers already presented in
Fig. 4a. Since the camera is not moving, the average location esti-
mated for each corner can be considered to be the correct one (i.e., a
Gaussian error distribution is assumed). Then, the standard deviation
is an error measure for the localization of the corners. The process
has been repeated a total of six times at varying distances and the
results obtained are shown in Fig. 10 as box plots. In Table 3, the
average error of each method has been indicated.

As can be observed, the ArUco system obtains the best results,
followed by our proposal ArUco3. However, it can be seen that the
difference between both methods is only 0.02 pixels, which is very
small to consider it relevant. Chilitags shows a similar behavior
to ArUco and ArUco3, but AprilTags and ArToolKit+ exhibit worse
performance.

4.5. Video sequence analysis

This section aims at showing the behavior of the proposed sys-
tem in a realistic scenario. For that purpose, four markers have
been placed in an environment with irregular lighting and a video
sequence has been recorded using a 4 K mobile phone camera.
Fig. 11(a–e) shows the frames 1, 665, 1300, 1700 and 2100 of the
video sequence. At the start of the sequence, the camera is around

5 m away from the markers. The camera approaches the markers and
then moves away again. As can be seen, around frame 650 (Fig. 11b),
the user occludes the markers temporarily.

Fig. 11f shows the values of the parameter ti automatically calcu-
lated along the sequence and Fig. 11g the processing speed. As can
be observed, the system is able to automatically adapt the value of
ti according to the observed marker area, thus adapting the comput-
ing speed of the system. The maximum speed is obtained around the
frame 1300 when the camera is closest to the markers.

It can also be observed that around frame 650 when the user
occludes the markers with his hand, the system is unable to detect
any marker. Thus, the system searches for the full resolution image
(ti = 0) and the speed decreases. However, when the markers are
observed again, the system recovers its speed.

Finally, Fig. 11h shows the threshold values employed for
segmentation in each frame. As can be seen, the system adapts to
the illumination changes. Along the sequence, the system does not
produce any false negative nor positives.

5. Conclusions and future work

This paper has proposed a novel approach for detecting fiducial
markers aimed at maximizing speed while preserving accuracy
and robustness. The proposed method is specially designed to take
advantage of the increasing camera resolutions available nowadays.
Instead of detecting markers in the original image, a smaller
version of the image is employed, in which the detection can be
done at higher speed. By wisely employing a multi-scale image
representation, the proposed method is able to find the position of
the marker corners with subpixel accuracy in the original image.

Fig. 11. Video sequence in a realistic scenario. (a–e) Frames of the video sequence. The camera approaches the marker and then moves away. The user occludes the camera
temporarily. (f) Evolution of the parameter ti automatically computed. (g) Speed of the proposed method in each frame of the sequence. (h) Thresholds automatically computed
for each frame. The system adapts to illumination changes.
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The size of the processed image, as well as the threshold employed
for segmentation, are dynamically adapted in each frame consid-
ering the information of the previous one. As a consequence, the
system speed dynamically adapts in order to achieve the maximum
performance.

As shown experimentally, the proposed method outperforms the
state-of-the-art systems in terms of computing speed, without com-
promising the sensitivity or the precision. Our method is between
17 and 40 times faster than the ArUco approach implemented in
the OpenCV library. When compared to other approaches such as
Chilitags, AprilTags, and ArToolKit+, our method achieves even
higher speedups.

We consider as possible future works to investigate the use of
the proposed method in fisheye cameras, as well as to characterize
the performance when multiple fiducial markers with significantly
different scales are present in the same image.

Our system, which is publicly available as open source code4,
is a cost-effective tool for fast and precise self-localization in
applications such as robotics, unmanned vehicles and augmented
reality applications.
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ABSTRACT Squared fiducial markers are a powerful tool for camera pose estimation in applications such as
robots, unmanned vehicles and augmented reality. The four corners of a single marker are enough to estimate
the pose of a calibrated camera. However, they have some limitations. First, the methods proposed for
detection are ineffective under occlusion. A small occlusion in any part of the marker makes it undetectable.
Second, the range at which they can be detected is limited by their size. Very big markers can be detected
from a far distance, but as the camera approaches them, they are not fully visible, and thus they can not be
detected. Small markers, however, can not be detected from large distances. This paper proposes solutions
to the above-mentioned problems. We propose the Fractal Marker, a novel type of marker that is built as an
aggregation of squared markers, one into another, in a recursive manner. Also, we proposed a novel method
for detecting Fractal Markers under severe occlusions. The results of our experiments show that the proposed
method achieves a wider detection range than traditional markers and great robustness to occlusion.

INDEX TERMS Fiducial markers, marker mapping, pose estimation.

I. INTRODUCTION
Camera pose estimation is a common problem in many
applications. Solutions using natural features have attracted
most of the research effort, reaching a high degree of per-
formance [1], [2]. Nevertheless, they have several limitations
in some realistic scenarios. First, when using a single camera,
the obtained pose is not on the real scale. Second, they require
a certain amount of texture, which in some indoor environ-
ments is not available (e.g., labs and corridors). Third, their
detection and identification can be very time-consuming.

In some use cases, it is possible to place artificial land-
marks to ease the pose estimation task and to solve the above-
mentioned problems. In particular, squared fiducial markers
have become very popular for that purpose [3]–[7]. They are
composed by an external black border, that can be easily
detected in the environment, and a inner binary pattern that
uniquely identify them (see Fig 1d). Their main advantages
are three. First the camera pose can be obtained in the correct
scale by using only its four external corners. Second, their

The associate editor coordinating the review of this manuscript and

approving it for publication was Xiaogang Jin .

detection is extremely fast using low CPU usage [8]. Finally,
their detection is robust to light and perspective transforms.

For these reasons, their use has spread in a wide variety
of fields, such as surgery [9]–[11], distributed autonomous
3D printing [12], human-robot interaction [13], autonomous
aerial vehicle landing [14], [15], patient positioning in radio-
therapy treatments [16], study animal behaviour [17], human
cognitive processes [18], 3D body scanning [19], [20], robotic
grasping [21], underwater manipulation [22], etc.

Despite the many advantages of fiducial markers, their
use in pose estimation has three main drawbacks. First, due
to the fixed size of the marker, there is an intrinsic limita-
tion in the range of possible distances at which it can be
detected. We call this the resolution problem and is shown
in Fig. 1(a-c). The second problem is the occlusion problem.
Most marker detection methods are incapable of dealing
with occlusions and those that deal with it are very slow
(see Fig. 1d). Third, estimating the camera pose using only
the four most external corners discard important information
about the inner marker structure that can be exploited to
improve the precision of the pose [23]. This is the rationale
behind another kind of planar structured markers, such as the
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FIGURE 1. Common problems of squared markers: the resolution problem (a-c) and the occlusion problem (d). Fig. (a-c) show a squared marker observed
at the distances 250 cm, 80 cm and 25 cm from the camera and overlaid as red rectangles the ArUco [4] detections (only works in the first case). Under
the same conditions, Fig. (e-g) show the results of our proposal, the Fractal Marker, overlaying in red color the inner marker corners detected. Fig. (d,h)
show the results in case of occlusion of both methods. As can be seen, Fractal Markers can be detected in more cases than regular squared markers.

chessboards patterns commonly used for calibration tasks in
popular tools such as OpenCV [24].

This paper proposes a novel type of marker, the Fractal
Marker (Fig. 1f), designed as the composition of squared
fiducial markers of different sizes, one into another. As shown
in Fig. 1(e-g), the proposed Fractal Marker can be detected
from a wider range of distances than a single marker. Also,
it alleviates the partial occlusion problem, since the pose
can be estimated from any marker even if the most external
one is occluded (Fig. 1(g,h)). Nevertheless, in order to be
fully robust against occlusion, the second contribution of this
paper is a novel method for marker tracking able to find the
marker (and estimate the pose) by detecting and classifying
its inner corners. Therefore, our method is not only capable
of detecting the marker in case of occlusion, but it is also able
to estimate the pose more precisely by taking advantage of all
the corner information available into the marker.

As our experiments show, our approach achieves a wider
detection range than traditional markers and high robustness
to occlusion, while adding little computational cost. The pro-
posed method is a step forward for the use of fiducial markers
that allow expanding their use to applications where only a
partial view of the marker is expected, or it must be detected
from a wide range of distances, such as augmented reality
applications where interaction causes frequent occlusion of
the marker, or drone landing tasks where the marker must be
detected at a very large range of distances.

The remainder of this work is organized as follow.
Section II reviews the related works, while Section III
explains the design of Fractal Markers and Section IV
describes the proposed method for pose estimation using
them. Finally, Section V shows the experimentation carried
out and Section VI draws some conclusions.

II. RELATED WORKS
As previously indicated, fiducial markers are a very popular
method for pose estimation, and several approaches have
been proposed. ARToolKit [25] is one of the first square-
based fiducial markers systems. It is composed by a set of
valid image patterns inside a wide black square. Despite
its success, it presents several limitations. Their matching
method presents both high false positive rates and inter-
marker confusion rates. ARToolKit Plus [26] tries to solve
its deficiencies by employing a binary BCH code [27] that
provides a robust detection and correction. Nevertheless,
the project was finally halted and followed by Studierstube
project [28].

BinARyID [29] uses a method to generate customizable
binary-coded markers instead of using a pre-defined dataset.
However, the system does not consider possible errors in
the detection and correction. Nevertheless, these aspects are
considered by AprilTags [5] which introduces methods for
correction.

ArUco [4] proposes a robust method for markers detection.
It uses an adaptive thresholding method which is robust to
different illumination conditions and performs error detection
and correction of the binary codes implemented. Also, ArUco
presents a method to generate markers that maximizes the
inter-marker distance and the number of bit transitions, using
Mixed Integer Linear Programming [30].

A recent work [8] introduces improvements allowing to
speed up the computing time in video sequences by wisely
exploiting temporal information and an applying a multiscale
approach.

Despite the significant advances achieved so far, fiducial
markers have some limitations. First, if the marker is partially
occluded, pose estimation cannot be done. Second, the fixed
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size of the marker makes it impossible to detect them under a
wide range of distances.

Some authors have proposed alternatives to overcome the
above problems. TheArUco library partially solves the occlu-
sion problem by using multiple markers creating what they
call board. A board is a pattern composed ofmultiplemarkers
and all of them referred to the same reference system.

On the other hand, ARTag [3] handles the partial occlusion
using an edge based method. Edge pixels are thresholded and
connected in segments, which are grouped into sets and used
to create a mapping homography. Nevertheless, markers can
not be detected when more than one edge is occluded and
their is very slow.

Another approach to alleviate the occlusion problem is
proposed by Alvarez et al. [31]. The authors propose a type of
markers with textured and coloured borders. The system has a
database of descriptors of the patterns, which are used in case
of occlusion. Their approach have several limitations though.
First, marker generation is a complex process requiring an
offline process to create a database of SIFT keypoint descrip-
tors. Second, they do not deal with the problem of detecting
the marker under a wide range of distances.

Another very popular library is Apriltag3 [32], which intro-
duces a new configurable marker concept that allows employ-
ing recursive patterns. Although in theory their system could
be adapted to solve the same problems we are solving in this
paper, they do not show deal with them in their publication.

Finally, HArCo [33] is the work most the related to ours.
The authors propose a new hierarchical marker structure.
Assuming that small pixel changes in the cells of a tradi-
tional marker do not change the detection and identification
of markers, white cells are replaced by new layers of sub-
markers. HArCo system uses the same methodology pro-
posed by ArUco for the individualized detection of the mark-
ers that compose the hierarchical marker, and the final pose
estimation is given by the mean of the positions provided by
all the markers correctly detected. Unfortunately the HArCo
system is not available for public use and consequently it is
not possible to compare against it.

This work proposes the Fractal Marker as an alternative
to overcome the occlusion and resolution problems. Multiple
markers are used sharing the same reference point. Unlike
the marker board where the markers are displaced at different
distances from the common center, our method proposes
that there is no displacement. For this it is necessary to use
markers of different sizes that can be configured, giving the
appearance of a recursive marker.

III. FRACTAL MARKER DESIGN
Let us define a FractalMarkerF as a set ofm squaredmarkers
(f 1, f 2, . . . , f m), placed one into the another in a recur-
sive manner (see Fig. 2). In a Fractal Marker, each squared
marker f i is comprised by an external black border (for fast
detection), a region reserved for bit identification (shown in
grey), and a white region surrounding its inner marker f i+1.
This white band is necessary to ease the detection of the

FIGURE 2. Generic structure of Fractal Marker F , in which each marker is
composed of a set of cells that can be grouped into three categories. The
black band correspond to the marker border, the gray cells configure and
uniquely determine the marker, and finally, the white band facilitate the
detection of the inner marker.

inner marker black border. This section explains the proposed
design to generate Fractal Markers.

Let denote s(f i), n(f i) and k(f i) the length side of the black
region, the identification region (shown in gray) and the white
region, respectively, shown Fig. 2, for a squared marker f i.
There is an exception for the most internal marker f m. In this
case, the white region will not be necessary because no
marker will be placed inside it, i.e., k(f m) = 0. Notice that
these values are calculatedwith regard to the reference system
with origin in the bottom left external corner of the internal
marker f i.

Formally speaking, the only restrictions for the values of
s(f i), n(f i) and k(f i) are:

s(f i+1) < k(f i)∀i 6= m,

and

k(f i) < n(f i) < s(f i)∀i.

Each marker f i can have a different number of bits for
region identification depending on the area of its identifica-
tion region (of length n(f i)). Please notice that the number of
bits in the identification region of f i is less than in a traditional
squared fiducial marker.

Then, the size of region codification of internal markers
f i, i ∈ {1, . . . ,m} is (see Fig. 2):

SR(f i) = n(f i)2 − k(f i)2. (1)

Fig. 3 shows two different possible combinations of inter-
nal markers for a Fractal Marker. Fig. 3a shows a Fractal
Marker composed of two internal markers s(f 1) = 12,
n(f 1) = 10, k(f 1) = 6, SR(f 1) = 64 and s(f 2) = 8,
n(f 2) = 6, k(f 2) = 0, SR(f 2) = 36. In Fig. 3b, the Fractal
Marker is composed of three internal markers s(f 1) = 10,
n(f 1) = 8, k(f 1) = 6, SR(f 1) = 28; s(f 2) = 8, n(f 2) = 6,
k(f 2) = 4, SR(f 2) = 20 and s(f 3) = 4, n(f 3) = 2, k(f 3) = 0,
SR(f 3) = 4.
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FIGURE 3. Examples of different configurations of Fractal Marker and
areas of identification region SR (f i ). (a) Fractal Marker composed of two
internal markers F = {f 1, f 2}, whose identification areas are SR (f 1) = 64
and SR (f 2) = 36. (b) Fractal Marker composed of three internal markers
F = {f 1, f 2, f 3}, whose identification areas are SR (f 1) = 28, SR (f 2) = 20,
SR (f 3) = 4.

FIGURE 4. Fractal Marker composed of two internal markers. The inner
corners of marker f 1 and f 2 are shown in red and in green respectively.

The selected configuration depends on the needs of
the application. The more internal markers are employed,
the larger the operating range of the Fractal Marker.

Let us denote

bits(f i) = (bi1, . . . b
i
j, . . . b

i
SR(f i)

), (2)

where bij ∈ {0, 1}, ∀j = 1, . . . , SR(f i), to the information
bits of marker f i. Notice that the bit sequence is created
row by row starting from the top-left bit (see Fig.5). The
inner bits of a Fractal Marker are randomly generated using
a Bernoulli distribution (i.e., bij ∼ Be(1/2)). However, not
any configuration randomly obtained can be considered valid
because some of them are identical under rotation. To avoid
that, a randomly generated marker is considered valid when
the Hamming distance in its three possible rotations is greater

than zero, i.e.:

H (bits(f i), bits(Rj(f i))) > 0, ∀j ∈ {
π

2
, π,

3π
2
}, (3)

where H is the Hamming distance between two markers,
and Rj is a function that rotates the marker matrix f i in the
clockwise direction a total of j degrees (see Fig. 5). If Eq 3 is
not fulfilled, then the marker f i is not valid and the process
of randomly selecting bits is repeated until a valid marker f i

is obtained. A Fractal Marker F is valid when all inner
markers f i are valid.

Marker detection and pose estimation is based on detecting
and analyzing the projection the marker corners in the image.
Let us denote the three-dimensional coordinates of the four
external corners of f i as w.r.t. the marker center as:

ci1 = (s(f i)/2,−s(f i)/2, 0)
ci2 = (s(f i)/2, s(f i)/2, 0)
ci3 = (−s(f i)/2, s(f i)/2, 0)
ci4 = (−s(f i)/2,−s(f i)/2, 0) (4)

We are assumming that the marker is printed on a planar
surface, thus, the third component is zero for all the corners.

In addition to four external corners cij ∈ R3 (Eq. 4) of each
marker f i, there is a set of internal corners (see Fig. 4) that can
be wisely employed for marker tracking in case of occlusion,
and also refine the pose.

Let us denote as W i the set of internal corners of marker
f i ∈ F :

W i
= (wi1, . . . ,w

i
n),w

i
j ∈ R3

where wij are the three-dimentional coordinates as w.r.t. the
marker center. Fig. 4 shows an example of a Fractal Marker
composed by two markers f 1 and f 2 where their internal
corners have been depicted as red and green coloured circles,
respectively. Please notice that four external corners of mark-
ers are not included as internal corners for any marker.

Finally, let us denote

Ci = {{W i
}, ci1, c

i
2, c

i
3, c

i
4},

to the set of internal and most external corners of each marker
f i ∈ F , and

C(F) = {{Ci}/f i ∈ F}
to the set of all the marker corners of a Fractal Marker F .

FIGURE 5. Four possible rotations of a marker f i .
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FIGURE 6. General workflow of proposed method for marker pose
estimation.

IV. FRACTAL MARKER DETECTION
This section explains the proposed method for detecting and
tracking Fractal Markers under occlusion. Fig. 6 depicts the
workflow of our method. The first step of the process is
to detect markers (Section IV-A). If at least one marker is
detected, the detected corners are used to obtain an initial esti-
mation of the marker pose (Section IV-B), which is employed
to project the expected location of the Fractal Marker
corners C(F) in the image. The projected locations are used as
the starting point for a refinement process to accurately find
their location in the image. The whole set of refined corners
and then used to compute again the marker pose, which now
contains more points and thus obtains a more precise location
(Section IV-C).

If no makers are detected in the initial step, our method
aims at detecting the marker location using the previous
detection as the starting point. To do so, the FAST [34]
corner detector is employed to extract all the relevant corners
in the image. The corners are then classified into the three
categories(explained in Sect. IV-D). Then, a novel method for
matching the observed corners with the marker corners C(F)
using the RANSAC algorithm is employed. As a result, our
method is able to obtain an initial marker pose. At this point,
this branch of the workflow merges to the other one in the
‘‘corner projection’’ step, in order to obtain a refined marker
pose (Section IV-D).

This section provides a detailed explanation of the different
steps involved in the process.

A. MARKERS DETECTION
The first step of the process is trying to detect the markers f i

that compose the Fractal Marker. This process is the same
employed in [4] and is only able to extract the most external
corners cij of a marker f i. To do so, the following steps are
employed :

1) IMAGE SEGMENTATION
A Fractal Marker is composed of several squared-based
markers which have a black border surrounded by a white
space that facilitates its detection. The method uses a local
adaptive threshold which makes a robust detection regardless
of light conditions (Fig. 7b).

2) CONTOUR EXTRACTION AND FILTERING
Contour extraction of each internal marker is performed by
Suzuki and Abe [35] algorithm. It provides a set of contours,

FIGURE 7. Detection and identification of Fractal Markers. (a) Original
image. (b) Thresholded image showing the result of contour extraction
and filtering. (c and e) Canonical images of rectangular contours
containing our markers. (d and f) Binarized versions of the canonical
images.

many of which correspond to unwanted objects. A filter-
ing process is carried out using Douglas and Peucker algo-
rithm [36] which selects only the ones most similar to a
polygon (Fig. 7b).

3) MARKER CODE EXTRACTION
The next step consists in analyzing the inner region of the
remaining contours to determine which of them are valid
markers. First, it is necessary to remove perspective pro-
jection (using a homography transform) and subsequently
thresholded using Otsu’s method [37]. The resulting image
is divided into a regular grid and each element is assigned
the value 0 or 1 depending on the values of the majority of
pixels (Fig. 7(c-f)) Finally, it is necessary to compare the
candidate marker with a set of valid markers. Four possible
comparisons of each candidate are made, corresponding to
the four possible orientations.

As a result of the process, an initial set of external marker
corners C′ belonging to the external black borders is obtained.
An initial pose can be obtained from them as explained later
in Section IV-B.

B. MARKER POSE ESTIMATION
Let us define the pose of a marker θ ∈ R6 by its three
rotational and translational components r = (rx , ry, rz) and
t = (tx , ty, tz):

θ = (r, t) | r, t ∈ R3 (5)

Using Rodrigues’ rotation formula, the rotation matrix R can
be obtained from r .
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FIGURE 8. (a) Detection of markers and external corners in original image. (b) Initial estimation of the position using external corners of the detected
markers. (c) Refinement of the pose estimation: the green points represent the estimate of the previous step (b), in red the new estimation.

A point p ∈ R3 projects into the camera plane into a pixel
u ∈ R2. Assuming that the camera parameters are known,
the projection can be obtained as a function:

u = 9(δ, θ, p), (6)

where

δ = (fx , fy, cx , cy, k1, . . . , kn),

refers to the camera intrinsic parameters, comprised by the
focal distances (fx , fy), optical center (cx , cy) and distortion
parameters (k1, . . . , kn) [24].

Then, marker pose estimation is the problem ofminimizing
the reprojection error of the observed marker corners:

θ̂ = argmin
θ

∑
p∈D

[9(δ, θ, p)− O(p)]2 (7)

where O(p) ∈ R2 is the observed position in the camera
image of corner p ∈ D. The corner set D can have any type
of corners ( i.e., external and internal corners).

When all the points lay in the same plane, it is a special
case that can be solved using specific methods such as the
Infinitesimal Plane-Based Pose Estimation (IPPE) [38].

C. CORNER PROJECTION AND REFINEMENT
Once an initial estimation of the marker pose is obtained
from a reduced set of corners C′, it is possible to find all
the visible corners and use them to refine the pose even
further. To do so, first, all the marker in C(F) are pro-
jected (Eq. 6) on the camera image. Then their location is
refined up to subpixel accuracy. Finally, the refined corner
locations are employed then to obtain a refined pose using
again Eq. 7.

Subpixel corner refinement consists in analyzing a small
squared region of length smin around the corner location to
find the maxima of the derivative within the region. In smaller
images, the region of analysis becomes smaller and thus the
computing time is greatly reduced. Consequently, the corner
refinement process is done as a multiscale process using an
image pyramid of the original image. We start by finding,
for each corner, the smaller image of the pyramid at which
the corner can be first refined. After an initial refinement, its

location is refined again in the next (and larger) image of the
pyramid. The process is repeated until the corner is finally
refined in the original image.

Let us denote I = (I0, I2, . . . , Ip) as the image pyramid,
where I0 is the original image, which is scaled using a scale
factor of two. For each marker, we select the initial image in
the pyramid I j ∈ I for refinement as:

I j = argmin
I i∈I

|P(f )− τ (f )2| (8)

where P(f ) is the projected area of the marker f in the
image I i and τ (f ) the optimum marker length for refinement.
Please notice that in order to refine the corners, there must
be a minimum separation of smin pixels between them. Thus,
we define τ (f ) = smin×s(f ). For instance, if smin = 10, for a
marker f such that s(f ) = 12, then we have that τ (f ) = 120.
Finally, let us point out that if a marker looks very small in
the original image I0 (i.e., P(f ) < τ (f )), its corners are not
refined neither used for pose estimation.

Fig. 8 shows the result of the proposed method. In Fig. 8a
we show an input image where the two internal mark-
ers (shown in green) have been detected using the method
described in Section IV-A. Fig. 8b shows the projected inner
corners after the first pose estimation. Finally, Fig. 8c shows
in red the refined corner locations with the proposed method.
As can be observed, the initially projected corners (green)
are not as precisely located as the refined ones. The refined
corners are employed later to obtain amore precise estimation
of the marker pose.

The corner refinement process must also consider the pos-
sibility of occlusion, i.e., the refinement process cannot be
done for markers that are occluded in the image. In order
to account for that possibility, a couple of conditions are
analyzed for each corner during the refinement process. First,
it is analyzed if the region around the corner has low contrast.
Since we are dealing with black and white markers, we can
expect a corner to be in a region of high contrast, thus, if
the difference between the brightest and darkest pixels within
the corner region is smaller than τc, the corner is considered
occluded and discarded from the process. Second, we discard
corners that undergo large displacements during the refine-
ment process.
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FIGURE 9. (a) Original image showing the region of interest. (b) Results of applying the FAST detector (blue dots). (c) Examples of corner classification (d)
Filtered and classified keypoints. Each color (blue, green and red dots) represent a different keypoint class.

FIGURE 10. The three categories a keypoint can belong to. Each keypoint
will be assigned to one of these three categories, or discarded.

D. KEYPOINT-BASED MARKER DETECTION
In case that after the marker detection step (Section IV-A)
no marker has been detected, our method aims at finding the
FractalMarker using the previously available detection. To do
so, our method searches for the marker corners around their
last observed location using a keypoint-based approach that
can be enunciated as follows.

1) REGION OF INTEREST ESTIMATION
If the movement of the marker (or the camera) is not very fast,
the marker should appear in the next frame near to its location
in the previous one. In order to speed up the process, a region
of interest is defined to limit the area for corner detection
(next step). The region is defined around the center of the
previous marker detection, with an area slightly larger than
the previously observed marker area (Fig. 9a). Indeed, in case
of large camera movements between frames, the region of
interest may not cover the new marker position and thus the
marker may not be found. In that case, it will be necessary to
wait until a marker is detected using the previously explained
method (Section IV-A).

2) CORNER DETECTION AND CLASSIFICATION
The FAST keypoint detection algorithm [34] is applied in the
region of interest (Fig. 9b) and a couple of controls are estab-
lished for each detected keypoint in order to remove these
unlikely to belong to marker corners. First, keypoints with
a low response of the FAST detector are removed, retaining
only these above the 20th percentile. Second, a keypoint is

removed if the contrast in a squared neighborhood region of
l×l pixels, is below τc. We have experimentally observed that
the value l = 10 provides good results. For the remaining
keypoints, we apply a novel algorithm that analyzes if it
belongs to one of the three possible categories K ∈ 1, 2, 3
shown in Fig. 10. Please notice, that these are the three types
of corners that a marker can have. It can be seen as a very
simple keypoint descriptor with only three different values.

The proposed method for keypoint classification is
explained in Algorithm 1. First, the region around the
keypoint is binarized using the average pixel intensity as
threshold. Then, connected components are computed and the
simple rules shown in lines 5-13 are applied for classification.
The classification result of keypoints in Fig. 9b is shown in
Fig. 9(c-d), where the keypoint K = 1 are shown in green
color, K = 2 in red color and K = 3 in blue color.

Algorithm 1 Keypoint Classification
1: R← roi(I , k, l) # Region of interest for image I, centered
in the keypoint k with region size l × l

2: Rb← thresholdAvrg(R) # Binarize R using the average
pixel intensity as threshold

3: C ← connectedComponents(Rb) # Determine the num-
ber of connected components of Rb

4: K ← 0 # Init class
5: if C = 2 then
6: if countNonZero(Rb) > countZero(Rb) then
7: K ← 1; # Set k as class 1
8: else
9: K ← 2; # Set k as class 2
10: end if
11: else if C > 2 then
12: K ← 3; # Set k as class 3
13: end if
14: return K

3) RANSAC KEYPOINT MATCHING
Once the keypoints have been classified, the next step consists
in determining to which internal marker corner (W i) each
keypoint corresponds to. Although the classification helps to
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drastically reduce the number of candidates, it is not enough
to uniquely match it. Using the previous Fractal Marker
detection, it is possible to reduce even further the possible
matches by setting a radius search r , which is automati-
cally calculated based on the visible area occupied by the
marker. Assuming that the camera/marker movement is not
very large, the detected keypoint must correspond to any of
the inner corners observed within the search region in the
previous image. Even so, more than one inner corner of the
same class can be assigned to each keypoint. Thus, a method
to robustly match each keypoint to its corresponding inner
corner is proposed using a RANSAC approach.

The basic idea is that there exists a homography that relates
the inner cornersW i to the observed keypoints in the camera
image. Theminimum number of correspondences to compute
such homography is four, and if the correspondences are
correct, then, the homography will project the inner corner
very near to a detected keypoint of the appropriate class.
In that case, we have an inlier, and if the homography com-
puted using these four points is good, then, it must produce
a lot of inliers. Using these ideas, a RANSAC algorithm is
employed to compute the correspondences. The algorithm
will stop when a maximum number of iterations (nit ) is
reached, or if the percentage of inliers is above a percentage of
the total number of inner corners α. If the maximum number
of iterations is reached, the obtained solution is considered
valid if the number of inliers is greater than a percentage β.

As a result of the previous steps, an initial set of inner
marker corners is obtained that is used to obtain an initial
camera pose. The reader is referred to the Fig. 6, where the
general workflow is explained.

V. EXPERIMENTS AND RESULTS
This section explains the experiments conducted to validate
our proposal. A total of five experiments have been carried
out in order to compare the performance of the proposed
Fractal Markers versus traditional markers. Our experiments
aims at evaluating the range detection capability, the robust-
ness to partial occlusion, the precision in the estimation of the
pose and the speed of the proposed method. For comparison,
the ArUco library [4] has been used as the traditional markers
system.

The experiments have been performed using an iphone SE
using an image resolution of 3840× 2160 and all the images
and videos employed for experiments are publicly available.1

The experiments have been conducted using a single CPU
of an IntelrCoreTM i7-7500U 2.70GHz x 4-core processor
with 8GB RAM running Ubuntu 18.04. The values for the
parameters of our method employed in the tests are shown
in Table 1.

A. DETECTION RANGE ANALYSIS
This experiment aims at comparing the detection ranges of the
proposed method with traditional markers. We have printed a

1https://mega.nz/#F!qyA1QAhR!BqwdzE-tqJI2BrbzDZRcag

TABLE 1. Parameters values used in our experimentation.

Fractal Marker comprised of three internal markers f 1, f 2, f 3

with side lengths of 41.3 cm, 17.5 cm and 5.9 cm, respec-
tively. Five video sequences (a total of 10445 frames) have
been recorded starting from a very distant location from the
marker (so that it can not be detected) and approaching to
the marker until the camera autofocus is no longer able to
obtain a clear image. Fig. 11(b-d) show images from one
of the video sequences at different distances. The colored
lines enclosing the markers (blue, red and yellow) have
been overlaid on the images to ease the explanation of the
figure.

The video sequences have been processed using both our
method and the ArUco library. For that purpose, ArUco has
been appropriately adapted to detect the inner markers of the
Fractal Marker by ignoring the bits in the central region of
side length k(f i). In this way, we can compare the results
of ArUco and our method in the same video sequence (and
thus the same conditions). Fig. 11a shows the True Positive
Rate (TPR) of both methods as a function of the distance to
the marker. While the colored lines show the TPR for each
individual marker using ArUco, the grey area corresponds to
our fractal approach. Please notice that the horizontal axis is
in logarithmic scale. As can be observed, the proposed Fractal
Marker can be detected within a large range of distances, i.e.
[7, 2000] cm, while each individual marker has a much more
reduced detection range.
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FIGURE 11. (a) True positive detection rates as a function of the distance
to the markers. Each coloured line correspond to one of the inner
markers that compose the Fractal Marker. The grey area correspond to
the detection range of the complete Fractal Marker. (b-d) Different views
of the Fractal Marker employed for the experiments.

FIGURE 12. Vertex jitter before and after the proposed corner refinement.
The proposed method improves accuracy.

B. VERTEX JITTER ANALYSIS
Vertex jitter refers to the standard deviation in the estimation
of the corners that a method obtains in a sequence of images
where neither the marker nor the camera moves. The stan-
dard deviation from the central position is an indication of
the method precision. Please notice that error in the corners
estimation is propagated to the pose (Eq. 7). This experiment
aims at analyzing the impact of the proposed method for
corner projection and refinement (Section IV-C) in the vertex
jitter. A total of seven video sequences have been recorded
pointing at a Fractal Marker (with three inner markers of
side lengths 15 cm, 6.4 cm and 2.1cm) at different distances
between 49 cm and 2.74 m, having both the camera and the
marker static.

Fig. 12 shows the vertex jitter of the original ArUcomarker
detection method (i.e., the output of Markers Detection
(see Fig. 6), and after applying the whole proposed workflow
(i.e., after Corner projection and refinement). As can be

TABLE 2. Average Computing times (in milliseconds) of the different
steps involved in Fractal Marker detection and tracking.

observed, the proposed method for corner refinement allows
reducing the vertex jitter. As a consequence, a more stable
and precise camera pose estimation can be expected.

C. COMPUTING TIMES
The goal of this section is to show the computing times
of each one of the components of our system. Indeed, our
method requires more computing time than a system that
detect only markers, since we perform a series of addi-
tional steps. Table 2 shows the average computing times
employed by the different step shown in Fig. 6 using a total
of 1037 images of resolution 3840 × 2160. For our tests,
ArUco [4] library has been used for marker detection using
the DM_NORMAL mode.

As can be seen, the steps proposed in this work adds
relatively small overload to the total computing time. The
initial step ‘‘Marker Detection’’, which is the same as in
traditional marker detection, is the most time-consuming pro-
cess. It must be remarked, though, that the number of internal
markers of the Fractal Marker has no meaningful impact on
the computing time of this step. Also, please notice that the
‘‘Keypoint-basedmarker detection’’ process is only necessary
when none of the internal markers are detected in the first
step. Thus, in most of the cases, our method will only add a
negligible amount of time to the total computation.

D. FRACTAL MARKER DETECTION WITH OCCLUSION
The goal of the following experiment is to analyze the robust-
ness and precision of the proposed method in detecting Frac-
tal Markers under several degrees of occlusion. Please notice
that the tracking capabilities of our method are not tested in
this experiment but in the next Section.

A total of 60 images have been taken showing three differ-
ent Fractal Markers from different viewpoints and distances
(ranging from 10 cm to 1.5 m) under controlled indoor illu-
mination. The first Fractal Marker has two inner markers of
side lengths 29.0 cm and 7.2 cm, the second Fractal Marker
has three inner markers of side lengths 29.0 cm, 11.5 cm and
2.9 cm, and the third Fractal Marker has four inner markers
of side lengths 29.0 cm, 14.5 cm, 3.6 cm and 0.9 cm.

To produce systematic occlusion, [39] proposes the use of
a white paper template on the marker located in the bottom
corner of the marker so that the surface of the marker was
gradually overlapped. In our experiments, to know exactly
the percentage of the occluded area, circles of random radius
have been overlaid at random locations into the marker,
as shown in Fig. 13. The color of a circle is randomly selected
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FIGURE 13. Some of the images employed to test detection under occlusion. Different levels of occlusion are synthetically added to the images:
(a) 11.29%, (b) 33.19%, (c) 53.92%, (d) 73.37%.

FIGURE 14. Average (red) and Standard deviation (blue) of the
normalized error for different occlusion levels. See text for details.

as white or black. Since it is a synthetic occlusion, we know
exactly the percentage of the marker that is occluded. For
each marker, we have generated a total of 1000 synthetic
images (3000 in total), so that the resulting occlusion levels
are equally distributed in the range [1, 85]%. Above 85%
detection becomes almost impossible.

The ground truth of an image are the locations of the
four most external corners of f 1 obtained without occlusion.
Then, for each image with occlusion, the error is measured
as the average distance between the ground truth locations
and the estimated using our method. Please notice that the
distance is measured in pixels, and thus the error is inversely
proportional to the distance to the marker (or to the area
occupied by the marker in the image). In order to correct this
effect and being able to compare the results of images taken
at different distances, the error is normalized dividing by the
area of the marker in the image.

The results obtained are shown in Fig. 14 as box plots
(average and standard deviation). The results obtained show
that when the occlusion level is below 50%, it has a negligible
impact on the error. For larger values of occlusion, the pre-
cision starts to be affected. In contrast to traditional marker
detectors such as ArUco or AprilTag that are not robust to
occlusion, our method exhibits a very robust behavior.

E. ANALYSIS OF KEYPOINT-BASED MARKER DETECTION
Our proposal includes a method to detect a Fractal Marker
even when no internal markers have been detected. Our pro-
posal for detection in these situations relies on a novel type of
keypoint descriptor combined with the RANSAC algorithm.
This section aims at analyzing the precision and robustness
of the Keypoint-based marker detection. To do so, we have
employed a video sequence of 1037 frames where a Fractal
Marker composed by three inner markers of side lengths
15 cm, 6.4 cm and 2.1 cm was recorded at different distances
(ranging from 28 cm to 1.44 m) and under controlled indoor
illumination.

If we process the video sequence using the proposed work-
flow (Fig. 6), the keypoint-basedmarker detector would never
be applied since at least one marker is detected in every
frame. In order to be able to analyze the Keypoint-based
marker detection, we force the system to follow that path,
i.e., assuming that no markers have been detected except for
the first frame.

The ground truth of each frame consists in the four corners
of the most external marker of the Fractal Marker, computed
with our method using the regular workflow. Then, the result
is compared to the location estimated following the Keypoint-
based marker detection path, and the error normalized divid-
ing by the marker area observed in the frame. The results are
shown in Fig. 15a. The highest values are observer around
frame 800 because the camera is nearer to the camera. Nev-
ertheless, it can be observed that the differences with the
standard method are negligible.

The impact of occlusion in the error has been analyzed
by synthetically adding it as in the previous experiment.
For each frame, random circles have been drawn on the
marker, simulating occlusions of 30% and 60%. A total
of 20 synthetic images were used for each frame and occlu-
sion percentage. The average errors obtained are shown
in Fig. 15(b-c). As can be seen, the errors for a 30% occlusion
are similar to these when there is no occlusion. Neverthe-
less, for occlusion of 60%, we can see an increase in the
error.

As a conclusion, we can indicate that the proposed
method for Fractal Marker Detection is reliable under
occlusion.
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FIGURE 15. Normalized pixel error of the Keypoint-based marker detection method for one video sequence using different levels of synthetic occlusion:
(a) 0%, (b) 30%, (c) 60%.

VI. CONCLUSION
This paper has proposed the Fractal Marker, a novel type of
marker that can be detected in a wider range of distances that
traditional fiducial markers. FractalMarkers are comprised of
a set of rectangular markers, one into another, in a recursive
manner. We propose a method to design Fractal Markers with
an arbitrary number of inner markers so that its detection
range can be increased by adding more levels.

In addition, this paper proposes a method for detecting
Fractal Markers under severe occlusions. In contrast to tradi-
tional markers that are very sensitive to occlusion, ourmethod
can detect highly occluded markers at a minimum computing
cost. Even if no markers can be detected in the first stage
of the process, our proposed method is capable of detecting
the marker by a novel keypoint-based method. We propose a
very basic type of keypoint that distinguishes the three type
of corners that a marker can have and a novel RANSAC-
based algorithm to detect the Fractal Marker based on these
keypoints.

The experiments conducted show that the proposedmethod
is reliable and accurate, adding little computation time to
the traditional marker detection step. Finally, we would like
to indicate that the proposed method has been integrated as
part of the ArUco library,2 and is publicly available for other
researchers to use it.

As possible future work, we point out the possibility of
generatingmultiple FractalMakers for those applications that
need more than one.
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In the last few years, squared fiducialmarkers have become a popular and efficient tool to solvemonocular local-
ization and tracking problems at a very low cost. Nevertheless, marker detection is affected by noise and blur:
small camera movements may cause image blurriness that prevents marker detection.
The contribution of this paper is two-fold. First, it proposes a novel approach for estimating the location of
markers in images using a set of Discriminative Correlation Filters (DCF). The proposed method outperforms
state-of-the-art methods for marker detection and standard DCFs in terms of speed, precision, and sensitivity.
Our method is robust to blur and scales very well with image resolution, obtaining more than 200fps in HD im-
ages using a single CPU thread.
As a second contribution, this paper proposes a method for camera localization with marker maps employing a
predictive approach to detect visible markers with high precision, speed, and robustness to blurriness. The
method has been compared to the state-of-the-art SLAM methods obtaining, better accuracy, sensitivity, and
speed. The proposed approach is publicly available as part of the ArUco library.

© 2020 Elsevier B.V. All rights reserved.

1. Introduction

Squared fiducial markers have become a popular and efficient
method to solve monocular localization and tracking problems at a
very low cost in indoor environments. In medical applications, they
are used for tracking of surgical equipment [1–3]. In augmented reality
(AR) problems, it is employed to estimate the camerapose so as to prop-
erly render the scene [4,5]. In autonomous navigation or drone landing,
it provides visual references for navigation and landing [6–8].

The recentworks in squaredmarkers [9,10]make it is possible to es-
timate the camera pose in the environment (with the correct scale) by
just analyzing images where some markers are visible. Given a set of
these markers printed on a regular piece of paper and placed randomly
in the environment (Fig. 1a), it is possible to estimate their three-
dimensional location from a set of images or a video sequence showing
them (Fig. 1b). This method allows obtaining motion tracking systems
of very low cost, requiring only a camera.

Nevertheless, one of the limitations of these techniques is that the
detection of markers is sensitive to blurring. Fig. 2 shows the appear-
ance of the markers under different blurring levels obtained by moving
the camera at different speeds. Even at low camera speeds,manually re-
corded videos have blurriness that prevents detection (see Fig. 2b). This

effect happens either because the camera, which is not placed on a gim-
bal (e.g. in low-cost AR applications or drone landing), or because the
marker moves fast (surgical equipment tracking). The high sensitivity
to blurring is a limitation to the spread of that technology in applications
of low cost and low computing power.

The contribution of this paper is two-fold. First, this work proposes
a novel approach for estimating the location of markers in images,
that is both fast and robust to blur, which consists in employing a
set of Discriminative Correlation Filters (DCF). In order to speed up
computation, our method employs a pyramid of images and selects
at each frame the one where tracking can be done at maximum
speed. Fig. 2 shows the tracking capabilities of the proposed method.
As a second contribution, we propose a novel approach for monocular
camera pose estimation using marker maps. The proposed method,
given a marker map, employs the previous trackers and a predictive
approach to detect visible markers with high precision, speed, and ro-
bustness to blurriness.

The experiments conducted shows that the proposed marker track-
ing method is fastest and more robust to blur than the state-of-the-art
marker detection algorithms, and more precise than the best DCFs. In
addition, our proposal is compared with three state-of-the-art SLAM
methods: ORBSlam2 [11], LDSO [12], and UcoSLAM [13]. Our method
outperforms them in terms of speed and precision. The proposed
method is publicly available as part of the ArUco library.1
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The remainder of this paper is structured as follows. Sect. 2 provides
an overview of the relatedworks, while Sect. 3 explains the basis of DCF.
Our contributions are explained in Sect. 4 and 5, while Sect. 6 presents
the experiments conducted and Sect. 7 draws some conclusions.

2. Related works

2.1. Fiducial marker systems

A large number of systems based on planar markers have emerged
due to their high accuracy, robustness, and speed in camera pose esti-
mation and tracking processes.

Some works propose the use of circular planar markers [14–17],
where the identification is embedded in sectors or concentric rings.
Also, FourierTag [18] where the information is represented in the fre-
quency domain and the length of information provided is a function of
the distance from the camera to the marker.

However, systems based on square planar markers are the most
widely used [10,19–24].

ChromaTag [23], unlike traditional gray planar markers, proposes
the use of colored markers where extreme color gradients are used in
the initial marker detection, reducing the number of candidate markers
to be analyzed.

To solve the camera pose estimation problem, some works have fo-
cused on the use of fiducial markers in the Structure fromMotion (SfM)
and Simultaneous Localization and Mapping (SLAM) methods. These
marker-based systems solve several problems associated with
keypoint-based approaches, such as scale, rotations, or areas with low
texture (corridors, ceilings, etc.). The MarkerMap [25] work proposes
a method for the creation of a marker map, solving the problem of am-
biguity. On the other hand, work [26] presents an SfM method where
markers are used to correct image matches. The recent work UcoSLAM
[13] combines the use of natural and artificial landmarks. The system al-
lows obtaining the scale of the map as soon as a marker has been de-
tected in the environment and does a continuous localization by
fusing information from natural landmarks andmarkers, which provide
stable references along time.

2.2. Discriminative correlation filters

Since the appearance of the work of Bolme et al. [27] withMinimum
Output Sum of Squared Error (MOSSE), discriminative correlations fil-
ters (DCF) have increased their popularity, becoming one of the main
methods of visual tracking due to its efficiency and robustness.

Many other researchers have work on improving several aspects of
the initial MOSSE proposal. Henriques et al. [28] replaces the use of
grayscale filters by using HOG features, Danelljan et al. [29] introduces
learningmulti-channel filterswith Colornames, Li et al. [30] and Lukežič
et al. [31] use the integration of both HOG and Colornames. Other works
employing convolutional features of CNNs [32–34] have shown high
performance.

DCF usually has limited information about the contour, leading to
false positives in some scenarios such as rapid movement, occlusion,
or background noise. Mueller et al. [35] use context information in filter
training to improve the performance of state-of-art algorithms without
incurring in high computational costs. On the other hand, to reduce the
boundary effects Danneljan et al. [36] reformulate the learning function
by considering larger image regions, penalizing filter values outside the
bounding box.

Another limitation of DCFs is the assumption that the target has a
fixed size and that it is completely aligned to a rectangular region. How-
ever, the shape of the tracked objects and their rotationmakes the filter
learn the background, leading to errors in tracking. Danelljan et al. [37]
presented amethod to estimate the scale by training a classifier on a py-
ramidal scale. Also, Lukežič et al. [31] introduce the channel and spatial
reliability concepts. The spatial reliability map adjusts the filter to the

Fig. 1.Map of markers generated by theworks [9,10]. (a) Image of tracking roomwhere a
set of markers are randomly placed in the walls. (b) Marker map generated with [9]. Blue
squares represents the pose of the markers and green ones the pose of the cameras.
(c) Laser reconstruction of the room to help to understand the three-dimensional
configuration of the room.

Fig. 2. Tracking of a fiducialmarker along the a video sequence with the proposedmethod. From left to right, themarker is observedwith increasing blurring levels. The proposedmethod
is capable of tracking the marker in figures a-d but not in figure e. The estimated marker location is drawn as a red rectangle.
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object to the object allowing to adapt the size of the search region and
improving the tracking of non-rectangular objects. The channel reliabil-
ity reflects the discriminative power of each filter channel.

3. Mathematical basis of discriminative correlation filters

Correlation filter based tracking applies a continuous adaptive
process to find the filter that when applied on the desired target
produces the maximum response. In its simpler form, the filter is
a small image patch centered around the object to be tracked. How-
ever, in order to increase the robustness to appearance changes, a
set of modified images of the target (created using affine transfor-
mations) are employed to build the filter. Once the initial filter is
created, the filter is applied on the next image at the same location.
Then, the position with the maximum response within the region is
considered the new target location. Finally, the filter is updated to
adapt changes in appearance and the process repeated in the subse-
quent frames [27].

Let us denote X ¼ x1, . . . , xnf g the set of gray-scale patches of the
target observed under different appearance conditions. It will be used
as a training set to create the initial filter h. Also, let us denote G ¼
g1, . . . , gnf g the desired response of the filter when applied on the
patches, i.e., h(xi) = gi. Although gi can have any shape, it is generally
generated as a 2D Gaussian (σ = 2) centered at the center of the
patch. Thus, in practice gi = gj ∀ i, j ∈ {1,…,n}.

Computing the correlation in the Fourier Domain has demonstrated
to be the best way to speed up computation and obtain a certain degree
of robustness to misalignment. Correlation in the frequency domain
turns into element-wise multiplications expressed as:

G ¼ X⊙H⁎ ð1Þ

where G, X and H denotes the Fourier transforms of g∈G, x∈X and h re-
spectively,⊙ is the element-wisemultiplication and ∗ the complex con-
jugate. In consequence, the estimation of the optimal correlation filterH
in the Fourier domain is computed as:

min
H

∑
n

i¼1
‖Xi⊙H⁎−Gi‖2 þ λ1‖H‖2 ð2Þ

where λ1 is a regularization term. Since Eq. 2 is convex, it has a single
global minimum that can be expressed as:

H1 ¼ ∑n
i¼1Xi⊙G⁎

i

λ1 þ∑n
i¼1Xi⊙X⁎

i

ð3Þ

which expresses how to obtain the correlation filter in the first frame.
The regularization term λ1 prevents divisions by zero.

In frame t (t > 1), the filter is applied to the previous target location
and the location with maximum response is expected to be current tar-
get location. We shall define zt as the image patch centred at the maxi-
mum response location in t, and Zt is its Fourier transform. Then, the
filter is updated using a running average so that

Ht ¼
ηAt þ 1−ηð ÞAt−1

ηBt þ 1−ηð ÞBt−1
ð4Þ

At ¼ Gt⊙Z⁎
t ð5Þ

Bt ¼ Zt⊙Z⁎
t ð6Þ

where the parameter η ∈ [0,1] is the learning rate.
An important aspect to consider is how to detect when the

tracking has failed. A method to do so is analyzing the Peak to
Sidelobe Ratio (PSR), which is the ratio between the filter value at
the point with maximum response and the average response in

the rest of the pixels. It has been observed than values below 7.0
indicates tracking failure [27].

In general, the area surrounding the tracked object may contain
distracting information for tracking that leads to an erroneous local
minimum. An effective approach to alleviate this problem is to include
contextual information in the filter [35]. Instead of considering only
the target appearance to build the filter, patches surrounding the target
are also employed as negative examples. Following this approach, Eq. 2
is updated so that the minimization function takes into account a set of
patches surrounding the target.

If Y ¼ y1, . . . , ymf g is the set of contextual patches (blue patches in
Fig. 3a), then Eq.2 becomes:

min
H

∑
n

i¼1
‖Xi⊙H⁎−Gi‖2 þ λ1‖H‖2 þ λ2 ∑

m

j¼1
‖Yj⊙H‖2 ð7Þ

where λ2 modulates the relative importance of the context and Yj is the
Fourier transform of yj. Using this approach, the update of the filter in
frame t (t > 1) is expressed as:

Ht ¼
ηAt þ 1−ηð ÞAt−1

ηBt þ 1−ηð ÞBt−1ð Þ þ λ2 ηDt þ 1−ηð ÞDt−1ð Þ ð8Þ

where

Dt ¼ ∑
m

i¼1
Yi,t⊙Y⁎

i,t ð9Þ

and At, Bt are obtained from Eqs. 5 and 6.

4. Tracking of a squared marker

This section introduces our first contribution, a DCF-based tracker
that allows the continuous tracking of a square fiducialmarker through-
out a video sequence. Since estimating the exact location of the marker
corners is required to estimate its three-dimensional pose, our method
must be able to track them. Therefore, our approach employs a total of
five gray-scale filters: one filter for tracking the marker general appear-
ance, and four additional filters for tracking the corners. In order to
speed up computation while adapting to scale changes, a multi-
resolution pyramid tracking approach is proposed. Filters of fixed size
are employed (constraining the computation time), but, at each itera-
tion, the scale where themarker dimension best fits the filter size is cal-
culated as later explained in Eq. 11.

Our process can be summarized in the following steps. In the first
frame, we find the pyramid level where the filters are created with
the desired size. In subsequent frames, the filters are first applied in
the neighboring regions of the previous location at the same pyramid
level to find the optimal location of the marker and its corners. Then,

Fig. 3. Tracking process with correlative filters. (a) Training process in frame t. The filter is
updated using the central patch of the marker in addition to the 4 patches around it.
(b) represents the process of tracking in the frame t+1, for it uses the filter updated in
t, the maximum value of response indicates the new position of the marker.

F.J. Romero-Ramirez, R. Muñoz-Salinas and R. Medina-Carnicer Image and Vision Computing 107 (2021) 104094

3



to adapt to scale changes of themarker, wemust find the scale that pro-
duces the highest response of the filter. Finally, the filters are updated.

Below, we provide a formal description of the proposed method.

4.1. Tracker definition and initialization

The initial step to track a markerm along a video sequence is to find
it in the image. Amarker is a squaredmatrix inwhich each element rep-
resents a bit (see Fig. 4). The marker is comprised of a black region,
which helps to detect it, and the inner region containing the bits that
uniquely identify the marker. Let us define the sequence of bits of a
marker as

b mð Þ ¼ b1, . . . , bnð Þ ∣ bi∈ 0, 1f g, ð10Þ

which is created row by row starting at the top-left bit of thematrix.
The detection of the marker in the image can be efficiently done using
the method proposed in [10]. The method extracts contours in the
image, obtain its polygonal approximation, and discard those that are
not quadrilateral. Each remaining polygonp is analyzed to check if it be-
longs to a valid marker. Its four corners are employed to compute
Homography matrix that determines the central pixel of each bit in
the image and its pixel intensities are thresholded using Otsu's [38] al-
gorithm obtaining its bit sequence b(p) in its four main rotations (0°,
90°, 180° and 270°). If the Hamming distance of both is zero in any of
the possible rotations, then we have a perfect match and the marker is
considered as detected (see Fig. 4).

Let us define

c ¼ ck j ck∈R2, k∈ 1, . . . , 4f g
n o

as the pixel coordinates of the four corners for marker m in image I,
C mð Þ∈R2 as the location of themarker center, andA mð Þ as the observed
marker area.

Our aim is to use patches of length side τs to create the DCFs for
marker and corners. To do so, the patches are obtained from an down-
sampled version of the image I where the marker area A mð Þ is most
similar to τs2. If we denote

J ¼ I0, I1, . . . , In
� �

as the pyramid of images (I0= I) where the image Ij, j>0 is the original
image I down-sampled by the factor

βj ∣ β∈ 0, 1½ �,

then, we can define:

L mð Þ ¼
0 if

τ2s
A mð Þ

� �
≥1

logβ
τ2s

A mð Þ

� �� �
otherwise

8>><>>: ð11Þ

as the pyramid level where the areaA mð Þ of themarker is most similar
to the desired patch area τs2. In otherwords, the image IL(m) is where the
initial patches of area τs2 will be extracted. Please notice that ⌊⋅⌋ denotes
the floor function.

We shall define P(p,τs) as the function that returns a patch of size
τs2 centred at p ∈ ℝ2 in the image IL(m). Consequently, the patches
to generate the DCFs for the marker and its corners are
P C mð Þ, τsð Þ, P c1, τsð Þ, P c2, τsð Þ, P c3, τsð Þ and P(c4,τs), respectively.

Let us then define the tracker for markerm at time t as:

Tm
t ¼ Tm

0,t , . . . , T
m
4,t , l

m
t

� 	
ð12Þ

where Ti, t
m represents the Fourier transforms of the DCF for the marker

center (T0, tm ) and its four corners (Ti, tm , i ∈ {1,…,4}) (see Eq. 7), while
lt
m represents the pyramid level employed for correlation at time t. In
the first frame,

lm1 ¼ L mð Þ:

4.2. Tracking and update

In subsequent frames (t > 1), the filters are applied at the previous
location, and the location of maximum filter response is obtained:

ℰm
i;t lmt

 �

¼ argmax
p∈ℝ2

PSR Tm
i;t ; p; l

m
t

� �
; ð13Þ

where PSR indicates the response of thefilter Ti, tm centred at pixel p in the
image Ilt

m
. If the maximum PSR for the marker tracker T0, tm is below the

established threshold value, the marker is considered as lost.
A very important aspect to consider is the need for an accurate esti-

mation of the marker corners. The corner locations estimated by Eq. 13
do not have the required accuracy for pose estimation. First, because
tracking normally is done at a reduced version of the original image.
Second, even if the tracker is run at the lowest piramid level I0, the result
is not accurate enough. The corners locationsmust be refined with sub-
pixel accuracy. Thus, in order to obtain a precise corner estimation, we
employ an iterative corner upsampling process that produces a precise
corner location S Tm

i,t


 �
in the original image I0. To do so, first, a corner

search with sub-pixel accuracy is performed in the vicinity of the esti-
mated corner locations ℰi, t

m (ltm). For that purpose, the subpixel refine-
ment method described in [39] is employed. Then, the corner location
is upsampled to the previous pyramid level ltm − 1, and the search re-
peated. The process stops when the image I0 is reached.

Adapting to scale is another crucial element for a successful tracking.
In the first frame, correlation is done at the pyramid level l1m where the
DCFs were initialized. However, due to scale changes of the marker
(when approaching or moving away from it), the initial pyramid level
l1
m may not be the one for which the filters obtain its maximum re-
sponse. Thus, it is necessary to find the best pyramid level for the next
frame. To do so, the response of the filter T0, tm at the contiguous pyramid
scales is analyzed, and the onemaximizing themarker filter is selected:

lmtþ1 ¼ argmax
l∈ lmt þ1, lmt , lmt −1f �g

PSR Tm
0,t , E

m
0,t lð Þ, l


 �
ð14Þ

Once the best pyramid level is found, all the filters are updated using
the patches extracted from that level.

Fig. 4. Identification of the tracked marker. The computation of the homography on the
detected polygon, allows to take the central value of its identification bits, and analyzed
in its four possible orientations.
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4.3. Confidence measure

The proposed method can track the marker m under large appear-
ance changes caused by blur (see Fig. 2). However, in some cases, the
blurriness level is so high that the estimated location of the corners is
not reliable enough for three-dimensional pose estimation.

We propose a confidencemeasurewm ∈ [0,1] that indicates how re-
liable is the estimation provided by our tracker. As it will become evi-
dent in the next section, this measure will allow favoring some
markers over others when doing localization from multiple makers.
Values near to 1 indicate high confidence in the detection while values
near to zero indicate low confidence.

The measure is composed of two terms. First, the normalized Ham-
ming H distance between the marker bit sequence b(m) and the bit se-
quence b(p) observed for the polygon p formed by the four marker
corners estimated by our tracker:

H b mð Þ, b pð Þð Þ
∣b mð Þ∣ :

But then, this value is modulated by the response of the corner
trackers

∑4
i¼1PSRi

4
,

where

PSℛi ¼
1 PSR Tm

i;t ;ℰ
m
i;t lð Þ; l

� �
> χ

0 otherwise

(
ð15Þ

indicates if the tracking of a corner was successful or not.
Thus, the confidence measure is expressed as:

wm ¼ 1−
H b mð Þ,b pð Þð Þ

∣b mð Þ∣
∑4

i¼1PSRi

4

 !
: ð16Þ

We have found after several experiments that the combination of
both terms provides better results than any one of them separately.

5. Robust marker-map based pose estimation

This section explains our second contribution, an extension of the
previous methodology aimed at camera pose estimation with marker
maps. A marker map is a set of markers placed in knownmap locations
of the environment that are employed for camera localization in indoor
environments. The observation of a single marker can be enough to ob-
tain the pose of the camera on themap. However, themoremarkers are
visible, the better the accuracy that can be obtained (see Fig. 7).

Our goal is estimating the camera pose θt ∈ ℝ6 (position and angle)
in the map given: (i) a set of markers ℳ in known map locations, (ii)
an image It showing some of them, and (iii) the previous camera loca-
tion θt−1.

We shall define the set of markers in our map by

M ¼ m ¼ qm1 , . . . , qm4
� 	� 	

, ð17Þ

where qi
m ∈ ℝ3 represents the three-dimensional coordinates of the

marker corners in the environment. The map can be obtained from im-
ages of the environment using any of the methods described in [9,13,
25].

Given an image showing some of the markers, it is possible to esti-
mate the camera pose by analyzing the set of 2D-3D correspondences.
Since the 3D location of the corners is known in advance (ℳ), their

2D image projections can be employed to find the pose between the
camera and the global reference system byminimizing the reprojection
of the observed markers as will be explained later in Sect. 5.2.

The rest of this Section explains the proposed method to estimate
the camera pose θt given an input image It, which can be summarized
in Alg 5.1.

5.1. Method overview

Our method employs a set of trackers

T t ¼ Tm
t

� 	
,m∈M, t≥1,

to estimate the position of the markers in the image, where Tt
m is the

type of tracker defined in the previous Section (Eq. 12). We are propos-
ing a tracking method, and thus, it requires to be initialized. The initial
position θ1 and T 1 are obtained from the markers detected with a
marker detector [22,40,41].

In subsequent frames It, the trackers T t are applied in order to find
the newmarkers locations. Tracking of amarkermay fail for several rea-
sons: it fall outside the image view, occlusion, high blur, etc. Thus,we re-
move from T t the trackers Ttm with a low response (PSR) of the central
tracker T0, tm . The corners of the remaining markers are employed to ob-

tain an initial estimation of the camera pose bθt (Sect. 5.2).
As the camera moves along the environment, somemarkers will fall

out of the camera view while others will appear. Since we know both

the pose of the camera bθt and the three-dimensional location of the
markers ℳ, we can estimate which markers should be visible in the
current image and where (Sect. 5.3). For each expected visible marker,
(not in T t) a quick detection is done on the expected image region
where it should be visible. If correctly detected, a new tracker Ttm is
added to T t . After all the new markers have been added, we calculate
the final camera pose θt using all the visible markers.

Trackingmay fail either because of very fast movement causing a lot
of blur (Fig. 2e), or because there are no visible markers in the image.
Thus, as final step we analyze if a tracking confidence measurewT t (ex-
plained in Sect. 5.4) is high enough. If not, the tracking should stop until
a reliable pose can be obtained using a regular marker detector [22,40,
41] to restart tracking.

Algorithm 1 Tracking algorithm overview for image It
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5.2. Camera pose estimation

The estimation of the camera pose given a set ofmarkers detected in
the image consists in minimizing the reprojection error of their corners,
considering its confidence wm (Eq. 16):

θt ¼ argmin
θ

X
m∈ℳ

wmℋ emt θð Þ

 �

; ð18Þ

where et
m(θ) represents the reprojection error of the corners of marker

m andℋ is the Hubber function, employed to minimize the impact of
possible outliers:

H að Þ ¼

1
2
a2 for ∣a∣≤α

α jaj−1
2
α

� �
otherwise

8>><>>: ð19Þ

The reprojection error of a marker m is defined as:

emt θð Þ ¼ ∑
4

i¼1
‖ψ qm

i , θÞ−S Tmi,t

 �


‖2, ð20Þ

where the function ψ(q,θ) ∈ ℝ2 projects the three-dimensional point q
in the image given the camera pose θ and S Tm

i,t


 �
is the precise corner lo-

cation in the original image I0 (section 4.2).
Eq. 18 is a non-linear function that can be efficiently minimized

using the Levenberg–Marquardt's (LM) algorithm [42].

5.3. Look for visible markers

As the video sequence progresses, and the camera moves, markers
will appear and disappear from the scene. The initialization of these
markers is essential to achieve continuous tracking and accurate pose
estimation.

Given that the three-dimensional locations of the marker corners in

ℳ are known, and an initial camera pose bθt for the It image is available,
we can calculate which markers should be visible in the It image and
where their corner should project.

For each expectedmarker,we apply a detection process in the region
where it should be visible. First, the Otsu's thresholding algorithm [38]
is applied, and contours are extracted using the Suzuki and Abe algo-
rithm [43]. Using the Douglas and Peucker algorithm [44], the largest
a squared polygon p is selected. Then, the bits b(p) of the polygon are
extracted and if theymatch the predictedmarker b(m), using the Ham-
ming distance, the marker is considered found and a tracker initialized
and added to T t to be employed for the next image.

5.4. Calculate tracking confidence

As previously mentioned, tracking may fail due to the absence of
markers, blur, bad lightning conditions,marker occlusion or any other rea-
son. Therefore, it is important to provide a confidence value indicatinghow
reliable the estimated pose θt is. It allows determining whether tracking
has failed, and in that case, the system can stop tracking and use a slower
but more conservative method for detecting the markers [22,40,41].

In this paper, we propose a confidencemeasure based on the follow-
ing principle. If a singlemarker is spotted very near to the camera, occu-
pying a large region of the image, the estimation of the pose is reliable.
However, if the samemarker is detected far from the camera, occupying
only a very small region of the image, the estimation is very unreliable.
In the end, the reliability of the estimated pose depends mainly on the
total area of the points employed for computing Eq. 18. If the points
are far apart, occupying a large region of the image, the estimated
pose is reliable, and vice versa. So, let us define the confidence measure
wT t as the area of the convex hull formed by the marker corners
employed in Eq. 18, divided by the total image area (see Fig. 5). This
value is one of the points cover all the image, and tends to zero as
they are more concentrated in a region. If the confidence wT t is below
a threshold τc, we consider the tracking has failed.

6. Experiments and results

This section explains the experiments carried out to validate our
proposal. The goal of the experiments is to evaluate the robustness,
speed, and accuracy of the proposedmethod formarker tracking. Exper-
iments have been divided in two categories. First, the individual marker
tracking algorithm (Sect. 4) is tested, comparing it with state-of-the-art
marker detection methods (Sect. 6.1), and correlation filter trackers
(Sect. 6.2). Afterward, our method for camera pose estimation using
marker maps (Sect. 5) is compared with the state-of-the-art SLAM
methods in challenging video sequences (Sect. 6.3).

All experiments have been performed using an Intel® processor
Core™ i7-7500 U CPU@ 2.70GHz × 4, with 8Gb of Ram, and the Ubuntu
18.04 operating system. Although some of the processing could be
parallelized, only one thread has been used.

Several parameters that control the behavior of the proposed algo-
rithmswehave introduced along the paper. The values used for these pa-
rameters have been experimentally selected and are shown in Table 1.

Finally, wemust indicate that the code has been integrated as part of
the public library ArUco. We will refer to the proposed method as TR-
ArUco. The code and the videos recorded to conduct the experiments
are publicly available.2

Table 1
Nomenclature and values of the main parameters used by the proposed method.

Parameter Default value Description

λ1 10−4 Filter regulation parameter
(Sect 3)

λ2 20 Context-Aware parameter
(Sect 3)

η 0.2 Learning rate
(Sect 3)

τs 32 Filter size
(Sect 4.1)

β 0.7 Pyramid scale factor
(Sect 4.1)

χ 5.7 Peak to Sidelobe Ratio
(Alg. 5.1)

α 2.5 Hubber function cut-off value
(Sect 5.2)

τc 0.1 Tracking Confidence Threshold
(Sect 5.4)

Fig. 5. The confidence value wT t in the tracking is given by the hull convex area obtained
from the vertices of the detected markers in the image. 2 https://www.uco.es/investiga/grupos/ava/node/69
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6.1. Comparison with fiducial squared marker detectors

This section makes an analysis of the effect of the motion blur in
terms of detection rate and speed of the proposed method TR-ArUco
against the main state-of-the-art marker detection and tracking algo-
rithms: ArUco [40] and AprilTag [22]. Nowadays, both methods are
widely used due to their high performance in terms of speed detecting
fiducial markers.

Both AprilTag and ArUco detector has different configurable param-
eters establishing a balance between speed and detection range. For the
AprilTag detector, this parameter is the decimation factor, and for the
ArUco detector, it is theminMarkerSize. To do a fair comparison, param-
eter values that maximize the number of detections are chosen. Thus,
for AprilTag the decimate factor 2 has been employed, and the
minMarkerSize is set to 0 for ArUco. Additionally, for the ArUcomethod
two versions have been used: the ArUco_NORMAL detection method,
which employs an adaptive image threshold, and the ArUco_FAST detec-
tion method that uses a global threshold.

A set of video sequences have been recorded showing a squared
marker (of size 6 × 6 cm) printed on a piece of paper. Along the se-
quences, themarker remains static, while the cameramoves at different
speeds and distances from the marker. In total 6043 video frames, of
resolution 1920 × 1080, have been recorded using a mobile phone.
The marker has been recorded according to an ideal non-blur scenario,
with smooth movements between frames so that the marker is always
detected by all methods. From the original video sequences (labeled
as blur0), we have simulated four linear blurring levels (blur3, blur6,
blur9, and blur12), using the motion blur filter of the Gimp software.3

We have analyzed four parameters for each method: (i) the error in
the estimation of the marker corners (expressed in pixels), (ii) preci-
sion, (iii) recall, and (iv) processing speed. Table 2 shows the results
of the experiment for the different levels of motion blur. Since no
method has reported a false positive, the precision is 1 for all the
methods. Thus, we have not reported that value in the Table. On the
other hand, our method obtains the highest recall for all levels of blur
tested, and this is specially noticeable for levels 9 and 12. It is mainly
at these levels that the edges of the marker becomes very diffuse (see
Fig. 2(c-e)), making it difficult to accurately estimate the corners. For
this reason, our method, which detects in such a difficult situation, ob-
tains higher errors than the rest of the methods in that test. Finally,
we must mention that our method is faster than the other methods.

Table 3 shows a summary of the average time employed by the dif-
ferent steps of the TR-ArUco method, for different image resolutions
(namely 1080p, 720p and 480p). Notice that steps 1.1 − 1.2 are only
performed when the marker is not being tracked, i.e. in the first frame
of the video sequence, or when a marker that was being tracked is
lost. Steps 2.1 − 2.4 are performed on all frames. As can be seen, the
computation times for the resolutions used are similar, with an average
computation time of 4.19ms. Among the different phases, the selection
of the optimal scale is the most time-consuming one.

6.2. Comparison with discriminative correlation filters

This Section compares the proposed method with the state-of-the-
art Discriminative Correlation Filters trackers, namely, KCF [45], CSRT
[31], MIL [46], TLD [47], MEDIANFLOW [48], MOSSE [27] and
BOOSTING [49]. The implementations provided in the public library
OpenCV4 library have been employed.

The key aspect when detecting a squared fiducialmarker is correctly
detecting theposition of its four corners in the image. Consequently, this
experiment aims at evaluating the capability of the above indicated
DCFs to track the four corners of a marker.

For this experiment, a total of 10 video sequences have been re-
corded using a mobile phone, containing a total of 3326 video frames
of resolution 1920×1080. The videos show amarker recorded from dif-
ferent directions, orientations, and motion speeds: fast movements (i.e.
with blur) are followed by moments of no movement. While the
trackers will be fed with all the video frames, only these without blur
are considered for evaluation, because estimating the corner location
in the blurred images is not accurate. Please look at Fig. 2d and try to se-
lect the correct corner locations in the image. In consequence, while
tracking errors/failures of the tested methods will mostly occur in the
blurred frames, their consequences will be measured later, when the
image is stabilized.

Then, instead of manually annotating the location of themarker cor-
ners, we have employed the ArUcomarker detector, which only detects
themarker in the images without blur, but achieving subpixel accuracy.
Therefore, only the frames in which the marker is detected with ArUco
(i.e. no blur), are considered for numerical evaluation.

For each one of the selected DCFs trackers, we have applied the fol-
lowing methodology. A total of four independent trackers have been
employed to track the marker corners. The trackers are initialized in
thefirst frame to the center of each corner, and then, the trackers are ap-
plied to the subsequent frames. The size of the filters is half the size of
the marker (see Fig. 6). Whenever the tracking error becomes higher
than a number of pixels ε, the trackers are initialized so as to avoid the
trackers to become completely lost for the rest of the sequence. For
our tracker, we proceed in a similar way, re-initializing the tracker if
the error in the estimation of the corners becomes greater than ε.

The results obtained for different values of ε are shown in Table 4,
where each row represents amethod. The columns show the total num-
ber of re-initialization required in the sequences evaluated (init), the
average frames per second employed by eachmethod (fps), and the av-
erage tracking error (err) which is expressed in pixels. In this set of ex-
periments, only images of resolution 1080p have been employed.

As can be observed, the proposedmethod TR-ArUcooutperforms the
rest of the methods in the three parameters evaluated. Our method ob-
tains a stable frame rate, which is an order of magnitude faster than
the rest of the methods (except for MOSSE). The same can be said
about the number of re-initializations, which is much lower than in
the rest of the algorithms. Finally, the tracking error of the corners of
ourmethod is the lowest of all. Themain conclusion is that the proposed
method outperforms the naive approach (i.e., using individual DCFs) for
the given problem.

Fig. 2 shows some of the images evaluated in this experiment, over-
laying in red the estimations obtained. Fig. 2-(e) shows a case in which
our method fails and requires re-initialization. As can be seen, our
method requires re-initialization only in very extreme cases.

6.3. Comparison with SLAM methods

This section analyzes the TR-ArUco method for camera pose estima-
tion using marker maps (Sec. 5), with the state-of-art SLAM methods.
The following SLAM algorithms have been tested:

• ORBSlam2 [11]: a SLAM method based on keypoints.
• LDSO [12]: a SLAM method based on photoconsistency.
• ArUco_MM [25]: a SLAM method based on fiducial squared

markers.
• UcoSLAM [13]: a SLAM method using both keypoints and fiducial

squared markers.
For evaluation purposes we have employed two different datasets:

the publicly available SPM dataset [9], and a new dataset created for
this paper (the DCF dataset5).

Both datasets have been recorded in our laboratorywhere a set of fi-
ducial squaredmarkers have been placed at random locations. The SPM

3 https://www.gimp.org/
4 https://opencv.org/ 5 https://mega.nz/folder/LiRCDYYb#aAOjirkUt54-0CGr3C6-1g
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dataset consists of eight video sequences recorded with a PtGrey FLEA3
camera capturing 1920 × 1080 images at 60 Hz. The videos show up to
fifty different fiducial markers of 16.5 cm, distributed in the walls and
ceiling of the room. The DCF dataset has nine video sequences recorded

with an ELP camera capturing at 30 Hz frame rate with a resolution of
1920 × 1080 pixels. In this case, a total of 102 markers of a smaller
size (7.9 cm), have been distributed by the walls and ceiling of the
room. The videos of the DCF dataset have been recorded moving the
camera fast andwith brusquemovementswith the aim of achieving dif-
ferent degrees of blurring. In both cases, the ground truth camera poses
are obtained using an Optitrack motion capture system equipped with
six cameras (see Fig. 7).

While the ORBSlam2 and LDSOmakes no use of the markers explic-
itly, theArUco_MM andUcoSLAMmethods use themarkers for tracking.
However, our method, TR-ArUco, requires the location of the marker to
be know in advance (i.e. the marker map). The map has been created
with the UcoSLAM method using a long video sequence that covers all
markers in the room.

For the SLAM methods, the following methodology has been
employed to analyze the video sequences. The sequence has been first
processed to obtain the map and then, using the generated map, it is
processed again to estimate the camera poses at each frame. In this
way, the SLAM methods are evaluated after correcting possible loops
in the sequence and obtains better accuracy. In consequence, a fair com-
parison with our method, that has a known map of the environment
build in a previous phase, can be made.

Table 5 show the results obtained. For each video sequence (row)
and method (column), three measures have been obtained. First, the
computing time (FPS). Second, the Absolute Trajectory Error (ATE),
which is the translational RMSE after Sim(3) alignment [50] of the esti-
mated poses with the ground truth. And third, the percentage of the
video sequence frames for which the method provides a pose estima-
tion (%Trck). It must be indicated that SLAM systems do not provide es-
timations in all the frames of a sequence: in some cases, they get lost
due to fast movement or lack of texture.

Two conclusions can be drawn from Table 5. First, the proposed
method outperforms the others in terms of speed and percentage of
tracked frames. Second, that the LDSO method performs poorly in
most of the sequences tested.

However, comparing the results of two SLAMmethods is not a trivial
task. Imagine amethod that only estimates the pose of the camera in the
first ten frames while a second method estimates poses in the whole

Table 2
Results of tested methods for different blur levels. See text for details.

FPS blur0 blur3 blur6 blur9 blur12

err Recall err Recall err Recall err Recall err Recall

TR-ArUco 234.796 0.37 1.0 0.76 0.99 1.7 0.97 2.74 0.88 3.47 0.68
AprilTag 26.978 0.83 1.0 0.79 1.0 1.22 0.96 2.01 0.71 2.91 0.44
ArUco_NORMAL 102.737 0.0 1.0 0.67 0.96 1.84 0.71 2.27 0.23 3.09 0.03
ArUco_FAST 198.292 0.0 1.0 0.67 0.97 1.82 0.76 3.14 0.4 2.02 0.19

Table 3
Mean computing times (milliseconds) of the different steps of the proposed method for
different resolutions.

Resolution

480p 720p 1080p

Step 1.1:ArUco detect 0.204 0.704 0.947
Step 1.2:Creating filters 0.028 0.029 0.031
Time Step 1 (ms) 0.232 0.733 0.978
Step 2.1:Convert to gray 0.267 0.492 1.365
Step 2.2:Optimal scale 1.191 1.382 1.645
Step 2.3:Track corners 0.984 1.006 1.038
Step 3.3:Track marker 1.050 1.111 1.142
Time Step 2 (ms) 3.492 3.991 5.190

Fig. 6.Naive approach employed to track amarker consist in using four independent DCFs:
one for each corner.

Table 4
Results obtained by different state-of-the-art DCF trackers. We evaluate the total number of tracking re-initializations (init), the computation time (fps), and the average tracking error
(err).

ε < 5 ε < 10 ε < 15

init fps err init fps err init fps err

TR-ARUCO 24 287.42 0.82 18 266.14 0.98 13 294.24 1.13
CSRT 72 7.12 1.63 60 8.15 1.76 57 8.35 1.85
BOOSTING 98 13.16 1.83 91 12.68 1.92 84 12.85 2.30
MEDIANFLOW 116 19.55 1.92 77 25.26 2.92 61 21.26 4.06
MIL 245 5.99 2.68 163 6.00 3.97 112 5.90 4.65
MOSSE 270 1105.06 2.31 214 1035.57 3.38 166 1020.56 4.20
KCF 338 91.29 2.74 236 79.82 4.97 186 75.23 6.73
TLD 734 4.90 4.08 539 2.37 7.45 409 2.39 10.48
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sequence. Because of the reduced drift in the first frames, the total ATE
of the first method will be smaller than the ATE of the second method
(which evaluates the whole sequence). This is why (%Trck) is also an
important aspect to consider.

The work [13] proposes an evaluationmethodology to compare two
SLAMmethods A andB combining both theATE and the%Trck. It defines
a measure Sp(A,B) ∈ [−1,1] that employs a confidence level p ∈ [0,1].
When Sp(A,B) is close to 1, it indicates that the A method is better
than B, while values close to −1 indicates that the B method is better
than A. Table 6 shows the values of Sp(A,B) for each pair of methods,
using the 17 sequences of the SPM and DCF datasets, for different confi-
dence values. As can be seen, the proposed method TR-ArUco obtains
best scores than the rest of the methods for different confidence levels.
The last row of the Table indicates how many times a method obtains
better results than other methods. In our case, the value 4 means that
proposed method wins to the other four tested methods.

The main conclusion that can be obtained from this experiment is
that the proposed method outperforms the state-of-the-art SLAM
methods in terms of speed, accuracy and sensitivity, for this particular
problem.

7. Conclusions

This paper has proposed methods for tracking squared fiducial
markers under challenging conditions. Our first contribution is a
method for tracking squaredmarker using a set of Discriminative Corre-
lation Filters which combines a proper scale selection and a corner
upsampling strategy. The proposed method outperforms state-of-the-
art methods for marker detection and standard DCFs in terms of
speed, precision and sensitivity. In addition, our method scales very
well with image resolution, obtaining more than 200fps in HD images
using a single CPU thread.

Fig. 7. Map of markers displayed in the laboratory for experimentation. Some scenes of the environment corresponding to the first video are shown in it.

Table 5
Results obtained for each method in the SMP [9] and DCF datasets. For each sequence, the frames per second (FPS), absolute trajectory error (ATE), and percentage of tracked frames (%
Trck) are reported.

Dataset Sequence TR-ArUco ArUco_MM LDSO ORB_SLAM2 UcoSLAM

FPS ATE %Trck FPS ATE %Trck FPS ATE %Trck FPS ATE %Trck FPS ATE %Trck

SPM video1 58.5 0.068 99.8 48.8 0.062 99.6 2.97 0.769 46.2 12.6 2.360 99.3 9.96 0.378 65.1
SPM video2 62.0 0.111 99.8 53.4 0.103 98.5 1.47 1.250 99.8 10.8 0.575 97.4 22.1 0.054 99.8
SPM video3 49.1 0.061 99.8 42.8 0.058 98.2 1.65 2.320 99.8 12.6 0.054 99.8 24.7 0.098 99.8
SPM video4 44.6 0.015 99.8 45.5 0.013 99.2 0 ∞ 0.03 12.2 0.020 99.8 24.9 0.011 99.8
SPM video5 38.8 0.023 99.8 41.4 0.019 98.6 0 ∞ 0.04 11.8 1.410 94.7 23.1 0.026 98.0
SPM video6 34.2 0.145 99.8 45.1 0.018 98.6 0 ∞ 0.04 11.4 0.527 96.8 6.46 0.670 52.2
SPM video7 36.0 0.950 99.8 31.3 1.020 99.2 0 ∞ 0.05 9.62 1.280 99.4 17.3 1.860 100.
SPM video8 36.5 0.077 99.9 41.8 0.077 99.6 0 ∞ 0 3.05 0.437 55.0 17.9 0.049 99.8
DCF video1 44.2 0.116 97.4 27.5 0.108 73.6 0 ∞ 0 1.11 0.499 30.4 5.46 0.095 57.6
DCF video2 43.6 0.095 96.5 31.1 0.114 80.2 0 ∞ 0 0 ∞ 0 9.18 0.109 73.1
DCF video3 51.7 0.085 99.9 42.6 0.082 91.9 0 ∞ 0 0 ∞ 0 12.3 0.105 87.6
DCF video4 46.5 0.072 99.9 44.2 0.076 93.2 0 ∞ 0 0 ∞ 0 12.7 0.074 88.8
DCF video5 29.0 0.163 81.9 19.4 0.106 60.3 0 ∞ 0 1.56 0.293 38.0 4.07 0.081 53.7
DCF video6 38.7 0.093 99.9 31.6 0.101 82.3 0 ∞ 0 0 ∞ 0 7.82 0.092 75.8
DCF video7 42.8 0.116 94.7 27.6 0.114 72.3 0 ∞ 0 0.04 0.040 6.62 5.61 0.102 65.0
DCF video8 52.1 0.067 99.9 52.6 0.071 98.5 0 ∞ 0 7.39 0.303 84.4 14.8 0.065 96.6
DCF video9 41.5 0.074 99.9 45.2 0.082 96.0 0 ∞ 0 0 ∞ 0 11.0 0.067 88.5
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Our second contribution is a method for low-cost camera pose esti-
mation using fiducial marker maps. The proposed method is able to es-
timate the pose of a camera by tracking the position of the already
visible markers and predicting the location of the markers appearing
in the scene. Our method has been compared to state-of-the-art SLAM
methods obtaining, better accuracy, sensitivity, and speed.

The proposedmethods are publicly available for other researchers as
part of the ArUco library,6 and the datasets employed in this paper are
available to ease the reproduction of the experiments. As future work,
we consider using the proposed method for map marker creation.
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Chapter 5

Conclusions

The contributions presented in this thesis has solved some of the problems inherent to marker

detection, allowing its use even under challenging conditions. On the other hand, strategies

have been followed to maximize the efficiency of the marker detection system, allowing to

obtain accurate pose estimations. The conclusions are summarized in the following points:

• We describe a new methodology for artificial marker detection, maximizing computa-

tional time while maintaining accuracy and robustness. Our method has been compared

to state-of-art methods and is up to 40 times faster, achieving 1000 fps in 4K images

processing without parallelization.

• This work proposes a multi-scale image representation strategy, as well as methods to

determine the optimal resolution for detection, identification and corner estimation.

• A new type of marker is proposed, which can be detected over a greater range of

distances than a traditional marker. The new marker is flexible and configurable

allowing it to be used in a wide range of applications mainly oriented to robotics and

augmented reality.

• A new RANSAC-based method for marker detection under occlusion. The keypoint-

based algorithm uses the internal corners of the marker and its categories to validate

the detection.
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• A new approach for tracking of markers using a set of Discriminative Correlation

Filters, following a multiscale strategy. It combines a proper scale selection and a

corner upsampling strategy. Achieving HD image processing rates more than 200fps

without parallelization.

• A new predictive marker detection strategy based on Discriminative Correlation Filters.

This method has been compared with state-of-the-art SLAM methods obtaining higher

accuracy, sensitivity and speed.

All the proposed methods are publicly available for research use, and integrated into

the ArUco library1, as well as all the datasets used in the experiments to facilitate their

reproduction.

Finally, let me indicate that the first contribution to this thesis "Speeded up detection of

squared fiducial markers" [32] has received at the moment 178 citations (Scopus source)

and 300 citations (Google Scholar source). In addition, it is listed in the 1st position in the

section " The most cited articles published since 2018" in the Image and Vision Computing

Journal (Q1) and it has receiving in 2020 the "Editors Choice Award 2020".

1https://www.uco.es/investiga/grupos/ava/node/26
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