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ABSTRACT

Wireless communications for vehicular applications in fifth genera-
tion cellular systems (5G) are required to be of low latency and high
reliability. Among other factors, the amount of control information
to be exchanged between each vehicle and the base station can
penalize the communication latency. Several 5G vehicular use cases
involve communications within groups of vehicles, for instance,
vehicle platooning. This work is focused on exploiting the structure
and characteristics of this particular group-based vehicular service
to decrease the control information exchange related to the channel
estimation stage necessary for vehicle to infrastructure cellular
communications. A scheme based on channel spatial interpolation
is proposed, where the real channel is only available at a subset
of vehicles, and subsequent spatial interpolation of the channel
provides estimates of the large-scale channel parameters for the
rest of vehicles in the group. In the paper, communication cost
expressions are derived for centralized and distributed topologies,
considering a scenario with a macro base station serving a vehicle
platoon. The evaluation results show that the distributed topology
is more efficient in terms of communication cost, while the cen-
tralized architecture is more robust against inter-vehicle distance
variations.
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1 INTRODUCTION

In the upcoming years, the transport industry is expected to witness
an intense period of change and evolution thanks to the implemen-
tation of intelligent transportation systems (ITS). These systems
rely on wireless communications and new computing and sensor
technologies to provide a more efficient, safe and comfortable mo-
bility in a variety of vehicular scenarios (cities, highways, etc.)
Probably one of the most interesting features of I'TS is the possibil-
ity of cooperation between road operators, network infrastructure,
vehicles and other road users, increasing the performance that
can be achieved by independent systems without cooperation [6].
In particular, the prevention of collisions between vehicles, emer-
gency notification to vehicles, route and track optimization and
automated driving are some of the present and future applications
of ITS. In order to make all these applications a reality, vehicle to
vehicle (V2V) and vehicle to infrastructure communications (V2I),
generally encompassed under the term vehicle to anything (V2X)
communication, are fundamental.

In V2X communications, the signal variations caused by mobility
often complicate and degrade the channel acquisition task, in the
end reducing the system-level performance of e.g. cellular-based
alternatives [11]. As a consequence, the transport industry is wait-
ing for the complete definition and rollout of the fifth generation
cellular systems (5G) [10] and beyond before implementing the
more advanced use cases for ITS, such as autonomous driving.
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It is worth noting that some 5G vehicular use cases involve
groups of users communicating to enable autonomous-driving re-
lated services, e.g., to keep the group structure in platooning (group-
ing of vehicles to travel together [2]), to agree on coordinated ma-
neuvers for cooperative collision avoidance [13] or cooperative lane
merging, etc. Related to this, previous works such as [12] have high-
lighted the spatial correlation of certain wireless-communications
measurements in groups of vehicles. More precisely, authors in
[12] proposed several schemes intended to reduce the amount of
signaling exchanged between groups of communicating vehicles
and the base station (BS), focusing on the channel busy ratio or
beam information. The main idea was to carry out the measurement
reporting from only a subset of vehicles in the group taking into
account redundant or correlated information, thus reducing the
total overhead.

In this work, we assume that spatial interpolation techniques
are used to perform the channel estimation stage in a group of
vehicles. More specifically, the minimum number of real channel
measurements are obtained from selected vehicles in the group, and
Ordinary Kriging (OK) spatial interpolation is then applied to esti-
mate the channel values in the remaining vehicles. This approach
can reduce in practice the amount of control information exchanged
with respect to a scheme where the channels of all the vehicles are
estimated independently. Considering this, we focus on assessing
the communication cost reduction achieved in two topologies with
a different processing type each, namely centralized and distributed.
The communication costs expressions are derived and evaluated in
an example scenario, and meaningful insights are obtained towards
establishing a reduced signaling protocol for vehicular group-based
use cases.

The remaining of the paper is organized as follows. Section 2
introduces the OK spatial interpolation and the communication cost
definition. Section 3 states the group-based channel interpolation
approach proposed in this paper, and presents the communication
cost analysis for the centralized and distributed topologies. Finally,
Section 4 evaluates the communication cost expressions and Sec-
tion 5 draws the conclusions and indicates future work.

2 SYSTEM MODEL

2.1 Scenario

Figure 1 depicts the scenario considered in this paper. We target the
particular use case of a N-vehicle platoon (each vehicle of length
I) passing through a BS assisting the platooning communication
service. The BS is aligned with the middle point of the platoon
in the direction of the road and located at a distance R from the
road border. All vehicles are assumed to be perfectly aligned and
separated of each other a distance equal to L, known as platoon
inter-vehicle distance. Alignment and L will be in practice guaran-
teed by a suitable platooning communication protocol. To simplify
the derivations, vehicles are further assumed to be driving on the
centre of the lane. Note that small deviations from the center (upper
bounded by w/2) would have a minor impact on the distance from
each vehicle to the BS, due to the fact that R is an order of magni-
tude higher than w/2. Regarding the vehicle antennas, these are
located in the middle of the roof, assuming for simplicity that their
position matches the middle point of the vehicle in both directions.
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Figure 1: Considered scenario. Platoon of N vehicles served
by a BS.

As a result, the antennas of two consecutive vehicles are separated
a distance equal to d = L + [. Lane width is denoted by w.

As stated in the introduction, we consider that OK is applied
in this setting to estimate the channel in the N-vehicle platoon,
starting from a subset of P known channel values. Note that spatial
interpolation methods have recently gained interest in 5G auto-
motive applications due to their ability to reconstruct the radio
environment map (REM) of a given BS from a subset of available
measurements (see [5][4] and references therein). The minimum
number of channel values, P, are assumed to be estimated at certain
vehicles, and then the OK method is applied to perform channel
interpolation and to obtain the estimated channel values for rest of
the platoon vehicles. Theoretically, the range of transmission for
each vehicle is limited, but we assume that the distance d fulfills
this value, and that multi-hop communication is possible to com-
municate between non-adjacent platoon vehicles. The details of the
OK technique are described in what follows.

2.2 Ordinary Kriging spatial interpolation

Let us assume that the field value measured by a vehicle located
at position x; is denoted by V(x;), i = {1,2,...,N}. In our case,
the complete REM is not needed, the target locations are narrowed
down to the N vehicles positions in the platoon, and the known
field locations are a subset of P. The estimated field value is denoted
by V(xo) at locations xo where the field is unknown (remaining
N — P vehicles in our case).

Two steps are required in OK interpolation, semivariogram analy-
sis (measures the correlation between field samples) and Kriging
prediction. The empirical semivariogram (EV), y(h), is defined as
follows:

D (V) - Vix))P, (1)
N(h)

where h = x; — x; is the lag distance, and V(x;) and V(x;) are field
values at spatial locations x; and x;, respectively. N'(h) is the set
comprising all location pairs (x;, ;) such that x; — x; = h and
| - | denotes its cardinality. OK replaces the EV by a semivariogram
model, which in this case is the spherical model given by expression:

v ={ aver{3(2)-1(2)).
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where c1, ¢z and c3 are nugget, sill and range variables, respec-
tively [? ]. In a second step, ordinary Kriging prediction is per-
formed, where the Kriging interpolator at target location xq is
given by:

P
Vxo)lp = ) wijp(xo)V(xi), @
i=1

where P is the number of nodes whose estimates are used to per-
form the prediction, w;|p is the weight assigned for node i from an
estimation performed using P nodes and V(xo)|p is the estimated
value. These weights can be efficiently solved by rewriting the equa-
tions into a matrix system [? ]. Interestingly, vehicles are equipped
with GPS, which largely simplifies the calculation of the distances
involved in the semivariogram model evaluation.

In this work, we focus on acquiring channel estimates, thus
considering that the field value at location x; is given by:

V(x;) = P(x;) + S(x;), (3

where P(x;) is the average received power depending on the path
loss model and S(x;) is the shadow fading following a lognormal
distribution [8]. The received power (dBm) at location x; from a
single antenna BS is calculated by the simple path-loss model:

P(x;) = Kgp + 10alogyy do + 10log;, d; %, 4)

where K is the constant path loss factor in dB units, « is the path
loss exponent, d is a reference distance for antenna far field and d;
is the distance between the vehicle location x; and the BS location.

To improve the field value estimation, authors in [3] proposed a
novel distributed clustering algorithm to perform the channel esti-
mation using subsets of measurements or clusters of nodes for OK,
that were optimized by using the Kriging variance as a formation
parameter. Basically, an initial cluster with a minimum number of
P nodes was built with the nodes that were located closest to the
target location xg, and new nodes were added one by one as long
as the Kriging variance decreased, thus enhancing the quality of
the obtained field value estimation at x¢. In [7], this algorithm was
modified to consider the communication cost as the fundamental
parameter for the clustering formation algorithm in the OK frame-
work. Note that, in a general setting, a set of possibly overlapping
clusters was obtained, since a different cluster of nodes was formed
for each one of the unknown positions xo. Since in this work we
consider ITS use cases involving groups of vehicles communicating
in close proximity, the vehicular service group can be naturally ex-
ploited as the estimation cluster, simplifying the cluster formation
task. In our scheme, we shift the cluster paradigm and we focus
instead on evaluating the communication cost reduction achieved
when using a minimum number of real channel measurements
from closest vehicles to estimate or predict the channel value in the
remaining vehicles of the group or cluster.

2.3 Communication cost modeling

Communication cost has been largely researched in the literature
of wireless sensor networks [7, 9, 14]. Models for this cost rely
on several parameters such as the energy dissipation required to
communicate between nodes, the data rate and packet size in bits,
the distance between the nodes, or the channel model parameters
(mainly the path loss exponent). In [7], several communication cost
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models were analyzed towards establishing a suitable option in the
case of OK interpolation. In this work, we use the cost function
proposed in [7, 9, 14], given as follows:

B _
f(.‘ = w’ (5)
H gi

where g; = x;d;* is the channel gain between vehicle i and the
BS and x; is a constant chosen randomly following an exponential
distribution with mean equal to one. The total number of bits is
defined by B. i (¢ > 0) is a parameter that depends on the particular
modulation scheme. SNR is the desired Signal-to-Noise ratio, while
Ny is the power spectral density of the noise.

In [7], the model in Equation (5) was simplified and the impact of
the packet size in bits was neglected. In our case, the packet size in
bits will be fundamental to evaluate the communication cost of the
proposed topologies. However, we assume that parameters related
to the modulation schemes such as p, as well as Ny and the SNR
are common for the group and can be disregarded within the cost
comparison without loss of generality.

3 GROUP-BASED CHANNEL ESTIMATION
INTERPOLATION

As described in the previous section, the OK technique requires
a set of field values to provide an estimation at locations where
the field is unknown. In our case, we assume a minimum of P
available channel values, whereas the estimation is performed for
the remaining N — P vehicle locations. For the purpose of channel
estimation, we focus on two different topologies, a centralized one,
where the vehicles performing the channel estimation forward their
measurements to the BS for computing Equation (2) in a centralized
setting, and a distributed one, where the estimation in (2) is directly
calculated at the remaining N — P vehicles by message passing
among the vehicles in the group. From a communication point
of view, we consider an ideal system, i.e. without communication
errors nor message re-transmissions. Given that in this case the
OK channel interpolation scheme will lead to the same estimated
channel values in both settings, we focus on comparing only the
communication cost.

3.1 Centralized versus distributed approach

Figures 2 (a) and (b) show the message exchange for a centralized
and distributed channel estimation, respectively, in the vehicle
platooning scenario of interest. Since, following the derivations
of [4], a minimum of P = 3 channel measurements are required
for performing OK channel estimation interpolation, in Figure 2
we assume that vehicles 1, 3 and 5 have true channel values, while
channel estimates are needed for vehicles 2 and 4. Note that the
initial step of acquiring the channels between the BS and vehicles 1,
3 and 5 using pilot transmissions is common to both topologies, and
it has been intentionally omitted in the figure and in the analysis
for simplicity.

When the centralized approach is considered, the BS receivesin a
first step the P = 3 true channel values for the channel interpolation
task (represented by solid arrows). After the interpolation scheme
is applied, the BS reports the estimated N — P channel values to
the vehicles of interest. In the example, the number of estimates is
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Figure 2: Proposed channel estimation schemes in a vehicular platoon. (a) Centralized, (b) Distributed. Vehicles 1, 3 and 5 have
true channel values, while channel estimates are needed for vehicles 2 and 4.

just 2 channel values (dashed arrows). As a result, the number of
exchanged messages equals N.

In the distributed scheme, channel interpolation is carried out
directly at the vehicles with again at least P = 3 true channel values
received by message passing from other vehicles in the group. As
already mentioned, for simplicity we consider that each vehicle gets
the closest available channel values, thus minimizing the number
of exchanged messages. Considering the example in Figure 2 (b),
vehicle 2 would receive the true channels of vehicles 1 and 3 from
two direct messages, and the true channel of vehicle 5 from a multi-
hop transmission through vehicles 4 and 3. For efficiency, vehicle 3
is assumed to report two true channel values embedded in the same
message (the one of vehicle 5 together with its own). Messages
carrying two channel values are represented using thicker solid
arrows than those carrying only one. A similar approach is followed
to provide the three true channel values to vehicle 4. In a general
case, the message exchange will involve N — 1 messages with one
channel value and N — P messages with two channel values.

3.2 Communication cost analysis

For the centralized approach, assuming that the BS is located in
the origin of coordinates (0,0), the Euclidean distance between the
BS and platoon vehicle number n can be calculated as follows (see
Figures 1 and 2(a)):

2
dn=\/(R+%)2+d2-(n—(N2_1+1)), )

where the values of n range from 1 for the platoon leader to N for
the last platoon member.

Once the distances for all vehicles are obtained, the communica-
tion cost for the centralized estimation can be calculated according
to Equation (5) as:

& (2B -1
Costc = Z (d_—a) s (7)

n=1

where the y factor has been simplified to consider only the distance
contribution, and parameters related to the modulation scheme, as
well as Ny and the SNR are common to all the vehicles.

In the distributed approach, according to Figure 2(b), all the mes-
sages are transmitted though one-hop communications between
neighboring vehicles. As a result, all the messages traverse exactly
the same distance, equal to the separation between antennas of
consecutive vehicles (d). However, recall that in some cases the
messages carry true channel values from two vehicles, which has
been reflected in the cost calculations by doubling the number of
bits. The estimated cost results in:

2B 1
d*(X

(®)

228
CostD:(N—l)( ),

) +(N-P) ( Ta
where the first term comes from the transmission of messages with
a single channel value and the second term from the messages with

two channel values.

4 PERFORMANCE RESULTS

We focus on a snapshot of the platoon service communication,
where the vehicles are static. As an example, the parameters of a
3GPP-like freeway scenario are considered, where the BS is located
R = 35 m away from the road border and each lane has a width
w = 4 m [1]. Two particular cases for the inter-vehicle distance are
evaluated: L = 2 m (high-density platooning) and L = 10 m (normal
platooning). A typical vehicle length of [ = 4.7 m is assumed. The
particular values for the path loss parameters in Equation (4) are
extracted directly from [1]. More specifically, path loss exponent
takes the value @ = 3.7, the reference distance for antenna far
field is dp = 1 km, and the constant path loss factor at d; = dj is
Kd B — 137 dB

Evaluations of the derived cost expressions in Equations (7) and
(8) were carried out using MATLAB, where the number of platoon
vehicles N was varied from 4 to 10, considering in all cases that the
minimum of P = 3 vehicles knew the true channel to carry out the
interpolation. Figure 3 shows the estimated cost of the centralized
and distributed approaches in the considered example scenario,
applying Equations (7) and (8), respectively. In these evaluations
the parameter B is set to 1 for simplicity, since its effect contributes
equally to all the evaluations. It can be observed that, despite the
fact that the distributed approach exchanges a larger number of
messages (23 messages for N = 10) the communication cost is
substantially lower. This is due to the higher proximity between the



Communication Cost of Channel Estimation Interpolation for Group-based Vehicular Communications in Cellular Networks

108 : :
— © —Centralized, L=2
— & — Distributed, L=2
Centralized, L=10
107 H —<&— Distributed, L=10 =
i R
o-——"o 7
-
D . 6l J
g 10
o
]
©
£
% 105%¢ J
LIU.I) 10
- ——— 9%
S
4 H— — e
10%F 3
b -
103 | | | | |
4 5 6 7 8 9 10
N

Figure 3: Estimated cost versus number of vehicles for the
centralized and distributed channel estimation approaches
withL =2mand L = 10 m.

communication points, which increases the denominator term in
the cost functions. The centralized approach shows a linear increase,
whereas the distributed scheme increases in a logarithmic fashion.

Regarding the effect of the inter-vehicle distance (L), the results
show that it has a higher impact on the distributed scheme, show-
ing a constant cost gap of more than an order of magnitude for
all numbers of vehicles. This result is reasonable, as the distance
used for the cost estimation is straightforwardly related to this
parameter. However, in the centralized scheme, the communication
cost gap is not constant and increases linearly with the number of
vehicles. Recall that L does not contribute to the cost of the central-
ized scheme directly, but combined with a term that includes also
the distance from the BS to the road border R (see Equation (6)).
Therefore, its contribution turns more significant as its magnitude
approaches the one of R. The latter effect also justifies that the cost
gap between centralized and distributed approaches decreases as L
gets higher for a given N.

5 CONCLUSION

This work proposed the use of Ordinary Kriging spatial interpo-
lation to reduce the control information dedicated to the channel
estimation stage in group-based vehicular communications. As-
suming that the real channel is only acquired by a subset of ve-
hicles, spatial interpolation of the channel provides estimates of
the large-scale channel parameters for the rest of vehicles in the
group. Communication cost expressions have been derived for two
alternatives, a centralized approach and a distributed one, consid-
ering a communication scenario between a macro base station and
a vehicle platoon. The evaluation results show that the distributed
topology is more efficient in terms of communication cost, while
the centralized scheme is more robust against inter-vehicle distance
variations.
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As a future work, a more complete performance evaluation of
the proposed interpolation-based channel estimation in terms of
channel accuracy and feedback overhead should be carried out,
where both parameters will be in trade-off.
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