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Abstract 

This project aims to analyze which volatility estimation model can better forecast volatility for 

Banco Invest. The compared models are the GARCH (1, 1), Exponentially Weighted Moving 

Average, Heston-Nandi GARCH, and two variations of the Heston stochastic volatility model. 

The model recommended for Banco Invest is the Heston, as it is the one that presents the closest 

results to the realized volatility and demonstrates the most stable estimates. Alternatively, if it 

is not Banco Invest’s intention to use the implied volatility as an input when forecasting 

volatilities, the Heston-Nandi GARCH model should be taken into consideration. 
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1. Introduction 

The following project, in partnership with Banco Invest, aims to maximize the precision of 

the volatility forecasts performed by the bank. 

Banco Invest has diverse operations on the capital market, with this project aiming to assist 

the bank with structured products. This organization’s department provides bundles of options 

to its customers where the products’ payoff depends on the performance of the underlying assets 

of the options included. As an example, one of the products sold by the bank is an investment 

of a two-year period in a bundle, created by the bank, composed by five different stocks in the 

technology sector. The product is composed by stocks from ASML, Corning, Crown Castle, 

Vodafone and Qualcomm. The remuneration the customers receive on this investment depends 

on the returns of the bundle as a whole. For the aforementioned product, the customer would 

receive a payoff of 2,4% if all stocks have increased value at the due date, otherwise the yield 

would go down to 0%.  

As an institution that guarantees a minimum payoff of 0%, as well as potential for positive 

returns, the bank cannot be exposed to market shocks, fluctuations and unpredictability. 

Therefore, Banco Invest hedges its position, to guarantee a consistent and controlled payoff, 

diminishing the risk of its operations.  

As explained by Hull (2009, chapter 19), hedging a position, or delta hedging, implies 

buying or selling underlying asset stocks of the possessed option. Whether the position is long 

or short depends on the delta of the option, given by the change in the option price with respect 

to the price of the underlying asset. A position is considered hedged when delta equals zero. 

Maintaining delta at zero is a continuous process, as the position needs to be updated and 

adapted according to the market changes.  
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If the portfolio is properly hedged, the bank ensures that upon options’ expiry, its portfolio 

of securities is balanced and has zero payoff. Banco Invest is then able to either yield positive 

returns to customers, if the spot prices go up, or incur no losses, if the spot prices don’t go up.   

However, while the payoff is guaranteed to be zero, losses can still be incurred. Constant 

purchase and sale of stocks involves substantial transaction costs. Moreover, many other Greeks 

such as Gamma, Vega and Rho should also be hedged to guarantee perfect hedging. Perfect 

hedging is not feasible in practice, due to accumulation of transaction costs (Hull 2009, chapter 

19). 

Given this, accurate expectations regarding the market considerably minimize the 

transaction costs associated with trading, thus maximizing the gains the bank can generate from 

its customers’ investments. As the best estimate for how a stock, and consequently an option, 

is expected to behave in the future is the volatility of the underlying asset, volatility estimation 

plays a critical role on the hedging efficiency of the bank. An option price is severely influenced 

by the expected volatility and therefore, a competitive advantage exists when one institution 

has a better forecast on how the volatility is going to behave.  

For years, Banco Invest has been using the Bloomberg implied volatilities, which are 

extrapolated from the price of the options. The bank has had positive results using implied 

volatilities but aims to enhance its option volatility accuracy even further. Moreover, due to the 

COVID-19 pandemic’s repercussions, the implied volatilities did not always provide the best 

estimates, due to the unpredictability of the market. Since the implied volatilities have shown 

weakness in this period, the bank aims to find a model that will more effectively cover these 

weaknesses.  

Consequently, the goal of this project is to comprehend not only how existing models are 

able to predict market volatilities, but also to assess the quality of the results proposed by the 
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implied volatility model. To do so, the implied volatility results will be subjected to the same 

type of scrutiny as the other models’ outputs.  

The models to be implemented are the GARCH, EWMA, Heston-Nandi GARCH and 

Heston models. These models were selected based on their theoretical robustness and alignment 

with the needs proposed by the bank. At the same time, these models forecast volatility with 

different methods and different inputs, providing the bank a broader analysis of volatility 

models. The GARCH and the EWMA models only take into consideration historical volatilities. 

The Heston model, on the other hand, adds a stochastic volatility element to the initial input of 

the model. Finally, the Heston-Nandi GARCH incorporates both previously mentioned aspects, 

using the historical volatility in the parameterization process and the random component for the 

option pricing.  

Each model will be evaluated not only on the fitness of the results when compared to the 

realized volatility but also their stability, as unstable models would increase transaction costs. 

The project also considers the applicability of the models, as very complex ones from a 

computation perspective may not be feasible. This represents a problem because Banco Invest 

updates twice a day, on average, 63 option volatilities for each of the over 70 stocks present in 

the portfolio. The bank has the need to have volatility estimates for options with seven different 

maturities, ranging from one month to two years, and nine distinct strikes, between 80% and 

120% moneyness, for each stock of its portfolio. 

 

2. Literature review 

2.1 Implied Volatility and the Implied Volatility Surface 

Implied volatilities (IV) are derived from option prices in the market and are widely used 

among traders as the most reliable proxy for the market’s volatility forecast. To compute such 

IV values, the Black-Sholes equation for pricing an option is used (Hull 2009, chapter 15). In 

this paper, the equation to price a call option will be given as an example, but the same rational 
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can be applied in the put option pricing equation. As such, equation 2.1.1 represents the starting 

point to properly derive IV estimates.  

𝑐 = 𝑆0𝑁(𝑑1) − 𝐾𝑒−𝑟𝑇𝑁(𝑑2).                                            (2.1.1) 

Where 𝑁(𝑑1) and 𝑁(𝑑2) represent cumulative probability distribution functions for a 

variable with a standard normal distribution, 𝑑1 =  
𝑙𝑛(

𝑆0
𝐾⁄ )+(𝑟−𝜎2

2⁄ )𝑇

𝜎√𝑇
  and 𝑑2 = 𝑑1 − 𝜎√𝑇. 

To be feasible to derive the IV values from this equation, all variables, except the volatility 

parameter (𝜎2), must be known values. Therefore, it is necessary to have available underlying 

asset spot price at time zero (𝑆0), the strike, maturity, and the value of the option (K, T and c, 

respectively), as well as the continuously compounded risk-free rate verified on the market (r). 

From this, it is possible to derive the intended IV following a trial-and-error approach, since it 

is not possible to invert equation 2.1.1 so that 𝜎 is expressed as a function of 𝑆0, K, r, T, and c 

(Hull 2009, chapter 15). 

This method has the advantage of directly computing the implied volatility of a given option 

as a function of its strike and maturity. This characteristic enables the creation of an implied 

volatility surface: a forecast of infinite implied volatilities in condition to the moneyness of the 

underlying asset and its time to maturity (Gatheral 2006, chapter 3). The Black-Scholes model 

(1973) predicts a volatility function curve for a certain fixed maturity across different strike 

prices that resembles a “smile”, where the marker gradually decreases up until it reaches at-the-

money point, and then increases again. With trading costs considered, the volatility curve will 

resemble a “smirk”. This happens due to the traders being more concerned with hedging their 

own portfolios against market loss than capitalizing on huge gains, therefore, creating higher 

demand for out-of-the-money or at-the-money options.   

A crucial assumption of this model is that the market is perfect when it comes to react to 

unexpected events and jumps in prices, that is, the implied volatility model assumes that the 

prices at which options are being traded in the market are correct and represent the true value 
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of the asset. However, this scenario is not verified, since no market is 100% perfect, with 

options mispricing being a reality (Canina and Figlewski 1993).  

In sum, it is clear that, although this method is widely used among option traders, the implied 

volatility model has its shortcomings, and it is adequate to try to find alternatives that can 

provide volatility estimates more aligned with the market’s realized volatility.  

 

2.2 GARCH (p, q) Model 

The GARCH (p, q) (generalized autoregressive conditionally heteroskedastic) process was 

first introduced by Bollerslev (1986) and represents a generalization of the ARCH (q) 

(autoregressive conditionally heteroskedastic) model presented by Engle (1982). Both these 

methods allow “conditional variance to change over time as a function of past errors” 

(Bollerslev 1986), which represents a major difference when compared with other econometrics 

models where conditional variance is expected to remain constant. 

Engle (1982) demonstrated that the variance of one period (𝜎𝑡) is a random variable that is 

dependent of past volatilities (𝜎𝑡−𝑖), which led him to create a model that would forecast future 

variances as random variables that are dependent of past information.  Given this, in both 

GARCH (p, q) and ARCH (q) the letters p and q stand for the number of lagged periods used 

to forecast volatility at a certain point in time. The difference between models is related with 

the existence of one more variable in the GARCH (p, q) process. To better understand this 

difference, both the ARCH (q) and the GARCH (p, q) equations must be studied. 

The ARCH (q) model equation for the estimation of a given stock is 

𝜎𝑛
2 =  𝛾𝑉𝐿 + ∑ 𝛼𝑖𝜇𝑛−𝑖

2

𝑞

𝑖=1

                                                 (2.2.1) 

While the GARCH (p, q) method equation for the same forecast is  

𝜎𝑛
2 =  𝛾𝑉𝐿 + ∑ 𝛼𝑖𝜇𝑛−𝑖

2

𝑞

𝑖=1

+ ∑ 𝛽𝑖𝜎𝑛−𝑖
2

𝑝

𝑖=1

                                       (2.2.2) 
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In both equations 𝑉𝐿 stands for the long-run average variance, 𝜇𝑛−𝑖
2  is the squared return of 

the stock at the lagged period n-i, n is the sample size, while 𝛼𝑖 and 𝛾 are parameters of the 

models. In the GARCH (p, q) equation, 𝜎𝑛−𝑖
2  is the conditional variance estimated for the lagged 

period n-i and 𝛽𝑖 is a parameter of the model. The importance and meaning of the parameters 

will be discussed later in the paper. 

According to Bollerslev (1986), “in the ARCH (q) process the conditional variance is 

specified as a linear function of past sample variances only, whereas the GARCH (p, q) process 

allows lagged conditional variances to enter as well”, which enables the model to have an 

adaptive learning mechanism. Moreover, it is clear that if 𝑝 = 0, then the GARCH (p, q) process 

is simply the ARCH (q).  

Given this, in the following section of this thesis only the GARCH (p, q) process will be 

considered, as it represents a more complete approach to volatility forecast when compared 

with the ARCH (q) model.  

 

2.3 GARCH (1, 1) Model 

The GARCH (1, 1) model is the simplest approach among all GARCH processes, since it 

considers only one lag period, making it computationally more feasible and applicable, when 

compared with other derivations of the model (Bollerslev 1986). 

As it is Banco Invest’s goal to have a computationally simple model as final output, and the 

GARCH (1, 1) is often proven to derive reliable results (Bollerslev 1986), this method is going 

to be deeply studied and put to practice in the next chapters. Moreover, since the main objective 

of this project is to derive daily volatility forecasts for a given stock, from this point onwards 

𝜎𝑛
2 represents the asset’s daily variance, 𝜎𝑛−1

2  the daily variance lagged one period, that is, the 

conditional variance estimated for the day before and 𝜇𝑛−1
2  the squared stock return in the day 

before.  
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The equation for the GARCH (1, 1) process is given by:  

𝜎𝑛
2 =  𝛾𝑉𝐿 + 𝛼𝜇𝑛−1

2 + 𝛽𝜎𝑛−1
2                                            (2.3.1) 

Where 𝑉𝐿 stands for long-run average variance, 𝜇𝑛−1
2  the day before squared returns of the 

underlying stock and 𝜎𝑛−1
2  the day before daily volatility. The Greek letters that are multiplying 

by each of the values are the parameters that allocate weight to each variable (Hull 2009, chapter 

23). The three parameters must obey the following constraint:  

𝛾 + 𝛼 + 𝛽 = 1                                                       (2.3.2) 

The model is often simplified to: 

𝜎𝑛
2 =  𝜔 + 𝛼𝜇𝑛−1

2 + 𝛽𝜎𝑛−1
2                                               (2.3.3) 

Where 𝜔 is given by the product between 𝛾 and 𝑉𝐿 in order to simplify the equation and the 

parameter estimation. 

This model assumes the property of mean reversion aspect to the volatility forecasted, that 

is, the model anticipates that there will be a tendency for the daily volatility computed (𝜎𝑛
2) to 

get closer to the long term variance of the underlying asset as time passes. This characteristic 

of the model is illustrated in the following picture (Hull 2009, chapter 23): 

Figure 2.3.1 – Illustration of the mean reversion property of the GARCH (1, 1) model 
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Furthermore, the understanding of the meaning of each parameter is imperative to 

understand how de model derives the volatility. There are three parameters that attribute wight 

to each component that GARCH (1, 1) assumes to impact the volatility. 

First, and the most relevant, is the 𝛽. This parameter defines how much of the volatility of 

the day n should be impacted by the volatility of the day before, n-1. As 0 < 𝛽 < 1, the higher 

the value the parameter the bigger correlation there will be between the volatility forecasted 

and the historical volatility. Moreover, because n-1 volatility is influenced by n-2, a higher 

value of 𝛽 results in more past values being incorporated in today’s volatility, resulting in 

increased stability of the model.  

Another parameter, 𝛼, is the one responsible for assuming a relation between the volatility 

and the asset’s return, more precisely the squared returns. The squaring of the returns assures 

that, independently if the return was positive or negative, the impact in the volatility estimation 

will always be positive, assuring that the volatility predicted by this model cannot be negative.  

Finally, the third parameter, 𝛾, defines the weight attributed to the expected long-run 

volatility of the model. The higher the 𝛾 is, the stronger the mean reversion implied by the 

model will be. Opposing, if this parameter is very close to zero, the concept of the GARCH (1, 

1) model being a mean-reverting one becomes virtually obsolete.  

An important constraint of the model is that 𝛼 + 𝛽 < 1, which consequently implies that 𝛾 

is positive. If 𝛼 + 𝛽 > 1, the model assumes a negative weight for the long-run variance, that 

is, 𝛾 would be lower than zero to respect equation 2.3.2. Moreover, as w would have the 

constraint to be larger than zero, VL would have to be negative in order to be in accordance 

with the equation 𝑤 = 𝑉𝐿 × 𝛾, which is an impossible result as the volatility can never be 

negative. Under this scenario the model would be mean fleeing instead of mean reverting, thus 

violating a critical assumption of the GARCH model.  
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In order to estimate the correct parameters for this model, the maximum likelihood method 

must be performed. This process provides the values of the parameters that maximize the 

probability of the data occurring, and it is given by the expression: 

∑ [− ln(𝜎𝑛
2) −

𝜇𝑛
2

𝜎𝑛
2

]

𝑚

𝑛=1

                                                (2.3.4) 

The maximization of this equation provides a result for α, β and ω, parameters that can 

immediately provide the value for the long-term daily variance rate (𝑉𝐿) for a given day (n) 

with the following equation:  

𝑉𝐿 =  
𝜔

1 − 𝛼 − 𝛽
                                                        (2.3.5) 

Depending on the parameter results, weight will be attributed to the long-run variance, the 

previous returns of the asset and the volatility (Engle 2001). 

The volatility result that is taken away from this model is a daily volatility that is going to 

be annualized assuming 252 business days in a year. Also, this volatility is not skewed by time 

to maturity or moneyness of an option. Banco Invest and Bloomberg assume that historical 

option volatilities are regarded as volatilities of options that have 100% moneyness. Moreover, 

the assumption was made that the yearly volatility will consist in a constant daily volatility that 

was predicted for the 252 business days. Therefore, based on the equation 2.3.3, the yearly 

volatility is given by the following equation:  

𝜎𝑎𝑛𝑛𝑢𝑎𝑙 = √252 ( 𝜔 + 𝛼𝜇𝑛−1
2 + 𝛽𝜎𝑛−1

2  )                                   (2.3.6) 

With this, the result from this model references the point of moneyness of 100% and maturity 

of one year in the volatility surface. Chapter 2.5 is going to extrapolate how this model can be 

incorporated to form a volatility surface. 
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2.4 Exponential Weighted Moving Average (EWMA) Model 

The exponentially weighted moving average (EWMA) represents an approach where the 

weights given to the volatilities of the dates n-t decrease exponentially through past 

observations. With this, the “decay” parameter of this model is given by λ and it is a constant 

between zero and one. This model provides a simple formula that computes today’s volatility 

based on the previous days’ volatilities, returns and on the value of λ, a parameter which is 

constant and used to define the weight given to each observation (Hull 2009, chapter 23). The 

formula of this model is therefore given by: 

𝜎𝑛
2 = 𝜆𝜎𝑛−1

2 + (1 − 𝜆)𝜇𝑛−1
2                                             (2.4.1) 

Although this formula appears to only use the volatility and the return of day n-1 to 

extrapolate the volatility for day n, it is important to mention that that is not the case. This can 

be explained by the fact that the day n-1 volatility is calculated from the return and volatility of 

day n-2. On its turn, the day n-2 value was based on a past observation, with this method being 

reproduced until the end of the time series. In sum, the volatility estimation for day n englobes 

all estimates previously performed for past periods. However, despite this process continuing 

until all data is used, it is important to refer that the weight given to a day at a certain point in 

the past becomes irrelevant and therefore this model does not require to store as much data as 

alternative models. Moreover, in addition to this positive aspect of the model, as the most recent 

day is incorporated in the model, the oldest data can be disregarded from the model as it is not 

relevant anymore. This allows the model to maintain its easiness to operate (Hull 2009, chapter 

23). The formula that encompasses all the data in the model, from the first day of data until 

today, is given by: 

 𝜎𝑛
2 = (1 − 𝜆) ∑ 𝜆𝑖−1

𝑚

𝑖=1

𝜇𝑛−1
2 + 𝜆𝑚𝜎𝑛−𝑚

2                                       (2.4.2) 
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It is important to note that equation 2.4.1 and 2.4.2 are equivalent if the sample size (m) is 

large enough to make 𝜆𝑚𝜎𝑛−𝑚
2  sufficiently small to be ignored (Hull 2009, chapter 23). Given 

this, the study of equation 2.4.2 is useful to better understand how the model behaves. This 

formula highlights how the exponential decline of the EWMA approach is given by the fact 

that the weight of today’s observation is multiplied by the weight previously given to the result 

obtained in n-1, with the same rational being applied to the remaining sample size. From this, 

it is clear that, as the available data becomes older, its relevance exponentially declines. 

The volatility that results from this model is largely dependent on the value of the parameter 

λ, since this value defines the weight given to previous periods. As this parameter gets lower, 

more prevalence is given to the most recent return. Moreover, as the decay becomes larger due 

to the lower values of the parameter, the sooner older data becomes obsolete and irrelevant for 

the estimation. On the opposite, as the parameter λ becomes greater, the model starts to react 

slower to changes in volatility, as it gives a greater weight to older data (Hull 2009, chapter 23), 

resulting in more stable estimations. 

There are two possible ways to estimate the parameter to this model and both methods 

forecast quite different volatilities estimates. On one hand Hull (2009, chapter 23) proposes a 

process that is very similar to the GARCH (1, 1) model previously mentioned. Under this 

scenario, the parameter is estimated by maximizing the exact same likelihood function used in 

the GARCH process. The function that is to be maximized for this parameterization is then 

given by: 

∑ [− ln(𝜎𝑛
2) −

𝜇𝑛
2

𝜎𝑛
2

]

𝑚

𝑛=1

                                                    (2.3.4) 

In which 𝜎𝑛
2 represents the volatilities estimate for a single period and 𝜇𝑛

2 represents the 

return squared for the same period. By maximizing the sum of this equation for each day of the 

model the parameter (λ) can be extracted. From an econometrical standpoint, this process is the 



 14 

most correct to derive λ. However, when put to practice, it can result in worse estimates. This 

can be explained by the fact that the parameter is very sensitive to the data available, and 

therefore unusual shocks in the market or in that particular stock may result in extremely 

volatile λ values in short periods of time. Consequently, a volatile λ will originate less stable 

volatility forecasts, which is far from ideal given what is asked by Banco Invest (Hull 2009, 

chapter 23). 

On the other hand, an empirical study performed by JPMorgan (1994) suggests fixing the 

parameter 𝜆 = 0,94. The study suggests that “across a range of different market variables, this 

value gives forecasts of the variance rate that come closest to the realized variance rate”. 

Although this approach disregards the maximum likelihood equation, this method allows to 

have not only a more constant result for the volatility but also a result that often better represents 

the true market volatility. However, it is also clear to understand that this volatility estimation 

approach is less econometrically correct.  

The EWMA model has historically been a trustworthy model from a theoretical base as well 

as from an empirical standpoint. The EWMA model attempts to produce similar results to the 

GARCH (1, 1) model with less parameters because it is using a similar methodology of 

declining the weights of historical values and therefore exponentially declining the usefulness 

of historical information, providing results more adequate to the current market circumstances 

(Jarešová 2010). Because it can theoretically arrive to similar results with a smaller data 

collection and number of parameters, this allows the model to be computationally less heavy.  

However, the EWMA model does not incorporate the mean reversion of the GARCH (1, 1) 

model that is computed with the previously mentioned parameter w. The EWMA model is a 

singular case of the GARCH model where the parameter w is set as zero, consequently implying 

𝛼 + 𝛽 to equal one. From this, it is clear that the  parameter in the EWMA has the same 
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function as the  parameter in the GARCH process, while the estimation of  is ignored, being 

given by 𝛼 = 1 − 𝜆. 

The fact that this model does not account the mean reversion implies that it is theoretically 

less appealing. With this, by comparing these two models (GARCH and EWMA), there is a 

clear tradeoff between the theoretical quality of the two and the computational easiness of the 

two. 

Once again, the volatility result that is taken away from this model is a daily volatility that 

is going to be annualized assuming 252 business days in a year. Therefore, based on the 

equation 2.4.1, the yearly volatility is given by the following equation: 

𝜎𝑎𝑛𝑛𝑢𝑎𝑙 = √252 [𝜆𝜎𝑛−1
2 + (1 − 𝜆)𝜇𝑛−1

2 ]                                 (2.4.4) 

Moreover, this volatility is not skewed by time to maturity or moneyness of an option, 

therefore the result from this model references the point of moneyness of 100% and maturity 

of one year in the volatility surface. 

 

2.5 Volatility Surface Regression 

The results that are taken from the GARCH and EWMA models can be observed in the 

volatility surface as the annual volatility for an option at the money. Therefore, they will only 

provide results for the point T= 1 and K= 100% of the volatility surface (with T being the time 

to maturity and K the moneyness of the option). Since these models only provide a volatility 

forecast for a singular point of the surface, it is important to adapt this result to different 

moneyness and maturities. The following method would allow the extrapolation of results as a 

function of K and T while using the results of the models as initial inputs. Thus, the structure of 

the volatility surface will be similar to the implied volatility, but the values will differ from 

each model to another, depending on the input provided. 
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With the implied volatility being a function of K and T, one can use the ordinary least squares 

regression method to get the parameters that are able to mirror the implied volatility surface. 

Therefore, the coefficients can provide an estimation for a volatility for each time to maturity 

and moneyness (Nandi and Waggoner 2000). 

The model provided by Dumas, Fleming and Whaley (1998) consists in:  

𝜎 (𝑇, 𝐾) =  𝑎0 + 𝑎1𝐾 +  𝑎2𝐾2 +  𝑎3𝑇 +   𝑎4𝑇2  +   𝑎5𝐾𝑇                  (2.5.1) 

With K being the strike, T the time to maturity and σ a function of both. It is expected that 

the parameters provided are a good fit. However, by adding more parameters and therefore 

creating a more elaborated model, it can be the case that the model becomes more precise but 

also more redundant due to statistically irrelevant parameters (Dumas Fleming and Whaley 

1998). The quality of the fit is also heavily deteriorated by the inclusion of deep “in the money” 

or “out of the money” volatilities, as these options are characterized by higher volatilities and 

therefore higher deltas between volatility and moneyness (Andersen and Andreasen 2000). The 

estimation of the volatility surface that is going to be applied on the models previously 

mentioned will be conducted by minimizing the squared difference between the “real” implied 

volatility surface and the estimated one with the parameters, given by the equation 2.5.1. 

Herewith, this regression method would construct an entire volatility surface by only 

inputting a singular volatility estimation at the point (T, K) = (1, 100%), as the ordinary least 

squared regression would provide a surface like the implied volatility one regarding the slope, 

while assuming the other models’ volatility forecast. This regression will be applied to the 

results of the GARCH (1, 1) and the EWMA models. 
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2.6 Heston-Nandi GARCH Model  

One of the conditions in the Black-Scholes model is the constant volatility, which is 

something that is not verifiable. One way to solve the problem is the time-varying volatility 

model of Heston (1993), that allows to relax this assumption. Steven L. Heston and Saikat 

Nandi developed a model in 2000, known as Heston-Nandi, which is a closed-form option 

valuation formula for a spot asset where the variance follows a GARCH (p, q) model, which 

can be done with the returns of the asset.  

Previous researchers tried to create a GARCH option pricing models, like Duan in 1995, but 

no closed-form solution for the option pricing was available, meaning the usage of Monte Carlo 

simulations was needed. Heston and Nandi (2000) presented a closed-form GARCH model for 

the option pricing, solving the latter problem. 

The Heston-Nandi derivation of the GARCH model is a very similar approach as the Duan 

option pricing model, which first introduced a mean-reverting GARCH model that eliminates 

the drawback of a singular and constant standard deviation. This model predicts the smile/smirk 

of the volatility curve which therefore provides adjusted results for different maturities and 

strikes (Kamiński 2013).  

The closed-form model allows option valuation from Heston-Nandi to follow the GARCH 

variance as it is still based on past returns, while containing Heston’s stochastic volatility model 

(Heston and Nandi 2000). With this, the option pricing model not only considers the path of the 

historical spot prices of the underlying asset but also the stochastic correlation between 

volatility and returns, which is explained by the leverage effect component of this model. The 

volatility for day t of this option pricing model is given by the equation: 

ℎ(𝑡) = 𝜔 + ∑ 𝛽𝑖ℎ(𝑡 − 𝑖Δ) + ∑ 𝛼𝑖[𝑧(𝑡 − 𝑖Δ) − 𝛾𝑖√ℎ(𝑡 − 𝑖Δ)]
2

𝑞

𝑖=1

          

𝑝

𝑖=1

  (2.6.1) 
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Where ℎ(𝑡) is the past volatility, z is standard normal disturbance and 𝜔, 𝛼, 𝛽 and 𝛾 are 

parameters of the model. Omega (𝜔) is the weight assigned to the long-term volatility 

multiplied by the long-term volatility (𝜔 =  𝓍 ∗  𝒱𝑙). Alpha (𝛼) provides the weight assigned 

to the last observed return (𝑢𝑛−1
2 ). Beta (β) is the weight assigned to the last variance observed 

(𝜎𝑛−1
2 ) and Gamma (𝛾) provides an important property that is disregarded in the basic GARCH 

(1, 1) model which is the leverage effect (Christoffersen, Jacobs and Ornthanalai 2013).  

The leverage effect, first discussed by Black, is an asymmetry tendency regarding the 

different impacts in the volatility of positive and negative returns. This trend is present because 

of an increase of debt relative to equity when the spot price of a company decreases. With a 

decrease in equity and a stable debt, the Debt-to-Equity ratio increases which consequently 

increases the risk of the company. This explains why the volatility increase is more significant 

because of negative returns compared to positive ones when taking this parameter into 

consideration (Ait-Sahalia, Fan and Li 2013). 

These parameters are estimated, like GARCH (1, 1), by maximizing a particular log 

likelihood function that not only includes the parameters previously mentioned but also a λ, the 

risk premium. This maximization equation is given by (Rouah and Vainberg 2007, chapter 6):  

log 𝐿 =  ∑ (− ln 𝜎𝑡
2  − 

𝑟𝑡
2

𝜎𝑡
2)

𝑛

𝑡=1

                                             (2.6.2) 

A crucial part of the parameter calculation is the initial parameter values that are used in the 

model in order to estimate the optimized model. Because this model contains five parameters 

to be estimated, certain combinations of parameters do not create an equation that is able to be 

optimized, either because they tend to infinite or because the local maximum is far away from 

the optimum level of the function (Rouah and Vainberg 2007, chapter 6). Therefore, it is 

imperative for the initial variables to be relatively close to the correct optimum parameters. 
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These initial parameters used to maximize the model are parameters used in the Heston-Nandi 

paper (Heston and Nandi 2000).  

With Rt being: 

𝑅𝑡 ≡  𝑙𝑛 (
𝑆𝑡

𝑆𝑡−1
)  =  𝑟 +  𝜆ℎ𝑡  +  𝜀𝑡                                           (2.6.3) 

The model assumes that h(t) represents the return premium, meaning the future returns of 

the underlying asset can be explained by a risk-free component and a component, proportional 

to the variance, that exceeds this riskless proportion of the return (Heston and Nandi 2000). 

Moreover, the model obeys two main assumptions, spot prices follow the path previously 

mentioned throughout time and that the call option with one period to expiration obeys the 

Black-Scholes-Rubinstein formula (Heston and Nandi 2000). 

In order to price the option resulting from this variance, Heston-Nandi proposes a closed-

form formula for European options. The formula allows to compute an option price for any 

given K and T (Byun 2011), in contrast with other models that require the use of a Monte Carlo 

to estimate the option price, which is more computationally intensive. The previously 

mentioned formula was firstly elaborated by Heston and Nandi (2000) and is given by: 

 

𝐶 =  
1

2
𝑆𝑡 +

𝑒−𝑟(𝑇−𝑡)

𝜋
∫ 𝑅𝑒 [

𝐾−𝑖𝜙𝑓(𝑖𝜙 + 1)

𝑖𝜙
]

∞

0

𝑑𝜙

− 𝐾𝑒−𝑟(𝑇−𝑡) (
1

2
+

1

𝜋
∫ 𝑅𝑒 [

𝐾−𝑖𝜙𝑓(𝑖𝜙)

𝑖𝜙
]

∞

0

𝑑𝜙)                                   (2.6.4) 

 

 

With 𝑓(𝑖𝜙) = 𝑆(𝑡)𝑖𝜙𝑒𝑥𝑝 [𝐴(𝑡;  𝑇, 𝑖𝜙) +  ∑ 𝐵𝑡(𝑡;  𝑇, 𝑖𝜙)𝑝
𝑖=1 ℎ(𝑡 + 2𝛥 − 𝑖𝛥) +

                             ∑ 𝐶𝑖(𝑡;  𝑇, 𝑖𝜙)[𝑧(𝑡 + 𝛥 −  𝑖𝛥) − 𝛾𝑖√ℎ(𝑡 + 𝛥 −  𝑖𝛥)]
2𝑞

𝑖=1 ]           (2.6.5) 

 

      𝐴(𝑡;  𝑇, 𝑖𝜙) = 𝐴(𝑡 + 𝛥;  𝑇, 𝑖𝜙) + 𝑖𝜙𝑟 + 𝐵𝑡(𝑡 + 𝛥;  𝑇, 𝑖𝜙) 𝑤                          

− 1
2⁄ log[1 − 2𝑎1𝐵1(𝑡 + 𝛥;  𝑇, 𝑖𝜙)]                                                     (2.6.6) 
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      𝐵1(𝑡 + 𝛥; 𝑇, 𝑖𝜙)   = 𝑖𝜙(𝜆 + 𝛾1) − 1
2⁄ 𝛾1

2 + 𝛽1𝐵1(𝑡 + 𝛥; 𝑇, 𝑖𝜙) 

+ (
1

2⁄ (𝑖𝜙 −  𝛾1)2

1 − 2𝑎1𝐵1(𝑡 + 𝛥; 𝑇, 𝑖𝜙)
)                                                                    (2.6.7) 

The Heston-Nandi parameters previously mentioned are incorporated in equations 2.6.6 and 

2.6.7, while “𝑓(𝑖𝜙) is the characteristic function of the logarithm of the spot price” (Heston 

and Nandi 2000). 

With all the processes explained before, one obtains the European option price for any 

desired time to expiration as well as a variety of strikes. As previously mentioned, Heston-

Nandi model follows the Black-Scholes-Rubinstein formula and therefore one can use this 

formula to extrapolate the local volatility (Heston and Nandi 2000) from the European option 

price obtained before. The Black-Scholes formula is used to reverse engineer the equation in 

order to extract the volatility, with inputs being the settlement date and maturity date, the strike 

of the option, risk free rate and finally the option price. With all the inputs previously 

mentioned, it is possible to extrapolate which volatility is implied in the option price estimated 

by the model, for a given maturity and strike price. 

 

2.7 Heston Model 

Heston (1993) developed a stochastic volatility option pricing model, which allowed 

variance to follow a random path. Heston assumes that the underlying asset follows a risk 

neutral continuous process: 

𝑑𝑆𝑡 = 𝑟𝑆𝑡𝑑𝑡 + √𝑉𝑡𝑆𝑡𝑑𝑊𝑡
1                                                (2.7.1) 

𝑑𝑉𝑡 = 𝑘(𝜃 − 𝑉𝑡)𝑑𝑡 + 𝜎√𝑉𝑡𝑑𝑊𝑡
2                                         (2.7.2) 

𝑑𝑊𝑡
1𝑑𝑊𝑡

2 = 𝜌𝑑𝑡                                                    (2.7.3) 

This model takes nine main input parameters, divided into two groups. The first group 

consists of parameters used to price options with any model and that are observable in the 
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market, them being the stock price S, risk-free rate r, strike price K and maturity T. The second 

group can be obtained through a calibration process that will be explained below. It consists of 

initial volatility 𝑉𝑡 of the asset, its long-term volatility 𝜃, the rate of mean reversion 𝑘 between 

𝑉𝑡 and 𝜃, the volatility of volatility 𝜎𝑡 and the correlation between two random Wiener processes 

ρ, Wu (2019). 

All components have specific effects on the resulting curve, where ρ affects the skewness of 

the distribution. As shown by Wu (2019) and Poklewski-Koziell (2012), the equation dictates 

that with positive ρ, the volatility of the asset and its returns will increase together.  Conversely, 

with 𝜌 <  0, the asset’s volatility increases with a drop in log-returns. The parameter 𝜎𝑡, the 

volatility of volatility, affects kurtosis which influences the heaviness of tails in general.  

With lower kurtosis, tails will be heavier, while larger kurtosis signifies a distribution packed 

around the mean. Peak might also be changed, although not necessarily so, as 𝛼 affects the 

mean-reversion. The lack of mean-reversion would yield markets characterized by a 

considerable amount of assets with volatility either absurdly high or approaching zero, which 

are, in practice, fringe cases. As shown by Crisostomo (2014) or Poklewski-Koziell (2012), the 

Feller condition 2𝑎𝜃 ≥ 𝜎2, from Feller (1951), is applied, which guarantees that all 𝑉𝑡 ≥ 0. 

 

Closed Form Solution 

Heston (1993) suggested a closed form solution for the model: 

𝐶(𝑆𝑡, Π𝑗 , 𝑡, 𝑇) = 𝑆𝑡Π1 − 𝐾𝑒−𝑟(𝑇−𝑡)Π2, 𝑗 = 1,2                           (2.7.4) 

where, 

Π1 =
1

2
+

1

𝜋
∫ 𝑅𝑒 (

𝑒−𝑖𝑢𝑙𝑛(𝐾)𝜓(𝑢 − 𝑖)

𝑖 ∪ 𝜓(−𝑖)
) 𝑑𝑢

∞

0

= S∗                            (2.7.5) 

Π2 =
1

2
+

1

𝜋
∫ 𝑅𝑒 (

𝑒−𝑖𝑢𝑙𝑛(𝐾)𝜓𝑙𝑢𝑖

𝑖𝑢
) 𝑑𝑢

∞

0

= P∗                                 (2.7.6) 
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Heston (1993) considers the characteristic function 𝜓 of both probabilities to assume the 

form: 

𝜓𝑥𝑡(𝑢) = 𝐸[𝑒𝑖𝑢𝑥𝑡] = 𝑒{𝐶(𝑢,𝑡)𝜃+𝐷(𝑢,𝑡)𝑉0+𝑖𝑢(log(𝑆0)+𝑟𝑡)}                       (2.7.7) 

where, 

𝐶(𝑢, 𝑡) = 𝑎 [𝑟𝑛𝑒𝑔(𝑡) −
2

𝜎2
 𝑙𝑜𝑔 (

1 − 𝑔𝑒−𝑑𝑡

1 − 𝑔
)]                            (2.7.8) 

𝐷(𝑢, 𝑡) = 𝑟𝑛𝑒𝑔 [
1 − 𝑒−𝑑𝑡

1 − 𝑔𝑒−𝑑𝑡
]                                      (2.7.9) 

𝑔 ∶=
𝑟𝑛𝑒𝑔

𝑟𝑝𝑜𝑠
                                                        (2.7.10) 

𝑟𝑛𝑒𝑔

𝑟𝑝𝑜𝑠
=

𝛽 ± 𝑑

2𝛾
                                                   (2.7.11) 

𝑑 = √𝛽2 − 4𝛾𝛼                                                 (2.7.12) 

𝛼 =
(−𝑢2 − 𝑖𝑢)

2
                                                (2.7.13) 

𝛽 = 𝑘 − 𝜌𝜎𝑖𝑢                                                   (2.7.14) 

𝛾 =
𝜎2

2
                                                        (2.7.15) 

Equation 2.7.4 is very similar to the Black-Scholes model. The first term represents the 

present value of the underlying asset, given optimal exercise and the second term is the present 

value of the strike. Π1 and Π2 have a similar role to 𝑑1 and 𝑑2 in the Black-Scholes framework, 

with the forward price and the strike price split into two different components. To compute the 

pricing of European option prices, equations 2.7.4, 2.7.5, 2.7.6 and 2.7.7 are approximated 

making use of various numerical integration techniques, as shown by Moodley (2005) and 

Poklewski-Koziell (2012).  

However, Carr and Madan (1999) ‘...find that the use of the Fast Fourier Transform (FFT) 

is considerably faster than most available methods and furthermore, the traditional method 
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described in Heston, Bates, Bakshi and Madan, and Scott can be both slow and inaccurate...’. 

Kahl and Jäckel (2005) further improved on the work of Carr and Madan (1999) by the 

application of the rotation count algorithm to the original Heston formulas, thereby fixing the 

discontinuities in the integrals. This latter application of Fast Fourier Transform is the one 

followed in this paper. 

 

 

Fast Fourier Transform 

Moodley (2005) demonstrates that Fast Fourier Transform is useful in solving equations in 

the following form: 

𝑤(𝑘) = ∑ 𝑒−𝑖
2𝜋
𝑁

(𝑗−1)(𝑘−1)
𝑥(𝑗)

𝑁

𝑗=1

                                     (2.7.16) 

This equation displays a similar form to that of equation 2.7.7, the characteristic function in 

the closed form solution of the Heston model. With this, the Fast Fourier Transform can now 

be applied:  

𝑓(𝑢) = ∫ 𝑒−𝑖𝑢𝑥𝑓(𝑥)
∞

−∞

𝑑(𝑥)                                         (2.7.17) 

The Inverse-Fourier Transform: 

𝑓(𝑥) =
1

2𝜋
∫ 𝑒−𝑖𝑈𝑥𝑓(𝑢)

∞

−∞

𝑑(𝑢)                                       (2.7.18) 

This is the general framework of the Fourier Transforms. FFT is a methodology that greatly 

speeds up the Discrete Fourier Transform, through manipulation of the matrices in order to 

reduce the number of calculations the model would have to do. Given N number of different 

variables, without FFT, the number of calculations that would have to be run would 

proportionally be 𝑁2 and 𝑁[log(𝑛)], respectively. So, the higher the number of calculations is, 

the larger the discrepancy between the two methodologies is.  
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In order to arrive at the solution and execute FFT, the characteristic function needs to be 

derived. This will be done on the log-underlying of any given S. The framework for the 

characteristic function for x is represented as:  

𝜓𝑥𝑡(𝑢) = 𝐸[𝑒𝑖𝑥𝑢𝑡]                                                        (2.7.7) 

Where t is the part of the transform, E is the expectation and x is the variable that is being 

analyzed. The left side of the equation can be translated into: 

∫ 𝑒−𝑖𝑢𝑡𝑥𝑝(𝑥)
∞

−∞

𝑑(𝑥)                                                           (2.7.19) 

Where 𝑒−𝑖𝑡𝑥 is multiplied by the probability density and then integrated from minus to plus 

infinity. The probabilities Π1 and Π2 are derived through reversing the characteristic function, 

as it had been laid out in the FFT framework. The result is obtained through running FFT on 

the characteristic function. 

 

Monte Carlo Simulation 

In addition to solving the closed form solution suggested by Heston (1993), Monte Carlo 

methods can be employed. Poklewski-Koziell (2012) mention that “Monte Carlo methods are 

used extensively in mathematical finance. They provide a convenient way of simulating stock 

price distributions and pricing options where closed form solutions are difficult to derive, or 

do not exist at all. For these reasons, the use of Monte Carlo methods is particularly useful …”. 

Monte Carlo simulations are ran based on equations 2.7.1 and 2.7.2.  

Kloeden and Platen, (1992, chapter 16), explore a robust simulation of stochastic differential 

equations applied to this context. Their work is of significance due to their derivation of Ito’s 

Lemma which subsequently provided the basis for the Euler-Maruyama and Milstein schemes. 

Both Gatheral (2006, chapter 2) and Broadie and Kaya (2006) examines the application of 

Monte Carlo methods to the simulation of stochastic volatility models and the simulation 

schemes required to generate the variance and stock paths that makes a basis for the pricing of 
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European options. These schemes allow simulation of stock price processes by sampling from 

the exact distributions of the stock price and volatility process increments. 

 

 

Euler-Maruyama and Milstein simulation schemes 

As firstly derived by Kloeden and Platen (1992, chapter 10) and secondly by Gatheral (2006, 

chapter 2), applying a simple Euler scheme to the Heston variance process equation 2.7.2 yields 

the following: 

𝑉𝑡+1 = 𝑉𝑡 + k(𝜃 − 𝑉𝑡)∆𝑡 + 𝜎√𝑉𝑡𝑍𝑣√∆𝑡                               (2.7.20) 

Given that 𝑍𝑣 is a standard normal random variable and ∆𝑡 is a step between moments. The 

Euler scheme does not guarantee non-negativity of output of volatility. To solve this, rules of 

absorption and reflection are employed. As shown by Higham and Mao (2005), absorption 

dictates that when 𝑉𝑡 < 0, it gets set to 𝑉𝑡 = 0. Deelstra and Delbaen (1998) demonstrated that 

reflection dictates that when 𝑉𝑡 < 0, 𝑉𝑡 = −𝑉𝑡. Lord, Koekkoek and Van Dijk (2010) propose 

this scheme to efficiently reduce the bias: 

𝑉𝑡+1 = 𝑉𝑡 + k(𝜃 − 𝑉𝑡
+)∆𝑡 + 𝜎√𝑉𝑡

+𝑍𝑣√∆𝑡                             (2.7.21) 

Given that 𝑉𝑡
+ = 𝑚𝑎𝑥 (𝑉𝑡, 0), the asset paths are simulated through the following equation: 

𝑆𝑡+1 = 𝑆𝑡 + 𝑟𝑆𝑡∆𝑡 + 𝑆𝑡√𝑉𝑡
+𝑍𝑠√∆𝑡                                     (2.7.22) 

Where 𝑍𝑠 is a standard normal random variable with correlation 𝜌, same as in the Heston 

equations, to 𝑍𝑣. These variables can be rewritten into a function of independent standard 

random variables: 

𝑍𝑠 = 𝑍1                                                             (2.7.23) 

𝑍𝑣 = 𝜌𝑍𝑠 + √1 − 𝜌2𝑍2                                             (2.7.24) 
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The Milstein scheme expands on Euler-Maruyama scheme, adding an extra term from Ito’s 

Lemma. This expansion reduces the number of scenarios when 𝑉𝑡 becomes negative (Gatheral 

2006, chapter 2). 

𝑉𝑡+1 = 𝑉𝑡 + k(𝜃 − 𝑉𝑡
+)∆𝑡 + 𝜎√𝑉𝑡

+𝑍𝑣√∆𝑡 +
1

4
𝜎2(𝑍𝑣

2 − 1)∆𝑡            (2.7.25) 

Now, applying the Milstein scheme to the stock simulation process: 

𝑆𝑡+1 = 𝑆𝑡 + 𝑟𝑆𝑡∆𝑡 + 𝑆𝑡√𝑉𝑡
+𝑍𝑠√∆𝑡 +

1

2
𝑆𝑡𝑉𝑡

+(𝑍𝑠
2 − 1)∆𝑡                 (2.7.26) 

Applying the Milstein scheme to equation 2.7.1 yields: 

𝑆𝑗 = 𝑆𝑗−1 + 𝑟𝑆𝑗−1∆𝑡 + 𝑆𝑗−1√𝑉𝑡
+√∆𝑡𝑧𝑖 +

1

2
𝑆𝑗−1𝑉𝑡

+(√∆𝑡𝑧𝑖 − ∆𝑡),

𝑗 = 1, . . , 𝑛 and 𝑖 = 1, … 𝑀                                                                  (2.7.27) 

Where 𝑧𝑖 is a random variable sampled from N (0,1), n is the number of steps and M is the 

number of sample paths. 

 

Risk Neutral Pricing 

As shown by Crisóstomo (2014), Monte Carlo option pricing assumes risk-neutral valuation. 

If q is the risk-neutral probability measure, the value of the option at time t can be calculated 

with the following equation: 

𝑉(𝑆𝑡, 𝑡) = 𝑒−𝑟(𝑇−𝑡)𝐸𝑞[ℎ(𝑆𝑡, 𝑇)]                                       (2.7.28) 

In equation 2.7.28, ℎ(𝑆𝑡, 𝑇) is the expected payoff of the option, while 𝑟 is the constant risk-

free return on the asset. Under the risk neutral measure, the price of an option at time t is the 

sum of discounted payoffs. Since options are being priced at t=0, the previous option pricing 

equation can be simplified: 

𝑉(𝑆𝑡, 𝑡 = 0) = 𝑒−𝑟(𝑇)𝐸𝑞[max (𝑆(𝑇) − 𝐾, 0]                          (2.7.29) 
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Where 𝐸𝑞[𝑚𝑎𝑥 (𝑆(𝑇) − 𝐾, 0] is the expected payoff of the call under the risk neutral 

measure. To expected payoff at maturity is estimated with the arithmetic mean of all the 

payoffs: 

ℎ̅(𝑆𝑇 , 𝑇) =
1

𝑀
∑ ℎ(𝑆𝑇

𝑖,𝑛, 𝑇)

𝑀

𝑖=1

                                          (2.7.30) 

Where h is the option payoff and 𝑆𝑇
𝑖,𝑛, a simulated stock path of 𝑆𝑇 over the 𝑖𝑡ℎ path, using 

n steps. 

Similarly to the Heston-Nandi model, with all the processes explained before, one obtains 

the European option price for any desired time to expiration as well as a variety of strikes, for 

both Monte Carlo and FFT generated prices. The Black Scholes framework is then used to 

reverse engineer the volatility implied in the option price. It takes as inputs the time to maturity, 

the spot price, the strike, the risk-free rate, the dividend yield and the price of the option. 

 

 

Parameter Estimation 

Lsqnonlin, a MATLAB predefined function, is a local optimization scheme usually used to 

calibrate the models. This is mainly due to lower computational demand the scheme presents. 

The alternative methods, Adaptive Simulated Anealing (ASA) and the Genetic Algorithm (GA) 

are both global optimization schemes. Only GA, out of the three, does not require initial 

parameters. As shown by Crisóstomo (2014), lsqnonlin relies on initial parameters more 

intensively than ASA does.  

Poklewski-Koziell (2012), suggested that robustness and tradeoff in terms of speed must be 

assessed. While GA and ASA tend to produce more accurate results, lsqnonlin is faster. 

Lsqnonlin considers all the necessary variables in order to rigorously evaluate the option. 

Option behavior is affected by multiple different greeks, which dictate how its value is going 

to change with variance in time, interest rates, amongst other variables.   
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As demonstrated by Cristosomo (2014), lsqnonlin intuitively bases its output on reducing 

the nonlinear square errors. Suppose that N number of options are being evaluated. 𝜙 represents 

the list of options from one to N. 𝜙𝑖, represents the market price of ith  option , either a call or a 

put option, while 𝜙𝑖̂ will be the model price of the ith option, according to the model parameter 

set given by θ ∈ Rn. The sum of the least squares of the errors will then be the squared difference 

between each option’s market value and the estimate. The following equation describes that 

process: 

𝑆𝑆𝐷 = ∑ 𝜔𝑖

𝑁

𝑖=1

(𝛷𝑖(𝜎𝑖
𝐵𝑆, 𝑇𝑖, 𝐾𝑖) − 𝛷̂𝑖(θi, Ti, Ki))                        (2.7.31) 

In this equation, all but 𝜃 represent the inputs that should be manually inputted. 𝜔𝑖 is the 

weight that is assigned to a certain option. While it is possible to have all the weights equally 

assigned, the weights can be distributed according to options’ liquidities. Liquidities are 

assessed based on the difference between the option’s bid and ask prices. The scale to which 

the difference will matter does not have to be linear. The 𝜎𝑖
𝐵𝑆 component stands for the Black-

Scholes volatility. 𝑇𝑖 and 𝐾𝑖 are the maturity and strike prices, respectively. The task of the 

function is finding the model parameters that minimizes the squared differences between 

market and model prices.  

SSD(𝜃 ∗) =  min ∑ 𝜔𝑖 (𝛷𝑖(𝜎𝑖
𝐵𝑆, 𝑇𝑖, 𝐾𝑖) −  𝛷̂𝑖(θi, Ti, Ki))

𝑁

𝑖=1

                  (2.7.32) 

According to Bauer (2007) since the function is not linear and non-convex, the optimization 

technique is not as simple as it looks at the first glance. There might be several points where 

the function minimizes, creating a situation where multiple different outputs would be given. 

The initial parameter choice matters exactly for this reason. 

The parameters estimated allow the computation of the previous methods and therefore the 

computation of a volatility estimate for a given moneyness and maturity.  
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3. Methodology 

3.1 Data Collection 

For this project, the stock prices and the option prices from Qualcomm (QCOM), Bayer 

(BAYN) and SAP (SAP) were used. QCOM was the first underlying to be chosen as a 

suggestion of the bank, since it was a stock present in a structured product of Banco Invest and 

appeared to be relatively stable. Later, the bank suggested BAYN and SAP, as BAYN showed 

to be considerably unstable prior to the period in analysis and SAP showcased a very 

unexpected and extreme decline in spot prices during the last month of October. Both of these 

stocks are also part of the bank’s portfolio.  

The last two years of available data was the overall time range collected and all values were 

retrieved from Yahoo Finance’s historical data. It is important to note that only adjusted closing 

prices were used in this research, thus eliminating misleading spikes in volatility when 

dividends are paid and, consequently, stock prices drop. Moreover, different time intervals were 

used when deriving each model.  

First, for the EWMA volatility calculation, only one year of data was used as the model 

quickly diminishes the weight given to older data, making it obsolete. Second, the GARCH (1, 

1) model includes two years of data since it is important to have more historical data to correctly 

compute the long-run volatility of the underlying asset. Third, for the Heston-Nandi model, 

only one year of data was used not only due to the computational heaviness of the model but 

also because smaller emphasis is given to the long-run variance, due to the existence of two 

additional parameters.  

The Heston models, Heston FFT and Heston MCS, require several implied volatilities 

provided by Bloomberg with different strikes and maturities. The daily implied volatility 

surfaces of each of the stocks previously mentioned were provided by the bank, which were 

then used as an input by the Heston model.  Finally, the implied volatility surfaces from 
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Bloomberg were also used to test the regression of the surface that allows the adjustments 

required for the EWMA and GARCH (1, 1) model.  

The previously mentioned data collected is captured by each model to estimate the most 

appropriate parameters to forecast the volatility. More information provided to the model will 

theoretically result in more accurate estimations. A daily volatility forecast will be performed 

for each of the models using the updated parameters and the new market information, 

specifically the last day’s return for the GARCH, EWMA and Heston-Nandi models and the 

last day’s implied volatility surface for the Heston Model. The following daily results will be 

comprised between the dates of 09/10/2020 and 06/11/2020.  

 

3.2 GARCH (1, 1), EWMA and Heston-Nandi Models’ Implementation  

The GARCH (1, 1) and EWMA models are based on the process described by Hull (2009, 

chapter 23). The processes consist on maximizing the likelihood function given by equation 

2.3.4, in order to optimize the parameters. The parameter estimation will be performed on a 

daily basis which will then be used to forecast an annualized volatility estimation, with equation 

2.3.6 for the GARCH (1, 1) model and equation 2.4.4 for the EWMA.  

The Heston-Nandi GARCH model is performed using the excel template provided by Rouah 

and Vainberg (2007, chapter 6). The closed form version of this model was the one performed, 

instead of the Monte-Carlo one, to minimize the computational intensity of the model. Finally, 

the initial variables used for the parameterization of the Heston-Nandi model are, as previously 

mentioned, suggested in the original paper (Heston and Nandi, 2000). Since the output given 

by the Heston-Nandi model is an option price, the Black-Sholes equation is used to extract the 

volatilities.  
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3.3 Heston FFT and MCS Models’ Implementation 

Both Heston models require inputs that can only be found by first calibrating the parameters 

to option prices fed to the model (usually these are the market prices). Once the calibration is 

performed, all the input parameters required for the Heston Model are achieved.  

For the calibration of the parameters, the MATLAB function “lsnonquin”, is used to 

minimize the errors between the market prices and the prices generated by one of the models, 

in this case, the Fast Fourier Transform prices. This is achieved by solving equations 2.7.4, 

2.7.5, 2.7.6 and 2.7.7, generating initial FFT prices from the initial parameters Ω0 =

(𝑘, 𝑉0, 𝜃, 𝜎, 𝜌) = (2, 0.20, 0.25, 0.25, −1), with upper and lower limits equal to 𝑢𝑙𝑖𝑚𝑖𝑡 =

[10, 1,1,2,1] and 𝑙𝑙𝑖𝑚𝑖𝑡 = [0, 0, 0, 0, −1], respectively, as suggested by Crisóstomo (2014).  

In addition, to avoid the volatility parameter reaching zero or negative values, the Feller 

condition, 2𝑘𝜃 > 𝜎2, is also applied to the calibration process, as shown by Crisóstomo (2014). 

These prices are then compared to the market prices given by the bank and equation 2.7.5 is 

minimized to obtain the optimal parameters Ω𝑜𝑝𝑡𝑖𝑚𝑎𝑙 = (𝑘, 𝑉0, 𝜃, 𝜎, 𝜌). These procedures were 

executed for the same time to maturity (T) and moneyness (M) pairs that Banco Invest provided 

as market options data. As this data was provided daily, the calibration procedure was also 

performed daily during the period of 09/10/2020 to 06/11/2020. 

Once calibrated, both the Heston FFT and MCS prices can be computed. Heston FFT prices 

were computed by solving the same equations as before but using the optimized parameters 

𝛺𝑜𝑝𝑡𝑖𝑚𝑎𝑙 = (𝑘, 𝑉0, 𝜃, 𝜎, 𝜌) instead of the initial ones 𝛺0 = (𝑘, 𝑉0, 𝜃, 𝜎, 𝜌) =

(2, 0.20, 0.25, 0.25, −1). Heston FFT prices were computed making use of same pricing code1 

used in the calibration procedure. 

 

1 This code was written by Jonathan Frei, who based his work on various papers by Khal, Jäckel and Lord. This code can be found at 

https://github.com/jcfrei/Heston 

https://github.com/jcfrei/Heston
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Heston MCS prices were generated by applying the Euler-Maruyama process to equations 

2.7.1 and 2.7.2, generating the stock path simulating equation 2.7.26 and the variance path 

simulating equation 2.7.25, respectively. In addition, this method also makes use of two 

additional parameters, the number of time steps in the discretization n and the number of paths 

simulated M. (𝑀, 𝑛) = (10000, 250). The code works as follows, for each Monte Carlo 

simulation, two uniform and correlated random vectors are generated. The correlation is the 

estimated ρ. These vectors are standardized. Then, for each step of the discretization of the 

volatility path in equation 2.7.25, the next volatility is computed from the normal standard 

vector.  

Afterwards, for each time-step in the discretization of the asset path in equation 2.7.26, the 

following asset value is computed using the previous asset value and the volatility value 

computed. For each of the 10000 Monte Carlo simulations, the payoffs of the options for all 

(𝑀, 𝑛) pairs are stored and averaged and discounted using the risk-free rate, which was assumed 

to be 𝑟 = 0% for both models. This algorithm produces the Monte Carlo option prices, under 

risk-neutral pricing. Heston MCS prices were also computed making use of MATLAB code2. 

To extract the Heston volatility from the prices, the Black-Scholes model is used. 

 

3.4 Methodology of Empirical Analysis 

The baseline of the empirical analysis will attempt to understand which model is better at 

predicting volatility. First, the estimations of each model will be compared against the implied 

volatility as this volatility is an appropriate benchmark for other volatility forecasts, not only 

due to its popularity, but also because it attempts to mirror market expectations regarding future 

volatility. The results derived from the models will also be benchmarked against the average of 

the fifteen and thirty days realized volatility of the underlying assets (Edwards and Lazzara 

 

2 This code was written by Suhyun Kim. It can be found at https://www.mathworks.com/matlabcentral/fileexchange/34244-heston-simulation-

using-monte-carlo 

https://www.mathworks.com/matlabcentral/profile/authors/3127336
https://www.mathworks.com/matlabcentral/fileexchange/34244-heston-simulation-using-monte-carlo
https://www.mathworks.com/matlabcentral/fileexchange/34244-heston-simulation-using-monte-carlo
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2016), which were computed with the formula proposed by Garman and Klass in 1980 and 

discussed by Brous, Ince and Popova (2010): 

δGK
2 = 252 [ln (

On

Cn−1
)

2

+
1

2
ln (

Hn

Ln
)

2

− (2ln2 − 1) (ln (
Cn

On
))

2

]                (3.2.1) 

Hn represents the high price of the underlying at day n, 𝐿𝑛 is the low price of the same stock 

for the same day n, while 𝑂𝑛 and 𝐶𝑛 stand for opening and adjusted closing prices of the asset 

on day n. 𝐶𝑛−1 denotes the adjusted closing price at the day n-1. This formula was suggested 

by Banco Invest, as it not only includes the daily standard deviation, with the closing price on 

n-1 and the closing price of n, but also the volatility during the day captured by the 𝐻𝑛 and the 

𝐿𝑛.  

Later, the stability of the models will be assessed, relative to other models and the Bloomberg 

implied volatilities. Standard deviation of the results will be used as a marker to assess stability. 

In order to minimize transaction costs, the model should exhibit a higher degree of stability 

than its competition. Although it is important for the models to capture volatility movements, 

unnecessary shocks will be deemed as a shortcoming of the volatility forecast. Unnecessary 

shocks are considered to be ones that result in sharp rises or declines of the volatility forecast, 

followed by an inverse movement of the estimation in the following days. The stability of the 

volatility estimations given by the models was a clear point of emphasis by Banco Invest 

throughout this project, which is measured by the standard deviation of the daily volatility 

estimations during the analyzed period. 

To understand the comparisons between the several models and the realized volatility, the 

evaluation will be performed by comparing the volatility of options with one year to maturity 

and moneyness of 100%. Another point of the surface will be studied for the Heston models, 

the point (T, K) = (0.0833, 100%), due to the hypothesis that this model is less efficient when 

forecasting a volatility with shorter maturity (Wu 2019).  
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This analysis will mostly only be performed for the point (T, K) = (1,100%) because this is 

the original result for the GARCH (1, 1) and the EWMA models. Since the volatility surface of 

this models is based on the slope of the implied volatility, the quality of results from another 

point of the volatility surface depends on the quality of the forecast for the volatility of (T, K) 

= (1, 100%). Therefore, the analysis of other points of the surface would yield similar results 

and conclusions for this model. 

 

4. Empirical Analysis 

4.1 GARCH (1, 1) Model 

When analyzing the quality of the GARCH (1, 1) volatility model compared to others, the 

theoretical robustness of this model did not assure stable and predictable results throughout the 

period in analysis. This is visible in the results of the QCOM stock, as this model seems to 

present results that are not aligned with the average realized volatility in several periods of the 

analysis.  

In a first instance, the analysis will be performed on the proximity of GARCH results to the 

realized volatility and the implied volatility for the QCOM asset. The following figure provides 

a comparison between GARCH (1, 1) annual volatility estimates, IV and realized volatilities 

between 09/10/2020 and 06/11/2020. To estimate the GARCH (1, 1) model equation 2.3.6 is 

solved everyday between 09/10/2020 and 06/11/2020, with the parameters being optimized 

daily.  

Moreover, each parameter optimization is done having into account two years of past QCOM 

stock prices, which enables the process to base its forecasts on past information. Regarding 

realized volatilities, it is important to note that equation 3.2.1 is solved fifteen and thirty times 

each day, for the fifteen and thirty days realized volatility, respectively, and the values presented 

in the figure are an average of those results. The implied volatility is the metric currently used 
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by Banco Invest and is directly extracted from Bloomberg. The analysis is performed for an at-

the-money option, with one year to maturity.  

 

As it is possible to see from the graph of annualized volatilities, despite displaying a similar 

result to the average realized volatility at some dates, it is clear that the volatility that results 

from the GARCH (1, 1) model are much more unstable than the other models. The shock of the 

06th of November predicts an annual volatility of 103,42% due to an increase of the spot price 

from 04/11/2020 to 05/11/2020 of 128,97 to 145,41, a daily return of 12,75%. The model, with 

the current optimal parameters, is not able to correctly predict a stable annual volatility, which 

can be a problem regarding the hedging activity due to constant unnecessary transaction costs. 

It is important to mention that at the day 11/11/2020 the volatility forecast had already 

decreased to 52,09%, illustrating that this spike in volatility was unnecessary. 

Looking at the average results throughout the period of the data of QCOM, present in table 

4.1.1, it can be seen that both the implied volatility and the GARCH (1, 1) volatility are much 

closer to the average of thirty days of daily realized volatility than to the average of fifteen days.  

The numbers in table 4.1.1 represent the average of the results illustrated in figure 4.1.1. In. 
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other words, an average of the daily results between 09/10/2020 and 06/1/2020 for the four 

metrics present in figure 4.1.1 was performed, and the values are displayed below.  

Table 4.1.1 – QCOM average annualized volatility metrics during the 09/10/2020 – 06/11/2020 period 

Volatility Forecasts (T= 1, K= 100%) Realized Volatilities (T= 1, K= 100%) 

GARCH (1, 1) Implied Volatility 15-Days 30-Days 

42,40% 39,58% 35,42% 39,94% 

 

The results show that both the implied volatility and the GARCH (1, 1) model, on average, 

forecast similar results to the thirty days’ average realized volatility, slightly better than the 

fifteen days’ average realized volatility. However, the quality the results between the implied 

volatility model and the GARCH (1, 1) model are not similar if the standard deviation of the 

daily volatility forecasts of each model are taken into consideration. As it was mentioned before, 

it is important that the models do not showcase unnecessary volatility spikes due to the 

transaction costs associated for the bank. A lower standard deviation of the daily volatility 

forecast is a measure suggested by the bank to understand which models are the most stable. 

While the implied volatility was able to predict this result with a standard deviation of 1,06, the 

standard deviation for the same period of the GARCH (1, 1) model results was 14,84.  

The difference in the standard deviation between the two shocks seem to entail that, while 

the implied volatility predicts the market trajectory for the future, the GARCH (1, 1) model 

absorbs all the shocks from the market and reacts to them, therefore following the market trend, 

resulting in occasional unpredictable spikes in the volatility forecast. When analyzing the 

results from the BAYN stock, the model appears to better predict the market trend, which can 

be observed in the following graph: 
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While GARCH forecasts appear to tend to the levels of the average realized volatility, the 

implied volatility once again appears to predict much sooner how the realized volatility is going 

to behave as it is visible in the figure 4.1.2. On the opposite hand, GARCH (1, 1) appears to 

react constantly to the realized volatility, always following a similar trend to the fifteen-day 

average with a slight delay.  

Table 4.1.2 – BAYN average annualized volatility metrics during the 09/10/2020 – 06/11/2020 period 

Volatility Forecasts (T= 1, K= 100%) Realized Volatilities (T= 1, K= 100%) 

GARCH (1, 1) Implied Volatility 15-Days 30-Days 

38,49% 34,17% 41,34% 41,13% 

 

The average results for the GARCH (1, 1) model are much closer to the realized volatility 

when compared to the implied volatility. While the implied volatility throughout the data 

expects the volatility to be stable, the GARCH model is reacting to the market fluctuations 

providing a more precise daily result. However, this daily precision of the GARCH (1, 1) model 

implies an increased instability of forecasts, with the standard deviation of the volatility results 

for GARCH being 5,86, while the implied volatility’s standard deviation is 1,89.  

Finally, regarding SAP, because this stock had such a shock due to profit forecasts resulting 

in a negative daily return of 21,94% on the 26/10/2020, this impact highlights the differences 
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between the implied volatility and the GARCH (1, 1) results. As a result of that unexpected 

drop, while the implied volatility model assumed that this negative return would not have a 

lasting impact in the yearly volatility and therefore had a very mild reaction, the GARCH model 

totally absorbed that shock resulting in an annualized volatility for that day of 82,14%, with a 

smooth decrease on the following days closer to the long-run volatility estimated by the model. 

These results can be observed in the figure 4.1.3: 

 

Although the implied volatility model may underestimate the future impact of these shocks, 

it assumes that it will not have a preponderant impact in the yearly volatility. On the other hand, 

the GARCH (1, 1) estimates volatility spikes followed by a regression back to the long-run 

volatility estimated by the model, a characteristic that may present an obstacle on using this 

model to hedge the position on an option.  

 

GARCH (1, 1) parameters’ analysis   

Regarding the parameters of the GARCH (1, 1) model, emphasis will mostly be given to the 

QCOM parameters as well as the comparison to the BAYN ones, in order to understand how 

different parameterization results in different volatility forecast behavior. These two stocks 
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were chosen to be compared as they not only present very different parameters but also because 

the GARCH (1, 1) volatility estimations for the SAP stock provides results that are consistently 

overestimated, influencing the quality of the parameters. This analysis will be performed each 

parameter at a time. 

The first parameter that is going to be analyzed is the 𝛽, which is responsible to analyze the 

impact of yesterday’s volatility in the following day. For QCOM, the average value for this 

parameter throughout the length of the data is 0,512, a surprisingly low value when compared 

to the same parameter for the BAYN stock. This result provides a very important insight on 

why the forecast of the volatility for this asset is so inconsistent. A low value of this parameter 

results in a very high decay rate, meaning the past volatilities will have very low preponderance 

in today’s prediction of volatility. This will therefore result in the very low weight given to n-

2, n-3 volatilities, which would not occur if the 𝛽 was higher, as there would be a higher stability 

given by the historical results. Comparing the QCOM result to BAYN, it is possible to observe 

that the optimal 𝛽 of the latter is much higher, being 0,829. The differences in decay of the past 

volatility’s impact are reflected in the following table:  

Table 4.1.3 – Decay rate of past volatility’s impact on tomorrow’s forecast for the QCOM and BAYN assets 

Day \ Stock BAYN QCOM 

n-1 0,829273 0,512228 

n-2 0,687694 0,262377 

n-3 0,570286 0,134397 

n-4 0,472923 0,068841 

n-5 0,392183 0,035263 
 

While the difference in the weights of n-1 is not abysmal, the exponential characteristic of 

the GARCH (1, 1) model results in a much steeper impact of past values when the initial value 

is lower. Therefore, two important results can be inferred from this table. First, while the n-5 

impact in QCOM is almost insignificant, the BAYN n day volatility is still deeply affected by 

the day n-5 volatility. Second, while the weight of past volatilities are not directly attributed to 
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todays’ volatility, the impact is embedded in the n-1 data, which will therefore provide a much 

more stable result. This factor combined with much more stable returns has resulted in a smaller 

standard deviation on the volatility of BAYN, as the standard deviation for QCOM volatility 

forecast was 14,83 while for BAYN was 5,86.  

Regarding the parameter 𝛼, which is responsible for the weight of the last squared returns in 

the daily volatility, it can also be explanatory for the differences in the way the two volatilities 

behave. In order to be in accordance with the equation given by 𝛼 + 𝛽 + 𝛾 = 1, it is expected 

for QCOM to have a much higher 𝛼 parameter than BAYN, which indeed happens. The value 

of this parameter is 0,201 for the first, while it is 0,083 for the latter. This difference implies 

that the QCOM volatility is approximately 142% more affected by the squared returns of the 

asset compared to the impact in BAYN’s volatility. The nature of this result can also explain 

why QCOM volatility is more prone to shocks resulting from unpredictable large results. While 

the returns are small, both volatilities are expected to remain stable. On the contrary, when the 

returns are large, QCOM is expected to have a shock in volatility, only caused by the returns, 

142% larger than the BAYN shock.  

Finally, regarding the 𝛾, the parameter which is responsible to attribute a weight to the long-

run volatility computed by the model, the result was also much larger in QCOM than BAYN, 

with the average of the first being 0,287 while the latter was 0,087. The parameter w is one 

which is optimally computed and is dependent not only on the 𝛾 value, but also on the VL, as 

𝑤 = 𝛾 × 𝑉𝐿. The w of QCOM is almost 400% larger than BAYN, as QCOM has not only a 

considerably higher 𝛾 but also has a larger Long-run volatility. 

 Comparing the two long-run volatilities when annualized, QCOM has an annual VL of 

45,38% while the one from BAYN is 36,94%. To better understand how the VL related to the 

underlying asset volatility, the following graph shows how the QCOM daily annualized 

volatilities compares with the long-run volatility: 
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While the volatility predicted of the model is often around the long-run volatility predicted 

by the model, it is also visible that the model frequently forecasts spikes in volatility that are 

not really in accordance with the market, as the model quickly regresses to the long-run 

volatility that is expected. These spikes are results of unpredictable large returns, either positive 

or negative. These shocks, as well as low stability, might imply an increased difficulty in using 

this model in a hedging strategy. Moreover, the very constant result of the long-run volatility 

combined with the fact that the result is very close to the historical volatility of this asset, which 

is 43,42%, might also imply that this result is also not ideal to hedge, as it would not react 

immediately to market changes. Comparing to a similar graph regarding the BAYN stock, the 

following result shows that this asset has much less shocks, as well as less intense, than the 

QCOM one. Therefore, and as a result of the different parameterization between the two stocks, 

BAYN shows a much closer daily volatility to the long-run volatility, as it can be seen by the 

following graph: 
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4.2 Exponential Weighted Moving Average Model 

The EWMA analysis follows a suggestion from Banco Invest to understand if the simplicity 

of the model would derive better volatility estimations. However, similar to the GARCH (1, 1) 

process, the EWMA did not provide neither stable nor consistent volatility forecasts across the 

period under study. This statement is valid for the three stocks under analysis, but it becomes 

more relevant when addressing QCOM. The following graph entails not only how far the 

predictions of the model are when compared with the realized volatility of the underlying, but 

also how much more reliable and stable the implied volatility metric for this comparison. To 

estimate the EWMA model, equation 2.4.4 is solved everyday between 09/10/2020 and 

06/11/2020, with the parameter being optimized daily. Moreover, each parameter optimization 

is done having into account one year of past QCOM stock prices, which enables the process to 

base its forecasts on past information. 
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It is crucial to analyze two-time frames present in the graph. First, it is important to 

understand the decrease in volatility expectations verified between 13/10 and 26/10. During 

these thirteen days the annual volatility forecast for QCOM decreased from 34,36% to 13,52%, 

a drop that was not verified in any other volatility metric. This situation was verified because, 

during this period, the average daily return of the stock was extremely low, 0,11%, which 

transmitted the incorrect idea to the model that the underlying was excessively stable. With an 

average optimal lambda of 0,792, the EWMA distributes much more weight to the last returns 

of the stock. With this, a period as the one verified between 13/10 and 26/10 exposes a great 

shortcoming of the process. In addition, after this stable period of returns, the spot prices of this 

asset became increasingly unstable, which immediately led the EWMA model to forecast much 

higher volatilities.  

The second relevant time frame to be studied is related with the jump verified on 6/11. From 

the 4th to the 5th of November, QCOM stock increased its value by 12,75%, which led the model 

to predict the annual volatility of the underlying for the day after to be 101,05%, an impractical 

result for the bank’s activities. Again, the value attributed to the optimal parameter is 

responsible for such unreliable forecast, combined with the large return and the nature of the 
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model. It is crucial to mention that, similarly to the GARCH (1, 1) model forecast, the estimated 

volatility immediately decreases in the next observations due to a stability of the returns after 

this date. This confirms that this spike in the volatility estimation was unnecessary, therefore 

highlighting a crucial shortcoming of the model. 

As previously stated, the EWMA provides estimations that do not correspond with the 

volatilities verified on the market during the period under study. On the contrary, the implied 

volatility appears to be an extremely fair estimate when benchmarked against the average 

realized volatility of QCOM, regarding 30 days of returns. The following table contains all 

average values for the four volatility measures presented on figure 4.2.1 and confirms the 

previous statements. 

Table 4.2.1 – QCOM average annualized volatility metrics during the 09/10/2020 – 06/11/2020 period 

Volatility Forecasts (T= 1, K= 100%) Realized Volatilities (T= 1, K= 100%) 

EWMA Implied Volatility 15-Days 30-Days 

31,92% 39,58% 35,42% 39,94% 

 

In addition, by analyzing figure 4.2.1, it becomes clear that the EWMA produces much more 

unstable results when compared to the implied volatility metric. In fact, the standard deviation 

of results of the EWMA model is 18,17, a value 17,21 times larger than the one derived from 

IV forecasts. This enormous difference in the standard deviation between the EWMA and the 

IV forecasts seem to entail that, similarly to the GARCH (1, 1), while the implied volatility 

predicts the market trajectory for the future, the EWMA approach simply reacts to the most 

recent market conditions. 

Regarding the BAYN stock, similarly to the GARCH, the model appears to better predict 

the market trend, as it can be seen in the graph below. 
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Figure 4.2.2 demonstrates that the EWMA estimation follows the trend of the fifteen days 

realized volatility and must be considered a good proxy for volatility from 19/10 onwards. In 

fact, the average volatility metrics for the period under study presented in the bellow table show 

that the EWMA was the model that better estimated volatility when compared with the implied 

volatility. In this case the implied volatility deviates about 7% from the average verified 

volatility of BAYN, while the model’s estimation is less than 3% inaccurate.  

Table 4.2.2 – BAYN average annualized volatility metrics during the 09/10/2020 – 06/11/2020 period 

Volatility Forecasts (T= 1, K= 100%) Realized Volatilities (T= 1, K= 100%) 

EWMA Implied Volatility 15-Days 30-Days 

43,83% 34,17% 41,34% 41,13% 

 

Such aligned results were only possible due to two main factors: first, Bayer’s average 

optimal lambda for this period was 0,905, meaning that it was given less weight to the last 

observations, and consequently the forecast was able to incorporate more data. Second, unlike 

QCOM, this stock did not have periods of very unstable returns, being close to zero in some 

instances and being very high in others, which led to smoother volatility estimation. 

Nevertheless, it is relevant to state that between 09/10 and 28/10 the annual volatility forecast 

for Bayer dropped from 59,56% to 36,46%, still evidencing the instability of results provided 
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by the EWMA approach. The standard deviation of results is once again much larger when 

compared with the value resulting from the implied volatility, being 8,11 for the first and 1,89 

for the latter. This proves that, despite the fact of having a higher lambda than QCOM, the 

model is consistently much more sensitive to market oscillations when compared with the 

implied volatility metric. Such characteristic constitutes a drawback for successfully reducing 

unnecessary trading and consequently transaction costs on the hedging process of the bank. 

The volatility estimation for the SAP stock by the EWMA method cannot be considered 

appropriate and exposes another shortcoming of the process. Although the following figure 

shows a close relationship amongst the forecast and the fifteen days average realized volatility 

for the period between 09/10 and 23/10, the values computed from 27/10 onwards are not 

reliable. As it was previously discussed, this underlying suffered a 21,94% spot price drop in 

value on the 26th of October, an unexpected price jump that the model was not able to 

incorporate in its forecasts. Given this, until the end of the period under study, the EWMA 

assumes a lambda of one, meaning that there is no estimation being performed, as the model 

simply assumes the first value of variance present in the data sample to be the daily variance 

for the entire data series. Figure 4.2.3 confirms these statements. Given these results, no other 

analysis regarding the EWMA approach will be performed on this security.  
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4.3 Exponential Weighted Moving Average Model - Fixed Lambda of 0,94 

Due to the verified instability of the EWMA results, the following section studies how 

volatility forecasts behave if the parameter  is fixed at 0,94, as suggested by JPMorgan. 

Considering this  is larger than the optimal parameter for each the three underlying assets, this 

implies that the daily volatility forecast will account for more past days’ volatilities. Similar to 

the GARCH process, as  becomes larger, the decay rate of the past estimations becomes 

slower, often resulting in more stable results as the data in consideration increases. By following 

this approach, more past data will be incorporated in the estimation, which can lead to smoother 

results. In fact, the Figure 4.3.1 shows that this method provides not only much more stable 

results but also derives forecasts much more in line with the realized volatility of QCOM stock. 

To estimate the EWMA model with a fixed  f 0,94 equation 2.4.4 is solved everyday between 

09/10/2020 and 06/11/2020, but the parameter instead of being optimized is fixed at 0,94 during 

the entire period. 

 

Figure 4.3.1 illustrates, on one hand, how precisely the model follows the pattern of the 

average fifteen days realized volatility of QCOM. On the other hand, it is clear that this EWMA 

approach is yet not able to provide smooth reactions to unexpected price jumps. Once again, 
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the model failed to derive consistent volatility forecasts when the 12,75% return occurred for 

the 6th of November, 1 day after the abnormal return. The model predicted an annual volatility 

of 59,41%. However, it is relevant to highlight the improvement of results when compared with 

the previous EWMA process. For the same day, 6th November, the optimized lambda value 

predicted an annual volatility of 101,05%. The stability of results is also improved by this 

method, as the standard deviation of forecasts drop to 6,38, a value 2,85 times lower than the 

one previously derived. However, such improvement was not sufficient to make this model as 

stable as the implied volatility metric. Similar to the previous models, the volatility estimation 

after the 6th of November exhibits a significant decrease.  

Regarding the BAYN security, this approach was not responsible for relevant changes in the 

previous forecast, since the average optimal lambda previously computed is 0,905, very similar 

to 0,94. The following figure illustrates this situation, as it is clear that the EWMA for  = 0,94 

line is very identical to the one presented in figure 4.2.2.   

 

The average predicted volatility of this method, for the period under study, was 44,29%. 

This value is about 3% higher than the average realized volatility in both the fifteen and thirty 

days of results and, at the same time, is 0,45% higher than the average forecasted volatility by 
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the standard EWMA process. The standard deviation of results is 5,19, which represents an 

improvement when compared with the 8,11 value previously calculated.  

Fixing the lambda at 0,94 did not mitigate the problems related with SAP stock. Despite the 

fact that there is no longer the case where lambda equals one after the shock verified on 26/10, 

the model currently goes from an annual forecast of 29,86% on the 26th October, to 88,60% 

after incorporating the unexcepted negative return. In the days before the model continues to 

follow the fifteen days average realized volatility, as it happened with the optimal lambda 

approach. This was only possible since, during the period before the abnormal result, the 

optimal lambda of SAP averaged 0,915, a value similar to 0,94. 

However, the model’s reaction to price jumps makes it inappropriate to use in hedging 

situations. As it can be seen on figure 4.3.3, after the spike in forecasts, on the 27th of October, 

the volatility estimation dropped to 74,23% on the 6th of November, which represents a 14% 

decrease in only seven business days. All in all, this process has a 29,10 standard deviation of 

results, an extremely high value when compared with the other studied metrics, as the implied 

volatility has a standard deviation of 1,30. 
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4.4 Volatility Surface Regression 

When empirically analyzing the results provided by the regression of the implied volatility 

surface, the process of replicating this surface as a function of moneyness and maturity was 

performed every day of the data in order to correctly reproduce the surface daily. The results 

that are going to be studied will be from the volatility surface regression of the day 23/10/2020, 

a day where the forecast of volatility for the GARCH model is aligned with the realized 

volatility and the implied volatility.  

First, as it was previously mentioned, the deep in the money and deep out of the money 

options’ volatilities were disregarded to better reproduce a similar surface to the implied 

volatility one. The unpredictability of this set of volatilities have a significant impact in the 

quality of the model´s output. With this, the difference in the error is considerable, as the 

inclusion of these values would increase the squared difference of the two volatility surfaces, 

the implied volatility one and the estimated one, from 12,56 to 42,38, an increase of the error 

term of 237% with only the increase of 14 observations to the surface regression. In addition to 

the initial 49 observations, this represents an increase of 28,6% on the number of observations, 

which leads to the conclusion that the error term increase is not proportional to the increment 

in observations.  

Moreover, while the equation 2.5.1 previously mentioned assumed only five parameters in 

order to estimate the regression, the inclusion of more parameters more effectively estimated 

the surface which is empirically visible in the sum of the minimized differences between the 

real and estimated volatility surfaces. Therefore, while with the current seventeen parameters 

used the sum of the squared error is 12,56, the use of only five parameters consistently failed 

to achieve similar results as the regression with a lower number of parameters would not be 

able to adjust to specific local spikes of volatility for a given T and K. While using the seventeen 

parameters in the regression does not assure an absolute minimum error term, this 
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parameterization consistently achieves better error minimization. The inclusion of parameters 

that involved skewness and kurtosis, as well as more relations between the variables K and T 

allowed the model to achieve much closer results to the actual implied volatility surface. 

Following the process of the equation 2.5.1 suggested by Dumas, Fleming and Whaley (1998), 

, the squared error of each observation that resulted from this regression was: 

Table 4.4.1 – QCOM squared errors from volatility surface regression on 23/10/2020 

T \ K 90% 95% 97,5% 100% 102,5% 105% 110% 

0,083 0,11099 0,241416 0,27241 0,175684 0,036427 2,164327 0,153276 

0,167 0,025316 0,170132 0,221761 0,188368 0,169007 0,161948 0,558036 

0,25 0,456462 0,45831 0,284258 0,266992 0,24798 0,225125 0,093073 

0,5 0,165145 0,120411 0,018502 0,79283 1,27799 0,627983 0,149814 

1 0,187369 0,002637 0,031279 0 0,041699 0,078864 0,564677 

1,5 0,094981 0,025937 0,346874 0,017773 0,023352 0,060302 0,114135 

2 0,036593 0,032597 0,298814 0,001966 0,137571 0,471345 0,157746 
 

Considering this, as the model is able to estimate how the volatility behaves as a function of 

strike and maturity, the model can now fit the outcomes of models such as the GARCH (1, 1) 

and the EWMA as a function of K and T, allowing these models to predict volatility for options 

with different maturity and moneyness.  

By inputting one of this model’s volatility result in the point (T, K) = (1, 100%), the model 

estimates a volatility for each position of the surface with a similar function to the implied 

volatility. By analyzing the result for an arbitrary position such as the (T, K) = (1.5, 105%), the 

outcome is:  

Table 4.4.2 – QCOM volatility estimates on 23/10/2020 for two different surface points 

T/K (T, K) = (1, 100%) (T, K) = (1.5, 105%) Differential 

IV 38,51% 37,32% 3,18% 

GARCH 34,79% 33,85% 2,78% 

EWMA 15,32% 14,38% 6,56% 

EWMA (= 0,94) 31,27% 30,33% 3,11% 

 

As it is visible by the results, the model behaves very similarly for all different processes. 

However, the outcome of this model is deeply affected by the initial volatility input on the 
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position (T, K) = (1, 100%). As it is evident by the standard EWMA results, if the initial input 

is flawed, the regression output will derive a similarly incorrect result. Therefore, the volatility 

regression model output is greatly influenced by the initial volatility estimation previously 

performed. It is visible by the differential column, meaning the relative difference from one 

point to the other, that the model assumes a similar slope to each volatility estimation model. 

The daily regression aims to constantly update the function of maturity and moneyness given 

by the implied volatility surface, in order to constantly provide the most accurate estimation of 

volatility for any given point of the surface.  

 

4.5 Heston–Nandi GARCH Model 

When analyzing the QCOM stock volatility with the Heston-Nandi model, it is clear that this 

method’s forecast differs considerably to the ones previously studied. The results, as it can be 

observed on the graph, appears to be stable, when compared with both the implied volatility 

and the realized volatilities. To estimate the Heston-Nandi model equation 2.6.4 is solved 

everyday between 09/10/2020 and 06/11/2020, with the parameters being optimized daily. 

Moreover, each parameter optimization is done taking into account one year of past QCOM 

stock prices, which enables the process to base its forecasts on past information. However, 

equation 2.6.4 outputs an option price, meaning that is necessary to use the Black-Sholes 

formula in order to extract the volatility estimates illustrated in figure 4.5.1. 
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The Heston-Nandi model presented a standard deviation of the daily volatility forecasts of 

0,83, a more stable result when compared to the implied volatility standard deviation of 1,06. 

This follows one of the major objectives of the bank and of this project, which is having a more 

stable model. However, the Heston-Nandi model is estimating a much higher volatility 

compared to the others. When the average volatility is compared between the models, Heston-

Nandi stands out by at least eight percentage points, as it can be observed from the following 

table.  

Table 4.5.1 – QCOM average annualized volatility metrics during the 09/10/2020 – 06/11/2020 period 

Volatility Forecasts (T= 1, K= 100%) Realized Volatilities (T= 1, K= 100%) 

Heston-Nandi Implied Volatility 15-Days 30-Days 

48,25% 39,58% 35,42% 39,94% 

Moreover, on one of the last days of the observation, 5th of November of 2020, the stock 

jumps from 128,97$ to 145,41$, a positive change of 12,75%. While the Heston-Nandi reacts 

to this jump on the next day, as the previous models also did, it is important to emphasize that 

the jump presented in this model is much milder than the shocks observed in the GARCH (1, 

1) and EWMA volatility forecasts. 
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When analyzing the results from the BAYN stock, the model appears to do an appropriate 

prediction of the market while keeping the stability desired, which can be observed in the figure 

4.5.2: 

 

The Heston-Nandi model appears to be in line with the thirty days average realized volatility, 

despite showing less sensitivity to the stock returns’ movement, since the thirty days average 

realized volatility moves a lot with the new returns. This impact is shown in the standard 

deviation, where the Heston-Nandi Model provides a value of 0,80 while the thirty days average 

realized volatility is 1,05. 

The implied volatility given by Bloomberg provides much lower volatility estimations when 

compared with both the Heston-Nandi and the thirty days average realized volatility, while the 

fifteen days average realized volatility is very unstable. When taking into consideration the 

average volatilities, observable in the table 4.5.2, the Heston-Nandi appears to, again, be very 

similar to the fifteen and thirty days average realized volatilities, while the implied volatility is 

about seven percentage points lower than the others. 
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Table 4.5.2 – BAYN average annualized volatility metrics during the 09/10/2020 – 06/11/2020 period 

Volatility Forecasts (T= 1, K= 100%) Realized Volatilities (T= 1, K= 100%) 

Heston-Nandi Implied Volatility 15-Days 30-Days 

42,42% 34,17% 41,34% 41,13% 

 

While the implied volatility expects the market to have a lower volatility in the future, the 

Heston-Nandi rejects that statement in parallel with the average annualized realized volatilities. 

Finally, when analyzing the results given by SAP, which had a shock on the 26th of October 

that was previously mentioned, it can be observed a considerable spike in the Heston-Nandi 

volatility estimation, with the model changing its yearly forecast from 32% to 68% in only two 

days. Before this date, the model appears to be very stable and in line with the realized volatility, 

even though both being roughly 3% higher than the implied volatility. 

 

When the price drop occurs, the implied volatility almost does not react to it, with a change 

of only 1%, staying in line with previous expectations. The Heston-Nandi model showcases a 

considerable reaction in the first days of the shock, slowly declining afterwards.  
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Heston-Nandi parameters’ analysis  

The Heston-Nandi model is a derivation of the GARCH (1, 1) model for option pricing, 

which uses five parameters instead of three used by the GARCH. To understand the behaviour 

of these parameters, an analysis using QCOM and BAYN will be performed for each of the 

parameters. 

First, considering Omega (𝜔), which is the weight assigned to the long-term volatility 

multiplied by the long-term volatility (𝜔 =  𝓍 ∗  𝒱𝑙),  it can be observed from the tables 4.5.3 

and 4.5.4 that both stocks give very low weights to the long-term volatility, meaning their 

impact is minimal to the volatility forecast. 

On the other hand, Beta (𝛽), which gives the weight assigned to the last volatility observed, 

is one of the most important parameters, with an average of 0,77 for QCOM and 0,91 for 

BAYN. Therefore, the impact of past volatilities is going to be more present for the BAYN 

forecast than the QCOM one. Moreover, as it is explained before in the GARCH (1, 1) 

parameter analysis, the decay rate of the QCOM volatility forecast is going to be larger than the 

BAYN one, which results in less past volatilities being relevant for the volatility estimation. 

Table 4.5.3 – Heston-Nandi average parameters’ values during the 09/10/2020 – 06/11/2020  

period for QCOM stock 

 ω α β γ λ 

Average Value 5,38 E-17 0,00021 0,77 3,57 E-10 3,57 E-12 
 

Table 4.5.4 – Heston-Nandi average parameters’ values during the 09/10/2020 – 06/11/2020 

period for BAYN stock 

 ω α β γ λ 

Average Value 2,15 E-21 6,35 E-05 0,91 1,98 E-18 7,21 E-22 

 

Regarding the parameter 𝛼, which is responsible for the weight of the last squared returns in 

the daily volatility. The value of this parameter is 0,00021 for QCOM, while it is 0,000065 for 

BAYN. Even though both values are significantly low, QCOM’s value is 329% higher than the 

BAY one, meaning that it is more affected by shocks resulting from large returns.  
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In the Heston-Nandi model, it is also possible to study the variance persistence of the stock, 

by calculating 𝛽 + 𝛼𝛾2. If the value of the equation is lower than one, the stock is mean 

reverting, which is verified in both stocks, with QCOM verifying a value of 0,77 and BAYN of 

0,91. The closer the value is to one, the more volatility will persist, while the closer it gets to 

zero, the faster volatility will revert to the long-run variance (Rouah and Vainberg 2007, chapter 

6). Both stocks are much closer to one, especially BAYN, meaning the mean-reversion is 

minimal. 

The gamma parameter is responsible for the leverage effect in the Heston-Nandi model, 

which is not included in the GARCH (1, 1) model. This effect is more intense on QCOM then 

it is on BAYN, when considering that this parameter is larger for QCOM. However, it is 

important to emphasize that both models present a very low value for this parameter.  

For the lambda parameter, even though it is estimated and used for the calculation of other 

parameters in the model, the value is almost insignificant. An approximation of -0,5 was 

performed as proposed by the first proposition of the Heston-Nandi paper (Heston and Nandi 

2000), in order to include the risk-neutral process and achieve a better estimation and 

calculation of the option pricing. This approximation is used in the computations of the option 

pricing. 

 

4.6 Heston Model 

Regarding the Heston models’ empirical analysis, it will be not only based on the point (T, 

K) = (1, 100%) but also on the point (T, K) = (0.08333, 100%), in order to test the hypothesis 

previously mentioned that this model is not as efficient for options with shorter maturity. 

Considering this, the analysis of the realized volatility will only be performed for the point (T, 

K) = (1, 100%), due to the nature of this result. 

Starting with the analysis of the point of the surface (T, K) = (1, 100%) with QCOM volatility 

forecast, as it was mentioned before, a high correlation with the implied volatility is evident 
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with both Heston models in analysis. By looking at the following figure, both the Heston FFT 

and the Heston MCS follow the trend of the implied volatility very closely. To estimate both 

Heston models, equations 2.7.1 and 2.7.2 are solved every day for Heston MCS and equations 

2.7.4, 2.7.5, 2.7.6 and 2.7.7 for Heston FFT. This process is executed between 09/10/2020 and 

06/11/2020, with all five parameters Ω0 = (𝑘, 𝑉0, 𝜃, 𝜎, 𝜌) being optimized daily. 

 

The fifteen days average realized volatility is considerably far away from the model’s results, 

with the thirty days average being slightly closer. This occurs because the implied volatility is 

also deviating from the realized one. As both Heston processes have the implied volatility as 

an initial input, the disparity between the implied volatility and the realized volatility is 

associated with the Heston models forecasts deviance of the realized volatility. Regarding the 

actual results of QCOM, the average forecast for the data studied for all models was very 

similar, which is visible in the following results: 

Table 4.6.1 – QCOM average annualized volatility metrics during the 09/10/2020 – 06/11/2020 period 

Volatility Forecasts (T= 1; K= 100%) Realized Volatilities (T= 1; K= 100%) 

Heston MCS Heston FFT Implied Volatility 15-Days 30-Days 

39,70% 39,33% 39,59% 35,42% 39,94% 
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As it can be seen above, the average result from the period of study for the volatility forecast 

was very similar, not only between the Heston models and the implied volatility but also 

between the thirty days average realized volatility. While the Heston FFT expects, on average, 

a slightly lower volatility than the implied volatility, the Heston MCS forecasts the opposing 

way. The differences between these three averages are marginal.  

Regarding the standard deviation, the Heston models presents a very important result. Both 

models are not only close to the implied volatility forecast but they also present a lower standard 

deviation. While the implied volatility presented a Standard deviation of 1,06, the standard 

deviation for the Heston FFT and for the Heston MCS is 0,92 and 1,00 respectively. This 

increased stability observable in this scenario is important for the bank in order to minimize its 

transaction costs involved with hedging. Moreover, it is also relevant to mention that both 

models correct the shortcoming of previous models regarding volatility jumps for this asset. As 

the Heston models are not dependent on spot prices to forecast the volatility, extremely positive 

or negative returns will have a very mild reaction in a long-term volatility forecast.  

Regarding the BAYN volatility forecast, two important takeaways can be derived from the 

different estimations. The following graph presents the predictions of each model when 

compared against each other: 
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Firstly, similar to the QCOM analysis, both the Heston FFT and the Heston MCS appear to 

closely follow the implied volatility, throughout most of the period, and seem to deviate from 

the realized volatility estimations similarly to the implied volatility. The reason for this 

similarity was previously explained and also verified for this asset’s analysis regarding the point 

(T, K) = (1, 100%). 

Secondly, both Heston FFT and Heston MCS exhibit slightly lower average forecasts, in the 

period considered, than the implied volatility, 33.59% and 34.08%, respectively for Heston FFT 

and Heston MCS.  

Where BAYN diverges from QCOM is in the standard deviations of the model. While 

Heston FFT still exhibits a lower standard deviation than implied volatility, 1.79 against 1.89, 

Heston MCS exhibits a higher standard deviation of 2.18. As a result, Heston FFT provides a 

slightly more stable model considering the marginal decrease in standard deviation when 

compared to the implied volatility and Heston MCS. This implicates that for this point of the 

surface and asset, Heston MCS would not be as efficient as the Heston FFT as it would 

unnecessarily increase the hedging cots for Banco Invest. A possible reason for this divergence 

in results is the number of stock paths simulated. The model was constructed assuming M = 

1000 paths of the asset. Compared to the bank’s own internal simulations, that assumed M = 

100000 paths of the stock, Heston MCS’s lower number of simulated paths might not 

adequately converge, making the model less useful than Heston FFT. This lower number of 

simulated paths was adopted in an effort to reduce the computational intensity of the Heston 

MCS model, making it faster to compute. 

Regarding the SAP results, as the realized volatility provides very inflated results due to the 

spot price drop, the analysis of this forecast has additional value if those results are disregarded. 

Therefore, the following graph focuses only on the Heston FFT and Heston MCS when 

compared to the implied volatility: 
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Similar to the results in the BAYN analysis, both the Heston MCS and the Heston FFT 

continue to present very similar results to the implied volatility ones for this point of the surface 

across all underlying assets that are being studied.  

Contrarily to QCOM and BAYN, for this point of the volatility surface, the standard 

deviation of the model Heston FFT is 1,42, slightly larger than the implied volatility one, which 

is 1,30, which implies a slightly lower stability for this period of data. As was the case with 

BAYN, both models are producing a slightly more stable forecast than the model Heston MCS, 

which showcases a standard deviation of 1,60. 

 

 

Heston Model (T, K) = (0.0833, 100%) 

Regarding the point of the surface (T, K) = (0.0833, 100%) a similar analysis will be 

performed, without the inclusion of the realized volatility, only comparing the implied volatility 

and both Heston Models forecasts. This point is important to analyze, since according to Wu 

(2019) shorter term maturity at-the-money options display a higher average error when 

compared with the rest of the surface. 
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Concerning the QCOM volatility forecast, as mentioned before, both models display a high 

degree of correlation with the implied volatility. In this specific situation, Heston MCS 

estimation, the green line in figure 4.6.4, is almost impossible to distinguish from the blue line 

marking the Heston FFT volatility, highlighting the closeness between forecasts.  

 

Regarding the actual results of QCOM, the average forecast for the data studied for all 

models was very similar, with the following results of the volatility forecast:  

Table 4.6.2 – QCOM average annualized volatility forecasts and respective standard deviation  

during the 09/10/2020 – 06/11/2020 period 

Volatility Forecasts (T= 0.0833, K= 100%) Standard Deviation of Forecasts 

Heston MCS Heston FFT 
Implied 

Volatility 
Heston MCS Heston FFT 

Implied 

Volatility 

44,80% 44,69% 46,05% 3,56 3,47 3,70 

 

As demonstrated, the average result from the period of study for the volatility forecast were 

very similar, not only between the FFT, but also for the MCS. Unlike the (T, K) = (1, 100%) 

point, both Heston models expect, on average, a slightly lower volatility forecast than the 

implied volatility.   

When it comes to the standard deviation, as has been the case consistently for reasons 

previously explained, Heston FFT tracks closer to the implied volatility forecasts than the 
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Heston MCS model. Heston FFT and Heston MCS presented standard deviations of 3,47 and 

3,56, respectively, compared with 3,70 for the implied volatility.  

Once again, the results seem to indicate that for this point of the surface and asset, Heston 

MCS would not be as efficient as Heston FFT, as its higher standard deviation would imply a 

higher frequency of hedging transactions, were this model to be implemented instead. 

Regarding the BAYN volatility forecast, the following graph presents the predictions of each 

model, for the same point of the volatility surface, when compared against each other:  

 

Both Heston FFT and Heston MCS, closely follow the implied volatility, as has been the 

case with every point of the asset for both models. The reason for this behavior is previously 

explained, in the QCOM analysis. Once again, the blue and green line present in figure 4.6.5 

are almost impossible to distinguish. 

Table 4.6.3 – BAYN average annualized volatility forecasts and respective standard deviation  

during the 09/10/2020 – 06/11/2020 period 

Volatility Forecasts (T= 0.0833, K= 100%) Standard Deviation of Forecasts 

Heston MCS Heston FFT 
Implied 

Volatility 
Heston MCS Heston FFT 

Implied 

Volatility 

42,23% 42,24% 44,28% 3,08 3,18 3,31 
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BAYN appears to exhibit the same behavior as QCOM, as both Heston models display a 

lower average volatility compared to IV, 42,24% for the FFT and 42,23% for the MCS, 

compared with 44,28% for the IV. The standard deviations for FFT and MCS are 3,18 and 3,08, 

respectively, compared with 3,31 for the IV. This contrasts with all previous cases as Heston 

MCS exhibits both a lower average volatility and standard deviation than Heston FFT and the 

implied volatility. The nature of this discrepancy is unknow, however, one possibility would 

be, as previously explained, a lack of simulated paths for the stock. This would make option 

pricing simulation more random, which could mean that for any given simulation, Heston MCS 

could exhibit values of the average volatility and standard deviation either lower or higher than 

its Heston FFT counterpart. What would appear constant is how closely both track the implied 

volatility of the market. 

Regarding the SAP volatility forecast, the following figure presents the predictions of each 

model when compared against each other:  

 

The scenario described in figure 4.6.6 is consistent with the ones presented in the two 

previous graphs. The two Heston volatilities derive marginally equal values during the period 

under study, with the green and blue lines being impossible to distinguish. Moreover, both 
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forecasts follow the trend of the implied volatility and present similar levels of stability, as it 

can be seen in table 4.6.4 

Table 4.6.4 – SAP average annualized volatility forecasts and respective standard deviation  

during the 09/10/2020 – 06/11/2020 period 

Volatility Forecasts (T= 0.0833, K= 100%) Standard Deviation of Forecasts 

Heston MCS Heston FFT 
Implied 

Volatility 
Heston MCS Heston FFT 

Implied 

Volatility 

34,04% 34,01% 34,26% 3,20 3,21 2,93 

 

For SAP, similarly to QCOM and BAYN, both Heston FFT and Heston MCS display a lower 

average volatility compared to the implied volatility. In this instance the difference between 

both models appears to be very marginal. The standard deviations, however, behave differently 

for SAP results. Not only are they much closer between Heston FFT and Heston MCS, 3,21 

and 3,20 respectively, but they are both higher than the implied volatility, 2,93. In this case, 

although marginally, both models would decrease the stability of the estimate. 

The conclusion reached by Wu (2019) that the Heston model would be a worse estimate than 

the implied volatility as option maturity decreases does not appear to be supported by the 

results, as both Heston approaches estimate stable values, averaging results in line with IV 

forecasts. However, it is important to note that the performed analysis is not able to prove that 

this model represents an improvement to the implied volatility, as the most correct technique 

of testing results is not possible to be implemented. This limitation is transversal to the whole 

empirical study and section 4.7 will provide details regarding the overall limitations of the entire 

empirical study.  

 

4.7 Limitations of the Empirical Analysis 

Although the previous analysis aims to recommend a specific volatility estimation model to 

Banco Invest, it is important to understand the characteristics of the project and therefore its 

limitations.  
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First, the time frame of the project does not allow the current analysis to fully capture the 

advantages and shortcomings of each model. As most of the volatility models required the 

implied volatility as an input, either for its computation or for the regression of the volatility 

surface, this analysis was only viable for the available period of data provided by the bank. 

Longer estimations must be implemented in order to correctly judge each of these volatility 

models. With this, considering the reputation and responsibility of the bank, the 

recommendations of this project are suggestions that should be deeply analyzed in order to 

ensure success in case of implementation. 

Also, it is important to emphasize that the benchmarking performed in this paper is not the 

ideal analysis to properly comprehend the quality of the results. Although it is clear that models 

such as the GARCH (1, 1) and the EWMA may not be suited for the bank’s activities, the 

analysis from the Heston-Nandi model and the Heston models are not sufficient to obtain 

definitive conclusions. The most accurate methodology would be to compare the past hedging 

payoffs and transaction costs of the bank, using the implied volatility, with the payoffs and costs 

resulting from the recommended models. However, given the reduced time frame of this 

project, such analysis was not feasible.  

Finally, this paper also has limited statistical testing due to the nature of the results requested 

by Banco Invest, them being a comparison between the implied volatility, the volatility 

forecasted from the models being tested, and the realized volatility. Consequently, the project 

focuses mostly on the comparison of the volatility estimations, in order to distinguish which 

models are important for Banco Invest to further analyze. 
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5. Conclusion 

Following the empirical analysis previously performed, a cross-comparison of the results of 

each model is important to understand which approach has the potential to be used as the 

volatility forecast of Banco Invest hedging activities.  

First, regarding the GARCH (1, 1) and its specific case, the EWMA, these models seem to 

be extremely sensitive to the returns of the underlying assets resulting in very unpredictable 

forecasts. Despite the volatility surface regression consistently performing well, correctly 

mirroring the implied volatility surface slope, the implementation of this surface is dependent 

on the quality of the volatility input. As it was previously mentioned, if the initial forecast of 

the GARCH (1, 1) or the EWMA is not appropriate, the remaining surface will turn out equally 

incorrect.  

Despite the GARCH (1, 1) and the EWMA with λ = 0,94 performing relatively well in the 

BAYN volatility forecast, the inconsistency of these models is evident in the analysis of QCOM 

and SAP’s volatilities. The inconsistency of appropriate results imperatively denies the 

application of this models for Banco Invest, as a miscalculation of the volatility would make 

the bank incur in incorrect and unnecessary transactions.  

Regarding the Heston-Nandi GARCH model, the quality of the forecasts of this model 

compared to the GARCH (1, 1) results seem to confirm the increased theoretical and practical 

robustness of the model.  

On the one hand, while the Heston-Nandi GARCH model continues to work with the spot 

prices of the underlying assets, similarly to the models previously mentioned, the volatility 

outcomes of this model appear to be much more stable, having much lower standard deviations. 

Moreover, this model provides a closed-form of option pricing that can be translated to a 

volatility surface forecast (Heston and Nandi 2000). This allows the model to, by itself, compute 

a volatility for a specific moneyness and maturity without the assistance of the volatility surface 
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regression. The Heston-Nandi model also allows the bank to forecast the volatility for a 

particular point of maturity and moneyness without the computation of the entire volatility 

surface, minimizing the computational intensity involved with this process.  

On the other hand, the Heston-Nandi GARCH model is still much more sensitive to intense 

shocks on the market than the implied volatility. The shortcomings of the GARCH (1, 1) that 

are constantly observable with frequent shocks in volatility are not totally fixed by this model. 

While unusual, the Heston-Nandi GARCH model fails to present stable results as it is evident 

in the analysis of the SAP volatility. However, it is relevant to emphasize that this shock is 

much smoother than the one forecasted by the GARCH (1, 1) and EWMA models.  

Moreover, the initial parameterization of this model is not only very intensive but also 

arbitrary due to the various initial parameter attempts required to properly maximize the 

likelihood function, increasing the difficulty of implementation. Moreover, while stable, the 

Heston Nandi model presents a consistent bias on the volatility forecast, constantly presenting 

volatility predictions a few percentage points above the implied volatility estimation. As the 

company is currently using the implied volatility for its activities, the assumption of a volatility 

estimate higher than the current directly implies a safer approach of the bank, as the bank would 

start to expect a higher volatility than before. 

Regarding the Heston models, it is evident by the empirical results that the output of these 

processes is very similar to the implied volatility one. The clear parallel between the Heston 

volatility forecast and the implied volatility one creates positive and negative qualities to the 

models. On one hand, because both Heston models use the implied volatility surfaces as input 

of option volatility forecast, this allows the models to incorporate assumptions that the 

previously mentioned models were not able to. As a result, the models do not present spikes in 

the volatility forecasts previously observable. Therefore, this process could be adopted by 
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Banco Invest without the significant miscalculations that were previously observable, making 

the Heston applicable for the bank’s purpose.  

Comparing the two Heston models, it is clear that the Heston FFT and the Heston MCS 

forecast very similar results between the two. However, while the Heston FFT is consistently 

similarly stable to the implied volatility or even more stable, the Monte-Carlo simulation 

method occasionally presents unpredictable spikes that are not necessarily in accordance with 

expectations, as volatility increases in one day followed by a decrease in the next one.  

However, from the previous results, it is visible that there is a strong similarity between the 

Heston models forecasts and the implied volatility ones. Consequently, from a practical 

perspective, the application of this model would not drastically improve the volatility projection 

used by the bank. Nevertheless, the theoretical robustness of the Heston model in addition to 

the implied volatility input could yield slightly better volatility estimations that can only be 

fully comprehended with long-term comparison of the two model’s hedging results.  

The first recommendation is to disregard models such as the GARCH (1, 1) and the EWMA 

that are very unpredictable and unreliable for such purpose. Although the Heston-Nandi 

GARCH model provides some promising results, the shortcomings previously mentioned also 

propose implementation difficulties in a for Banco Invest.  

As a result, one recommendation for the bank is to deeply analyze the feasibility of the 

implementation of the Heston model for the volatility estimation, more specifically the Heston 

FFT that presents more stable results than the Heston MCS. Because the bank operates with 

large investments, the slight improvement of the volatility estimation that is being proposed by 

the Heston model may yield considerable profits for Banco Invest. This would imply a constant 

parameterization of the model for a slight deviation of the implied volatility result, the one that 

Banco Invest already uses.  
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The incorporation of the implied volatility as an input for a better volatility forecast was 

crucial in order to generate a model without shocks in the estimation. It is important to 

emphasize that this recommendation is a suggestion for the bank to thoroughly investigate if 

this model yields better results in the long run. As mentioned before, the most precise way to 

do so is to compare the payoffs of the hedging activities from using the implied volatility and 

from using this model as an input of the expected volatility. 

Because Banco Invest has shown some dissatisfaction towards the Implied volatility, an 

alternative recommendation is provided to the bank, one that may better fit the bank’s purpose. 

If the bank is not interested in continuing to work with the implied volatility, the Heston-Nandi 

GARCH model is the best alternative model to be recommended. The previous results show 

that the Heston-Nandi GARCH, for the most part, can derive stable volatility forecasts that are 

aligned with the expectations. Therefore, an alternative suggestion is provided to Banco Invest 

in case the bank does not want to use the implied volatility as an input.  

Concluding, two suggestions are provided to the bank from this project. On the one hand, if 

the bank is comfortable with the use of the implied volatility as an input, the parameterization 

and stochastic properties of the Heston FFT model combined with the stability of the implied 

volatility is expected to produce volatility estimations that are relevant to be better analysed in 

the future. As mentioned before, a slight improvement in the volatility estimation results in a 

competitive enhancement for Banco Invest. On the other hand, if the bank is not interested in a 

model that uses the implied volatility as an input, the Heston-Nandi model allows the bank to 

have a feasible alternative for a volatility model without the influence of this volatility 

estimation. 
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6. Individual Section 

Introduction 

The GARCH model that was implemented in this project was the GARCH (1,1) model 

because of its computational simplicity that was proposed by Banco Invest combined with a 

robust theoretical background. However, because the regression performed in the volatility 

surface can consistently adapt any other volatility model in order to get a volatility sensitive to 

a maturity and strike, the GARCH (1,1) model can be substituted to alternative GARCH 

models, ones with additional robustness. In this chapter, an analysis of several other important 

variations of the GARCH model is going to be performed as well as an empirical assessment 

of an alternative method of the GARCH (1,1) model, comparing the quality of results to the 

original one.  

Literature Review 

IGARCH 

The IGARCH model, meaning the Integrated General Autoregressive Conditional 

Heteroskedasticity model, proposed by Engle and Bollerslev (1986), is one where 𝛼 + 𝛽 = 1. 

This implies that, because there is no weight to 𝛾 and therefore no weight attributed to the long-

run volatility, a shock today will inevitably persist a shock indefinitely. The component that 

skews the conditional variance back to the mean is now inexistent given by the fact that 𝛼 +

𝛽 < 1 is no longer verifiable (Lee 1994). Engle and Bollerslev suggest that testing this model 

tests the model with one unit root, which in this case is the variance, which are the unpredictable 

shocks in a stochastic pattern that will impact any foreseeable future volatility (Andersen, 

Bollerslev and Hadi 2014). Thus, by assuming (1 − 𝛽) = 𝛼 , this model’s volatility is given 

by:  

𝛿𝑡
2 = 𝑤 + 𝛿𝑡−1

2 [(1 − 𝛼) + 𝛼𝑧𝑡−1
2 ]          (𝑒𝑞. 1) 
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with 𝛼 and w being parameters, 0 <  𝛼 < 1 , and z being the return. The properties of this 

model leads to a constant random walks or a model of constant permanent shocks (Nelson 

1991).  

EGARCH 

The EGARCH, resulting from the Exponential GARCH, is a model that attempts to 

correct the GARCH (1,1) model shortcomings by introducing a logarithmic component in the 

variance calculation as well as some other properties (Ali 2013).   

The equation of this model is fairly similar to the original GARCH (1,1) model and it is 

given by (Tsay 2005):  

ln(𝛿𝑡
2) = 𝑤 + ∑ 𝛼

𝑠

𝑖=1

|𝑎𝑡−1| + 𝛾𝑎𝑡−1

𝛿𝑡−𝑖
+ ∑ 𝛽 ln (𝛿𝑡−𝑗

2 )

𝑚

𝑗=1

          (𝑒𝑞. 2) 

While the complexity of this model may pose an increasing difficulty to its implementation, 

some of its characteristics are expected to yield, in theory, better results.  

The EGARCH, like the Heston-Nandi GARCH process previously mentioned, is a 

method that incorporates the leverage effect or asymmetric volatility, where increases in 

volatility are more associated with negative returns rather than positive ones, meaning there is 

an asymmetry in the impact of positive and negative returns to the volatility forecast of the 

EGARCH model. This asymmetry is given by the parameter 𝛾, which in this particular model 

is expected to be negative (Tsay 2005) . Moreover, the returns on this model are conditionally 

Gaussian implying that they follow a normal disturbance with a mean of 0 and the daily 

conditional variance as standard deviation (Brandt 2006): 

𝑎𝑡~𝑁[0, 𝛿𝑡
2]           (𝑒𝑞. 3)         ,     𝑎𝑡 = 𝛿𝑡𝜖𝑡           (𝑒𝑞. 4) 

Finally, the logarithmic component of the equation allows the model to relax the 

constraints that are imposed by the standard GARCH (1,1) model of the parameters having to 

be positive. 
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GARCH-M 

Another GARCH model that can be used for volatility purposes it the GARCH-M, 

which stands for GARCH mean and follows the equations: 

𝑟𝑡 = 𝜇 + 𝑐𝛿𝑡
2 + 𝑎𝑡          (𝑒𝑞. 5),      𝑎𝑡 = 𝛿𝑡𝜖𝑡          (𝑒𝑞. 6) 

𝛿𝑡
2 = 𝑤 + 𝛼𝑎𝑡−1

2 + 𝛽𝛿𝑡−1
2            (𝑒𝑞. 7) 

where the returns depend on the volatility of that asset as well as two other constants, the 

mean of the return, which is given by 𝜇, and the risk premium which is given by c. A c greater 

than 0 indicates a positive correlation between positive returns and volatility. The calculations 

of the w and the 𝛽 remain the same (Tsay 2005).  

TGARCH 

While the previously mentioned model correlates positive returns with volatility, 

TGARCH or threshold GARCH provides the opposite rationale, which as it was mentioned 

before is known as the leverage effect. This model is given by the equation : 

𝛿𝑡
2 = 𝑤 + ∑(𝛼 + 𝛾𝑁𝑡−𝑖)𝑎𝑡−𝑖

2

𝑠

𝑖=1

+ ∑ 𝛽𝛿𝑡−𝑗
2

𝑚

𝑗=1

          (𝑒𝑞. 8) 

where N is: 

𝑁𝑡−𝑖 = {
1 , 𝑎𝑡−𝑖 < 0
0, 𝑎𝑡−𝑖 ≥ 0

           (𝑒𝑞. 9) 

where all parameters are similar to the GARCH model except for the 𝛾 which is expected to 

be positive. Therefore, the impact of the returns to volatility is larger when the returns are 

negative, meaning when a < 0, as the impact on the volatility will be given by (𝛼 + 𝛾) 𝑎 
2 instead 

of 𝛼 × 𝑎 
2 when the returns are positive, for a >0 (Tsay 2005). The leverage effect is given by 

the asymmetry of  the component N, which can be leveled if the threshold given to positive 

returns is slightly above 0 (Tsay 2005). 

Variance targeting GARCH 
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Hull option pricing book suggests an alternative method of computing the GARCH (1,1) 

model, one known as variance targeting, created by R. Engle and J. Mezrich in 1996. This 

method differentiates itself by setting the long-run variance, which was previously computed 

based on the parameterization, as the variance of the historic returns of the data being used. 

With this, the optimization of the parameters is performed by only maximizing the w and the 

𝛽. As VL became a value that is already estimated, by finding the w and the 𝛽, it is possible to 

solve to 𝛼 with the equation (Hull 2006):  

𝛼 = 1 − 𝛽 −
𝑤

𝑉𝐿
           (𝑒𝑞. 10) 

given that 𝛼 + 𝛽 + 𝛾 = 1 and 𝑤 = 𝛾 × 𝑉𝐿 

In order to compute the optimal parameters, the same likelihood equation of the 

GARCH (1,1) model has to be maximized  with the exact same constraints for the w and 𝛽. 

Moreover, the daily volatility for tomorrow, which will subsequently be annualized, is still 

given by the equation: 

𝛿𝑡
2 = 𝑤 + 𝛽𝛿𝑡−1

2 + 𝛼𝑧𝑡−1
2           (𝑒𝑞. 11) 

Although past empirical evidence suggests that the variance targeting estimation 

occasionally deteriorates the precision of the GARCH (1,1) results, it is also mentioned that it 

guarantees a consistent estimation of the long-run variance (Hull 2006). The consistency around 

this long-run volatility value becomes particularly interesting to be analyzed due to the recent 

shocks on stock returns in light of the COVID-19 impact. As the long-run volatility that was 

optimally found previously in GARCH (1,1) may present a bias due to this recent events, a 

comparison of this two methods will be performed. This comparison will be based on the 

QCOM 2 year data that was previously analyzed, from the date 09/10/2020 until 6/11/2020. 

Out of the three underlying assets previously studied, QCOM was the one deemed as best to 

study considering the fact that the GARCH (1,1) model shows, at times, results very close to 

the implied volatility computed by Bloomberg while at other times deviating a lot from this 
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result. The comparison between the two models will consist of studying the quality of the results 

compared to the implied volatility as well as comparing the stability of each model. As it was 

previously concluded, the implied volatility appears to be a good benchmark of comparison to 

the model, as it seems to appropriately forecast the 1 year volatility. It will also be performed a 

comparison between the two differently calculated long-run volatility, as well as the other 

parameters and the likelihood function.   

The following results aim to analyze the hypothesis that the variance targeting method 

of the GARCH (1,1) model can derive better results than the standard GARCH (1,1) model. 

 Empirical Results 

The results from the study of this sample mainly show that, although the volatility 

computation methods have considerable differences, most results are quite similar. 

As it is possible to observe in the figure 1, the two models yield results that seem to 

almost overlap one another given the proximity of the two. Despite the variance targeting for 

the long-run volatility, this model not only presents similar results but also the same fragilities. 

The shocks present on the 30th of October and on the 6th of November are observed in the two 

models, both providing a result for that day’s volatility considerably above what is expected. 

Moreover, the model continues to behave in a very unpredictable way, with consistent increases 

and decreases on expected volatility, depending if the spot prices from the past days have been 

stable or not. 
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Looking at the analytical results, the absolute difference from the results of each model 

compared to the implied volatility are not only considerable, but also marginally different 

between each other, with the average daily difference from each model to the implied volatility 

being 5,58% for the standard GARCH (1,1) model and being 5,48% for the Volatility target 

GARCH (1,1) model. It is important to emphasize that this results are inflated by the data from 

the days such as 30th October and the 6th of November, especially by the latter date with the 

daily difference being above 66%. The average difference without considering the last day of 

data is 2,552% for the GARCH (1,1) model and 2,554% for the variance targeting model. 

Moreover, despite the marginal difference, it is relevant to mention that the volatility targeting 

model is slightly more stable as it presents a smaller standard deviation of 14,07 compared to 

14,54 of the original model. Both standard deviations are significantly larger than the implied 

volatility one, which is 1,03. 

Looking at the long-run volatility estimation, the value for which the model expects the 

volatility to converge to, there are some differences between the two models. First, looking at 

the Figure 3 (Appendix) , it is possible to observe that not only the volatility target model’s VL 

is considering a higher volatility, but also that there is a convergence between the two models 
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Figure 1 - QCOM GARCH (1,1) volatility estimate benchmarked 

against IV and GARCH Volatility Target for point (T,K) = (1.100%)

Garch(1,1) Implied Volatility GARCH Volatility Targeting
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in a first instance, followed by a spike in both models on the 6th of November, more intense for 

the GARCH (1,1) model. The difference between the two models is minor until that moment, 

with an average daily difference in the data studied of 0,595%. Nevertheless, despite the 

different calculations, both models seem to maintain a stability in this parameter that does not 

translate in a stable daily volatility forecast. 

 

Looking at the Figure 2, the new value of long-run volatility, according to the volatility 

target model, is not only further away from the implied volatility proposed by Bloomberg but 

is also much less theoretically robust. While with GARCH (1,1) standard model this value was 

achieved through a parametric optimization, this model simply assumes this value as the 

variance of the historic returns for the data selected.  

Considering the parameters, although the different calculation methods would entail 

some considerable discrepancies in these values, there are no significant differences, which can 

explain the similarity of forecasts between the two models. The average results of the two 

models’ parameters for the data studied  are presented in table 1 and are the following:  

Table 1 – Parameter comparison between the GARCH (1,1) and the GARCH volatility target model 
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Figure 2 - Long-run volatility annualized for the GARCH (1,1) and 

the GARCH volatility target benchmarked against the IV for point 

(T,K) = (1,100%) 

Implied Volatility GARCH (1,1) GARCH Volatility Target
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Parameter

s 

GARCH 

(1,1) 

GARCH VL 

Target 

Absolute 

difference 

Relative 

differennce 

W 0,000234 0,000235 0,00000136 0,580% 

𝜷 0,512299 0,510378 -0,00192051 -0,376% 

𝜶 0,200648 0,208458 0,00780994 3,747% 

𝜸 0,287052 0,281163 -0,00588943 -2,095% 

 

Because the parameter 𝛽 maintains its relatively low value, this explains why the model 

is still very unstable, as there are few past results that have an influence on today’s volatility. 

Moreover, the 𝛼 is even higher while the 𝛾 is lower from the original model, which means that 

the volatility targeting model gives more weight to the past returns and less to the long-run 

volatility than the standard GARCH (1,1) model.  

Looking at the relative changes of the parameters from the GARCH (1,1) model to the 

variance targeting model, it is possible to conclude that the parameters with the least changes 

were the ones that were optimized, while the other two, that are dependent of the VL result, 

were the ones with considerable changes. The 𝛼 parameter absorbed most of the VL change 

impact in the parameters, as 𝛼 = 1 − 𝛽 −
𝑤

𝑉𝐿
. While 𝛽 and w only marginally changed through 

the optimization, 𝛼 was the one variable that had to rebalance the equation previously 

mentioned, following the change in VL. With a stable 𝛽, 𝛾 also changed in the opposing 

direction in order to satisfy the equation 𝛼 + 𝛽 + 𝛾 = 1.  

 Regarding the maximization likelihood function, the results from the sum of the 

likelihood function confirmed that the standard GARCH (1,1) model is more robust. For each 

day of data collected, the likelihood function was always slightly higher in the GARCH (1,1) 

model, which can be explained by the fact that there is an extra parameter being optimized, 
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which in this case is the 𝛼. However, this difference in results is marginal, with the average 

daily difference in the likelihood function being 0,0545. 

Conclusion 

After the analysis of the data previously mentioned, a comparison between the two 

models suggests that there are not many differences between the two. Both models seem to 

react the same way to shocks in the spot price as well as to decreases in the volatility, which is 

explained by the similarity of the parameters, especially the w and the 𝛽. Moreover, while there 

are small differences in the long-run volatility estimation, the two not only seem to be moving 

towards the same direction but they also seem to have little impact in final volatility forecast, 

considering the estimated parameters. 

While the results between the two models are very similar, neither of them being 

necessarily better than the other, the likelihood function maximization confirms a consistent 

superior robustness to the GARCH (1,1) model compared to the variance targeting one, due to 

the increased number of relevant parameters being maximized.  

Overall, with the models providing similar results and the GARCH (1,1) being 

theoretically more robust, the hypothesis previously proposed that the variance targeting 

method provides better results than the standard GARCH (1,1) model can be rejected in most 

situations.  

While this study provided the conclusion that the GARCH (1,1) model should be 

implemented over the variance targeting GARCH, it also provided an important result regarding 

one of the GARCH (1,1) shortcomings. Though Hull emphasized that the GARCH model is 

mean reverting model because 𝛼 + 𝛽 < 1 and the result is therefore expected to tend to the 

long-run volatility, it is also mentioned that there are cases in which 𝛼 + 𝛽 > 1 and therefore 

GARCH (1,1) becomes a mean fleeing model (Hull 2006). Not only that, in order to satisfy the 

condition that 𝛼 + 𝛽 + 𝛾 = 1, 𝛾 must be negative which implies that the long-run volatility of 
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this model is also negative, because w has the constraint of being larger than 0. This would 

indicate an impossible result as a volatility is always positive. The long-run variance targeting 

model imperatively provides a positive result to the long-run variance, which will therefore be 

able to correctly optimize w and 𝛽, and consequently estimate 𝛼 and 𝛾. Therefore, the variance 

targeting model can be very useful in order to overcome this particular deficiency of the 

GARCH (1,1) model, in a mean fleeing scenario.   

While not providing an ideal result, this volatility model has shown to provide similar 

results to the GARCH (1,1) model in a mean reverting situation, which implies a certain 

robustness that is worth being applied when the shortcomings of the GARCH (1,1) model fail 

to provide a volatility value in a particular scenario. That being said, the standard GARCH (1,1) 

model should be applied in the situations where the data verifies a mean reverting result of the 

parameters. 
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8. Appendix 

Appendix 1 - Bayer comparison between all the different models 

Dates Price Returns Imp. Vol EWMA 0,94 Garch(1,1) EWMA Param HN-Garch Heston_FFT Heston_MCS Real.15-Days Real. 30-Days 

09/10/2020 46,73  32,94% 53,88% 51,33% 59,56% 43,90% 32,26% 32,43% 49,62% 41,18% 

12/10/2020 46,36 -0,79% 32,02% 52,35% 49,07% 56,85% 43,79% 31,53% 31,71% 45,10% 40,25% 

13/10/2020 44,75 -3,47% 31,49% 50,85% 46,41% 54,27% 43,52% 31,03% 31,19% 47,53% 41,21% 

14/10/2020 44,33 -0,95% 31,97% 51,12% 44,30% 54,38% 43,35% 31,62% 31,66% 46,81% 40,97% 

15/10/2020 44,11 -0,49% 32,53% 49,70% 43,97% 51,99% 43,16% 31,73% 32,11% 47,29% 41,00% 

16/10/2020 44,81 1,59% 33,05% 48,22% 41,75% 49,58% 42,87% 32,48% 32,77% 46,73% 40,56% 

19/10/2020 44,33 -1,07% 32,24% 47,16% 39,62% 47,84% 42,69% 31,83% 32,28% 47,13% 40,21% 

20/10/2020 43,62 -1,60% 32,88% 45,91% 38,46% 45,84% 42,44% 32,11% 32,39% 47,37% 39,86% 

22/10/2020 42,33 -2,96% 33,44% 44,70% 37,35% 43,96% 42,29% 32,89% 33,13% 48,57% 40,35% 

23/10/2020 42,42 0,22% 33,70% 43,37% 35,41% 41,82% 42,18% 33,33% 33,59% 38,08% 40,35% 

26/10/2020 42,56 0,31% 35,08% 42,06% 33,59% 39,70% 41,99% 34,80% 35,12% 35,76% 41,00% 

27/10/2020 41,91 -1,52% 35,08% 40,79% 32,44% 37,67% 41,77% 34,80% 35,05% 33,80% 40,93% 

28/10/2020 40,71 -2,88% 34,73% 39,99% 32,13% 36,46% 41,42% 34,15% 35,25% 35,73% 42,08% 

29/10/2020 40,79 0,20% 36,66% 40,35% 34,14% 37,51% 41,60% 35,62% 37,96% 34,31% 41,34% 

30/10/2020 40,36 -1,04% 37,57% 39,13% 32,76% 35,52% 41,56% 36,71% 38,59% 32,76% 41,26% 

02/11/2020 41,81 3,58% 37,56% 38,15% 31,99% 34,00% 41,45% 36,92% 37,21% 35,25% 42,43% 

03/11/2020 41,96 0,37% 36,74% 39,52% 35,55% 37,08% 41,72% 35,38% 36,44% 36,11% 40,60% 

04/11/2020 43,75 4,27% 35,40% 38,35% 34,04% 35,19% 41,80% 34,90% 34,81% 38,91% 43,22% 

05/11/2020 43,79 0,10% 34,06% 40,71% 38,74% 39,67% 42,23% 34,26% 39,35% 38,64% 42,73% 

06/11/2020 42,74 -2,40% 34,16% 39,47% 36,70% 37,73% 42,76% 33,37% 33,64% 40,07% 43,68% 

Average   33,75% 44,66% 40,18% 44,64% 42,96% 32,50% 34,08% 43,32% 42,34% 

Stand. Dev   1,78 4,74 6,47 7,42 1,15 2,81 2,22 6,02 2,68 
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Appendix 2 - Qualcomm comparison between all the different models 

Dates Price Returns Imp. Vol EWMA 0,94 Garch(1,1) EWMA Param HN-Garch Heston_FFT Heston_MCS Real.15-Days Real. 30-Days 

09/10/2020 124,87  40,72% 40,04% 40,42% 37,67% 48,25% 40,36% 40,46% 41,20% 44,40% 

12/10/2020 126,69 1,46% 40,47% 39,65% 40,59% 36,73% 48,41% 40,20% 40,33% 40,46% 44,39% 

13/10/2020 127,46 0,61% 39,60% 38,85% 39,36% 34,36% 48,85% 39,42% 39,55% 39,27% 44,28% 

14/10/2020 129,88 1,90% 38,81% 37,74% 37,54% 30,94% 48,63% 39,25% 39,57% 38,28% 44,17% 

15/10/2020 128,58 -1,00% 39,40% 36,75% 38,68% 28,27% 48,31% 39,20% 39,46% 36,98% 44,11% 

16/10/2020 129,03 0,35% 39,04% 36,40% 37,62% 28,39% 48,69% 38,85% 39,18% 35,33% 41,81% 

19/10/2020 128,42 -0,47% 39,86% 35,32% 36,44% 25,39% 48,15% 39,45% 39,57% 34,08% 41,28% 

20/10/2020 128,30 -0,09% 39,75% 34,29% 35,85% 22,77% 48,12% 39,15% 39,55% 33,64% 39,12% 

22/10/2020 128,38 0,06% 38,84% 32,25% 35,07% 17,64% 47,85% 38,98% 39,29% 33,73% 37,98% 

23/10/2020 128,88 0,39% 38,51% 31,27% 34,79% 15,32% 47,70% 38,28% 38,68% 32,91% 37,07% 

26/10/2020 126,20 -2,08% 38,57% 30,35% 34,68% 13,52% 47,62% 38,15% 39,04% 32,45% 37,72% 

27/10/2020 125,91 -0,23% 39,68% 30,52% 37,65% 19,97% 47,97% 39,00% 40,00% 29,19% 37,34% 

28/10/2020 121,58 -3,44% 39,69% 29,60% 36,09% 17,87% 47,94% 39,46% 40,74% 30,33% 37,54% 

29/10/2020 126,44 4,00% 41,36% 31,66% 43,28% 29,08% 48,32% 40,76% 40,96% 32,18% 38,59% 

30/10/2020 123,36 -2,44% 40,31% 34,41% 48,89% 38,66% 48,46% 39,95% 41,12% 33,55% 38,54% 

02/11/2020 123,97 0,49% 41,55% 34,68% 45,94% 38,79% 48,21% 41,00% 41,54% 33,33% 37,27% 

03/11/2020 125,45 1,19% 40,63% 33,68% 40,93% 34,73% 47,78% 40,20% 40,50% 32,96% 36,71% 

04/11/2020 128,97 2,81% 38,96% 32,98% 38,95% 32,21% 47,21% 39,24% 40,35% 34,32% 36,79% 

05/11/2020 145,41 12,75% 38,79% 33,79% 41,89% 35,14% 47,22% 38,37% 38,53% 42,36% 40,32% 

06/11/2020 145,01 -0,28% 37,20% 59,41% 103,42% 101,05% 51,25% 37,23% 37,32% 41,87% 39,43% 

Average   39,16% 41,37% 46,06% 42,53% 49,34% 38,77% 39,99% 39,33% 40,22% 

Stand. Dev   1,15 10,63 15,00 23,67 1,90 1,21 2,88 7,25 2,53 
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Appendix 3 - SAP comparison between all the different models 

Dates Price Returns Imp. Vol EWMA 0,94 Garch(1,1) EWMA Param HN-Garch Heston_FFT Heston_MCS Real.15-Days Real. 30-Days 

09/10/2020 133,06  27,78% 24,89% 27,29% 24,01% 32,06% 27,57% 27,70% 27,50% 31,57% 

12/10/2020 134,38 0,99% 27,42% 24,22% 26,88% 23,06% 31,40% 27,28% 27,41% 24,87% 31,72% 

13/10/2020 134,08 -0,22% 27,07% 23,80% 26,70% 22,32% 30,35% 26,79% 26,90% 24,56% 31,29% 

14/10/2020 134,32 0,18% 27,19% 23,09% 26,25% 21,10% 29,86% 27,01% 26,85% 23,87% 30,85% 

15/10/2020 130,56 -2,80% 26,87% 22,40% 25,87% 20,14% 29,96% 26,83% 26,65% 25,59% 31,25% 

16/10/2020 132,84 1,75% 27,18% 24,29% 27,75% 23,31% 29,76% 27,03% 26,94% 25,03% 30,25% 

19/10/2020 131,00 -1,39% 26,61% 24,51% 27,96% 23,87% 30,27% 26,42% 26,33% 23,35% 28,99% 

20/10/2020 127,54 -2,64% 26,69% 24,37% 27,92% 23,73% 31,84% 26,43% 26,36% 25,68% 28,98% 

22/10/2020 124,50 -2,38% 27,90% 25,76% 29,09% 25,61% 32,27% 27,64% 27,50% 26,52% 28,55% 

23/10/2020 124,90 0,32% 27,98% 26,64% 29,75% 26,75% 32,26% 27,81% 27,71% 25,93% 26,98% 

26/10/2020 97,50 -21,9% 29,04% 25,86% 28,94% 25,74% 32,17% 29,16% 29,24% 46,23% 36,81% 

27/10/2020 96,95 -0,56% 29,04% 88,60% 82,14% 39,17% 56,39% 29,16% 29,14% 48,44% 37,69% 

28/10/2020 92,24 -4,86% 28,75% 85,93% 75,00% 39,16% 68,01% 28,92% 29,18% 52,95% 40,01% 

29/10/2020 93,26 1,11% 30,18% 85,43% 71,72% 39,46% 66,83% 30,48% 30,43% 54,32% 41,09% 

30/10/2020 91,49 -1,90% 31,00% 82,94% 64,22% 39,47% 65,80% 30,94% 31,63% 55,55% 41,84% 

02/11/2020 90,18 -1,43% 30,33% 80,75% 59,14% 39,51% 64,82% 30,43% 30,44% 56,81% 42,16% 

03/11/2020 93,95 4,18% 29,83% 78,49% 54,40% 39,53% 63,94% 29,89% 30,94% 60,04% 42,46% 

04/11/2020 96,75 2,98% 28,60% 77,81% 53,72% 39,76% 63,18% 28,97% 28,97% 62,89% 43,72% 

05/11/2020 98,21 1,51% 27,83% 76,33% 51,35% 39,87% 62,53% 28,06% 28,44% 64,06% 43,97% 

06/11/2020 97,25 -0,98% 27,80% 74,23% 48,22% 39,89% 61,88% 27,94% 28,58% 63,26% 44,42% 

Average   28,10% 52,64% 43,22% 31,96% 49,75% 28,09% 29,88% 43,05% 36,53% 

Stand. Dev   1,28 27,92 17,89 8,29 15,49 1,40 7,35 17,26 6,43 
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Volatilities 
Garch 

(1,1) 

Implied 

Volatility 

GARCH 

Volatility Targeting 

09/10 40,42% 40,72% 40,94% 

12/10 40,59% 40,47% 41,03% 

13/10 39,36% 39,60% 39,68% 

14/10 37,54% 38,81% 37,79% 

15/10 38,68% 39,40% 38,97% 

16/10 37,62% 39,04% 37,80% 

19/10 36,44% 39,86% 36,55% 

20/10 35,85% 39,75% 35,96% 

21/10 35,39% 39,70% 35,44% 

22/10 35,07% 38,84% 35,11% 

23/10 34,79% 38,51% 34,83% 

26/10 34,68% 38,57% 34,70% 

27/10 37,65% 39,68% 37,74% 

28/10 36,09% 39,69% 36,12% 

29/10 43,28% 41,36% 43,45% 

30/10 48,89% 40,31% 49,09% 

02/11 45,94% 41,55% 46,13% 

03/11 40,93% 40,63% 41,08% 

04/11 38,95% 38,96% 39,07% 

05/11 41,89% 38,79% 42,13% 

06/11 103,42% 37,20% 101,27% 
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GARCH (1,1) 

ω β α γ 

VL 

Annualized 

Likelihood 

sum 

09/10 0,000241 0,5142 0,1893 0,2965 0,452 3143,95 

12/10 0,00024 0,5134 0,1899 0,2967 0,452 3143,71 

13/10 0,000243 0,5071 0,1924 0,3006 0,451 3144,14 

14/10 0,000241 0,5094 0,1924 0,2982 0,451 3147,28 

15/10 0,000241 0,5089 0,1941 0,2970 0,452 3148,76 

16/10 0,000241 0,5074 0,1947 0,2979 0,452 3148,80 

19/10 0,00024 0,5071 0,1965 0,2964 0,452 3150,30 

20/10 0,000238 0,5102 0,1957 0,2941 0,452 3150,42 

21/10 0,000235 0,5137 0,1955 0,2908 0,452 3151,00 

22/10 0,000232 0,5168 0,1960 0,2873 0,451 3151,53 

23/10 0,000231 0,5151 0,1987 0,2862 0,451 3152,46 

26/10 0,000234 0,5046 0,2057 0,2897 0,451 3153,60 

27/10 0,000231 0,5061 0,2113 0,2825 0,454 3158,13 

28/10 0,00023 0,5084 0,2100 0,2815 0,454 3158,22 

29/10 0,000232 0,5079 0,2087 0,2834 0,454 3156,19 

30/10 0,000232 0,5079 0,2087 0,2834 0,454 3153,81 

02/11 0,000233 0,5086 0,2082 0,2832 0,456 3153,10 

03/11 0,00023 0,5156 0,2037 0,2808 0,454 3152,79 

04/11 0,000226 0,5223 0,2009 0,2768 0,454 3152,86 

05/11 0,000219 0,5339 0,1975 0,2686 0,453 3152,03 

06/11 0,00023 0,5197 0,2237 0,2566 0,476 3130,04 
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GARCH Volatility Target 

ω β α γ 

VL 

Annualized 

Likelihood 

sum 

09/10 0,000243 0,5113 0,2008 0,2879 0,461 3143,85 

12/10 0,000243 0,5105 0,2020 0,2875 0,461 3143,60 

13/10 0,000245 0,5040 0,2057 0,2903 0,461 3144,02 

14/10 0,000243 0,5065 0,2057 0,2878 0,461 3147,16 

15/10 0,000242 0,5066 0,2048 0,2886 0,460 3148,68 

16/10 0,000243 0,5051 0,2049 0,2900 0,459 3148,73 

19/10 0,000242 0,5048 0,2060 0,2891 0,459 3150,24 

20/10 0,00024 0,5079 0,2051 0,2870 0,459 3150,36 

21/10 0,000237 0,5113 0,2051 0,2836 0,459 3150,94 

22/10 0,000234 0,5143 0,2058 0,2798 0,459 3151,47 

23/10 0,000232 0,5127 0,2091 0,2782 0,459 3152,40 

26/10 0,000235 0,5024 0,2160 0,2816 0,459 3153,54 

27/10 0,000232 0,5049 0,2176 0,2774 0,459 3158,11 

28/10 0,000231 0,5076 0,2143 0,2781 0,457 3158,21 

29/10 0,000233 0,5071 0,2131 0,2799 0,458 3156,18 

30/10 0,000235 0,5042 0,2139 0,2818 0,458 3153,81 

02/11 0,000234 0,5078 0,2124 0,2798 0,459 3153,09 

03/11 0,000231 0,5142 0,2094 0,2763 0,459 3152,77 

04/11 0,000227 0,5205 0,2077 0,2718 0,459 3152,84 

05/11 0,00022 0,5319 0,2049 0,2632 0,459 3152,00 

06/11 0,00023 0,5222 0,2132 0,2646 0,468 3129,99 

 


