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Resumo

As limitagGes impostas pela homogeneizagao linguistica dos géneros cientificos deveriam
funcionar, previsivelmente, como uma barreira a distincdo entre individuos e a sua lingua
materna. No entanto, os autores de artigos cientificos utilizam cada vez mais caracteristicas
da sua lingua nativa na sua escrita cientifica em inglés. Apesar de esta influéncia ter sido
abordada em estudos culturais e sobre género textual, a perspetiva da autoria tem sido
menos investigada. Esta tese contribui para o campo da detecdo da influéncia da lingua
nativa, analisando os padrdes de influéncia translinguistica no texto cientifico. Discute-se se
existem varidveis associadas a influéncia da lingua nativa em artigos originais de investigacao
cientifica escritos em inglés por autores nativos das variedades europeias de portugués e de
espanhol. Procura-se identificar essas varidveis e explicar a influéncia das linguas nativas, bem
como as possiveis implicacdes dessa influéncia. O trabalho adota uma abordagem
comparativa, assumindo um modelo especialmente concebido para estudar a influéncia da
lingua nativa e combinando estatistica e linguistica. As analises propostas baseiam-se no
Corpora Comparativo de Artigos de Investigacdo — CORA, uma cole¢cdo de cinco corpora
especializados com 825 403 tokens construidos especificamente para este estudo pela
autora. Os resultados empiricos mostram que existem varidveis ndo linguisticas ou de estilo
(por exemplo, frequéncia dos pronomes demonstrativos) e varidveis linguisticas ou de
conteudo (por exemplo, o uso da conjuncdo coordenativa "as well as" ou o advérbio
"namely") que podem indicar a influéncia da lingua nativa em autores portugueses/espanhdis
de artigos cientificos escritos em inglés. Da mesma forma, este estudo revela a associacdo de
diversas variaveis linguisticas a estratégias utilizadas pelos autores nao nativos para evitar o
recurso a certas formas linguisticas na redacdo de artigos cientificos em inglés. Este trabalho
demonstra que a influéncia da lingua materna também pode ser detetada em géneros

altamente especializados, em particular se considerarmos aspetos sintaticos.

Palavras-chave: Analise de Autoria, Detecdo da Influéncia da Lingua Nativa, Escrita Cientifica,

Texto Académico, Transferéncia Linguistica.
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Abstract

Although the constraints imposed by the linguistic homogenization of scientific genres should
not allow any relevant linguistic distinction among individuals, scientific authors are
increasingly using features of their L1 in their scientific writing in English. While this influence
has been examined in genre and cultural studies, the authorship perspective has received less
attention. This thesis contributes to the field of native language influence detection by
examining the patterns of cross-linguistic influence on the scientific text. It discusses whether
there are variables associated with the influence of the native language in original scientific
research articles written in English by non-L1 English authors who are native users of the
European varieties of Portuguese and Spanish. It attempts to identify these variables and to
explain the influence of the native languages, and whether their existence has implications,
for example, in teaching scientific English. The work adopts a comparison-based approach
taking on a model specially designed for examining L1 influence and combining statistics and
linguistics. The analyses are based on the Comparative Corpora of Research Articles — CORA,
five specialized corpora with 825 403 tokens purposely built for this study by the author. The
empirical results show that there are content-independent variables (e.g. frequency of
demonstrative pronouns) and content-dependent variables (e.g. the use of the coordinative
conjunction “as well as” or the adverb “namely”) that can indicate the influence of the
Portuguese/Spanish authors’ L1 in the OSRAs they produced in English. Moreover, several
content-dependent variables were associated with possible strategies of avoidance of use by
these authors when writing in English. This work demonstrates that, besides texts like twitter
posts, L1 influence can also be detected in highly specialized genres, especially if one takes

syntactic features into consideration.

Keywords: Authorship Analysis, Native Language Influence Detection, Scientific Writing,

Academic Text, Language Transfer.
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1. Introduction

According to data on human resources working in Science, Technology and Innovation
available in the website of the United Nations Educational, Scientific and Cultural
Organization — UNESCO (http://data.uis.unesco.org/) and in their latest statistical report
("UNESCO Science Report: Towards 2030" 2016: 33) there are approximately 12 million full-
time equivalent (FTE) research personnel in the world!, of which near 7.8 million are
researchers. About 75% of those 7.8 million are researchers from non-English speaking
countries, making it clear that most scientific researchers in the world are native speakers of

languages other than English.

Nonetheless, as is the case for many areas of today’s societies, it is English that
functions as the lingua franca of scientific communication. This predominance has increased
over the last fifty years, mainly through globalization processes that affect all dimensions of

society.

Communicating in one common language provides universality, which brings distinct
advantages to the scientific community. It allows for an easier exchange of up-to-date
scientific data and a better understanding of the scientific problems of each field. In other
words, English functions as a common ground for dissemination of knowledge that, in the

long term, serves the advancement of science.

However, communicating knowledge is difficult; doing so in a non-native language
takes the process to a higher difficulty level. Besides using English to communicate in
academic contexts as scientists, professors, experts, and entrepreneurs, non-native English-
speaking scientific communities function in their respective societies and cultures, normally
using their native languages in domestic and social settings, as citizens. As a result, a situation

persists in which non-native English-speaking scholars have to alternate between their

1 Refersto 116 countries, i.e., those in the EU, plus Algeria, Angola, Argentina, Australia, Bahrain, Bosnia and Herzegovina, Botswana, Brazil,
Burundi, Cabo Verde, Cambodia, Canada, Chad, Chile, China, China, Hong Kong Special Administrative Region, China, Macao Special
Administrative Region, Colombia, Costa Rica, Democratic Republic of the Congo, Ecuador, Egypt, El Salvador, Eswatini, Ethiopia, Gambia,
Georgia, Ghana, Guatemala, Honduras, Iceland, India, Indonesia, Iran (Islamic Republic of), Iraq, Japan, Jordan, Kazakhstan, Kuwait, Lesotho,
Madagascar, Malaysia, Mali, Mauritius, Mexico, Montenegro, Morocco, Mozambique, Myanmar, Namibia, New Zealand, Niger, North
Macedonia, Norway, Oman, Pakistan, Palestine, Panama, Papua New Guinea, Paraguay, Philippines, Puerto Rico, Qatar, Republic of Korea,
Republic of Moldova, Russian Federation, Rwanda, Senegal, Serbia, Singapore, South Africa, Sri Lanka, Switzerland, Syrian Arab Republic,
Thailand, Togo, Trinidad and Tobago, Tunisia, Turkey, Uganda, Ukraine, United Arab Emirates, United Kingdom of Great Britain and Northern
Ireland, United Republic of Tanzania, United States of America, Uruguay, Uzbekistan, Venezuela (Bolivarian Republic of), Viet Nam.
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respective native languages and English as a professional language used to communicate their

science.

The linguistic dichotomy that non-native English scientists face may impact their
scientific communication, both oral and written. In oral scientific communication by non-
native English speakers, one can expect certain imperfections in the linguistic output to occur
due to the immediacy and spontaneity associated with conversations. However, written
scientific communication in non-native English presents a linguistic setting that demands
highly proficient language skills from non-native English authors who are expected to perform

as if they were using their native language.

Additionally, written scientific communication takes place mainly within scientific
genres. These genres carry the rhetoric heritage of the writing strategies of their Anglophone
culture and language of birth, English (Swales 1990: 111-17). Non-native English authors have
to comply with such a tradition, even though it is usually very different from theirs. When the
conventions of a genre are combined with native writing, engagement, persuasion, and
argumentation strategies of non-native English authors, the resulting linguistic output may be
influenced by the native language of the authors (Mauranen, Pérez-Llantada, and Swales

2010: 642-46).

This rationale may seem unlikely since the stylistic conditioning imposed by the
linguistic homogenization of scientific genres should not allow any relevant linguistic
distinction among writers. The high level of textual standardization, with domain and field-
specific rules and conventions established for scientific genres by journals, scientific societies,
and even faculties, should operate as boundaries for the language authors use. It should also
guarantee the employment of appropriate linguistic patterns, controlling language to the

point of not allowing certain stylistic marks to pass through.

Nevertheless, authorship of scientific writing has changed significantly as the
“postmodern era” has gradually transformed the initial assumptions that scientific genres and
writing styles are a guarantee of the constraint of the authors’ “authentic voice”, and
encourage concealment of references to national culture and dialectal makers of discourse

(Pérez-Llantada 2012: 163).
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In my professional context, | have been observing this influence for over ten years,
while proofreading research articles written in English by European Portuguese researchers
from the health sciences. This thesis results from my interest in researching native language

influence in scientific writing.

Therefore, this research seeks to contribute to the field of native language influence

detection (NLID) by adding to:

e the examination of the kind of texts profiled within authorship analysis;

e the linguistic viewpoint of analysis with support of quantitative data;

e the applications of NLID in general, and specifically, within translingual
plagiarism detection,

e the description of less addressed languages within NLID, particularly of

Portuguese and Spanish.

The overall purpose of this study is to examine the patterns of cross-linguistic
influence on scientific text written in English by non-native authors (non-L1). It focuses
specifically on one genre, original scientific research articles (OSRA), within the field of health
sciences. The study is also circumscribed to non-L1 English speaking authors who are native
(L1) speakers of the European varieties of two Romance languages, Portuguese (PT-EU) and

Spanish (ES-EU).

1.1. Research Questions

Based on the overall purpose stated above, the present study seeks to answer the

following research questions:

1. Are there variables associated with L1 influence in OSRAs written in English by PT-EU
and ES-EU L1 authors in the field of health sciences? If so,

1.1 what are those variables?

Scientific genres, and particularly research articles communicating new knowledge

based on, for example, experimental results, i.e., original research, are known to follow very

specific conventions and rhetorical organization. Therefore, OSRA authors are obliged to
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report their science constrained by the specific rules of OSRAs parts: Introduction,
Methodology, Results, Discussion and the Conclusions, known by the acronym IMRAD (Swales
1990). One of the functions of all of these constraints is to modulate authorship markers so
that research articles comply with the “basic purposes of scientific publications [that] are (1)
to educate, (2) to inform, and (3) to record [...] (4): to persuade” (Day, Sakaduski, and Day
2011: 1) and do so in a formal manner observing the correct use of English in relation to
aspects that go from morpho-syntax to discourse. Thus, scientific authors are limited in their
linguistic choices, such as metaphors (Day, Sakaduski, and Day 2011: 37) that do not comply
with scientific writing. Besides this restriction in linguistic choices, authors who are non-L1
users of English are also expected not to leave linguistic traces of their native languages in the
scientific text they produce in English.

This is the fundamental question of this empirical research. Knowing that the
postmodern era has enabled non-L1 English authors to have a voice by allowing the
combination of “normative” with “local” characteristics (Pérez-Llantada 2012), this study
seeks to investigate if non-L1 English authors leave traces of their native languages that can
be observed in certain language-related variables when using scientific English as a functional
rather than an identity variety of the language (Pérez-Llantada 2012: 165). If that is the case,
| then seek to determine which variables mark L1 influence. This investigation implies the
comparison of OSRAs written by L1 English authors and authors who are L1 users of European
Portuguese and European Spanish writing OSRAs in English. Also, the latter groups are

compared with Portuguese and Spanish authors writing OSRAs in their respective L1s.

2. Isitpossible to explain the absence/presence of L1 influence variables in OSRAs written

in English by L1 authors of PT-EU and ES-EU L1?

Variationist sociolinguistics has demonstrated that linguistic change does not occur
exclusively over a long period of time, but that it is possible to observe change in a linguistic
sample collected over a short period of time (Labov 1963). Academic English has changed
rapidly in the last sixty years (Pérez-Llantada 2012). Part of that change is justified by the
participation in academic production of authors with diverse linguistic and cultural
backgrounds. The influence of a native language in a foreign language has been addressed by

researchers in the field of Second Language Acquisition (SLA) since the 1980s, and they have
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proposed different theoretical and conceptual frameworks to explain how this influence
occurs. Special attention is given to the Theory of Interlanguage (Selinker 1972, 2014). The
second research question proposes to provide the possible explanations of the variables that
are found in the empirical study, and contribute to their linguistic description in relation to

other relevant studies in the field of L1 influence.

3. Are there implications associated with the absence/presence of L1 influence variables

in OSRAs written in English by L1 authors of PT-EU and ES-EU L1?

This question seeks to reflect on the implications of the absence/presence of variables
that can indicate the influence of the L1 in authors who are non-L1 users of English when
writing OSRAs in that language. Several implications of diverse natures can be anticipated. At
the very least, this study can contribute to the characterization of scientific English. Another
implication would be of an instructional character. A third implication could be related to
direct professional significance for those proofreading and editing OSRAs in the health
sciences in Portugal/Spain. Similarly, the study could have implications for translators working

with Portuguese or Spanish and English in the health sciences.

1.2. Structure of the thesis

This work has two main parts. The first part is dedicated to the theoretical and
conceptual background of the study (chapter 2), and the second contains empirical work

(chapters 3 to 5).

Given the distinct interdisciplinary nature of the topic of this research work, the
literature review attempts to address all the relevant concepts concerning native and other
language influence detection applied to the scientific text. First, chapter 2 examines
authorship analysis as the parent field of authorship profiling and native language influence
detection. This is followed by a discussion of the theoretical and conceptual frameworks
relevant to the topic, and an examination of language variation in the form of idiolect, dialect,

genre, and style. Idiolect is examined in the light of the theoretical discussions about its
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existence, and their relevance for analyzing authorship. The next section discusses several
theories and conceptual frameworks on language transfer, and then examines the
intersection between native language influence detection and scientific writing. Scientific
writing is then discussed in terms of genre and register while also detailing the discourse

community and community of practice.

The second part of this thesis begins with chapter 3, which starts with a description of
the corpora compilation process and examines the challenges of building own corpora and
the reasons for assuming such a challenge. Then, there is a description of the final corpora
and an explanation of the methods, procedures and tools used in the empirical work. The last
section discusses the study design and outlines the operationalization of the research

questions.

Chapter 2 and Chapter 3 end with summary sections that might be helpful for those
who need to understand the main point of this research before reading the chapter on the

findings and discussion.

Chapter 4 presents the analyses carried out with the corpora to detect native language
influence in scientific writing while discussing their relevance and potential to be considered
markers of native language influence. The chapter has a section discussing the results and

summarizing the most relevant findings.

Finally, in Chapter 5, | outline the main contributions to native language influence
detection, particularly in scientific texts, presenting the limitations to the study and proposals

for future work.
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2. NLID in Scientific Writing

This chapter discusses language background profiling, specifically native language
influence detection (NLID), in scientific writing. First, | examine the concept of authorship
analysis, and propose a working definition. Next, | address the development of authorship
studies in literary, non-literary, and forensic contexts while considering some of the
approaches adopted to solve authorship problems. Then, | present the concept of authorship
profiling. | analyze the most relevant factors that can be determined by profiling authorship,
and examine the concept of native language influence detection. This is followed by an
exploration of the most important theoretical and conceptual frameworks in the field in terms
of their usefulness to explain native language influence detection. After that, the discussion
addresses the original scientific research article as a genre. | examine the scarcity of studies
addressing the influence of the sociolinguistic variable of language background in scientific

writing and demonstrate the pertinence of filling such a gap.

2.1. Authorship Analysis and NLID

The study of authorship has long been the research object of scholars from different
fields. The investigation of authorship can be traced to almost 2500 years ago. There is
evidence showing that the scholars of the Greek museum and library of Alexandria used to
work on the systematic research of the writing style —including sentence structure and choice
of words— of the work of celebrated poets like Homer for purposes of attribution or rejection

of authorship (Love 2002: 14; Coulthard, Johnson, and Wright 2017: 152).

Authorship studies can be said to have been originated in Stylistics, which in turn was
preceded by Rhetoric, a field dating back to the fifth century B.C. “concerned with the use of
public speaking as a means of persuasion” (Bradford 2005: 2). Rhetoric opened the path to
Stylistics inasmuch as modern literary studies began developing around 1850-1900, and the
increasing specialization of the field led to a natural interest in literary authorship, which was
approached through the analysis of “special expressions” and stylistic devices (Yllera 1979:

11-15).
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The inception of stylistics as a contemporary field of applied linguistics and a method
in literary studies is considered to have taken place at the beginning of the 20" century with
Russian Formalism (around 1915-1930), followed by the Prague School (around 1926-1939).
The first rejected the thought-provoking component of literature proposed by the
impressionists and focused on the authors' words as the object whose analysis allowed the
reader to study literature and, thus, language. The latter reformulated the formal approach
of Russians, establishing that “language is the main sign system, but not the only one,”
presenting literature as part of semiology and not purely of linguistics (Yllera 1979: 94); and
including “context in textual meaning-making” which eventually gave rise to the functional

approach for the study of language and authorship (Burke 2014: 2).

Authorship studies found in Stylistics a natural inaugural space for development, and
as the whole field of Linguistics consolidated over the 20™ century, authorship studies also
developed, especially with regards to three main aspects. The first refers to the kinds of texts
addressed within the field, which have expanded from complete literary or religious works to
short pieces of writing published online, such as Twitter messages. The second focuses on the
research methodologies used to analyze authorship, which have gone from qualitative
approaches requiring extensive knowledge of the works and author(s) in analysis and
academic training in linguistics, literature, cultural studies, and related fields, to purely
guantitative methods based on statistics and carried out with sophisticated software; and,
finally, to, a combination of both and consolidation of the interdisciplinary nature of
authorship studies. Finally, the third aspect is the applications such analyses can have.
Applications of authorship analysis have broadened from purely scholarly purposes of gaining
knowledge or resolving historical authorship disputes or unknown authorship problems to
more practical uses. Some of these uses are, for example, obtaining demographic information
on consumers of a product to customize marketing campaigns, identifying deceptive
customer reviews of products or services, providing evidence on the identity of individuals to

solve criminal cases, or detecting plagiarism (Juola 2015: 22-23).

Before examining the evolution of the fields that deal with these aspects, let us explore

the concept of authorship analysis.
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2.1.1. Defining Authorship Analysis

Authorship can be a complex matter. Thus, it is important to emphasize that the
authorship mentioned in this section and throughout this research study concerns first and
foremost the agency of the act of producing text, but also the context(s) surrounding the
production and its result (Love 2002: 32). Oral production can also be a target of authorship
analysis (Love 2002: 32-39; Juola 2008: 6) since its complexity, as claimed by Goffman (1981:
144) almost four decades ago, is embodied in the different “roles of utterance production”

of the speaker. However, in this study, the focus is on written text.

Another important factor in relation to authorship agency is that as with speech, written
authorship is rarely a truly individual act as there are usually many authorship functions to
fulfill in the writing process, and not all can be played by the actual writer (Foucault 1979;
Love 2002: 39-50).

Love (2002) describes authorship as displaying four functions, i.e., precursory,
executive, declarative, and revisionary. Precursory authorship is defined as “cases in which a
significant contribution from an earlier writer is incorporated into the new work” (Love 2002:
40). Executive authorship refers to “the compiler of the verbal text up to the point where it is
judged suitable for publication in one or another form (all subsequent alterations being
classified as revisions)” and it is a type of authorship that can be performed as a single author
or collaboratively (Love 2002: 43). Declarative authorship takes place when the author acts as
a “validator [...] placing [his/her] name upon the title-page [to] indicate a combination of
precursory authorship and a form of sponsorship or fostering” of the content, but not the
person who performs the actual writing (Love 2002: 44). Finally, revisionary authorship refers
to cases of “editing” where “a second writer or editor remodels a work completed or in some
cases abandoned by a first” author (Love 2002: 46-47). In this work, the agency of authorship
refers to the writer, i.e., executive authorship, but it also considers the precursory, the
declarative, and the revisionary functions of authorship.

The analysis of textual authorship has historically been associated with the need to
answer questions concerning the agent who has created a given piece of writing, by
addressing written style or “the recurrent [language] choices that the writer makes” as its

main object of study (McMenamin 2002: 126). Authorship analysis has been the focus of
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interest of researchers working in different fields like literature (Miranda 2016; Calero 2006;
Miguelafiez 2019), forensic linguistics (Coulthard, Johnson, and Wright 2017; Kredens,
Perkins, and Grant 2020; Grant and MacLeod 2018b; Sousa-Silva 2019), and computational
sciences (Juola 2015; Malmasi and Dras 2018), and the term usually coexists with the term

authorship attribution.

In the intersection of law studies, linguistics, and the forensic field, Coulthard,
Johnson, and Wright (2017: 151) define authorship attribution as “the process in which
linguists set out to identify the author(s) of disputed, anonymous or questioned texts”.
Because this is a definition designed for forensic linguistics, authorship analysis is centralized
in the linguist, endowing him/her with an important share of professional and scholar
responsibility within the field. Such foregrounding of the linguists’ role in relation to
authorship analysis bespeaks an intention of claiming the ‘natural’ space of linguists within
the field of forensic linguistics. The definition also focuses on the operational character of the

analysis and the ‘forensic’ characteristics of the texts.

Within the field of computer sciences and information retrieval, authorship attribution
has been defined as “any attempt to infer the characteristics of the creator of a piece of
linguistic data”, “the science of inferring characteristics of the author from the characteristics
of documents written by that author”, or “the task of inferring characteristics of a document's
author, including but not limited to identity, from the textual characteristics of the document
itself” (Juola 2008: vii; 6; 2007: 120). Other authors describe authorship attribution as a field
that “studies strategies for discriminating between the styles of different authors” (Raghavan,
Kovashka, and Mooney 2010: 38) or “the process of examining the characteristics of a piece
of work in order to draw conclusions on its authorship” (El Bouanani and Kassou 2014: 22).
These definitions from the field of computational linguistics focus on three important aspects
of authorship analysis: 1) its inferential or deducible nature, 2) its focus on the written text as

its object of study 3) the fact that the outcome of the analysis could be only some of the

author’s characteristics and not necessarily the author himself/herself.

To the elements of the definitions described above, i.e., (1) written text as the object
of study of authorship analysis, (2) seeking to identify the author or authorship traces, (3)
using computational and linguistic methods and techniques, another aspect must be added

that regards the number of authors of the written text, which should be limited to a number
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of “candidate authors” according to the characteristics of the case (Grant 2007: 6). Based on
these elements authorship analysis is defined here as the act, process, or result of
scientifically examining the style of a written text using linguistic and/or computational
approaches to identify its author(s), or as many of his/her traces and/or contextual factors of
the writing as possible, from a restricted number of candidates to provide a solution to an

authorship problem or contribute to one.

This definition attempts to address all the main points described and alter or include
others considered relevant. The main objective of the alterations proposed is to broaden the
concept to fit virtually any authorship problem. The first of the elements incorporated refers
to the inclusion of the nouns “act” and “result” and the verb “to examine” to characterize the
actions performed in authorship analysis so that not only the task or the process of the
analysis is encompassed, but also the act of analysis itself and the result of such an analysis,
which can be, for example, the report a forensic linguistics expert produces on a given
analysis. Another alteration regards the type of authorship problem as indicated by the
authors in the field of forensic linguistics (i.e., disputed, anonymous, or questioned) and also
as described by computer sciences (i.e., linguistic data, document, piece of work) since the
way authorship problem is refer to in their definitions seem to go from one extreme to the
other. In forensic linguistics, an authorship problem has, at the very least, legal implications,
and in more complex situations, it may put those involved in the problem at the risk of
imprisonment or even death, depending on the legal system. In the definitions from the
computer sciences presented above (Juola 2008, 2007; Raghavan, Kovashka, and Mooney
2010; El Bouanani and Kassou 2014), the problematization of authorship issues is practically
omitted, and the focus is mainly placed on the task of discriminating texts as belonging to one
author or another. Therefore, in my definition, the expression ‘authorship problem’ refers to
the object of analysis within written text —whether or not the problem is one of academic
inquiry or disputed authorship with legal or life-threatening implications — while still placing

some importance on the fact that it is a matter requiring a solution.

Having defined what authorship analysis is, the discussion now addresses the
development of the field in relation to literary, religious, political, and forensic texts. The
examination seeks to present briefly the approaches that have advanced knowledge within

the field and allowed it to achieve its present state.
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2.1.2. Authorship Analysis of Literary, Non-Literary, and Forensic Texts

The evolution of authorship analysis from the beginning of the 20th century until the
present day can be observed in the diversification of the kind of texts addressed within the
field. As | will show in this section, initially, the focus of authorship analysis was mainly on
literary and religious pieces (Coulthard, Johnson, and Wright 2017). However, over time,
political works, police statements, the law, and digital content, among many other kinds of
texts, have been the object of study in this field (Mosteller and Wallace 1964; Grieve et al.
2018; Coulthard 1994; Coulthard, Johnson, and Wright 2017).

Authorship analysis of literary works has often been named traditional authorship
analysis. It has been associated with the purposes of proving the authenticity of a piece of
literary work or attributing the work to a potential/most likely author. Miranda (2016: 50;
2011: 157) refers to literary authorship analysis as an “assessment of the documented
information on the genre’s? [...] profile3” and as a “defense of a position about the work's
authorship upon careful and detailed analysis”, respectively. As | show in the following
paragraphs through the work of Malone (1787) and Calero (2006), the so-called traditional
examination of authorship involves knowing the related genre, understanding literature as a
body of works, and analyzing thoroughly and manually historical, biographical, and
documental data and literary elements of writing style such as tone, narrative process, and

the characters’ attitude.

An early example of traditional authorship analysis concerns William Shakespeare’s
theater play, King Henry VI. The play’s “visible inequalities” compared to other pieces known
to be Shakespeare’s were analyzed to show that the literary work had not been “originally
and entirely composed by” Shakespeare, but by writers before him and then Shakespeare
“formed” the play (Malone 1787: vii-1). This conclusion was reached upon examination of
“manner and style”, particularly concerning three aspects, “diction”, “figures” —specifically,
“allusions”- and “versification” (Malone 1787: 2-9). In relation to figures, it is shown that

n

Shakespeare did not normally use allusions to “mythology”, “classical authors”, and “modern

2 Refers to Galician-Portuguese poetry.
3 My own translation from the orginal in Portuguese “nos propomos neste momento é equacionar o perfil
inicial do género enquanto realidade documentada”.
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history” as were used in King Henry VI (Malone 1787: 2); and concerning versification, the
play resembled works “produced before the time of Shakespeare” in terms of “a certain
stately march”, “[uniform] pauses at the end of every line”, and the absence of a “redundant
syllable” in the verse (Malone 1787: 4). The analysis of certain unique words, such as
“proditor” and “immanity”, are shown not to ever had been used in other plays indisputably
authored by Shakespeare, and also phraseology, historical facts, and documental evidence
were analyzed to prove that Shakespeare was not the sole author, but rather the adapter-

author of a piece based on previous works (Malone 1787: 3).

A more contemporary example of traditional authorship analysis has been published
by Calero (2006) on the anonymous Spanish novel La Vida del Lazarillo de Tormes. The author
contrasts his authorship hypothesis —the humanist Joan Lluis Vives March— to other authors
of the time, and specifically to one author —the also humanist Alfonso de Valdés — after
eliminating the other authors on historical and stylistic arguments. He then uses
contemporary testimonies about A. de Valdés’ low Latin proficiency and lack of talent for
writing such a masterpiece as La Vida del Lazarillo de Tormes. Additionally, he refers to
interpretations of certain passages of the novel that can also be found in Vives’ work but not
in Valdés’. Calero (2006: 3) indicates that attribution can only occur if there is a
correspondence between La Vida del Lazarillo de Tormes and the potential authors' previous
and subsequent work. The author continues with an analysis of three aspects. The first is the
themes presented in the work, which are as diverse as poverty, famine, anticlericalism,
charity, piety, spirituality, morality and education, nobility, adulation, virtue, honor, hostility,
philosophy, fortune, rights, Judaism, and many others (Calero 2006: 4-27). The second is the
expression, which refers to the fact that the work is written in an epistolary form (Calero 2006:
31). Finally, the author analyses the style of the anonymous work and the work of both
potential authors at different levels of language. At the phonological level, the use of
alliteration is addressed. At the grammatical level, the author refers to the use of certain
syncopated forms like ‘do” instead of ‘adonde’ (in English ‘what place’ or ‘where’) and the
frequency of exclamation marks. At the syntactical level, the author refers to the use of
hyperbaton. At the lexical level, the preference for certain words like ‘alumbrar’ (‘light’, ‘light
up’ or ‘illuminate’), ‘tomar’ (‘take’) or ‘recio’ (‘strong’, ‘tough’, or ‘robust’) are highlighted.

Finally, at the phraseological level, the author refers to the recurrent use of expressions such

45



as ‘ala sazon’ (‘at that time’, ‘at the time’, or ‘at the occasion’), ‘no sé qué (‘l don’t know what

else’) or ‘por no ser prolijo’ (“for not being verbose’).

As can be seen from the description above, traditional authorship analysis can be very
comprehensive and time-consuming. It may also be deemed subjective, regardless of the
argumentative power of the elements analyzed, because the analysis is heavily based on the
researcher's perception and knowledge (Holmes 1994). Scholars in the field have addressed
this aspect by turning to quantitative methods to complement qualitative results and address

criticism of subjectivity (Holmes 1998).

Early references to using the quantitative approach to analyze authorship of literary
works are those attempted by scholars like Fleary (1874), Ingram (1874), and Furnival (1887)
from the New Shakespearean Society. These authors provided quantitative evidence showing
a “steady change” in Shakespeare’s style over the 22 years (from 1589 to 1612) of playwriting
(Tuldava 2004: 145).

The quantitative perspective of authorship studies in literature continued to develop.
During the first half of the twentieth century, other works were published, such as a study of
the utility for authorship attribution of the relative numbers of nouns, according to their
frequency of occurrence (Yule 1944), and works on the relevance of computational methods
like those by Erdman and Fogel (1966) and Williams (1970), all preceding the onset of
computers (Love 2002: 133-34).

The quantitative perspective is still a complementary tool of analysis, which has
proved to be of great relevance to attribute authorship in literature. For example, in 2013,
there were many headlines about a case independently investigated by Patrick Juola and
Peter Millican at the request of the press who wanted to verify their suspicion that the actual
author of The Cuckoo’s Calling, a crime fiction novel published the same year by a debutant
novelist named Robert Galbraith, was actually J.K. Rowling writing under the referred
pseudonym (BBCNews 2013). Patrick Juola and Peter Millican applied computational
linguistics techniques and were able to verify that J.K. Rowling was indeed very likely to be
the author of The Cuckoo’s Calling based on similarities with her previous work. The discovery,

which was later confirmed, revealed nothing more than J.K. Rowling’s wish to use a
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pseudonym to be associated with a genre of novel different to what she had been writing,

i.e., the collection of fantasy Harry Potter novels, but it much discussion (Juola 2013).

Moreover, recently, the ETSO project: Estilometria Aplicada al Teatro del Siglo de Oro
(Cuéllar-Gonzalez and Garcia-Luengos 2017) used the quantitative approach to analyze
hundreds of Spanish plays from the Golden Years period (approximately 1492 — 1700). From
such an analysis, the authorship of many plays is confirmed, and the alteration of the author
of others is proposed. One of the works whose authorship is altered is La monja alférez,
historically attributed to Pérez de Montalban, but seemingly authored by Juan Ruiz de
Alarcén, according to the analysis and as confirmed by historical documentation and literary

analysis, such as metric analysis (Miguelaiiez 2019).

Besides literature, early authorship scholars used to focus typically on issues of
disputed authorship concerning Bible-related works. It was precisely the analysis of a biblical
text that caused the inception of the quantitative perspective of authorship studies, which
emerged in 1851. In that year, the British mathematician Augustus De Morgan (1806-1871)
suggested a method to solve the wrongly attributed authorship of the Epistle to the Hebrews
to Paul the Apostle. The proposal was to compare those texts to other Pauline Epistles
resorting to the average length of words calculated in characters, which De Morgan argued
would allow a person to identify the authentic author of the disputed texts. De Morgan’s
ground-breaking suggestion to solve the authorship problem of the Epistle to the Hebrews
was seconded by other authors such as Mascol (1888), who also tried to solve the authorship
attribution problem of the Pauline letters with a mathematical proposal (Pavelec et al. 2008:

414).

However, one of the most important early contributors to the quantitative perspective
was Mendenhall (1887, 1901), who improved De Morgan’s proposed method and presented
an approach with which it was possible to obtain “a graphic representation of an arrangement
of words according to their length and to the relative frequency of their occurrence”
(Mendenhall 1887: 238). Mendenhall hypothesized that such an arrangement could function
as a distinguishing feature of an author’s writing style and offered the model for validation to
his peers; though the challenge was never really pursued by other scholars nor by Mendenhall

(Lord 1958: 282; Love 2002: 133; Coulthard, Johnson, and Wright 2017: 153).
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Eventually, it was not only literary and biblical texts that caused scholars to address
authorship problems. Researchers of the nineteenth and twentieth centuries also focused on
political texts. Mosteller and Wallace (1963) carried out a study of The Federalist Papers, a
collection of 85 essays addressed to the citizens of New York to convince them “to adopt the
new American Constitution” (Coulthard, Johnson, and Wright 2017: 153). The texts were
published between 1787 and 1788 as anonymous essays but were later known to have been
authored by three statesmen of the time: Alexandre Hamilton, James Madison, and John Jay.
The authors were supposed to have each written several essays, but Hamilton and Madison
claimed to be the sole writer of 12 of the texts. Many years later, Mosteller and Wallace aimed
to solve the problem of the disputed authorship by conducting research using stylometric
techniques, and proved that features like the frequencies of grammatical items work as
idiolectal markers of an author’s style, identifying Madison as the one likely to have authored
most of the writings (Mosteller and Wallace 1963: 306). The Federalist Papers has been one
of the most studied cases of authorship attribution, and its texts are used for educational
purposes and to demonstrate de functioning of authorship attribution software like The

Signature Stylometric System available online freeware*.

Another famous case involving politicians is that of the Bixby Letter. Contrary to The
Federalist Papers, the Bixby Letter is a short piece of writing authored by President Abraham
Lincoln in 1864 and sent to Lydia Bixby of Boston to present his condolences, and that of a
whole nation, for the death of, supposedly, her five sons in the American Civil War (Grieve et
al. 2018). Doubts on the authenticity of the letter were raised around 1925 when it was
discovered that the original had never been where it had been said to be, i.e., in the University
of Oxford in England, and that several copies had been fabricated for profit-making purposes
(Barton 1926). The authorship of the Bixby letter has been said to belong to John Hay
(Burlingame 1999), who was, then, Lincoln’s assistant, but it has equally been attributed to
Lincoln (Emerson 2006). Recently, Grieve et al. (2018: 6) used a new method named n-gram
tracing to discern between the two potential authors. The method aims to compare a short
piece of writing with a corpus of texts known to have been produced by the candidate authors
by first extracting all the n-grams (tokens, i.e., running words in a text (Scott 2018a: 536),

and/or characters) of a given length (e.g., 1, 2, 3 n-gram) from the disputed text, then taking

4 (http://www.philocomp.net/texts/signature.htm)
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“a random sample of texts of equal size from each possible author” (p.6), and calculating the
“percentage of n-gram types” found in the disputed text that are also found in each sample.
The writer with the “highest percentage of these n-grams” (p.6) is the most probable author

of the disputed text.

Until 1968, the study of authorship problems, such as deceiving authorship, was much
rarer, and the participation of linguists in the field was also non-existent (Coulthard, Johnson,
and Wright 2017: 152). It was only in that year that linguistics played an important role in a
legal case of deceiving authorship. Such a contribution refers to a study by Svartvik (1968)
pointing out discrepancies found in the confession statements attributed to Timothy John
Evans —a man accused of killing his wife and infant daughter— that called the authorship of
the crime and the responsibility of Mr. Evans into question. The analysis provided additional
evidence that at least two parts of the statements by Timothy Evans —an illiterate person—
had been heavily edited by police and not just “voluntarily and spontaneously [...] dictated
[...] without any preliminary questioning and virtually without interruption” (Svartvik 1968:
22). The evidence referred primarily to the distribution of finite verb clauses and the usage of
clauses containing the adverbs of time “then” and “also” that were more prominent in parts
of the statements which Timothy Evans did not recognize as corresponding to the actual
course of the events (Svartvik 1968: 45-46). As a consequence, Mr. Evans was posthumously
determined innocent and granted pardon by the Queen nearly 16 years after his execution in

1950 (Coulthard, Johnson, and Wright 2017: 215; Gudjonsson 1993: 117).

This demonstration of the practical utility of a linguistic analysis marked the inception
of forensic linguistics, defined as “the scientific study of language as applied to forensic
purposes and contexts” (McMenamin 2002: 86) or “the interface between language and the
law” (Gibbons and Turell 2008: 1) and whose interdisciplinary/multidisciplinary character has

always been recognized (Rieber and Stewart 1990: 2; Gibbons and Turell 2008: 1).

Within the forensic context, cases like that of Derek Bentley's have been solved thanks
to the participation of linguists (Coulthard 1994). Derek Bentley was found guilty of
murdering a police officer and was executed by hanging in 1953. About forty years after the
events of the Derek Bentley case took place, Coulthard was asked to analyze Bentley’s
confession statement with regards to its authenticity. Upon using a mixed-approach

examination combining discourse analysis and corpus linguistics, Coulthard showed that
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Bentley’s confession statement was likely to have been altered by the police and not just
simply dictated by Bentley as officially declared by policemen involved in the case. Eventually,
the analysis supported the allowance of an appeal against the conviction and the subsequent
granting of posthumous pardon in 1998 (Coulthard, Johnson, and Wright 2017: 170;
Coulthard 1992).

Another case is that of Jenny Nicholl, also solved by resorting to forensic authorship
analysis. In Jenny Nicholl’s case a set of four text messages were submitted for forensic
analysis for attribution of authorship to one of two candidate authors. One was the victim
herself (the messages were sent from her mobile phone), and the other was her ex-boyfriend,
suspected of murdering her. The analysis, based on comparison, showed that the stylistic
choices of the author of the questioned messages were consistent with the ex-boyfriend’s
writing style, and distinct from the stylistic preferences of the victim in pre-crime text

messages. (Coulthard, Johnson, and Wright 2017: 158-60).

Forensic linguistics is conceived as an applied subfield of linguistics, “informed” by
other “linguistic sub-disciplines” and addressing all levels of language, i.e., the phonetic,
phonological, grammatical, lexical, syntactic, semantic, and pragmatic levels (Coulthard,
Johnson, and Wright 2017: 14). Forensic linguistics comprises three main dimensions of
research that aim to cover the broader range of settings in which forensic linguistics may play
a relevant role. As explained by Johnson and Coulthard (2010: 7), Coulthard, Johnson, and

Wright (2017: 14), and May, Sousa-Silva, and Coulthard (2021: 2) these are:

e The study of the written language of the law;

e The study of interaction in the legal process, which in criminal cases includes
everything from an initial call to the emergency services to the sentencing of
someone who has been found guilty; and

e The description of the work of the forensic linguist when acting as an expert

witness.

However, the term forensic linguistics is also understood as what has been called the
lato sensu of the term (Sousa-Silva and Abreu 2015: 111; Coulthard and Sousa-Silva 2016),
i.e., the “scientific study of language [...] used in Court of law or public discussion and debate”

or that is of “public interest” (Turell 2013: 8).
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Although authorship analysis is not exclusive to forensic linguistics, it is within the
frameworks of forensic linguistics that authorship analysis has grown exponentially. The
emergence of forensic linguistics as a field opened the path to expanding research in the
intersection of the legal fields and areas like computational linguistics, applied linguistics, or
stylistics. Thenceforth, the study of authorship gained greater relevance and breadth,

producing works that can be circumscribed in the second and third dimensions of the field.

In the last thirty years, the advent of the digital era and the subsequent increase of
access of populations to communicating in environments characterized by speed, ubiquity,
and the possibility of anonymity have resulted in a rapid increase of research focusing on
authorship analysis. Some of these works are concerned, for example, with cybercrime
(Sousa-Silva Forthcoming 2021) online identities (Marko 2021; Amuchi et al. 2012), hate
speech (Qian et al. 2018; Carney 2014), offensive language (Methven 2017), deceptive
language (Fornaciari and Poesio 2011, 2012; Bond and Lee 2005), politics-related language
(Clarke and Grieve 2019), the language of courtroom interaction (Eades 2008), and plagiarism
(Sousa-Silva 2013). As a consequence of the publication of so many works, the field has grown
steadily. These works do not always imply direct forensic usefulness since they are not carried
out in response to specific forensic problem. However, they invariably carry knowledge with
the potential to contribute to the resolution or prevention of future forensic situations,
ethical problems such as academic dishonesty and plagiarism, or even social or mental health

situations like aggressive advertising or suicidal speech in digital environments.

2.1.3. Current State of Development of Authorship Analysis

Since authorship studies have historically involved scholars mainly from the fields of
humanities and researchers from the computer sciences, two main perspectives of authorship
analysis have evolved, which can be considered either antagonist if applied in isolation, or
compatible, if understood as interdependent (Wright 2014: 11-12; Grant 2008: 225). For
practical reasons, these perspectives are expressed here as the linguistic and the quantitative

paradigms.

Within the linguistic paradigm, authorship analysis can be subdivided into two major

types, i.e., authorship problems that cannot be approached by comparison with other texts
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because they simply do not exist or are unavailable, and authorship problems that can be
addressed by comparison with other texts. This division has also been described as
Sociolinguistic Profiling and Authorship Attribution (Coulthard and Sousa-Silva 2016). In the
second group, three types of problems have been defined, resulting, altogether, in four
typologies as described below according to Grant (2008) for item 1) and McMenamin (2002:

93) for items from 2 to 4:

1. Single-text problems: addressed by the question “what kind of person wrote the text”
and that refer to a question of authorship “where there is no realistic possibility” of
comparing the questioned texts to any other text. This typology comprises
sociolinguistic profiling and psycholinguistic profiling of authorship. (pp 222-24)

2. Determination of authorship consistency: in cases where “particular writing, which
may or may not be already accepted as part of a body (canon) of known writings, is
consistent with the rest of the known writings.” (p. 93)

3. Authorship Comparison: comparing “a questioned writing with the writings of a large
number of possible authors if there are no obvious suspect authors.” (p. 93)

4. Assessment of Authorship Resemblance: usually presented after “possible suspect
authors can be identified by external (non-linguistic) means.” It applies to cases where
the linguist has to look for similarities between the “questioned writing” and the

writing of another “author or a small number of candidate authors.” (p. 93)

Within the quantitative paradigm, authorship analysis has been described as
consisting of three major fields. According to Reddy, Vardhan, and Reddy (2016) these fields

are:

1. Authorship Profiling: defined as “the task of determining demographic features of
authors like native language, education, gender, age and personality traits of an
author by understanding their writing styles.” (p. 3092)

2. Authorship ldentification is presented by these authors as being subdivided into:

a. authorship attribution, which “determines the author of a given anonymous

text from known writings of many authors” and
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b. authorship verification, which “finds whether the given texts were written by
the particular author or not by considering the writings of a same author.”
(p. 3092)

3. Plagiarism Detection, which is dedicated to detecting “whether a given document is
original or not. This approach is broadly categorized as text alignment and source
retrieval. Text alignment is a process of matching the contents in terms of passages
between two documents. Source retrieval is a process of searching for the similar

sources of a suspicious document.” (p. 3092)

The linguistic paradigm, authorship analysis refers to types of problems, whereas, in
the quantitative paradigm, authorship analysis is presented as different types of tasks.
However, despite the differences in designations and approaches, it can be said that there is
a correspondence between the major types of problems/fields within each paradigm. Table
1 shows a representation of such correspondence. In the linguistic paradigm, the categories
within multiple-text problems (Grant 2008: 224) or comparative authorship analysis which is
“the task of comparing texts of known authorship with one or more anonymous texts with a
view to potential attribution” (Grant and MaclLeod 2018b: 82) are intentionally not divided
torepresent the breadth of applicability of these analyses, which can be used to address many

different multiple-text types of problems.

QUANTITATIVE PARADIGM LINGUISTIC PARADIGM

Single-text problems
Authorship Profiling (Sociolinguistic/psycholinguistic profiling
of authorship)

Attributi Multiple-text Problems or Comparative
Authorship ttribution Authorship Analysis
Identification

Verification Authorship comparison
Determination of authorship consistency
Plagiarism Detection Assessment of authorship resemblance

Table 1 — Correspondence of authorship analysis fields/types of problems according to the general
paradigm adopted
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The computational and the linguistic paradigms work well as complementary
dimensions to authorship analysis. The techniques and types of analyses used in each
approach are distinct. The computational approach analyzes data using computers and relies,
for example, on statistical tests, mathematical formulas, and algorithms tested for their
replicability, validity, and reliability (Solan 2013: 574; Wright 2014: 20). Despite works like
those by Argamon et al. (2009) and Argamon and Koppel (2012) employing Systemic
Functional Linguistics (SFL) as the theoretical language foundation to address authorship
analysis problems, research developed within the quantitative paradigm usually does not
refer to linguistic theories that can explain why certain features perform better than other in

identifying authorship in a given text type, register, or genre (Wright 2014: 21).

The linguistic paradigm, on the other hand, is usually regarded as one that would entail
the analysis of an authorship problem relying on the linguist, and conducted on a case-by-
case logic, which makes it difficult to replicate (Nini and Grant 2013: 2; Wright 2014: 20); but,
contrary to the computational approach, this perspective is based on linguistic theories
concerning language variation that can describe and explain differences between authors,
and examines authorship in all its depth, that is, not only morpho-syntactically, as approached

by the quantitative perspective, but also semantically and pragmatically (Wright 2014).

Some of the works combining quantitative and qualitative methods that approach
authorship issues comprehensively and provide quantitative support to linguistic evidence
are those by Grant (2013) and Johnson and Wright (2014). The first proposes an analytical
framework based on “vocabulary choices and morphological features” (p. 472) to address
short texts resorting to a statistical approach known as Jaccard’s coefficient, a correlation for
binary values that can indicate similarity between two groups. The second presents a corpus
linguistics approach using the Enron emails corpus to describe a methodology of combined
systematic approaches to address authorship analysis and authorship profiling. Ultimately,
linguistic and quantitative paradigms are two avenues reaching the same final point, the
attainment of results that can serve as evidence for authorship attribution, joining

guantitative data, and theoretical insight into the data.
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2.1.4. Authorship Profiling

Authorship profiling is a subfield of authorship analysis. Recent definitions of
authorship profiling describe it as the most initial level of analysis at which a linguist may be
confronted because no other texts are available for comparison, and therefore, only the
author(s)' characterization(s) is possible (Queralt 2014: 37); as the type of analysis usually
requested by the police when the clues on the identity of the author(s) of whatever crime are
weak (Coulthard and Sousa-Silva 2016); as “the task of determining the characteristics of an
anonymous author, such as their demographic details, from the way they use language” (Nini
2018: 39); and as a subfield that “distinguishes between classes of authors by studying how

language is shared by people” (Bevendorff et al. 2020: 509).

The definition by Queralt (2014) and (Coulthard and Sousa-Silva 2016) recalls the first
level of authorship problem types described above, i.e., single-text problems (Grant 2008:
222). In these terms, authorship profiling aims to characterize authorship based on language-
related aspects relevant to the analysis. Any language-related aspect of authorship as
understood in section 2.1.1, i.e., as encompassing the author(s) of the text, the context(s)
surrounding the production of the text(s), and the text(s) itself, contributes to characterizing
authorship. This means that sometimes authorship analysis does not focus on who produced
the text but rather on the context of the text production and the text itself (Grant 2008). For
example, in the forensic context, a written confession may be questioned with regards to its
“mode of production” (Grant 2008: 221). That was partly the situation in Derek Bentley’s case
described previously (Coulthard, Johnson, and Wright 2017: 163) in which the differences
between what was in the text of the confession and the circumstances of the confession

production, demonstrate the participation of “multiple authors” and not of only one author.

However, authorship profiling refers, more particularly, to what is described in the
second and third definitions, focusing on linguistic output to describe the writer of the text in
terms of “socio-collective traits” (Turell and Gavalda 2013: 498). These traits refer to
sociodemographic variables, variables that connect languages and users, are connected
among each other, and influence one another (Coulthard, Johnson, and Wright 2017: 14).

Gender, age, ethnicity, geographical location, education level, language background, and
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profession are some of the sociodemographic variables that can be studied to understand an

author’s profile (Grant 2008: 222-23).

Authorship Profiling has a brief history of roughly two decades. It is deeply rooted in
Sociolinguistics as the field interested in studying “the social uses of language” (Chambers
2013: 1) and specifically in Variationist Sociolinguistics, a subfield of Sociolinguistics and

Linguistics (Chambers 2013: 2).

In its origin, Sociolinguistics was very much influenced by research in dialect geography
and historical linguistics dating from the late nineteenth and early twentieth centuries that
reported on diachronic language changes and phonetic variation concerning social aspects in
French, German and American English varieties (Koerner 1991: 59-60). Other works related,
for example, to bilingualism in Switzerland and India (Weinreich 1951, 1957) or to the
examination of bilingualism as a field of research (Weinreich 1953) also contributed to

shaping Sociolinguistics (Koerner 1991: 61).

Although the term “sociolinguistics” had been used many years earlier by the
researchers Hodson (1939) in India and Currie (1952) in the United States of America, the
formal inception of the field was in 1962 at “the 37th Annual Meeting of the Linguistic Society
of America in New York City on December 29, 1962” (Chambers 2013: 2; Labov 1963: 273;
Mohan 2004: 261) where Labov presented “an abbreviated version” of his publication “The

social motivation of a sound change” (Labov 1963: 273).

Labov (1963) presented the results of empirical research that was considered to be
pioneering for demonstrating that linguistic change could be observed over a short period
and not only in diachronic studies as previously defended. It could also be used for correlating
linguistic variants of the speech community of the island of Martha's Vineyard
(Massachusetts, United States of America) to social factors like age, social class, sex,
occupation, geographical distribution within the island, and ethnic origin of the informants,
as well as for operationalizing style (e.g., articulatory style) as an independent variable

(Chambers 2013: 2; Hazen 2007: 73).

However, Labov (1966 [2006]) and Weinreich, Labov, and Herzog (1968) were the
works that initiated a tradition in studies focusing on the description of social factors and their

correspondence with linguistic patterns (Chambers 2013: 2; Wright 2014: 34). They
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presented the rationale of “linguistic heterogeneity” as the object of and orderly study that
would describe speech/performance as the realization of langue/competence, an idea that
qguestioned the conventional belief that only the “homogenous” and “abstract” system of
langue/competence could be the true object of study in linguistics (Chambers 2013: 7; Hazen

2007: 74).

Following the methodological approaches of Labov (1966 [2006]) and Weinreich,
Labov, and Herzog (1968), other works describing the stratification of language were
published in sociolinguistics circles that examined, for example, multilingualism and variations
within Euskera — the language of the Basque Country in Spain—in the city of Bilbao, capital of
the Basque Country (Arostegui and Etxebarria 1985); urban speech variation concerning a
specific phonetic alternation called yeismo (Martin 1983) with regards to social factors like
occupation, social class or ethnicity; and the phonetic alternation according to the formality

in the urban speech of the city of Belo Horizonte, Brazil (Veado 1983).

Sociolinguistics has developed greatly in the last fifty years and is currently divided
into Variationist Sociolinguistics and Interactional Sociolinguistics, although both terms
overlap with Sociolinguistics without distinction. According to the words on the home page

of the scientific journal Language Variation and Change, Variationist Sociolinguistics is:

“The study of linguistic variation and the capacity to deal with
systematic and inherent variation in synchronic and diachronic
linguistics. Sociolinguistics involves analyzing the interaction of
language, culture, and society; the more specific study of variation is
concerned with the impact of this interaction on the structures and
processes of traditional linguistics. Language Variation and Change
concentrates on the details of linguistic structure in actual speech
production and processing (or writing), including contemporary or
historical sources.”

https://www.cambridge.org/core/journals/language-
variation-and-change#

Like any authorship analyst, researchers working in authorship profiling have drawn

on the assumption of Variationist Sociolinguistics that language variation is systematic and
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observable, leading to the development of research seeking to determine the linguistic

variables that better predict certain sociodemographic variables.

Together with social class and geographical region, gender and age are among the
most studied variables in Sociolinguistics (Labov 1990; Raidt 1993; Eckert 1989; Eckert and
McConnell-Ginet 2003). Previous knowledge from Sociolinguistics on gender and age has
motivated that these two variables are also the most studied factors in authorship profiling,
given their usefulness to discriminate between users, especially anonymous or disguised
users of the digital media, for forensics, marketing, or security purposes (Ferro and Peters
2019: 474). Specifically, gender has been interpreted and discussed in the computer sciences
as the biological sex and a so-called simpler factor to address, given its binary nature and the

fact that it is easier to collect texts authored by a person of a given sex (Savoy 2020: 11).

As a result of these features’ informative power, several authors from computational
linguistics have contributed to empirical research in authorship profiling. For example,
Argamon et al. (2003) examined a large corpus of formal written text from the British National
Corpus (BNC) to determine differences between male and female authors when writing in
English. They found that pronouns and certain types of noun modifiers are more “prominent”
in “female-authored documents” than in texts penned by men and can predict gender in these

types of documents with an accuracy of about 80%.

In an annotated corpus of text from Dutch Twitter users, Nguyen et al. (2013) found
that ‘tweet length’ increases with age but does not seem to change between users who are
male and those who are female, while self-reference, i.e., use of the pronoun ‘l,” is more
frequent in younger users and in females more than in older people and males. Peersman,
Daelemans, and Van Vaerenbergh (2011) studied a corpus of Flemish Dutch posts from the
Belgian social networking site Netlog and found that unigrams such as ‘bro’ (brother) or “grts”
(greetings) are useful for classifying users by age as they correlate with younger users with an

accuracy of 71.3%.

Goswami, Sarkar, and Rustagi (2009) used corpora of texts from blogs to study slang
words and the average length of sentences as features to classify texts by age groups and

gender. They did not find significant differences in the length of sentences produced by males
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and females or according to the age groups (10s, 20s, 30s, or higher). However, they found

that the usage of slang words predicts gender with 77.39 % and age with 89.68 % accuracy.

Schler et al. (2006) also used corpora of texts from blogs to study gender and age. They
found that their selected style-related features (parts-of-speech, function words, and blog-
specific features) performed better than content-related features (theme-related words
classified under categories such as ‘money,” ‘family,” friends, ‘sports’) in predicting gender.
However, the combination of both (502 features) correctly classified authors’ gender of
unidentified texts in 80.1% of the cases. As to age, content-related features performed better
than style-related features, but again, the combination of both identified authors in their 10s
from authors in their 20s and authors in their 30s with 87.3% and 96% accuracy, respectively;
whereas the distinction of authors in their 20s from authors in their 30s was considered less

successful at 76.2%.

However, many of these empirical studies have been criticized for addressing gender
and age from the biological perspective only, disregarding their sociological dimension (Nini
2014: 19; 40). The omission of the social dimension of gender and age contributes to
overlooking linguistic instances reflecting adaptation to communicative situations rather than
biological sex, i.e., the modification of language resulting, for example, from communicative

interaction with another user (Nini 2014; Bamman, Eisenstein, and Schnoebelen 2012).

Another factor of authorship profiling that has also been addressed is personality,
which given its nature, has been closely related to research in the field of Social Psychology.
It aims at understanding, for example, the relationship between function words and social
behaviors (Pennebaker 2013), or linguistic markers of personality disorders such as

narcissism, known to be linked to suicidal tendencies (Holtzman et al. 2019; Ansell et al. 2015).

In this regard, knowing that people’s emotional state may reflect in their choice of
words (Pennebaker, Mehl, and Niederhoffer 2003), researchers, mainly from the field of
psycholinguistics working on authorship profiling, seek to determine personality traits based
on text. For example, Litvinova et al. (2016) examine models based on parameters that can
be quantified such as readability indexes (i.e., Flesch readability index, Hanning Index or index
of complex words, average sentence length in words), lexical diversity, and frequencies of

part-of-speech to predicting behaviors implying self-harm; and Liu, Perez, and Nowson (2016:
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6) successfully determine Twitter users’ personality traits like “extroversion, emotional
stability [..], agreeableness, conscientiousness and openness”, using deep learning
approaches based on vectorial representations of different parts of the text, i.e., characters,

words, and sentences .

However, other factors, such as the linguistic background of authors, have been less
explored in the context of authorship profiling. This could be due to a possible lower demand
for solutions to actual forensic problems or commercial or security challenges related to the
language(s) used by people to communicate. Also, the complexities associated with the
morphology, syntax, semantics, and pragmatics of the many languages currently used in the
cyber world may play a role in the number of studies of the analysis of the authors' linguistic
background. However, the linguistic background of authors is of utmost importance if we
consider that, as social beings, language is our main and most primary form of conveying ideas
whether in oral or written form, face-to-face or at a distance. Therefore, language is one of
the most basic expression of who we are. The most long-standing term for this authorship
profiling type of analysis is native language identification (NLI). However, as shown later in
this section, other terms such as native language influence detection (NLID) or other language

influence detection (OLID) are also used.

2.1.5. Native Language Identification (NLI)

Language background is one of the sociodemographic variables addressed within
authorship profiling. The profiling of authors’ language background has more frequently been
defined within the literature of computer sciences than in works situated within linguistics. In
computer sciences, LPB has been described as a task and is usually called native language
identification - NLI. A usual working definition of NLI found in research articles from the field
of computational linguistics is that of a “task of identifying the native language (L1) [also
mother tongue or first language] of a writer based solely on a sample of their writing in

another language.” (Tetreault, Blanchard, and Cahill 2013: 48).

The concept, however, is grounded within the domain of second language acquisition
(SLA), namely within “language transfer”, “cross-linguistic influence” or “cross-linguistic

effects”, that all refer to the study of the “direct and indirect consequences” of a speaker’s
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native language (L1) on the use of a language that he/she learned later in life (L2) (Jarvis

2012b: 1).

According to Jarvis and Crossley (2012: 19-21) the fields of computational linguistics
and SLA converged in NLI about the same time when researchers from artificial intelligence
were beginning to work on automated text classification with the aim of profiling authorship.
The authors refer to several early works addressing the classification of texts according to
genre (Stamatatos, Fakotakis, and Kokkinakis 2000; Santini 2004) or focusing on the
presentation of novel and better-performing techniques of machine learning (Sebastiani
2002; Alpaydin 2004). However, none of these works presented a theoretical framework that

could explain the success of their quantitative findings.

Within SLA, Jarvis and Paquot (2015: 605) define NLI as “the task of automatically
identifying the first language (L1) of a language user based on the person’s production of the
target language”. This definition assumes the hypothesis that it is possible to detect the
influence of the L1 of a person on his/her L2 production by analyzing the use of language
patterns common to the speakers of the person’s L1 (Malmasi and Dras 2017). Likewise, NLI
works on three premises, as explained by Kyle, Crossley, and Kim (2015: 188), i.e. 1) having
corpora for comparison (L1 vs. L2); 2) using a set of previously determined linguistic features
relevant to such a comparison, and 3) working with a statistical or computational approach.
It follows from these assumptions and premises that NLI works with written text, even if the
text is a transcription from oral interactions, as can happen in cases of authorship analysis in

forensic contexts (Grant 2008: 216).

As will be shown later in this section, language background profiling can have different
applications. An important application of this authorship analysis task is within the forensic
field. For this reason, the next section examines the differences and similarities of NLI and the
related language analysis field within forensic linguistics known as LADO - Language Analysis

for the Determination of Origin.

61



2.1.6. NLIand LADO

Within the forensic context and as noted previously by Perkins (2014: 44-46), NLI is
related to LADO —, a field dedicated to the analysis of spoken language for purposes of
granting asylum based on a claim of origin or ethnicity, when the claim cannot be sustained
with identification documents like passports (Patrick 2019: 1-2). According to the Convention
Relating to the Status of Refugees (UNHCR 1951), persons fleeing from conflict or war zones
in different parts of the world have the human right to seek asylum to protect themselves
from persecution “for reasons of race, religion, nationality, membership of a particular social
group or political opinion”(p.3) , provided that they are “unable” or “unwilling” (because of
fear) “to avail themselves of the protection of their country”(p.14). However, to claim such a
right, they have to demonstrate they were born and raised in their country of origin or belong

to a specific ethnicity.

NLI works as a supplementary mechanism for cases of authorship profiling, for
example, in a forensic context (Perkins 2014; Perkins and Grant 2018). Likewise, LADO is a
type of profiling analysis of a speaker (Foulkes, French, and Wilson 2019: 92-93) used to
supplement the task of demonstrating the origin of the asylum seekers by determining if they
are native speakers of the language of the country in conflict or from a given ethnic group,
which is often done using interviews “to test their speech [in the language] they claim as

mother tongue” (Patrick 2019: 2).

These two areas converge in three main points. One is the ultimate objective of
determining an individual's native language based on that person’s linguistic output. Both
LADO and NLI operate based on the relation between the individual’s native language (L1)
and other languages the person learns later in life (L2/L3/Ln). For this reason, LADO and NLI
seek to establish whether an individual is using L1 discourse. The second similarity refers to
the type of task they addressed, which is typically one of verification, in cases of a claim
referring specifically to the speaker’s language background; or classification, when there are
“no specific claim, but instead an open question of what information can be gleaned about
the speaker” (Foulkes, French, and Wilson 2019: 95). Lastly, the third similarity refers to the
fact that both LADO and NLI are considered supplementary analyses, i.e., analyses that add

to the core evidence.
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Despite these similarities, LADO and NLI do differ significantly. LADO and NLI differ in
the degree of supplementarity they represent. In LADO cases, the supplementary nature of
the analysis is fundamental to the case, while in NLI, the results obtained are truly
complementary to other pieces of evidence. That is, in cases of asylum seekers, LADO does
not play an actual accessorial function. It has more of a fundamental role in asylum granting
or denying since the lack of identification documents of the asylum seekers does not leave
space for other types of analyses (Eades et al. 2003: 45). NLI, on the other hand, usually works

as an auxiliary of forensic investigations involving written language (Perkins 2014: 45).

Another important difference already mentioned concerns the type of discourse they
address, which is written in NLI and oral for LADO cases. This second difference has
implications in the techniques used to analyze the linguistic data. LADO resorts to techniques
within the fields of phonology and phonetics, dialectology, or sociolinguistics (Foulkes,
French, and Wilson 2019: 93), while NLI employs techniques from the fields of grammar,
lexicology, or computational linguistics (Kredens, Perkins, and Grant 2020; Perkins 2014,

2015; Perkins and Grant 2018).

NLI and LADO also differ in the type of data addressed in these types of analyses. While
NLI works with corpora of texts that were not produced with the specific intention of future
analysis, LADO uses oral discourse that is narrated or induced through an interview carried
out with the primary purpose of generating data that is later analyzed to determine the
speaker’s origin. The written linguistic material used in NLI occurs independently of any
analysis for which such a material may be used later; however, the linguistic material used in
LADO is elicited or induced purposely (Perkins 2014: 45) and can be influenced by factors like

the following:

“the power differential between people seeking asylum and
those involved in judging their claims, dislocation of the speaker
in time and space, multilingualism and linguistic
accommodation, cross-cultural misunderstanding, the ability of
narration and other modes of speech to yield appropriate data,
varying levels of understanding of interview goals, the scope for
linguistic imitation (non-authentic speech), and test-awareness,
among others” (Patrick 2019: 6).
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Therefore, linguistic material used in NLI tends to be less context-dependent (Grant

2008: 216) than linguistic material used in LADO.

Finally, there is a difference in the specialists that carry out the work in these two
fields. While linguists, and specifically forensic linguists, participate in both, in NLI it is rather
specialists concerned with written text that take part in the analyses, i.e., grammarians,
lexicologists, computational linguists, artificial intelligence specialists, psycholinguists or
translators; while in LADO, it is usually specialists from the fields of phonology and phonetics,

NENS (non-expert native speaker) or Government agents that participate in the analyses.

Table 2 below shows a summary of these similarities and differences.

NLI

LADO

Similarities

Objective of the analysis

Native Language Determination

Type of task Verification or classification
Differences
Type of analysis Complementary Supplementary

Type of discourse addressed

Written

Oral

What linguistic data is
addressed

Syntax, vocabulary, phrases

Sounds (phonemes, accents, place
of articulation)

Type of data used

Collected or deduced. Uses
corpora built with a discourse
that was not produced for the

analysis

Elicited, invoked, narrated, or
induced. Uses discourse produced
during an interview for analysis

Who performs the analysis

Forensic Linguists; Grammarians,
lexicologists; Computational
linguists; Artificial Intelligence
Specialists; Psycholinguists

Forensic Linguists, Phonologists,
Phoneticians, NENS (non-expert
native speaker), Government
Agents

Table 2 — Similarities and differences between NLI and LADO

It can be said that both NLI and LADO are profiling tasks that rely on language —written

and oral,

respectively— to determine

identity-related features or

sociolinguistic

characteristics. However, while LADO is a forensic type of task with currently well-established
procedures in most countries (Eades et al. 2003), NLI may or may not be used in forensic

cases. This difference grants NLI a greater breadth of applicability as has been shown, for
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example, by Tomokiyo and Jones (2001), who proposed to use textual features instead of

acoustic ones of a speech sequence to identify the native language of a speaker.

2.1.7. NLI, NLID, and OLID

Works approaching NLI from the linguistic perspective, and particularly with a forensic
focus, have also used the terms native language influence detection — NLID (Perkins and Grant
2018) and other language influence detection — OLID (Kredens, Perkins, and Grant 2020) to

convey conceptual aspects concerning this type of authorship profiling.

The use of the expression “influence detection” instead of “identification” proposes
that the authorship profiling problem concerning the effects of a native language (L1) on a
second language (L2) based on written textual production cannot always unequivocally
“identify” the native language of the author of the production, but rather indicate the
likelihood that certain features in the realization of the L2 are affected by an L1. This
expression also speaks of the possibility of any given individual having more than one L1

influencing the output in a non-L1 language.

The expression “other language” also assumes these proposals and extends the
concept in terms of the language influencing another language and the direction of such an
influence. Based on what was previously discussed by Pavlenko (2000), the notion of ‘other
language’ proposes to broaden the L1 concept from “nativeness” to dominance; and the
notion of the directionality of the influence from unidirectional to bidirectional (Pavlenko and
Jarvis 2002). In other words, not only can a dominant language or languages - be it native or
not- influence a non-dominant language, but also a non-dominant language may influence a
dominant language, or for that matter, a native language. In other words, the realization of a
non-dominant language may be affected by one or more dominant language(s), and vice versa

(Perkins and Grant 2018: 2; Kredens, Perkins, and Grant 2020: 11).

In this work, the perspective adopted on the profiling of authorship concerning
language background corresponds with the forensic linguistics approach. In other words,
rather than identifying authorship, the analysis seeks to indicate the likelihood that linguistic

influence originates in a given native language. Thus, the perspective of a non-native language
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being influenced by a native language is adopted. Accordingly, the term native language

influence detection (NLID) is preferred over other options.

2.1.8. Applications of NLID

The profiling of an individual's language background based on his/her linguistic written
output has at least three major types of applications: educational, marketing and business

intelligence, and forensic.

In the educational aspect, the profiling of the language background (NLI/NLID/OLID)
can be of great assistance to foreign language professors in identifying phonological, morpho-
syntactic, grammatical, lexical, and discursive difficulties that learners may experience as a
result of the influence of their native language or a dominant language even if not native. This
identification can be instrumental in elaborating teaching material adapted to the students'
specific learning needs or developing computer-aided language learning (CALL) software
(Tetreault, Blanchard, and Cahill 2013: 48; Malmasi and Dras 2018: 404). As mentioned
earlier, second language acquisition (SLA) has been the natural ground where the
identification of native language has developed. For this reason, it is also in this field where
the first applications have been registered, the first methods and techniques have been
applied, and the first and most relevant theoretical proposals have taken place. Although
applications in this field concern especially English taught as a foreign language, other
languages are currently being registered and described from this perspective. For example,
Gayo, Zampieri, and Malmasi (2018) presented “the first Portuguese dataset compiled for
Native Language ldentification (NLI)” (p.295) containing essays authored by learners of
Portuguese from fifteen nationalities. The dataset was shown to help identify the influence
of native language at the lexical level of Chinese, English, German, Italian and Spanish

students when writing in Portuguese.

In the era of the internet, an important part of human life takes place online, and the
degree of customization of almost anything users experience on the internet is increasingly
higher. This form of digital way-of-being includes, among many others, the commercialization
of goods and services or the implementation of e-businesses or platform business for which

information about actual and potential customers is essential to improve products or develop
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new ones. The utility of NLI in this area is usually aggregated with other profiled features of
customers very much related to sentiment analysis, content analysis and personality
classification (Oberlander and Nowson 2006). Sentiment analysis or opinion mining is defined
as “the task of finding the opinions of authors about specific entities” (Feldman 2013: 82).
Content analysis is understood as “the systematic study of 'manifest content' in all forms of
communication [...] in news media, speeches, advertisements, and campaigns, [...] social
media and blogs, [using] text analysis, the systematic study of written text or transcribed
speech, as well as techniques that focus on nontextual message content, including pictorial
images, graphical elements, moving images, nonverbal behaviors, music, and sounds."
(Neuendorf and Kumar 2015: 1). Lastly, personality classification can be described as the task
of labelling individuals as, for example, extraverted, agreeable, conscientious, neurotic, or
open based on “any form of observable behavior that can be perceived by others” (Vinciarelli
and Mohammadi 2014: 276). The aggregation of NLI and these other areas happen because
language background alone does not provide enough information for purposes, for example,

of marketing (Oberlander and Nowson 2006; Glance et al. 2005).

In relation to the forensic applications, NLI can help “to glean information about the
discriminant L1 cues in an anonymous text”, thus contributing to cybersecurity and online
safety (Malmasi and Dras 2018: 404). For example, Wong and Dras (2011) studied a set of
syntactic features to verify if their use in automatic classification tasks could improve the
results of authorship profiling of phishing emails. The authors obtained the syntactic trees of
a training set of 490 statistically parsed essays extracted from the International Corpus of
Learner English (ICLE) for seven languages. The tree cross-sections were used to characterize
non-native speaker errors and then to classify another 175 essays written in the same 7
languages also from the same corpus. Their study showed that the approach can improve the
results obtained by other authors in native language identification by reducing by 30% “the
error in the cross-validation evaluation with significance testing” (Wong and Dras 2011: 1608-

09).

However, texts do not need to be anonymous for NLID/OLID to be instrumental in
resolving an authorship problem. Translingual plagiarism, as examined by Sousa-Silva (2013,
2014, 2019) is this type of problem. As defined by the author, translingual plagiarism is

“another case of plagiarism of ideas [...] where the plagiarists lift the text from one language,
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have it translated into another language, and subsequently reuse it as their own” (Sousa-Silva
2014: 72). In this context, translingual plagiarism is deemed a linguistic type of problem
(Sousa-Silva 2014: 74) in which, as suggested by the term, at least two language systems are
present. Therefore, translingual plagiarism has been approached from the perspective of the
relationship between languages or, more accurately, the effects of language A on language B
(Sousa-Silva 2014: 79-81). Since authorship problems in the field of NLID/OLID also imply the
presence of a minimum of two languages and the understanding of how one affects the other,
progress in this field may apply to and advance research in translingual plagiarism detection
by providing insights on linguistic features that denounce the influence of another language,

and vice versa.

Investigations on NLI have focused mostly on English produced by non-native users in
informal contexts such as users’ interaction in online or learning environments. Comparative
analysis for NLID has resorted to corpora of texts produced in this type of context. For
example, Perkins (2014) has studied NLID in two corpora of texts from online blogs produced
in English by native and non-native bloggers who are L1 Persian speakers; and authors like
Argamon et al. (2009) have examined the writing of non-L1 English authors from Russia, the
Czech Republic, Bulgaria, France, and Spain, using a corpus of texts produced by users at a
learner level of language acquisition/instruction. Only a few authors have used corpora of
texts produced by “highly-advanced” non-native users (Goldin, Rabinovich, and Wintner
2018: 3591) and so-called non-learner writers (Kredens, Perkins, and Grant 2020). This
research seeks to add to works addressing NLID of advanced English users, specifically in

scientific writing produced by Portuguese and Spanish.
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2.2. Theoretical and Conceptual Frameworks for NLID

The study of authorship from the linguistic viewpoint has consolidated methodological
approaches and conceptual frameworks that can consistently account for an author or group
of authors' idiosyncrasies. As mentioned above, authorship profiling, and therefore NLID,
have in variational sociolinguistics and second language acquisition their main theoretical
basis. Since language is not homogenous among the speakers (Biber 1995: 1; Labov 1972),
the one aspect that can connect all of them is the relative “lack of homogeneity” they show
(Marquilhas 2013: 17). Therefore, NLID conceptual frameworks draw on the variation of
language and on bilingualism/multilingualism. Given its relevance for authorship studies,
authorship profiling, and specifically for language background profiling and NLID, the next
sections discuss language variation at the individual and group levels; and SLA concepts

concerning bilingualism/multilingualism and theories on cross-linguistic influence.

2.2.1. Language Variation: Idiolect

Language is definitely a social event. Variation concerns not only differences but also
the similarities individuals display to be able to communicate. Although the description of
variation has focused on linguistic communities as the space where changes occur, it is the
individual that acts as the most elemental agent of language use. Halliday, McIntosh, and

Strevens (1964: 156) affirm that:

“it is the individual who speaks and writes; and in his language
activity dialect and register combine. In the dialect range, the finer
the distinctions that are recognized, the smaller, in terms of
number of speakers, the unit which we postulate as the dialect
community becomes. Eventually we reach the individual. The
individual is, so to speak, the smallest dialect unit: each speaker
has his own IDIOLECT.”

From this perspective, the individual occupies a central and primary role in language
realization since it is the individual who acts as the most elemental source of linguistic output,
and, thus, of linguistic variation. Thus, studying the particular way individuals use language,

i.e., idiolect, becomes paramount.
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The assumption underlying authorship studies is the existence of idiolect (Coulthard
2004: 431), a term defined at the time as “the totality of the possible utterances of one
speaker at one time in using a language to interact with one other speaker” (Bloch 1948: 7).

The first ideas on individual language are credited to linguist Hermann Paul who said:

“every linguistic creation is always the work of one single
individual only. Several no doubt may create similar
products, but neither the act of creation nor the product is
affected by that.” (1890: xliii).

The distinction of a linguistic individual is also present in the work of Sapir (1927) when
he affirms that “we all have our individual styles [...], and they are never the arbitrary and
casual things we think them to be” (p.903); and of Bloomfield (1933) when referring to the
capacity of individuals to express “great differences even among the native members of a [...]
relatively uniform group” (p.45). Similar notions were also proposed by Benedetto Croce in
1921, Otto Jespersen in 1935 and K. Rogger in 1941 when referring to lingua individuale,

individual language habits, and Individualsprache, respectively (in Coseriu 1978: 63-64).

The meaning of the term comes from the Greek expressions i6to¢ /idios/, meaning
"one's own, personal, private", and Aektog¢ /lektos/, a derivation of the verb Aéyw /léga/,
meaning “to say, to tell, to speak, to recite, to say something that is written, to narrate in a
manner that implies care or choice”, and probably appeared in the Greek language associated
with the word &taAextoc /dialektos/, meaning “dialect” or way of expressing themselves of a

specific group of persons (Dicciogriego n.d.-a, n.d.-b; DGE n.d.).

Idiolect has been a matter of debate. As far as the essence of the connection between
language and thought is concerned, idiolect has been defined as either a deviation from a
standard language that is common to individuals, or as the way that language is used by
individuals in a given context. In the first case, language comes first, and idiolect can be
identified by contrast to language; in the second case, the totality of the usage made by
individuals making up language, in which case the individual linguistic creation/interpretation

precedes language (Penco 2007: 2; Johnstone 1996: 12).

Barthes (1986 [1964]: 21) affirmed that “since language is always socialized, even at

the individual level” there is no such thing as an individual’s language, which is why he
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presents idiolect as mostly an “illusion”. He, however, mentioned three “realities” for which
the concept may be useful. The first is for cases of aphasia, i.e., language impairment resulting
from some form of brain damage which will prevent the individual from communicating and
understanding others clearly. The second is when there is a need to name the particular form
of writing of a person, i.e., the writer’s style, although writers will always be influenced by
“patterns coming from [...] the community” (p.21), he affirmed. Finally, he admitted the
concept of idiolect may be useful to refer to the language of a linguistic community who “all
interpret in the same way all linguistic statements” (p.21). Still, Barthes calls for the need of
an intermediate concept between Saussure’s langue and parole that is not idiolect but rather

parole that is structured but not formal or official.

Jakobson (1971) also positioned himself against the notion of idiolect as proposed by
within synchronic dialectology by Hockett (1958) who defines idiolect as “the totality of
speech habits of a single person at a given time” (p.321). Jakobson does not recognize private
property in language, and his rejection of the concept of idiolect is justified by the fact that
speaking habits proposed in Hockett’s definition do not include the individual’s “habits of
understanding the speech of others” (Jakobson 1971: 559) and since communication is

bidirectional, talking about idiolect is, in his words, “fiction”.

Petrenko (2006: xi), among others, argued “against an idiolect conception of
language” following Kripke’s (1982) interpretation of philosopher Ludwig Wittgenstein’s
proposal against “private language” defined as “what can only be known to the person
speaking; to his immediate private sensations” (Wittgenstein 1986 [1953]: 89e). These
authors also view language as preceding idiolect and idiolect as a rather fabricated concept
since understanding a “private language” requires the mediation of the community of

speakers, and this mediation prevents individuality.

In the context of phonological variation and change, Labov (1989: 1) poses the
guestion of “where to find the most systematic view of the linguistic system—in the individual
who carries the genetic mechanism, or in the community that exerts the stimulus and

I"

control”, and uses the description of the short “a” of the Philadelphia dialect to support his
position in favor of the priority of language over idiolect. He affirms, “language is not a

property of the individual, but of the community. Any description of a language must take the
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speech community as its object if it is to do justice to the elegance and regularity of linguistic

structure” (Labov 1989: 52).

However, the problem of priority between language and idiolect is apparent in this
case. Ildiolect has been considered a form of diaphasic variation of language, i.e., a variation
of language according to stylistic factors, including individual variation (Coseriu 1982: 19-20;
Ferreira et al. 1996: 481). The concept of idiolect has also been defined as the dialect of one
person in a specific time of his/her life (Crystal and Ivi¢ 2014: 63; McMenamin 2002). In this
perspective, an idiolect is described as a restriction or a previous stage of a dialect to explain
the priority issue by proposing a more integrated view of the concept. The concept of idiolect
adopted in this perspective considers synergy of an idiolect with language and dialect and

implicitly with other variations of language, as described by McMenamin (2002):

Language can only be observed in individuals whose idiolectal features are
very important for applications related to authorship identification.
However, such individual characteristics become unimportant for the
description of the speaker’s dialect or language (the usual goal of linguistic
analysis), wherein the focus is on group characteristics shared by all
speakers or writers of the speech community. Dialects are not simply large
collections of individual idiolects but are a synthesis of shared elements.
Since language variation and change within a dialect or language are group
phenomena, the idiolect is less the source of variation and more its
reflection in the individual. When language changes over time, there are
periods when “competing” new and old forms exist side by side in the
whole speech community. Multiple forms will also be found in the
language of an individual speaker, i.e., in his or her idiolect. Such individual
variation is due to changes going on in the speech community, as well as to
changes occurring in the person’s own process of language acquisition and
use. (p.67)

As can be seen from this description, idiolect does have a complex abstract nature,
and although it concerns the individual, idiolect is not truly completely private since it can be
interpreted by other speakers, and this interpretation occurs because meaning is negotiated
among individuals. Still, the actual ‘maker’ of language is the individual since it is the individual

who “uses language so as to locate [himself] in a multi-dimensional social space” (Hudson
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1996: 29) and is capable of expressing himself even in the most constrained registers such as

scientific discourse (Johnstone 1996: 89).

Coulthard (2004: 431-32) defines idiolect as “every native [speaker’s] own distinct and
individual version of the language they speak and write [which] will manifest itself through
distinctive and idiosyncratic choices”. This premise establishes that it is possible to identify
the author of a text —or traces of him/her— based on the analysis of the language he/she uses
in his/her writing. What supports this argument is the assumption that the use of language
is distinctive of the individual. Such characteristic use of language by an individual is automatic
and systemic as it is “usually unconscious” (McMenamin 2010: 488) and it affects all levels of
language, i.e., from the smallest units, like speech sounds or letters to the larger structures,

such as conversations or texts (Coulthard, Johnson, and Wright 2017: 155; Sapir 1927: 904).

According to Dittmar (1996: 111) idiolect is “the language of the individual, which
because of the acquired habitus and the stylistic features of the personality differs from that
of other individuals and in different life phases shows, as a rule, different or differently
weighted [communicative means].” So, because idiolect is in direct correspondence with the
individual, it may change with age, according to life experiences that take place across time
or in occasional episodes, or even as a result of some type of professional or leisure activity

such as medical practice or football playing.

The study of idiolect posits practical problems pointed out by Coulthard (2004: 432)
as concerning “how much and what kind of data would be needed to uniquely characterize
idiolect” or “how the data, once collected, would be analyzed and stored”. These problems
associated with the “most common position in linguistics [of viewing] language as an abstract
social construct” (Barlow 2010: 2) are at the base of authorship researchers’ attempts to
approach the analysis of the linguistic output by proposing functional concepts of the
reflection of the idiolect in an individual’s language realization like the concept of idiolectal

style (Turell and Gavalda 2013; Turell 2010).

Turell (2010: 217) acknowledges the difficulties in determining idiolect, since

III

“countless amounts of data from each individual” would be needed to complete such a task.
Therefore, she examines the usefulness of the idiolectal notion and proposes the concept of

idiolectal style. She defines idiolectal style as largely associated with the mechanisms through
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which a system like language or a dialect that is shared by many people “is used in a distinctive

III

way by a particular individual” and with the results obtained from such use, i.e., “the
speaker/writer’s production” which is — she affirms— “individual” and “unique” as described
by Coulthard (2004), and optional or selected as posed by Halliday (1989) Halliday (1989)

(p.217).

In her description, Turell goes from the concept of idiolect as an “idealized model of
language” (Turell 2010: 216) to the notion of idiolectal style as one already in use, especially
by forensic linguists, but not much discussed. That is, if idiolect is an individualized version of
the language, idiolectal style is speech or text as realized by the individual. In this context, if
the linguist’s object of study is not the whole system but a specific linguistic occurrence, the
amount of data needed to determine or verify individual style acquires a finite character. In
forensic linguistics, for example, this finiteness is determined by the “information or clues
which massively restrict the number of possible authors” in a given authorship problem,
which reduces the number of texts and authors to analyze to a much manageable number in

comparison to the whole system of language (Coulthard 2004: 432).

Turell (2010: 240) defined this finiteness in terms of “the populations involved and of
many others”. The data obtained from such a comparison of language usage is the
researcher’s Base Rate Knowledge. However, she admits that the task was “impossible” and
in a later publication proposes that the amount of data needed for the analysis of a given
authorship problem can be delimited by “a relevant population, or group of language users
from the same linguistic community, with which the specific behavior of the speakers or

writers under comparison can be compared” (Turell and Gavalda 2013: 499).

This approach views the notion of idiolect in its practical dimension and suggests that
the linguistic realization of an individual is compared to a reference sample of a relevant
population to determine consistency and variation in language production. The proposal
articulates what researchers had been doing ever since the first authorship problems
emerged, i.e., focusing on the linguistic output and comparing it to similar outputs as realized
by equivalent linguistic groups to obtain references of what is standard and what diverges
from standard in specific contexts. Most importantly, the concept of idiolectal style opened
the possibility of providing explanations of authorship phenomena based on the authors'

sociolinguistic background.
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2.2.2. Explaining Idiolectal Output

Idiolectal data obtained from empirical analysis to attribute authorship has been
explained by resorting to aspects of sociolinguistic and cognitive explanations, as well as

psycholinguistics and functional linguistics (Grant 2010; Grant and MacLeod 2018a).

The resort to different explanations in the context of authorship analysis, and
specifically in profiling, has been more obvious at the lexical level, probably due to the
relevance of words and their usage to determine meaning (Coulthard, Johnson, and Wright
2017: 110-22). It has been stated above that individuals acquire and apprehend language in
their own terms and that such linguistic knowledge is realized in the choices they make when
speaking or writing (Coulthard 2004: 432; Halliday, Mclntosh, and Strevens 1964: 156). It is
due to such personal apprehension of language that individuals “make typical and
individualizing co-selection of preferred words” despite having the possibility of choosing any

word or word combinations from language to express themselves (Coulthard 2004: 432).

The linguistic occurrence of collocations was first described by (Firth 1962) while
establishing the differences between “context”, “citation” and “collocation” for the
determination of meaning in the context of lexicography. But, the co-selection of words
following complex linguistic processes was later defined by Sinclair (1991) as the open-choice
principal. This principle establishes that any linguistic output is abstractly constituted by
empty places organized in units which may correspond to “a word, a phrase or a clause” and
users of the language choose from a “wide range of [linguistic] choices” (p.109) to fill in such
places and materialize a linguistic output while respecting the constraints associated with the
respective place. The open-choice principle operates in contrast to the idiom principle which
presupposes that the first does not impose enough constraints on a linguistic output, not even
after dialect or register-related constraints have been applied (Sinclair 1991: 114). The idiom
principle refers to “semi-preconstructed phrases that constitute single choices even though

they might appear to be analyzable into segments” (Sinclair 1991: 110).

If there are pre-established words or combinations of words that can be used in the
empty spaces that emerge while users produce linguistic output, then the choices available

to the users for each unit they have to build are not so open as they can appear. Still, language
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users manage to build idiosyncratic linguistic output, since even idiomatic choices allow for

grammatical, syntactic, and lexical variation (Sinclair 1991: 112).

Ever since the first theoretical approaches to the study of collocations appeared, the
topic has been the focus of research of many linguists. Collocation has been generally defined
as the “co-occurrence” of words, but as its understanding is not consistent among researchers
in the field, it usually converges with the study of phraseology and formulaic language (Gries
2013: 138). In this regard, Christiansen and Arnon (2017: 543) refer to these co-occurrences
as “multiword sequences” and acknowledge the existence of “different terms” to name the
same phenomenon despite the “breadth of theoretical perspectives and backgrounds of the

contributing authors”.

The interest of authorship studies in multiword sequences concerns their potential to
indicate traits of the user’s identity and be of relevance to deciding semantic and pragmatic
content of a linguistic output. This is because multiword sequences “mark out speech
community members from outsiders” and their use and meaning is agreed in the “speech

community” Wray (2017: 572)

Another explanation of how language users learn, store and use vocabulary has been
proposed through the theoretical notion of lexical priming, introduced by Hoey (2005). Lexical
priming is a theory that views collocations as a psycholinguistic phenomenon, describing it as
the “psychological association between words (rather than lemmas) up to four words apart
and is evidenced by their occurrence together in corpora more often than is explicable in
terms of random distribution” (Hoey 2005: 5). According to the author “every word is primed
for use in discourse as a result of the cumulative effects of an individual’s encounters with the
word” (Hoey 2005: 9). These encounters include all the circumstances present in the context
in which a word was learnt and that users of the language recall when using that word.
Likewise, when primed words are used in word sequences, all the information around and
about these words is “loaded” in the sequence, which becomes embedded or nested in the
words comprising the sequence. Then the sequence is primed “in ways that do not apply to
the individual words making up the combination” (Hoey 2005: 8). This theory suggests that
when speakers choose words or word sequences, they also select the loads of information
accompanying those selections. Thus, the way each person constructs the language is

obtained “out of the primings acquired from a unique set of data”, so their use of language is
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unique, “because all [their] lexical items are inevitably primed differently as a result of

different encounters, spoken and written” (Hoey 2005: 181)

The uniqueness of the users’ linguistic output and their simultaneous belonging to a
homogenous language system has also been explained by resorting to linguistic, social and
cognitive arguments. According to Hudson (1996: 11) “no two speakers have the same

language, because no two speakers have the same experience of language”.

In this respect, De Beaugrande (1999) describes how real language (as observed in
large corpora) is governed by a “continual process of interaction among constraints” (p.131).
These constraints can be “standing” (systemic) or “emergent” (discoursal) (p.131) and can
have a linguistic, a social or a cognitive nature, ordering the heterogeneity of linguistic output
as produced by different users. The author suggests a dialectic perspective for the relationship
between linguistic dichotomies, such as “langue versus parole, competence versus
performance, homogenous versus heterogeneous, general versus specific, social versus
individual, regularity versus innovation, grammar versus lexicon, syntax versus semantics, and
so on” (p.132). Within such a dialectic relation each side constantly contributes to the

“evolving order of the other” (p.132).

More recently, the cognitive perspective served as foundation for a theoretical
proposal on linguistic identity: the model on resources and constraints for authorship analysis
(Grant and MacLeod 2018b). This is a conceptual framework conceived to account for a “new
forensic authorship task — that of authorship synthesis” (p.82), but that allows for its
application to authorship profiling and multiple-text problems or comparative authorship
analysis since these type of tasks also seek to explain “the causes of consistency and variation

in language production” (p.82).

Authorship synthesis is the “assumption of alternative identities in order to apprehend
offenders in the context of the online sexual abuse and grooming of children” (MacLeod and
Grant 2017: 157). In other words, it is the task of an authorized person, such as a police officer,
“posing” online as a minor in order to uncover the anonymous offender who is contacting the
minor and bring them to justice (Grant and MaclLeod 2018a: 82). Because such “posing” takes

place online, what the officer carrying out the task does is basically to incorporate the
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linguistic persona of another individual while suppressing his/her own (Grant and MaclLeod

2018a: 91-92).

This theory examines “the relationship between language and identity” and proposes
that identity is not solely “the result of externally imposed social categories” (Grant and
MacLeod 2018b: p.81) expressed as sociolect or idiolect, nor exclusively the result of the
employment of linguistic resources available in the context of linguistic interactions. In the
authors’ proposal identity is a combination of both. That is, there are elements of the
“linguistic persona” (p.85) that remain stable and can be described in terms of
sociolect/idiolect while others are built upon linguistic interaction and will be characterized

in relation to resources available to the users in the moment of the linguistic realization (p.86).

The novelty of the resources and constraints proposal (Grant and MacLeod 2018b)
consists of the combination of notions of sociolinguistic background and discursive
interaction to explain authorship realization. It subscribes to the dynamic character of the
linguistic output of the individuals, establishing that it results from stable and dynamic
resources that can be used together or that are mutually exclusive depending on the
availability of the resources and/or context. So, the idiolect of any individual is the result of

the interplay of such elements.

The theoretical notions examined above in relation to idiomatic expressions,
collocations or formulaic phrases, and linguistic identity regard the individual as the center of
the linguistic action. Thus, these notions contribute to supporting the concept of idiolect and
explain idiolectal output which are at the basis of authorship attribution. Also, these concepts
have been discussed because, although the OSRAs | analyze in chapter 4 are produced by
multiple authors, the executive authorship (Love 2002) of the texts may be under the
responsibility of only one author —usually the first — and therefore, understanding this can

explain a given linguistic choice that may be essential for the analyses.

However, the focus of authorship profiling and therefore, of NLID, is on shared
language, which is why variation at the group level is crucial for this research and thus is

discussed next.
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2.2.3. Language Variation: Dialects, Registers, Genres, and Styles

Of course, human language varies a lot. Anyone can observe this variation in their daily
interaction with other individuals. However, the variation is not chaotic; it occurs in an orderly
manner by individuals making choices at all levels of language, from pronunciation to word
choice and order (Biber 1995: 1). For variation to be observed, it needs to be studied with
reference to something with some degree of stability and homogeneity (Ferreira et al. 1996:
479). That “something” has been described as the linguistic norm or standardized language,

standard variety, or even the correct or adequate variety of a language (Alfajarin 2013).

The linguistic norm may be characterized as a politically and institutionally accepted
variety of a language, i.e., a variety of the language which due to “historical, economic and
social reasons acquired functional and psychological independence among the speakers” and
which is contained in “instruments such as grammar books, dictionaries, handbooks...”

(Ferreira et al. 1996: 482)°. This is very similar to Trudgill’s (1999: 117) definition:

a language one of whose varieties has undergone standardization.
Standardization [consists] of the processes of language determination,
codification, and stabilization. Language determination refers to decisions that
have to be taken concerning the selection of particular languages or varieties
of language for particular purposes in the society or nation in question.
Codification is the process whereby a language variety acquires a publicly
recognized and fixed form. The results of codification are usually enshrined in
dictionaries and grammar books. Stabilization is a process whereby a formerly
diffuse variety (in the sense of Le Page and Tabouret-Keller (1985: 70))
undergoes focusing and takes on a more fixed and stable form.

The notion of correct language is associated with these concepts. The author also
defines standard variety as “a dialect”, i.e., “one variety [of a language] among many” that is
“unusual [...] ina number of ways” because “itis [...] by far the most important dialect [...]Jfrom
a social, intellectual and cultural point of view; it does not have an associated accent” and it

is “not a set of prescriptive rules” (Trudgill 1999: 123;25). This notion is also understood as a

5| translated and adapted from Portuguese. The original text reads “Lingua, no uso mais comum, é uma no¢éo
politico-institucional. Corresponde a um sistema linguistico abstracto que, por razdes politicas, econémicas e
sociais, adquiriu independéncia tanto funcional como psicolégica para os seus falantes. Ddo conta do
funcionamento desse sistema instrumentos proprios, tais como gramadticas, diciondrios, prontudrios (...)."
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“model of reference for interdialectal communication” that is “neutral, common, or general”
or as a register that is “somewhere between the colloquial and the more elaborate or
specialized register” (Alfajarin 2013: 129). The concept of adequate language concerns the
relativization of the relation between the norm or standardized language as the correct
language and the standard variety to meet the needs of specific communicative situations
(Alfajarin 2013: 130). Given that this study focuses on scientific writing, the concepts of
linguistic norm or standardized language are taken as references for the analysis of the
research corpora whenever necessary, in order to determine, for example, if a given use

which can be accepted as normal in scientific writing, can also be verified in general language.

Variation has traditionally been described in reference to time, location, social
organization, and discursive situation. From this perspective, variation can be labeled as
diachronic, diatopic, diastratic, and diaphasic, respectively; and it can operate at all levels of
language, from the phonetic to the discursive level (Ferreira et al. 1996: 480; Coseriu 1982:

19-20).

Diachronic or historical variation refers to changes in language across time, addressed
within historical linguistics as the evolution of language at all its levels, but which has
especially focused on the semantic level (Adler 2014: 15). Because this work considers
linguistic occurrences from a synchronic perspective, this form of variation will not be further

examined.

According to Ferreira et al. (1996: 480-81), diatopic variation describes language
varieties according to geographical regions. This type of variation is also called geographical
variation and it describes regional language varieties. Diastratic variation concerns variation
according to the many aspects of speakers’ sociodemographic dimension, such as age,
profession, gender etc. This form of variation is also called social variation. Within this
variation, a language variety that is shared by a social group and by means of which the group
can be identified is called sociolect. Finally, diaphasic variation concerns the variation that
takes place according to pragmatic and discursive contexts and which imply the knowledge
and use of certain registers or ways of using language according to the formality of the

situation.
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However, in corpus linguistics and based on the systematic analysis of texts (Biber
1995: 1;7), variation has been divided into two main kinds: dialects and registers. From this
approach, dialects include both diatopic and diastratic variations as described above.
Therefore, there are geographic dialects or social dialects. Thus, geographic dialects refer to
“varieties associated with speakers living in a particular location”, and social dialects refer to
“varieties associated with speakers belonging to a given demographic group [like] women
versus men, or different social classes”. That is, dialects are, as in the more traditional view
explained above, the variation of language as exhibited by the users (Halliday, McIntosh, and

Strevens 1964).

Registers, in turn, are defined by Biber (1995: 7) as referring to any “situationally
defined variety” or a variety associated with a “particular context or purpose”. According to
the author, registers differ in their non-linguistic and linguistic characteristics; registers can
be “named” within cultures, and registers “can be defined at any level of generality.”
Similarly, for Halliday, McIntosh, and Strevens (1964: 141) ‘registers’ are the variation of
language according to its intended use. That is, language varies as the purpose of its use
varies. In other words, individuals do not make the same linguistic choices to communicate
about a health problem to a friend that they use to talk about their professional experience
to a recruiter; or the language they employ to write an email to their parents or to a

hierarchical superior.

Registers respond to a great extent to conventions concerning the appropriateness of
language (Halliday, Mcintosh, and Strevens 1964: 150). However, registers also correlate to
contextual aspects that “operate across dialects” (Biber 1995: 4-5). Context may include
several non-linguistic aspects that affect registers, such as the communicative objective, the
relation among the speakers and the way they interact or the communicative situation (Biber

1995: 7).

Biber (1995) explains that the combination of non-linguistic factors influences the
breadth of linguistic options that can be accessed within a given register. That is, some
registers are more constrained than others. This is the case of the scientific register in
comparison, for example, to the literary register. A biomedical researcher does not have
more than one option for naming a given cell, but a novel writer may name an object within

a story using many different words or word combinations. In a similar vein, Halliday,
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Mclntosh, and Strevens (1964: 151) explain that “language is realized as the activity of people
in situations, as linguistic events which are manifested in a particular dialect and register.” For
this reason, language can only be explained by considering “various situations and situation

types in which language is used”.

Biber (1995: 7-8) states that since situations may be of a very general and very specific
nature, registers can also be defined in different levels of generality/specificity. Therefore,
register differences may be seen as a continuum. Within such a continuum, registers are
defined according to different aspects. The fewer aspects defining a register, the broader that
register is, and vice versa. That is, in one extreme of the continuum, the registers found are
differentiated by only one aspect, for example, the form of realizing the register, in writing or
speech. At the other extreme of the continuum, “highly specified registers” are found. An
example of the latter is the scientific article, defined not only by how it is realized, or the
formality of the language used, but also by elements like the target audience, the topic, or

the communicative function.

Some of the registers mentioned in the above continuum levels may be distinct
enough in relation to purpose, intended audience, text conventions, and others, to be
considered a genre (Biber 1995; Halliday, Mclntosh, and Strevens 1964: 154). Genres are
categories created by the human (Farrel 2003). Humans seem to be prone to organizing
things, whether abstract or concrete, into categories, types, groups, subgroups, etc.(Rosch
1978). Because we are a species capable of thought and speech, we can also perceive
patterns, events, or relations and translate them into rationalized arrangements, building
systems of categories that help us manage cognitive load and information processing (Sweller
1988). Most readers would recognize the patterns of the quote below as a poem, and

specifically as an ode:
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SIR—AIl cases complete, the study was over

the data were entered, lost once, and recovered.
Results were greeted with considerable glee

p value (two-tailed) equalling 0.0493.

The severity of illness, oh what a discovery,

was inversely proportional to the chance of recovery.
When the paper’s first draft had only begun

the wannabe authors lined up one by one.

Q Q O 6O T T Q Q

(Fragment of the Poem "Ode to
multiauthorship: a multicentre, prospective
random poem", Horowitz et al. 1996)

The perception that this is an ode is based on its compliance with common
characteristics attributed to this type of poems, such as rhyme (over-recover / glee-three /
discovery-recovery / begun-one), stanza pattern (aa, bb, cc, dd, ee), or exaltation tone (i.e.
"oh what a discovery"). These features enable the reader to recognize the text above as a
poem, despite the word choice and theme being typical of scientific writing (e.g. "severity of
illness", "p-value (two-tailed) equalling 0.0493", "inversely proportional"), and even though it
was published in the scientific medical journal The Lancet. These features are common to the

odes “family”. The reader recognizes it because it has been formally established and

conveniently taught that this is what the genre poem is supposed to be and sound like.

Genre typifies texts, and in recent understandings of the concept, genre also relates
texts to social actions, takes part in cultural expression and plays a critical role in "meaning-
making" (Bawarshi and Reiff 2010: 3; Miller 1984). For example, in the poem shown above,
the authors are expressing their feelings and opinion about a topic, which hitherto remains
controversial: (multi)authorship of scientific research articles and the conflicts derived from
deciding who should be considered an author of a given research work. After an earlier history
of single-authored publications, around the 1950s, research articles initiated a process of
change in the number of authors signing one single research article (Cronin 2001). Multi-
authorship was a natural response to a growth in collaborative work, especially in long-
established fields like Physics and Medicine. However, at some point, multi-authorship also
became an expression of an increasingly worrying phenomenon of opportunistic and

unethical behaviors in relation to authorship crediting, which was and still is very closely
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related to publishing competitiveness and academic career advancement (King 2012).
Culturally, the authors of this poem found what is probably the cleverest way to convey their
opinions about the phenomenon within their discourse community. An ode is expected to
depict a serious matter, and one worth praising using a dignified tone ([ode] 2019). Here, the
genre is used to talk about a very serious concern for the scientific class, encouraging

thoughtfulness, but also adding lightness.

Genre is one of those constructs that humans have created over time — something
conceived by humans for the sake of organization of whatever social or cultural object or
subject. There are various “systems” of genre classification: artistic, media, musical, literary,
and, of course, language related. Current linguistic, rhetorical, and sociological traditions of
genre were preceded by attempts at some sort of genre classification according to literary
creations in Greece (Farrel 2003: 384). The Aristotelian classification of two types of poetry:
(1) hymns/eulogies; (2) satire quickly developed into ancient literary criticism, which was
followed by others in the “Hellenistic and Roman Period” (Farrel 2003: 391). The main division
of “serious and elevated” in contrast to “less exalted” continue in the Roman period, but
experienced some “hybridism” or “crossing” (Wilhelm Kroll in Farrel 2003: 392) creating
poetry with aspects from both genres. The Roman Empire saw its end at the very beginning
of the 13™ century. Literary genres were then overtaken by Scholasticism, which took it back
to Plato and remained underdeveloped and undiscussed until the 18" Century with
Neoclassicism and a “number of factors contributed to the centrality of genre” (Prince 2003:

454).

From the late 18% century on, several theories were developed that contributed to
knowledge on genre. According to Bawarshi and Reiff (2010), there are six main literary
traditions or schools of genre: neoclassical; structuralist or literary-historical; romantic; post-
romantic; reader response; and cultural studies. These literary traditions contributed to non-
literary schools of genres, i.e. linguistic, rhetorical and sociological traditions which in turn
have developed in their own terms, undergoing significant advancement in the last fifty years,
beginning in the 1960s and opening new paths of applications and uses in fields like education

and discourse analysis.

The connecting element among non-literary approaches to genre is the understanding

that genres “reflect and coordinate social ways of knowing and acting in the world, and hence
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provide valuable means of researching how texts function in various contexts” (Bawarshi and
Reiff 2010: 5). The focus of interest of this research work is in the scientific genre OSRA,

described within English for Specific Purposes (ESP).

Another concept that is very closely related to register and genre is style. Halliday,
Mclntosh, and Strevens (1964: 154) defined style as the dimension of registers that concerns
the “relations among participants” and the way in which these influence the linguistic choices
of the language users. The authors described some basic categories such as “colloquial”,
“polite”, “causal”, “intimate”, or “deferential”, but assume that ‘styles’ are better seen as a
“cline” in which linguistic features vary according to the “degree of permanence” which
includes duration and hierarchy of the relation. The authors refer to relations like those
established when individuals meet in public transportation, the relation between parents and
children, or the relation between students and professors. The relevance of the relation and
the influence it may have on the linguistic output “depend on the language concerned”
(Halliday, MclIntosh, and Strevens 1964: 155). For example, in Portugal, addressing professors
in the university context, as a student, usually requires the use of titles to establish a certain

distance of personal treatment which is culturally appropriate. The same approach, however,

is not conventional in Spain or Brazil, and can even be considered an exaggeration.

Style has also been commonly understood as the distinctive, peculiar or idiosyncratic
way of using language, which on the one hand, must be recurrent (McMenamin 2002: 110),
and on the other, may be partly conscious and partly automatic (Olsson 2008: 30). This
perspective defines style rather in terms of the individual language and less in terms of the
language used by a community. Authorship analysis views style precisely as the individual

linguistic choices made by users.

Given that establishing differences between registers, genres and style can be difficult,
authors like Biber (1995) use the term register for only the more general levels of the register
continuum. Therefore, the term genre is used for particular language varieties defined in
relation to aspects linguistically more constrained. Some of these aspects are related to
conventions of the organization of the text (Biber and Conrad 2019: 34) and the “message
type that recurs regularly in a community (in terms of semantic content, participants,
occasions of use, and so on)” such as an obituary (Ferguson 1994: 21). These language

varieties may be the language of literary works such as novels or poems, the language of a
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recipe, or the language of an academic report (Biber 1995: 8). Finally, the term style is left to
nominate more specific registers with regards to their linguistic features since the
combination of these features brings the whole of the linguistic output into the foreground

(Biber 1995: 9).

The different definitions of the terms register, genre and style convey the idea that
these are really variations of the same phenomenon. In fact, the terms register, genre and
style have been defined as ways of describing text varieties from different perspectives (Biber
and Conrad 2009: 2), which reflects the co-existence and overlapping of linguistic and non-

linguistic aspects surrounding these concepts and the complexity of language variability.

In this work the concepts of dialect, register, genre and style assumed are those in use
within corpus linguistics with aspects taken from functional linguistics and sociolinguistics.
Although the variation of the language analyzed in the present study is contained in a specific
genre, i.e., the OSRA, the analysis regards variation more in terms of register and style than

in terms of genre, attempting to pursue a functional approach.

2.2.4. Explaining Linguistic Output Influenced by (An)Other Language(s)

For historical, social and economic reasons many individuals of modern societies are
exposed since birth to more than one language. Europe is a good example of a territory within
which many languages co-exist, and within Europe there are territories where individuals will
certainly learn more than one language since birth. In reference to a similar context, Hockett

(1958: 321) wrote:

“[...] someone born of English-speaking parents in Germany,
who learns the one language from his family and the other
from his playmates, possesses two idiolects rather than one.
[...] In some cases, it is impossible to decide whether a speaker
has two rather similar idiolects or just one relatively flexible
idiolect; fortunately, such marginal cases are not numerous
enough to impair the practical utility of the approach.”
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Nowadays, the cases designated in the above quotation are not so marginal anymore.
Language learning in Europe has increased exponentially in the last six decades (CE. 2014).
Language learning has not always taken place in formal school-like environments. In the
digital era, as can be easily observed, exposure to other languages and cultures has also
occurred via software applications, social media, television and other audiovisual media. This
exposure has brought about an increasingly bilingual or multilingual population. In the current
global world, the idiolect of many people may comprise a “distinct and individual version” of
the languages “they speak and write”, which will become “manifest through distinctive and
idiosyncratic choices in texts” (Coulthard 2004: 432). The knowledge of more than one
language adds to the linguistic resources available to the individual as proposed by Grant and
Macleod (2018a). Understanding how this addition occurs and manifests itself in speech and

writing has been one of the purposes of SLA studies.

The next section discusses the concepts of first language, mother tongue and native

language, as well as the notions of second, foreign and additional languages.

2.2.4.1. Native Language, Foreign Language

Due to the unavoidable exposure to a number of mainstream languages associated with
the globalization processes of modern society, many individuals nowadays are likely to be
exposed to more than one natural language from the early stages of their lives. Many may
learn a foreign language in interactions involving formal instruction or through informal
means. Taking as a reference 2018, French, German, Spanish, Russian and Italian were the
most frequently taught languages in Europe, with English, of course, at the top of the list in

relation to upper secondary level (Eurostat 2018).

Provided that the foreign language instruction or the informal acquisition experience is
maintained through the school years and that the language is studied and practiced
systematically, the learning process can lead to language proficiency. With time, if individuals
reach adulthood with a good knowledge of the foreign language, a state of bilingualism or

multilingualism —if more than one foreign language is learned— can be achieved (Baker 2001).
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Human linguistic behavior in relation to the knowledge and usage of more than one
language, i.e., bilingualism or multilingualism, has received plenty of attention during the last
60 years (Dornyei 2005: 6). Most of the research concerning this matter is related mainly to
the fields of Linguistics, Education, Psychology, and Sociology or an intersection of those (e.g.,

Psycholinguistics) (Cenoz 2013).

Although bilingualism or multilingualism apply to any pair or group of languages an
individual can speak and use with an acceptable degree of proficiency, it is in the context of
English teaching/learning that these concepts are most frequently discussed (Baker 2001). For
this reason, an important part of the past and current research on the wide-ranging topic of
foreign languages teaching/learning is centered on English as a second, foreign, or additional

language.

The notions of ‘second’ and ‘foreign’, when used in the framework of English language
teaching/learning, refer to the sociodemographic and pedagogical contexts in which the
language knowledge is acquired. ‘Foreign’ was the label some academics began to use by the
end of the 1940s to name the teaching/learning of English to/by non-English speaking
individuals in an attempt to differentiate the “English language use and learning that was felt
to be different “from the native situation and that was physically outside the native speaking
countries” (Nayar 1997: 14). The label “second” developed especially after World War I,
following demographic movements to countries that had not suffered the direct devastating
impact of the war (e.g., the United States of America), and further to advancements in the
field of Structural Linguistics concerning the influence of the first language in second-language

learning (Nayar 1997: 11-12).

Currently, English as a Foreign Language (EFL) refers to a context of teaching/learning
in which a person has a first language/mother-tongue and is learning a foreign language in
his/her own country or in a country where the language is not a native and official language
(Nayar 1997). This would be the case of Portuguese and Spanish students who learn English
in their respective countries in schools, sometimes from an early age or in other institutions

at later stages of their lives.

On the other hand, English as Second Language (ESL) is concerned with a

teaching/learning context in which a person has a first language/mother-tongue and is
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learning another language in a country where he/she lives permanently or in some long-term
temporary situation, and where that foreign language is official and used in regular instruction
and society in general. The concept can apply to at least two types of situations. One refers,
typically, to immigrants in the United States, the United Kingdom, Australia, Canada, or New
Zealand, who do not speak English and learn the language in order to integrate and function
in society. The other perspective is concerned with English-speaking countries like
Bangladesh, Ghana, India, Kenya or Malaysia where English is an official —but not an endemic
language— thus used widely in education and to communicate at all levels of society by a
population who does not actually require English to communicate due to its multilingualism
(Nayar 1997: 15). English as an Additional Language or as an Associate Language (EAL) refers
to the latter description of an ESL situation (Nayar 1997: 19).

Both ESL and EFL emerged and have traditionally been presented from the perspective
of native speakers, that is, English as a Native Language (ENL). This view takes ‘nativeness’ as
a reference and assesses non-native speakers’ speech realization based on native speakers’
competence and performance of the language (Nayar 1997: 14). Other ethnolinguistic and
more literal terminologies that paralleled this triad were those proposed by Strevens (1982:
420): “English-speaking, English-using, and non-English-using countries.” These correspond to
countries such as Great Britain, The United Stated of America, or Canada for English-speaking;
countries such as India, Bangladesh, or Jamaica, for English-using; and countries such as

Portugal, Spain, or Brazil for non-English-using.

Ethnolinguistic views usually focus on what ESL/EFL speakers do wrong in relation to
ENL speakers, putting the native variety of the language as an ideal of realization of the
language non-natives are expected to achieve. Ethnolinguistic views have been gradually
replaced by sociolinguistic understandings of English-speaking users like that first discussed
by Kachru (1985), aiming to provide “fresh conceptualization” of “world Englishes” (Kachru
1992: 3) and recognize “historical, educational, and functional distinctiveness” (Kachru 1997:
68). His perspective is that of a “stratification” of English contained in “concentric circles,”
referring to three main groups of English users in the world according to “the types of spread,
the patterns of acquisition and the functional domains” (Kachru 1985: 12). These circles are

” «u

named by the author “the inner circle,” “the outer circle (or extended circle), and “the

expanding circle,” and are in fairly direct correspondence with the concepts of ENL, ESL, and
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EFL respectively, and with the groups described by Strevens (1982). However, Kachru (1985,
1992) offers a perspective that takes into account the motivation behind the need to learn

English and its uses “across cultures and languages” (Kachru 1985: 12).

These groups of English users also differ in their “speech fellowships,” Despite their
differences, these groups belong to a “wider speech community” of English users, which, in
turn, is contained in a language “community” (Kachru 1985: 15-16). Table 3 below

summarizes Kachru’s view of English-speaking users in the world.

STRATUM TYPES OF SPEECH COUNTRIES OF REFERENCE
FELLOWSHIPS
The Inner Circle  Norm-providing varieties USA, UK, Canada, Australia, New Zealand.
The Outer or Norm-developing varieties Nigeria, Pakistan, Philippines, Singapore, Sri
Extended Circle Lanka, Tanzania, Zambia etc.
The Expanding Norm-dependent varieties China, Egypt, Israel, Japan, Saudi Arabia,
Circle Portugal, Russia, Spain etc.

Table 3 - Stratification of World English according to Kachru (1985, 1992)

Both ethnolinguistic and sociolinguistic perspectives of English teaching/learning agree
that the separation among groups of English speakers/users is not clearly delimited or definite
in the outer (ESL users) and the expanding (EFL users) circles. Fluctuations in this regard may
depend on the users’ language knowledge, use of language, acceptance by a wider speech

community, and linguistic policies (Kachru 1985: 13-14).

More recent theoretical approaches on the relationship between English and other
languages worldwide include the need to consider ‘multilinguism’ and ‘translinguism’. These
paradigms view the more traditional divisions of World Englishes as “ideological inventions”
which do not reflect “everyday language practice” and implicitly refer to some Englishes
(native speakers’, for example) as better than others (Lee and Canagarajah 2021: 99). Despite
the importance of these new paradigms, a comparative study will require references to
whatever aspect is being compared between groups. Therefore, in the framework of the
present work, users are divided into two main groups. The first group belongs to or is from
the so-called inner circle, i.e., native speakers of English, and native speakers of Portuguese

or Spanish. The second group would typically belong or would be from the expanding circle
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(Kachru 1985, 1992), i.e., users of English who are native speakers of the European varieties
of Portuguese/Spanish. However, this division does not seek to project any form of superiority
of native speakers. It aims at establishing references for the comparisons. Furthermore, it is
admitted that the groups belonging to the expanding circle could also be identified with
characteristics of the outer circle as explained in section 3.1.2.5. Finally, the label L1 is
assumed to refer to the first group; and the label non-L1 is assumed to denote speakers from

the second group.

2.2.4.2. Theories on Cross-Linguistic Influence

Both the ethnolinguistic and sociolinguistic views of the language learning process have
naturally generated the need to understand the effects of the learners’ first language on the
foreign language they acquire, and ultimately, of one language on another. This field of
studies is designated as cross-linguistic influence (CLI) or transfer studies, although the first
term is more wide-ranging and covers more cross-linguistic phenomena, such as “overuse,
underuse, and avoidance of language forms, functions, and structures in one language due to
the influence of another language, as well as cross-linguistic effects at the level of
conceptualization and mental processing”; transfer studies, in turn, refers to “transfer of a
form, structure, or meaning from a person’s knowledge of one language to their use of

another” (Kellerman & Sharwood Smith, 1986 in Jarvis 2012a)

Within CLI, several theoretical assumptions have developed in the last decades that
attempt to explain the relation between an L1 and a non-L1 user. Among the most important
is the theory of markedness which suggests that language parts correlate in pairs of “least
distributed” (marked) versus “more distributed” (unmarked) elements (lsurin 2005: 1115).
The designations marked/unmarked seemed to have been first used in 1930 by the linguists
Trubetzkoy and Jakobson, but the notion of markedness had been noticed earlier in 1815 by
G. M. Roth (Henning 1989: 21; 15). Moreover, the concept has evolved significantly since it
was initially proposed, becoming one of the most discussed in linguistics due to the many

interpretations it has had (Henning 1989: 11).
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In the context of cross-linguistic analysis, this theory is used to try to anticipate the
structures of non-L1 linguistic output that are more likely to be replaced with the
corresponding structures of the users’ L1, based on the assumption that “those linguistic
phenomena in the target language which are more marked than the corresponding
phenomena in the native language will be more difficult to learn” (Isurin 2005: 1115). In a
similar vein, markedness in texts written by authors in a non-L1 is expected to be found in
whatever structure is least distributed, i.e., more marked in the non-L1 than in the L1. The
concept of markedness was used, for example, by Turell (2010: 215) “to establish the rarity
in the frequency of use of two grammatical variables” with different distributions in Spanish
and Catalan, although the case she refers is not one of a person writing in a non-L1, but rather

of a person writing in his L1 after prolonged contact with a non-L1.

Another similarly important theory is the conceptual transfer hypothesis (CTH). This
theory connects with cognitive linguistics, and its significance rests in the fact that it tries to
connect a user’s experiences in one language to the acquisition and development of another
(Jarvis 2012a: 1556). Conceptual transfer is described by Odlin (2005: 6) in terms of another
CLI hypothesis — that of linguistic relativity or the assumption that language influences
thought. Thus, conceptual transfer is defined by these authors as “those cases of linguistic
relativity involving, most typically, a second language”. A more detailed definition is offered
by Jarvis (2012a: 1555), who specifies that conceptual transfer refers to “language behavior
or language-related behavior [exhibiting] CLI effects that are interpreted as having taken
place in the person’s conceptual system before the conversion of his or her preverbal

message into language”.

Jarvis (2007: 52) distinguishes between the “concept transfer” and “conceptualization”,
both included in CTH. Concept transfer is “conceptual transfer related to a person’s
conceptual inventory”, while conceptualization refers to “conceptual transfer stemming from
a person’s patterns of conceptualization”. The first concerns “the makeup of the inventory of
concepts in a person’s long-term memory” and the latter regards “the process of selecting
specific concepts from long-term memory, calling them up into working memory, and
combining them dynamically in various orders, structures, and configurations in order to

construct temporary representations of various types of phenomena (e.g., smells, sounds,
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tastes, feelings, relationships, and dynamic visual images of objects, events, scenes,

situations, episodes), whether real or imagined” (Jarvis 2007: 54).

Other relevant theories attempting to explain the direction of the cross-linguistic
influence are the structural overlap hypothesis and the language dominance hypothesis. Ina
user with knowledge of two language systems, such as an L1 and a non-L1, CLI due to
structural overlap can take place when the user’s non-L1 language system has more than one
form for a given structure, but only one of those forms is similar to the form that structure
takes in the user’s L1. This overlap may cause the non-L1 user to favor his/her L1-like form of
the structure more frequently than native speakers of his/her non-L1 language would
(Foroodi-Nejad and Paradis 2009: 411). Similarly, the language dominance hypothesis
establishes that the language a person uses with greater proficiency is also the language at
the base of the user’s patterns or structures choices (Foroodi-Nejad and Paradis 2009: 412).
The difference among these two theories is that, in the overlapping proposal, the direction of
the CLI can go both ways, although usually between languages with similar degrees of
development concerning the user; and the dominance hypothesis assumes that the CLI is

unidirectional, i.e., always from dominant to non-dominant.

Finally, the contrastive analysis hypothesis (CAH) refers to the differences that exist
between two languages, specifically between an L1 and non-L1 of a person. This theory claims
that the characteristics of a person’s L1 that make that language different from the person’s
non-L1 can potentiate errors in the person’s non-L1 performance (Dulay et al., 1982 in Sinha

et al. 2009: 118).

The conceptual and theoretical contributions described above have advanced cross-
linguistic studies significantly. However, one that has been most relevant for explaining the
effects of one language on another is that of interlanguage (Selinker 1972). The research
developed in the ESL/EFL fields has been usually situated within an educational perspective,
focusing on the teaching/learning processes, strategies, mechanisms, techniques, methods
etc. However, the theoretical proposals developed around bilingualism and multilingualism
can help explain linguistic phenomena from contexts like that approached in this study, i.e.,
authorship of scientific writing produced in English by L1 and non-L1 users of the language. In
this regard, the theory of interlanguage and the concepts of hybridization and glocalization

are discussed next.
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The theories of cross-linguistic influence examined above may be useful in explaining
possible effects of L1 influence in the scientific text. The theory of Interlanguage is taken as

the reference to explain possible interlingual instances.

2.2.4.3. Interlanguage, Hybridization, and Glocalization

Interlanguage is a concept from a psycholinguist theory of the field of Second Language
Acquisition (SLA), a theory that originated in the need to understand, from the psychological
point of view, the learning processes experienced by learners of a second language, typically
English, and explain their errors when producing utterances and sentences. The ultimate
objective was to improve language instruction and contribute to “isolate relevant data of
second language learning”(Selinker 1972: 210-11). The Interlanguage Theory (IT) is based on
the concept of “interlingual identification” of speech units, which examined the need to
understand bilingual learners’ mental processes when in a situation of language contact

(Weinreich 1953: 7).

Interlanguage applies only to what Selinker (1972) calls “meaningful performance
situations” (p.210), or situations in which individuals over the age of 12 attempt to produce
meaning they probably already have, in the language they are learning. The author establishes
that only a limited percentage of second language learners (likely, 5%) will achieve “native-
speaker competence” because they are able to “reactivate” the latent language structure as
proposed by Lenneberg (1967: 374-379 in Selinker 1972: 212), that is, a brain structure all
individuals are born with and that is first activated when exposed to what will eventually
become their mother tongue. For the rest of the vast majority of second-language learners,
who most probably will not achieve “absolute” success on the second language production
and understanding, he proposes an “already formulated arrangement” (also located in the

brain) he calls the latent psychological structure (Selinker 1972: 212).

The utterances produced by this second type of learner in the language they are
learning is what Selinker calls “the observable data” to which theoretical predictions can be
associated. Such utterances are produced in what he calls Interlanguage: “a separate linguistic

system based on the observable output which results from a learner’s attempted production
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of a TL [target language] norm." (Selinker 1972: 213-14); or as recently stated by the same
author “Interlanguage is that linguistic/cognitive space that exists between the native
language and the language that one is learning. Interlanguages are non-native languages
which are created and spoken whenever there is language contact” (Selinker 2014: 223). So,
Interlanguage is not the linguistic system of the native language of the learner, nor is it the
system of the language he/she is acquiring, better known as target language. It is a system in-
between the native language and the target language and it is presented as a normal,
structured, systemic and dynamic outcome of the learners’ language development,

containing new/novel forms (Selinker 1972, 2014).

Because interlanguage utterances need to be observable, Selinker establishes that only
three types of utterances can be used to identify interlanguage. Taking as a reference an

individual who is learning a second language these would be:

e NL - Utterances that individual produces in his/her native language;

e |L— Utterances that individual produces in the language he/she is learning;

e TL - Utterances produced by a native speaker of the language being
learned by the individual.

These utterances, also called “behavioural events,” represent the data that is relevant
to second language learning, and the information that can be obtained from the IL events are
the observable “surface structures” of the psycholinguistic processes underlying second
language learning. One mechanism presented by Selinker as being very relevant to the five
processes underlying interlanguage is fossilization: “linguistic items, rules or subsystems” that
the learner continues to produce in his/her interlanguage in contrast to what would be
appropriate in the target language, regardless of his/her age or “amount of explanation”
received in the target language. The “linguistic items, rules or subsystems” that are
“fossilizable” are those that will become the “most interesting” linguistic phenomena of IL
performance.

According to Selinker, five main processes can explain an IL event. These processes,
Selinker says, can occur in isolation or in combination. Table 4 presents such processes

(Selinker 1972: 215-16).
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PROCESSES UNDERLYING IL DEFINITION

1. | Language transfer An IL performance, or part(s) of it, that derives from the learner’s
native language

2. | Transfer-of-training An IL performance, or part(s) of it, that derives from the training
practices used to teach the second language

3. | Strategies of second- An IL performance, or part(s) of it, that derives from the
language learning approach(es) used to learn the second language
4. | Strategies of second- An IL performance, or part(s) of it, that derives from the

language communication | approach(es) used to communicate with a native speaker in the
second language

5. | Overgeneralization of TL | An IL performance, or part(s) of it, that derives from extending
linguistic material “rules and semantic features” of the target languages to second
language structures under a certain logic.

Table 4 — Psycholinguistic processes underlying Interlanguage as proposed by Selinker (1972: 215-21).

These psycholinguistic processes are directly related to “fossilizable items, rules and
subsystems” of the interlanguage, that is, structures that have the potential to remain in a
certain form “no matter what the age of the learner or amount of explanation and instruction
received in the target language” (Selinker 1972: 215). These forms deviate from what a native
speaker of the language would produce in the same communicative situation. In other words,
these processes are the means used by the non-native user of the language to realize
fossilizable structures in IL utterances/sentences. When fossilizable structures are realized
using combinations of these processes, “fossilized IL competences” take place. The
occurrence of “fossilized IL competences” in a group of individuals can result in a new dialect
in which such competences would be the norm (Selinker 1972: 217).

The Interlanguage Theory offers an excellent conceptual ground to explore the
realization of English in scientific writing by L1 and non-L1 users of the language. Among the
five processes described by Selinker, language transfer or CLI emerges as one of the most
studied and central to the theory and to empirical research like this.

Two other concepts that may help understand the relationship between an
individual’s L1 and non-L1 are hybridization and glocalization.

The hybridity theory was first borrowed from biology and applied to language by
Bakhtin (Sanchez-Stockhammer 2012: 134). Hybridization has been defined as “a process

whereby separate and disparate entities or processes generate another entity or process (the
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hybrid), which shares certain features with each of its sources, but which is not purely

III

compositional”. Moreover, hybridization can occur at different language levels, from more
complex to more basic, i.e., at the communication level, at the languages levels, in text types,
texts, sentences, clauses, phrases, idioms, collocations, words, morphemes, and sounds
(Sanchez-Stockhammer 2012: 134).

It is not possible to address in this work all forms of hybridization, nor is that the
objective of this research. However, some of the above-mentioned levels are worthy of note
to explain how hybridization takes place. The level of “individual languages” (Sanchez-
Stockhammer 2012: 145), for example, is particularly relevant since it can translate what
could occur in an interaction between an L1 and a non-L1 in scientific writing in the context
of English as the lingua franca of science. This level is described by Sanchez-Stockhammer
(2012) in literary terms as what takes place in the “hybrid novel” in which “Western and post-
colonial (native) writing traditions creatively interact” (Fludernik et al. 2005, 227 in Sanchez-
Stockhammer 2012: 145). Similarly, traditions of scientific writing may be blended together,
resulting in hybrids, i.e. “texts that have features of more than one style [that could represent]
unintentional intrusion of features from the ‘traditional’ style into a discourse that is
attempting to be modern” as described by Bennett (2008: 206) referring to her own corpus
of study.

Within the level of individual languages, interlanguage is described by Sanchez-
Stockhammer (2012: 148) as a hybrid language since users “fill gaps” they may have in their
non-L1 by resorting to elements from their L1. It is in this perspective that the concept of
hybridization may be useful in describing non-L1 realization of scientific English, especially at
more advanced levels of proficiency where interlanguage may easily be considered as being
within the norm, because hybridization occurs at more complex levels of language such as
discourse.

Finally, the perspective of hybridization connects with the notion of glocalization in
terms of the merging and interdependence that occurs, in many societies, of global and local
practices or demands within a given area (Frello 2013). Although to the best of my knowledge,
there is no theory of glocalization, there are proposals explaining the concept in terms of
globalization involving on the one hand, the specifics of universal values, and on the other,
the commonness of values that are specific to a given society, i.e., a way of incorporating the

local in the global, and vice versa (Roudometof 2016: 2). In relation to this, Pérez-Llantada
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(2012: 164) discusses “emerging ‘glocal’ discourses that hybridize the Anglophone
standardized norms with their unique rhetorical traits”, showing that glocal practices are
evident, for example, in the Spanish—English Research Article Corpus (SERAC) where
“different culture-specific linguistic preferences, rhetorical traits, and intellectual styles”
(Pérez-Llantada 2012: 175) are maintained in texts produced by non-L1 users of English. The
connection of hybridization and glocalization with the concept of interlanguage is interpreted
here as the recurrent participation of one system in another. In this case, the systems are
language systems and the participation may encompass all level of language at which the
influence of the scientific authors’ L1 writing in English can be observed, with this influence

being continuous, i.e., it is not sporadic but frequent.

2.3. NLID in Research Articles

Most of current non-native English-speaking scholar communities use English as their
standard means of international and sometimes even national scientific communication. This
fact holds to be especially indisputable for written scientific communication. More and more
academic work — like dissertations, reports, or protocols —is produced entirely and directly in
English, often avoiding native languages during the whole writing process and assuming a

completely foreign language system as a natural means of communication.

Scientific articles are probably the best example of this. According to data from Ulrich’s
Web Directory® from 2018, about 78% of all current scientific articles in the world are
published in English (Johnson, Watkinson, and Mabe 2018: 25). Scientific journals, especially
those holding the “peer-reviewed” and “indexed” badges, are more than ever produced
directly and exclusively in English, even when complete editorial teams are based in non-
English speaking countries and consist of a majority of non-native English speaking affiliates
(Gonzalez-Alcaide, Valderrama-Zurian, and Aleixandre-Benavent 2012: 4). This is the case, for
example, of the former GE - Jornal Portugués de Gastrenterologia, currently known as “GE -

Portuguese Journal of Gastroenterology” ('GE Port J Gastroenterol' 2019), which only accepts

& “Ulrich's™ is the authoritative source of bibliographic and publisher information on more than 300,00 periodicals of all types academic
and scholarly journals, Open Access publications, peer-reviewed titles, popular magazines, newspapers, newsletters and more from around
the world. It covers all subjects, and includes publications that are published regularly or irregularly and that are circulated free of charge or

by paid subscription.” (‘Ulrich's Periodicals Directory - Ulrichsweb' consulted on Oct 25, 2019).
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articles written in English, leaving most of its authors’ native Portuguese to be used in the

counterpart of the articles’ abstracts, the so-called “resumo.”

The relevance of English in publishing scientific discoveries and in researchers’
scientific careers depends on different factors (Pérez-Llantada 2012). Some factors concern
the pursuit of international recognition and professional promotion in scientific careers (p. 5).
Other are related with the need to communicate scientific research results to larger peer
audiences that can access, discuss and validate science (p. 50). Finally, there are factors like
the pertinence and relevance of the findings being communicated (84-85). However, in many
scientific fields like engineering, computing, physics, natural sciences, and health sciences,
most of the journals considered to be of high impact factor (HIF), and thus, of better quality,
are available only in English (Hamel 2007: 58; Benfield and Feak 2006), making it necessary to

resort to that language to disseminate any type of scientific discovery.

The research article is currently one of the most important sources of scientific
knowledge communication. The relevance of the scientific article is given by the main
purposes it serves of being a primary source of scientific data and news; a space of knowledge
claiming; and a form of priority establishment that provides researchers with the recognition
and the acceptance of their peers (Holmes 1987: 220; Gross et al. 2002: viii). Moreover, given
its rather short extension in comparison to other scientific genres, the research article is an
excellent resource for researchers to respond to the need for almost instant sharing of
scientific discoveries fostered by the competitiveness for professional and scientific career
advancement that the rapid growth of information and knowledge societies has provoked

(Johnson, Watkinson, and Mabe 2018: 13).

2.3.1. ESP, Discourse Community and Communicative Purpose

Within the field of Foreign/Second Language Teaching, the interest in the study of
languages like Russian, German, French, Portuguese, and of course, English, for specific
instead of general purposes, began gaining relevance around the 1970s (Strevens 1977: 145).
In the next 20 years, English for Specific Purposes (ESP) developed in parallel with the
increasing relevance of English as an international language of communication in science,

technology, and trade (Johns and Dudley-Evans 1991: 297). The ‘specific’ in ESP refers directly
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to the “students’ own specific language learning purposes” (Belcher 2009: 1), which can be
diverse.

Currently, some of the most prominent branches of ESP are English for Academic
Purposes (EAP) and English for Occupational Purposes (EOP) (Bawarshi and Reiff 2010).
Within the latter category, more specific branches are contained such as English for Business
Purposes (EBP), English for Legal Purposes (ELP), and English for Medical Purposes (EMP); and
then some branches are a combination of EAP and EOP such as English for Academic Medical
Purposes (EAMP), English for Academic Business Purposes (EABP), and English for Academic
Legal Purposes (EALP) (Bhatia 2014).

In all these cases, the individuals’ purpose in learning English is closely related to the
need to perform within a ‘discourse community’ in the context of specific situations (Belcher
2009: 3-5). Accordingly, ESP is a field of research and instruction of “specialized varieties of
English,” typically taught to “non-native speakers of English, in advanced and professional
settings” (Bawarshi and Reiff 2010: 41).

In ESP, a “discourse community” is defined by Swales (1990: 21-29) as a group of
individuals who: (1) has “a broadly agreed set of common goals [that are] tacit or formally
inscribed”; (2) has “mechanisms of intercommunication” that can be physical spaces like
“meeting rooms” or communication means like a periodic “newsletter”; (3) “uses its
participatory mechanisms [...] to provide information and feedback”, i.e., the members of the
group interact through such mechanisms; (4) uses genres that are specific to the group in the
“communicative furtherance of [the community’s] aims” (5) has “specific lexis,” which can
eventually evolve to “shared and specialized terminology” (6) has a “threshold level of
members with a suitable degree of relevant content and discoursal expertise” who are in the
position to transfer knowledge on “shared goals” and “communicative purposes” to members
entering the community (Swales 1990: 24-27). Typically, researchers of any given scientific
area, usually organized in research groups, constitute a discourse community. That is the case,
for example, of medical researchers in the field of gastroenterology or metabolic diseases
who meet all of the six characteristics described by Swales (1990).

Given the demand for specific language objectives to be met, ESP has to focus on
specific occurrences of the language used by discourse communities to respond to specific
situations that ESP’s target audience wants to access. To understand these occurrences of

language, ESP instructors/researchers have to focus on genres and the “contexts in which
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they function and interact with other genres: how one genre responds to others
(intertextuality or interdiscursivity)” (Belcher 2009: 4). For example, in the context of EAP, the
applications submitted in reply to research position calls will, in turn, give rise to responses
from research selection boards, and the latter can eventually give place to selection process
revision upon request from at least one applicant.

Therefore, around the time ESP grew in importance, genre analysis also gained
relevance as a research topic and pedagogical tool (Bawarshi and Reiff 2010: 41). However, it
was Swales (1990) that “most fully” provided the field with theory and methodological
development, bringing genre analysis and ESP to such a common ground that they are often
consider equivalent (Bawarshi and Reiff 2010: 41).

According to Swales (1990: 1), ESP uses genre analysis for applied purposes in the field
of “academic and research English.” The development of the ESP perspective on genre
analysis was initially more focused on descriptive “quantitative studies of linguistic properties
of language varieties” (Bawarshi and Reiff 2010: 42). However, as ESP studies have
increasingly focused on more specific academic areas carrying out more and more
sophisticated analyses, natural evolution has occurred that has gradually led ESP genre
analyses towards rhetorical investigation, connecting “linguistic and rhetorical studies of
genre” and broadening interests to “communicative functions” (Bawarshi and Reiff 2010: 42).

In the context of ESP, genre works like a tool that helps members of the discourse
community “achieve and further their [own] goals,” but also and eventually, the goals shared
by the community (Bawarshi and Reiff 2010: 45). Ultimately, genre is the means by which
discourse community members accomplish their own and shared goals. Thus, realizing the
role of the genre in an adequate manner is extremely relevant to guarantee and maintain
permanence and belongingness in the community. As a consequence, ESP has concentrated
efforts on the analysis of genre with the main purpose of instructing (essentially non-native
users of English) on genre. Therefore, genre is a central concept to ESP defined by Swales

(1990: 58) as:
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“a class of communicative events, the members of which share some
set of communicative purposes. These purposes are recognized by
the expert members of the parent discourse community and thereby
constitute the rationale of the genre. This rationale shapes the
schematic structure of the discourse and influences and constrains
choice of content and style.”

Thereafter, the highlight of the importance of “communicative purpose” is given by
Swales when he affirms that it is a “privileged property of genre” and one that regulates the
“scope of a genre” so as to maintain it within a “comparable rhetorical action” (Swales 1990:
58). Furthermore, other properties of the genre (e.g., form structure) work as regulatory
mechanisms of the “prototypicality” of the genre. The closer the genre realization is to the

I”

communicative purposes and other properties, the more “prototypical” it is of that genre

(Swales 1990: 52).

This understanding of “communicative purpose” as a key-player of genre has led ESP
to gradually pay closer attention to the rhetorical side of genre, focusing on rhetorical moves
and then finding and characterizing the linguistic features that correspond and realize such
moves. It may, therefore, be said that ESP usually follows a top-down approach to genre
analysis, or from “context to text” (Bawarshi and Reiff 2010: 47). Although this type of
approach can be operationalized in more or less detailed steps (Bhatia 1993), an analyst
following an ESP method would always consider at least “identifying purpose” in relation to
a “discourse community” and then analyzing the realization of the genre in terms of

I”

“rhetorical moves” and its corresponding “textual” and “linguistic” features (Bawarshi and

Reiff 2010: 48).

Researchers in the field of ESP have significantly contributed to the advancement of
the study of “discipline-specific” genres, especially of different parts of the research article
like the introduction and the abstract. Studies on the totality of a research article are less
frequent. The present work focuses on the genre OSRA as the locale where the authorship
analysis takes place. However, from the point of view of the analysis it has no intention of
examining the rhetoric of the genre or its parts — IMRAD, i.e., Introduction, Methods, Results
and Discussion -, as described by (Swales 1990: 137-74) except for the importance of the

characteristics of the genre to discuss the results obtained in the analysis of the corpora.
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2.3.2. Multi-authorship in OSRAs

Many different types of research outputs are considered to be of great value to
demonstrate outstanding scientific activity in any given field and, consequently, contribute to
fostering Information & Knowledge Societies. For example, in Portugal, the Foundation for
Science and Technology (FCT) — the main national public scientific research funding body —
provides evaluation guidelines for Research & Development Units (R&D units) on what types
of scientific outcomes to report. The document of the latest FCT R&D units evaluation process,

carried out in 2018, clearly requested reports on output in relation to:

“contributions for knowledge advancement and/or application;
publications; advanced training; initiation of undergraduate or
Master students in research; organization of conferences,
colloquia and/or seminars; patents, prototypes or products;
knowledge and technology transfer; spin-offs; preservation,
curation, and dissemination of R&D results and data, respecting
the principles and practices of Open Science; promotion of
scientific and technological culture (outreach); actions of special
scientific, technological, cultural, artistic, social or economic
relevance to society” (FCT 2018).

In the field of health, particular importance is given to the interface with society. In
general, some of the most recent indicators of excellent research activity are patents of
inventions resulting directly from research; the participation in international research
networks to address global health problems like obesity, diabetes, or asthma; or the active
involvement in the patients' associations activities that allow rapid understanding of health
problems and feedback from health professionals and policymakers.

However, one of the standard indicators of the research quality still is the number of
peer-reviewed publications. In the context of scientific output, original research articles
(ORAs) have been historically regarded as having paramount importance for building a
scientific career. This long-employed form of communication among peers is the primary
source of knowledge about any given topic in science, technology, and humanities. For this
reason, scientific publications such as reviews, short communications, case studies, letters or

research articles (RAs), among others, published in scientific journals remain and will continue
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to be important. There is a common expression among academics that says that a researcher
must “publish or perish,” referring to the fact that if research activity is not communicated to
one’s peers, and most importantly, indicated as a reference by other scholars, then it is
unknown, and it cannot be validated, which means that it does not exist in the scientific arena.

The first scientific papers published were usually single-authored, but the development
of scientific methods and the advancement of knowledge has gradually favored the increase
in the number of researchers who assume authorship of an article.

Though it is more frequent in areas like the Biomedical Sciences, Physics, or Medicine
than it is the Humanities, it can be said that in general, authorship has become a collective
condition.

Given their usual collective nature, scientific papers can technically have as many
authors as the number of persons who contributed to the results being communicated. RAs
with many authors are usually those reporting outcomes that resulted from very large
collaborative projects. Some rather extreme examples are those described by Leung et al.
(2015) on the genetics of the Fruit-fly, authored by one thousand investigators (Woolston
2015); the RA by Aad et al. (2012) reporting on the ATLAS Collaboration, published under the
responsibility of two thousand nine hundred thirty two authors (King 2012); or the publication
by Aad et al. (2015) reporting “a more precise estimate of the size of the Higgs boson”
(Castelvecchi 2015) and that apparently broke “the record for the largest number of
contributors to a single research article” (idem) with five thousand one hundred fifty-four
authors.

Hyper-authorship does not seem to be such a recent tendency as the years of
publication of the previously referred articles would suggest. Already in the 1990s, there were
papers with as many as 182 authors being published on genome sequence (Cronin 2001). As
exemplified above, the field of Physics is currently the one with the higher number of articles
authored by more than one hundred authors (King 2012). However, papers with a high
number of authors are also common in health sciences in areas like the autoimmune diseases,
such as Langefeld et al. (2017) with 108 authors.

Still, RAs with lower numbers of authors reporting smaller-scale research results are the
norm. In the health sciences, the average number of authors per article is between 5 and 10.
Levsky et al. (2007: 371), in a study about the impact of “publications for promotion in

academic medicine”, refer an average of almost 6 authors per article in this area.
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Overall, RAs are made up of text that has formally been produced by the number of
people announced in the authors' list of the publication. Nonetheless, in practice, scientific
authorship refers mainly to the scientific contribution of each author to the research topic
and subsequent conclusions derived. The weight of contribution to textual authorship is
usually lighter and placed in the background. In other words, authorship refers to the creation
of the knowledge being communicated, rather than the text by which that knowledge is
conveyed. Authorship carries a meaning related to knowledge creation. Textual authorship is
assumed as a task that does not have to be carried by all listed authors at all moments of the
article writing. Any journal’s authorship policy will provide information on the eligibility
criteria for authorship, which includes criteria in relation to the writing of the article. In the
field of Health, the authorship policies of journals usually follow the International Committee
of Medical Journals Editors recommendation (ICMJE), which has established the following
criteria to help define whether the role of a participant in a research study is that of an author

or a contributor:

e Substantial contributions to the conception or design of the work; or the
acquisition, analysis, or interpretation of data for the work; AND

e Drafting the work or [my emphasis] revising it critically for important
intellectual content; AND

e Final approval of the version to be published; AND

e Agreement to be accountable for all aspects of the work in ensuring that
guestions related to the accuracy or integrity of any part of the work are

appropriately investigated and resolved.

[Defining the Role of Authors and Contributors]. Retrieved
from URL
http://www.icmje.org/recommendations/browse/roles-and-
responsibilities/defining-the-role-of-authors-and-
contributors.html on 06/10/2019

Although the criteria are cumulative, it must be noticed that with regards to the textual
production the second recommendation offers alternatives. As far as the writing of the article

is concerned, both the person(s) who wrote and those who revised the article are considered
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to have fulfilled that criteria of authorship. Furthermore, the revision role is defined as that
which is "critical for important intellectual content", but the interpretation of what is "critical"
and "important" is left to the consideration of the authors. Consequently, there is space for a
researcher who has fulfilled the first, third and fourth criteria, and did read the article, but
only suggested minor corrections that do not alter the intellectual content, and most
importantly the linguistic content, to still be an author.

This has linguistic implications as the text of an article could contain not only group but
also and maybe even mainly, individual linguistic style-makers. No relevant empirical studies
have been conducted on the most frequent writing strategies or practices followed by groups
of authors to produce the text of an OSRA, especially in the field of health sciences (Ede 1990).
Collaborative writing has been explored in the classroom environment (Brien and Fredericks
2020) and the professional context (Lopez-Pellisa, Rotger, and Rodriguez-Gallego 2020) for
writing assignments and technical writing, respectively; but researchers have not taken an
interest in collaborative writing in the scientific research output context.

The practices vary according to the research community. Sometimes only the first and
last author write the text of the article. The first author is usually the person who produces
the first draft and is most probably the person directly working on the research problem, that
is, the person carrying out the related experiments or research tasks. The last author is usually
a senior researcher, most probably the Principal Investigator (Pl), whose responsibility
towards the publication is much more of scientific accountability and mentorship than of
executive nature, supervising the research work proposed and carried out by other members
of the team. In those cases, the other authors read and correct, or criticize. Whether that
correction/revision is "critical for the intellectual content" of the article is difficult to assess
from outside. In other cases, some sections are more frequently produced by the researcher
who was directly involved in the implementation / operationalization of a given procedure or
equipment. That is the case of the Methods & Materials section, which is written by whoever
knows best or executed the procedure in question or understands the technicalities of
equipment used.

During the text production of an OSRA, strategies of collective/group writing may vary
from very participative approaches to practices that are centered on one person (the first
author), meaning that in some cases, all authors will produce some writing — leaving some

personal linguistic trace — and will also correct all parts of the OSRA text. In other cases, one
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researcher will be in charge of writing and will be leading the process of sending the
manuscript back and forward, receiving feedback and contributions from the other authors.

In OSRAs, all four authorship functions described by Love (2002: 40-50), i.e., precursory,
executive, declarative, and revisionary authorship may be present in the process of writing.
Some functions, however, should be less represented. Since OSRAs introduce original
research the ‘amount’ of precursory authorship should be significantly lower than what can
be found, for example, in review articles which state they present a revision of earlier work
on a given topic. Likewise, the declarative authorship should be less represented, since
according to editors’ recommendations, all authors must have contributed in a significant
way. Not meeting this criterion may be interpreted as if the authorship is honorary or ghost,
a practice not tolerated in scientific writing.

This leaves us with two main authorship options for OSRAs: executive and revisionary.
Linguistic choices may, therefore, be influenced by two linguistic perspectives or levels of
linguistic production: the individual level and the group level, in an iterative coexistence. In
the context of this work, authorship profiling of linguistic background is regarded from the
group or class perspective. Though many articles may have been written by only one person,
the production process is assumed as one of collective creation.

In the health sciences, English is particularly relevant since most of the scientific
dissemination media available to researchers use English as their main or only language of
communication. The subfield of research of L1 influence belongs in the broader field of
transfer studies within the research area of SLA. In that context, L1 influence had been
addressed in several cross-linguistic and cross-cultural studies examining many different
language pairs with regards to the use of rhetorical moves between L1 and non-L1 English

writers.

For example, Xiao and Cao (2013) present a contrastive study of academic English of
research articles authored by native and non-native (Chinese), using a multidimensional
model to compare the frequency of 163 features organized in seven dimensions. The study
concludes that there are significant differences between these groups concerning the
involvement, commitment, and style, with native speakers using, for example, more
discourse intensifiers than non-natives. Other studies have addressed the role of ESL or EFL,

and particularly, ESP in the production of scientific discourse, comparing published writing

107



produced by natives and non-natives English speakers to improve academic writing courses

(EIMalik and Nesi 2008).

Nevertheless, studies approaching scientific writing as produced by L1 and non-LI
English authors that focus on the linguistic idiosyncrasies of texts from the authorship
profiling perspective for the detection of native language influence are far less frequent. Even
rarer are studies addressing this topic within the field of health sciences. Gayle and Shimaoka
(2017) addressed the lexico-grammatical differences found in scientific articles written in
English by native and non-native authors in the field of pediatric oncology. The study analyzed
a total of 22 859 abstracts with affiliations in 77 countries. Based on the differences exhibited
by L1 and non-L1 users of English in the use of token sets ranging from one to four word
phrases, the authors proposed a classification system named “Genuine Index” (Gl) which can
assess medical-scientific writing with regards to its compliance with standard English using
the International English Language Testing System — IELTS’s aggregate scoring data for the
skill writing as a reference; and classify the texts by native language of the authors.
Reportedly, the results showed an extremely good overall performance of the GI model, with
93.3% of native language identifications being correct. However, the overall performance of
the model in identifying abstracts whose authors are Japanese was rather poor, with only 26%
being correctly identified as native Japanese authors. The study suggests that “editing and
review processes [in reference to scientific journals] might partially obfuscate the L1
characteristics of non-native speaker Japanese authors”, i.e., native Japanese writing in

English.

Works like that by Gayle and Shimaoka (2017) using similar computational approaches
provide directions about the gaps to address in the NLI area. Unsuccessful results of native
language identification in scientific texts do not necessarily mean that the non-native authors’
linguistic idiosyncrasies are obfuscated by editing, reviewing, or collective writing processes.
It may also be the case that the variables used as style-markers of their written scientific
writing have not been thoroughly examined. On the other hand, accounts of successful native
language identification lack explanations about why certain variables work better than others

in scientific writing.

This study focuses on NLID in scientific writing, specifically in the genre OSRA produced

by European Portuguese and European Spanish native-speaking authors. The research design
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aims to balance quantitative and qualitative approaches to study linguistic variables as style
markers in OSRA to test the hypothesis of a predominant language affecting a second

language such as English used in a professional or academic context.

2.4. Chapter Summary

Thus far, | have discussed the different concepts and aspects that are relevant to
authorship profiling in relation to language background and specifically concerning NLID

applied to the OSRA in the field of health sciences.

In the first section, it was pointed out how authorship analysis has evolved in terms of
the kind of texts it has been applied to, the methods used to carry the analyses, and the
applications the results of this type of analysis can have. As can be seen, authorship analysis
has been used in religious, literary, political, and forensic texts, and been applied to biblical
works, novels, speeches, emails, police statements, short messages etc. Methodologically,
authorship analysis has progressed from more qualitative approaches to quantitative, to a
combination of both. Finally, applications of authorship analysis have expanded from the
scholarly interests and objectives of authorship attribution of theological and literary works
to forensic, marketing and cybersecurity applications. The development of authorship
analysis as a field reflects the correspondence that it is possible to establish between linguistic
and computational perspectives on its subfields and definitions. The development of
authorship analysis as a field is also seen in the efforts of researchers with different scientific
backgrounds working in authorship analysis and using mixed methods to attain better

research results.

In the case of authorship profiling, the visibility of studies conducted by computer
scientists suggests that research in this field has been more prolific than that conducted by
linguists drawing on sociolinguistics and second language acquisition. However, some
progress can be noticed in new names appearing in the field that may be seen as adapting a
theoretical view based on linguistic theories and concepts from the field of SLA: NLID — native
language influence detection and OLID — other language influence detection. Also, | described

how sex and age are, so far, the most studied variables of authorship profiling and linguistic
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background is one of the least researched. Moreover, | argued that languages like Portuguese
and Spanish are addressed less within NLI/NLID/OLID if compared, for example, to Russian or

Chinese.

The second section of this chapter discussed language variation. | aimed at
demonstrating variation at the level of the individual, i.e., idiolect, and at the group level, i.e.,
dialect, register, genre and style. A corpus linguistics approach to language variation was
assumed as the most suited for the present research. In the second part of section two,
several theoretical frameworks were examined that can assist the researcher in explaining

variation, individual variation and variation in a context of language contact.
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3. Methodology

The section describes the corpora collection process by addressing the corpora size
and typology. There is an explanation of the criteria established for selecting the texts to be
included in the corpora with details of the selection process, followed by a description of the
corpora design. The pre-processing, preparation, and parsing of the texts are explained,
followed by a discussion of the limitations to the corpora compilation. Finally, there is a
general description of the five compiled corpora, with the name of the whole collection.

Section two details the study design and model of analysis, and describes the unified
framework for investigating L1 Influence (Jarvis 2000, 2010), with an explanation of the
reasons for choosing this method. Lastly, the section delineates the linguistic variables used
for carrying out the comparisons for the determination of cross-linguistic influence in
scientific text written in English by non-L1 authors; and the reasons for choosing those

variables. The final section describes the operationalization of the research.

3.1. Corpora Design

L1 written discourse, in general, and academic texts, in particular, are well represented
in corpora. Such a description is particularly evident in English. A query in the search engine
Google using the following words and operators to look for corpora in English: ["academic"
OR "scientific" AND "corpus" OR "corpora" AND "English"] returns 111,000,000 results.
However, the same search for Spanish and Portuguese, i.e., ["academic" OR "scientific" AND
"corpus" OR "corpora" AND "Spanish"/"academic" OR "scientific" AND "corpus" OR "corpora"
AND "Portuguese"] returns 35,700,000 and 6,200,000 results, or 67.83% and 94.41%,
respectively, less than English. Even if the same query is made using the keywords in Spanish
and Portuguese, and the results — 7,090,000 and 2,700,000, respectively — are added to those
obtained before using the keywords in English, without verifying possible overlapping, the

decrease in comparison to English would be 61.50% and 92%, respectively’.

7 The query used was ["académico" OR "cientifico" AND "corpus" OR "corpora" OR "cérpora" AND "espafio
OR "castellano"] and ["académico" OR “académico” OR "cientifico" AND "corpus" OR "corpora" OR “cérpora”
AND "portugués"];
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Despite the difference among the three languages, the results obtained, i.e.,
111,000,000 for English, 42,790,000 for Spanish, and 8,900,000 for Portuguese, seem to
provide plenty of research data. Likewise, there are also many corpora of L2 academic English.
If a query is performed using the words and operators ["academic" OR "scientific" AND
"corpus" OR "corpora" AND "English" AND "L2"], 3,680,000 results are obtained?.

It is not possible to verify the characteristics of all the corpora in the results obtained
from such queries. However, several of these corpora were selected for inspection to learn if
they would serve the objective of this research. For that purpose, the first results of each
query (up to ten per language and language variety) were scanned to check:

e if the corpora contained texts in the language varieties addressed in this study;

e if the corpora contained only OSRAs, or if there was some form of filtering for OSRAs;

e if the corpora texts were published after 2015 or if there was some form of filtering of
that information;

e if access to the corpora was unrestricted;

e and if the corpora were annotated with PoS tags, parsing and metadata.

The corpora inspected have at least one characteristic that prevents their use in the
context of this research. The most frequent characteristics that made these corpora
unsuitable for this research were concerned with the type of text or genre, the disciplinary
areas addressed, and the costs associated with access.

There were corpora containing research articles in health-related fields but restricted to
parts of the articles. An example of this is the GENIA corpus (https://www.clarin.eu/resource-
families/corpora-academic-texts) which contains texts from research papers in the field of
Biomedicine but restricted to abstracts. Other corpora contain academic text but include
many different genres and sometimes L1 authors at different levels of writing proficiency.
This is the case of the BAWE - British Academic Written English corpus
(https://www.sketchengine.eu/british-academic-written-english-corpus/) and the CAEC:
Cambridge Academic English Corpus (https://www.sketchengine.eu/cambridge-academic-
english-corpus/). The first contains academic work in Arts and Humanities, Social Sciences,

Life Sciences, and Physical Sciences produced at universities in the UK; and the latter is a

8 The queries were performed on September 23, 2020 in Google Chrome Ul displayed in Portuguese (Portugal).
The same queries may return different results over time and if the settings of the search engine are changed.
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collection of both written and transcribed spoken academic texts containing many different
genres (e.g., lectures, journals, essays), also produced by authors at different levels of writing
proficiency, and from institutions in the UK and the USA.

A good choice for Portuguese would have been the CoPEP: Corpus of Portuguese from
Academic  Journals  (https://www.sketchengine.eu/copep-corpus-of-portuguese-from-
academic-journals/). The corpus contains research articles from the field of health sciences
written in Brazilian and European Portuguese, and it can be consulted upon subscription to
Sketch Engine. However, because it was built in 2018, the corpora for the present research
were already completed by the time the CoPEP was made available to users and researchers.
In the case of Spanish, no corpora were found that were accessible and contained OSRAs or
parts of OSRAs. Some appealing projects are the CELIST (Corpus of English Life Sciences Texts),
a sub-corpus of the Corufia Corpus of English Scientific Writing (CC), and the CC itself.
However, these are both corpora under construction.

Therefore, the present research work was carried out using its own corpora. As Maia
(1997: 3) explained, there are many reasons that justify the need for making our own corpus.
In this study, the rationale concerned the need for corpora of a specific genre and the
comparability of the texts. The need for creating our own corpora is justified by the lack of
available and ready-to-use accessible and annotated corpora of the genre OSRA in the target
language varieties (European Portuguese, European Spanish, British English, non-L1 English

produced by L1 European Portuguese and non-L1 English produced by L1 European Spanish).

3.1.1. Corpora Type and Size

The proposed analyses were based on five small specialized corpora purposely built
for this study as defined by Flowerdew (2004), Sinclair (2004), and Koester (2010) according

to the following parameters:

e the corpora serve a specific purpose, i.e., to investigate a set of lexico-semantic
and syntactic features to examine their potential to function as indicators of
NLID;

e the corpora consist of only one textual genre, i.e., the OSRA;

e the corpora are of a specific discourse type. i.e., mainly argumentative;
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the corpora are of a specific variety of English (academic) and

the corpora are of a specific study field, i.e., health sciences.

All the texts sorted and selected are OSRAs published in the field of health sciences.

The option of building small corpora was based on three main arguments.

The first was the time frame available to complete the collection of the texts. Time
frame refers to the actual amount of time available within the present doctoral
program to collect the texts, i.e., approximately 6-8 hours a week from 2015 to 2018
or roughly one full-time equivalent year.

The second argument refers to the pre-processing of the texts, which was extremely
time-consuming due to the many steps required.

The third argument refers to the fact that these are specialized texts of only one
specific genre. Within the lexico-semantic dimension, specialized corpora, unlike
general corpora, usually have a smaller number of different words, i.e., lower
vocabulary diversity. This is because specialized texts feature specialized vocabulary
that cannot be replaced with synonyms or equivalent expressions. Still, the
frequency of function words, such as articles and pronouns, remains proportionally
similar to what is found in general language corpora (Sinclair 2004). This allows the
researcher to obtain relevant information from a smaller amount of total words
because both specialized and general vocabulary are well represented in the
frequency lists of any given specialized corpus (Weisser 2016: 31; Sinclair 2004).
Other variables, such as morpho-syntactic or discursive variables, may be affected

by the specialized corpora's homogeneity in the same way (Sinclair 2004).

The selection of all the OSRAs in the corpora was based on the criteria outlined

according to recommendations from both health sciences researchers consulted in the work

context and corpus linguistics scholars (Koester 2010; Sinclair 2004; Biber et al. 1998; Biber

1993; Flowerdew 2004).
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3.1.2. Selection Criteria

Any selection process entails following some criteria to decide whether a given
element “belongs” or not to the future collection. This working principle is not different when
it comes to corpora (Sinclair 2004). As happens with almost everything concerning language,
corpora can be of spoken language and written language. In the case of this study, only criteria

that apply to written corpora are considered.

Sinclair (2004: 22) defines a corpus as a “collection of pieces of language text in
electronic form, selected according to external criteria to represent, as far as possible, a
language or language variety as a source of data for linguistic research”. Atkins, Clear, and
Ostler (1992: 1), in turn, define a corpus as a “subset of an ETL (electronic text library), built
according to explicit design criteria for a specific purpose”. The present study aims to examine
L1 influence in scientific writing produced in English by non-L1 authors. This research focusses
on a specific time period and on five language varieties, three L1 and two non-L1. The corpora,
therefore, meet criteria in relation to 1) the scientific genre; 2) time period; 3) copyright of
the texts; 4) quality of the texts; and 5) authors’ L1 and non-L1. The next subsections refer to

the selection criteria used to build the five corpora.

3.1.2.1. OSRAs - Genre

The genre chosen here to represent scientific writing is the OSRA, restricted to health
sciences.

An OSRA is a scientific research article disclosing new research, i.e., research carried
out by the authors that adds to the existing body of knowledge in a given field. OSRAs present
one or more tested hypotheses, and experimental research results of such testing are
described and discussed. Therefore, OSRAs are considered to be primary sources of
knowledge.

The vast majority of scientific journals provide clear definitions of what they accept
for publication as an OSRA. Such definitions are usually found in journals’ Authors
Guidelines/Instructions under the section “article types”. For example, the British Journal of

Medicine and Medical Research defines OSRAs as “papers that include original empirical data
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that have not been published anywhere earlier (except as an abstract). Null/negative findings
and replication/refutation findings are also welcome.”®

Journals also usually establish certain limitations concerning the length of OSRAs in
words, pages, or characters, the number of figures and/or tables allowed, the citation style
to be used, and even the number of references, based on their pertinence for the topic. Such
restraints are usually also described in the Authors’ Guidelines/Instructions.

The OSRA can be considered a restricted or specialized register of scientific writing.
This restriction can be described in terms of its association to research processes (Swales
1990: 179-201) as opposed to genres such as essays, lectures, or seminars that would
generally be associated with learning processes within academia.

The choice of working with the OSRA responds to reasons of familiarity with the genre,
gained in a professional context. My investigative interest in its linguistic layout is related to
my need to gain more knowledge on this genre given its relevance to its community of
practice, i.e., the researchers, whether they are professors, medical doctors, technicians,
undergraduate and postgraduate students, or any other health or health-related professional.
Swales (1990: 177) describes the research article as playing a central role in the research-
processes from which many other genres are derived or with which they connect. Some of
these are the abstract, oral and poster presentations, theses and dissertations, and grant

proposals which precede, succeed, or coexist with the research article.

3.1.2.2. OSRAs - Time Period

The corpora texts were initially intended to cover a ten-year period, beginning from
the most recent article accessible until the target number of OSRAs per corpus, i.e., 65 OSRAs,
was achieved. However, because of constraints that arose during the collection process
described in 3.1.4, the time period was extended to twelve years. Therefore, the collection of
OSRAs for these corpora covers articles from 2006 to 2018. The time period per corpus is

shown in Table 5 below.

% https://www.sciencedomain.org/journal/12/authors-instruction
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Time Period
CORPUS Years Corpora average = 10,20
years
L1 Portuguese Corpus (PT-EU) 2007-2017 11 years
L1 Spanish Corpus (ES-EU) 2007-2017 11 years
L1 English Corpus (EN-GB) 2011-2018 8 years
Non-L1 English by L1 PTEY Corpus (EN-PTEY) 2006-2017 12 years
Non-L1 English by L1 ESEY Corpus (EN-ESEY) 2009-2017 9 years

Table 5 — Time period covered per corpus

The corpora are deemed synchronic and closed (Atkins, Clear, and Ostler 1992: 6) for
the purpose of this research. However, the corpora can be extended by adding more OSRAs
from previous and/or subsequent years, diversifying the kind of research articles to include,
for example, clinical cases, meta-analyses, reviews, short papers, or other; or even

broadening the scientific genres to incorporate dissertations, thesis, reports, etc.

3.1.2.3. OSRAs - Access Type

An aspect that must be considered when building corpora refers to the copyright of
the texts included in the collection (Atkins, Clear, and Ostler 1992: 4; Weisser 2016: 32-33).
The legislation in relation to copyright differs from country to country, but in the European
Union in general, the standard for written work that has already been published is that the
copyright lasts up to seventy years after the author’s death, unless the copyright is inherited
by relatives or others (Weisser 2016: 33).

However, most of the countries with copyright legislation, including those within the
EU, also recognize a concept called ‘fair use’, which grants the use of parts of copyrighted
work for research, educational or other non-commercial/non-profit purposes without the
expressed permission of the copyright holder (Davies 2002). In the context of corpora
compilation, “the copyright law that matters is the law of the country from which the corpus
materials are distributed, NOT the country where the original texts were created OR the
country from which end users access the material” Davies (2002: - online "Legal aspects of

corpora compiling"). Although the corpora compiled for this research are not intended for
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general distribution or access, it can be said that at least a limited number of researchers may
eventually get access to it. For that reason, it is the Portuguese law that is taken into
consideration for this matter.

In Portugal, copyright is established by the Decree-Law number 63/85 — Cddigo do
Direito de Autor e dos Direitos Conexos. Chapter Il of that decree regulates what in Portuguese

”10 or its equivalent “fair use”, which in its articles f) and

is called “utilizacdo livre e permitida
o) foresees the use of copyrighted material for educational and research purposes to the
extent that no direct or indirect economic or commercial advantage is obtained!?.
Nonetheless, to avoid any copyright infringement issues or any further legal constraints as to
the usage of the texts in corpora for research purposes, it was decided that mostly open
access OSRAs would be selected for the corpora. Also, the intention in choosing open access
material was to avoid expense in purchasing articles from scientific journals and support the
open access policy encouraged by the European Union and by the Portuguese national policy
in relation to the dissemination of scientific investigation in all areas.

Open access makes available scholarly content like scientific research articles,
dissertations, conference proceedings etc. made available as online, with no cost for readers,
free of restrictions concerning copyright and licensing, and free of impediments associated
with access, i.e., not needing, for example, any specific software or user profile to access the
content (Johnson, Watkinson, and Mabe 2018: 97).

Open access research articles are usually published under creative commons licenses
that allow using the material under certain terms (Johnson, Watkinson, and Mabe 2018: 100).
A standard license of open access, as described in the webpage of creative common licenses
(https://creativecommons.org/licenses/), is one known as Attribution-NonCommercial-
NoDerivatives 4.0 International (CC BY-NC-ND 4.0). According to the description in the license
https://creativecommons.org/licenses/by-nc-nd/4.0/, the first acronym (BY) regards

attribution, which establishes that whoever uses the material acknowledges the authorship,

101t can be translated as ‘free and permitted use’ or ‘open and admissible use’

Article f) and o) of the Decree-Law 63/85, in Portuguese “f) A reproducdo, distribuicdo e disponibilizacdo
publica, para fins de ensino e educagdo, de partes de uma obra publicada, contanto que se destinem
exclusivamente aos objectivos do ensino nesses estabelecimentos e ndao tenham por objectivo a obtengdo de
uma vantagem econdémica ou comercial, directa ou indirecta”; “o0) A comunicagdo ou colocagdo a disposigdo do
publico, para efeitos de investigacdo ou estudos pessoais, a membros individuais do publico por terminais
destinados para o efeito nas instalagGes de bibliotecas, museus, arquivos publicos e escolas, de obras protegidas

nao sujeitas a condicdes de compra ou licenciamento, e que integrem as suas colec¢Ges ou acervos de bens;”
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provides a link to the license, declares if there were changes made to the content or the form,
and complies with this term to leave it clear that the licensor is not endorsing his/her use. The
second term (NC) refers to noncommercial use, which says that whatever use is given to the
material under this license, the user must not profit/have commercial purposes. Lastly, the
third acronym (ND) refers to noderivatives, which says that if the user “remixes, transforms,
or builds upon the material”, he/she is not allowed to distribute the modified material
(https://creativecommons.org/licenses/by-nc-nd/4.0/).

Most of the OSRASs collected for the corpora of this study are published in open access.
Others were collected based on free access, such as “editor’s choice” of the journals. A small
number of the corpora OSRAs were accessed by institutional subscription of the University of
Porto and used under the Portuguese legal rights mentioned above. Sections 3.1.3, 3.1.4, and
3.1.5 provide further explanation of the reasons for choosing OSRAs that are not published in

open access.

3.1.2.4. OSRAs - Quality

During the planning stage of the corpora compilation process, several health sciences
and applied linguistics researchers were consulted on the characteristics of the OSRAs to be
included in the collection.

One aspect most of the researchers identified as being very important concern the
quality of the texts in terms of language and writing. The researchers recommended that a
certain level of language quality was ensured because it could decrease the possibility of
significant results of cross-linguistic variation arising from basic editing and writing mistakes
or errors contained in the texts.

Whereas there may be different criteria that can be used to define quality, in the
health sciences, the quality of OSRAs is frequently associated with the rank of the journals
according to peer-reviewed scientific journal indexes such as the SCimago
(https://www.scimagojr.com/index.php) which considered criteria like impact factor to
classify the journals. Therefore, the OSRAs included in the collection were chosen from
journals of recognized quality. The quality of the texts was ensured by choosing indexed peer-
reviewed journals originally edited in the respective language varieties addressed in this

study, i.e., EN-GB/ES-EU/PT-EU.
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3.1.2.5. OSRAs - Native Language of Authors

In a study comparing OSRAs produced by native (L1) and non-native (non-L1) authors,
the ideal procedures would have been to survey the authors about their native and non-
native languages or apply language tests to learn their language levels. Both procedures
would have implied contacting at least 325 authors, i.e., one corresponding author per OSRA
in the corpora. Moreover, if information concerning the other authors' participation in the
OSRA writing process was confirmed, more surveys would also have to be requested to learn
their native and non-native languages. This would have increased the number of surveys or
language tests to 2520, which is the total amount of authors represented in the corpora (372
in the PT-EU OSRAs; 463 in the ES-EU OSRAs; 513 in the EN-GB OSRAs; 598 in the EN-PTEV
OSRAs; and 574 in the EN-ESEY OSRAs).

Given the difficulties that such actions would have involved, learning first-hand the
L1/non-L1 languages of the corpora authors was considered impractical. Therefore, the
“nativeness” of the authors concerning each language variety addressed here was decided
based on compliance with several premises designed to minimize as much as possible the
likelihood of assuming incorrect information. As such, the “nativeness” of the OSRA texts
contained in the corpora was ascertained by the presumed origin of the authors, which, in
turn, was delimited by the following criteria:

e Atleast the first two authors’ and the last author’ names should match Portuguese,
Spanish, and English typical names (e.g., Rui Ferreira; Rafael Sdez-Jiménez;, Malcolm
J. Jackson);

e Authors’ affiliation(s) should refer to addresses in Portugal (PT), Spain (ES), or The
United Kingdom (GB), according to the corpus to compile (e.g., Faculdade de
Medicina da Universidade do Porto, Portugal; Centro de Salud Presentacion Sabio
C/Alonso Cano, 8 C.P. 28933. Mdstoles — Madrid, Espafia; Oxford Stone Group,
Department of Urology, Nuffield Department of Surgical Sciences, The Churchill
Hospital, Oxford);

e If funding sources exist, they should preferably be national funding sources (e.g.,
Alto Comissariado para a Saude; Instituto de Salud Carlos Ill; UK Biotechnology and

Biological Sciences Research Council).
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All three criteria must be met for an OSRA to be considered as authored by a native
speaker of the respective language variety. This method is a stricter version of the one
proposed and used by Wood (2001: 78-79) to decide on the native language of authors of
research articles of the scientific journals Nature and Science. The restriction concerns the
inclusion of the third criterion for funding institutions which is not considered in that
publication. Similar versions of selection criteria have also been used by authors such as
Yakhontova (2006), Pan, Reppen, and Biber (2016) Noorizadeh-Honami and Chalak (2018),
and Kafes (2018) to classify authors of research articles as native or non-native users of

English.

The presumed non-L1 authors of the corpora's OSRAs are assumed to be either EFL or
ESL users. In other words, non-L1 authors were considered to belong to the expanding circle
and, possibly, to the outer or extended circle (Kachru 1985). The inclusion in the expanding
circle seems obvious since the authors are presumed to be native Portuguese and native
Spanish. Portugal and Spain are two countries that do not have a history of colonial ties with
the United Kingdom, a condition described by Kachru (1985: 13) as characteristic of the
expanding circle. The inclusion in the outer or extended circle is understood in this research
as the ESL situation based on learning/practicing interactions, such as training programs,
internships, scientific meetings, etc., involving native speakers, i.e., scientists from the inner

circle.

Taking Kachru’s definitions of English strata as a basis, the assumption is made that
the authors of the OSRAs in these research corpora belong in different stages of the
interlanguage continuum, having learned English in presumably different contexts and also
using the language for different sociolinguistic and functional purposes. L1 users are exposed
to the language from birth and use it extensively and in a wide variety of situations. Non-L1
users learn the language later in life and use it in more restricted contexts (Pérez-Llantada
2012). However, it is also assumed that they are all located on the same side of the
continuum, i.e., native users at one extreme of the continuum as native speakers of the target
language the non-L1 users have learned, and non-L1 users at some point close to the extreme

as advanced users of the target language.
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3.1.3. Pre-processing, preparing, and parsing the texts

The OSRAs selected for each corpus were pre-processed, prepared, and parsed. Each
OSRA was downloaded from the online version of the journal where it was published and
saved in PDF format. When available, texts were copied directly from the HTML version of the
article. Otherwise, the texts were manually extracted from the PDF version into a Word
document and corrected to maintain its original format.

Each OSRA was processed to include only the following parts of the texts in the
corpora: title, introduction, results, discussion, and conclusions sections. The “abstract”
section was not considered because several other researchers have already examined this
part of the research article (RA) whether it is of the original type of RA, the review type, or
others (Hu and Cao 2011; Salager-Meyer 1992; McKnight and Srinivasan 2003; Anderson and
Maclean 1997; Busch-Lauer 1995). Moreover, the “abstract” section has been considered a
separate genre that is “easy to recognize” and one that “distills” the content of an article
(Swales 1990: 179) and whose “purpose, rhetorical construction and persuasive intent are all
distinct from the article itself” (Hyland 2004: 64).

Also, the “Methods and Materials” section was disregarded because this section
would be less likely to contain original linguistic style-markers produced by the author(s).
Usually, authors of this research area are advised to produce a “Methods and Materials”
section that is descriptive of the steps taken to conduct the research. It is frequent to find
recommendations to organize the text in clearly separated sections and the specific use of
the past tense, as well as advice in relation to the presentation of the research protocol, the
names of equipment brands, software versions, name of animal models used in experimental
studies, name of services or product suppliers, and even references to national and
international legislation researchers are required to abide by (Michel and Ceelen 2007; Kallet
2004).

After selecting the OSRA sections to be included in the corpora, each article was
revised to find and remove from the text symbols (e.g., B; o; >; %; ©®), numeric and
bibliographic references, abbreviations (e.g., Fig.; e.g.; i.e.; vs.; al.; etc.) and equipment names
or product trademarks that could interfere with the format of the files and the subsequent

linguistic analysis. After that, each text was copied and saved as a text file in Unicode
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codification for English and UTF-8 for Portuguese and Spanish to be used later with other
processing software.

To avoid the use of the extended original titles of the articles, each OSRA was coded
with the abbreviation of language name according to the ISO 639-1 Code, plus the indication
of the variety, plus the abbreviation of the article type, plus a consecutive number from 1 to
65. For example, for the first OSRA in the corpus containing texts written in European
Portuguese by L1 authors, the code is PT-EU_OSRA_001. Figure 1 shows the workflow of the

pre-processing and preparation of the files for parsing.

Preselected |
OSRAs | | =
PDF r
\\v//» |
: N
EXTRACT r : I
main sections from PDF orhtml | CC\)\I?Yd it = e
format (title, introduction, results, Bloa worcete \ Xr
discussion, and conclusions) e e
i \‘
|

REMOVE =
symbols, numbers, bibliographic ‘ COPY
references. abbreviations, equipment | into a txt file
names and products trademarks \
———

(eg. P Y:= ®, Fig:eg:ie;vs;al) T ececeee—
g '
N2
SAVE txt file using labelling code
(e.g. PT-EU_OSRA_001)
Save with Unicode codification for
English and UTF-8 for Portuguese
and Spanish

Figure 1 — Corpora pre-processing and preparation stages before VISL parsing

The files were parsed using the Internet-based software Visual Interactive Syntax
Learning — VISL [https://visl.sdu.dk/]. All texts written in Portuguese were parsed with the
multi-level Constraint Grammar parser PALAVRAS (Bick 2000, 2014). The Spanish texts were
parsed using the system HIS-PALAVRAS (Bick 2006), and the English texts were parsed with
the Constraint Grammar system EngGram (Bick 2012, 2010). To generate the computer
analysis each .txt file was uploaded in the interface of the corresponding language choosing
the options Language > Sentence analysis > Machine Analysis > Upload interface of the
webpage and filling in the mandatory information requested by the system, i.e., name, email,

copyright status of the text, and chosen parser (full analysis). Each file obtained was saved
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with the same name of the .txt file that originated the parsed file adding the label ‘parsed’,
i.e., ‘EN-GB_OSRA_001’ generated ‘parsed_EN-GB_OSRAs_001".

The program for lexical analysis Wordsmith (Scott 2018b) was used to produce
wordlists, statistics, and concordances according to the different variables of the study. All
statistical analyses were performed using the Statistical Package for Social Sciences IBM SPSS
Statistics Version 25 for Windows under the license of the University of Porto (UPorto)

available at https://atlas.up.pt/Software/UPORTO/SPSS/, using the author’s student UPorto

login.

The first corpus built was the PT-EU corpus, followed by the ES-EU corpus. Later, the
EN-GB corpus was compiled, and the EN-PTEY and the EN-ESEY corpora were built last. The
order of the compilations was decided by the availability of OSRAs originally written in PT-EU
and ES-EU. Innumerable open access OSRAs were available in English as this is a very common
language of publication in the health sciences field. However, this was not the case for
Portuguese and Spanish since many of the indexed peer-review scientific journals edited in
Portugal and Spain are not always published in open access, or they do not publish the whole
article in their native languages (only the abstracts).

The PT-EU compilation began at the index of Portuguese Medical Journals — Indexrmp

(http://www.indexrmp.com/), a collection of 175 journals edited in Portugal. Only peer-

reviewed and indexed journals from this index were explored to obtain the OSRAs necessary
for the study. The ES-EU corpus started with the Spanish Elsevier indexed journals and
progressed from there to any available OSRA that fulfilled the selection criteria. The EN-GB
corpus started with the Wiley Online Library and developed according to the OSRAs found
that had all the characteristics of the criteria established.

Three different corpora were built that contain 65 OSRAs each. According to the
corpora design, the first corpus is written in European Portuguese (PT-EU) by presumably L1
Portuguese authors. The second is written in European Spanish by presumably L1 Spanish
authors, and the third is written in British English by presumably L1 English authors. All the
OSRAs are published in peer-reviewed scientific journals indexed in different databases, such
as Elsevier, SciELO, and Wiley Online.

The next step was to compile the second set of texts, the non-L1 corpora. As previously
indicated, these corpora include OSRAs written in English by L1 Portuguese and L1 Spanish

authors. The same selection criteria (See section 3.1.2) were followed for choosing the texts.
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For these collections, more publishers and databases were available. The process began with
the journal BJU International of the Wiley Online Library, and every attempt was made to
associate OSRAs with the same or similar topics and keywords to those found in the L1
corpora. After the compilation was finished, the L2 corpora were made of two sets of 65
OSRAs: one containing OSRAs written in English by presumably L1 European Portuguese
authors; the other containing OSRAs written in English by presumably L1 European Spanish
authors. After all the OSRAs had been pre-processed, prepared, and converted into .txt, and
parsed, the files were uploaded to WordSmith Tools 7.0 to obtain lists of general statistics.

The resulting corpora and the total number of tokens per corpus are shown in Table 6.

CORPUS TWC TWCaE
PT-EU 194 705 143 786
ES-EU 238 198 162 731
EN-GB 246 166 171170
EN-PTEV 264 439 163 437
EN-ES®Y 299 082 184 279
TOTAL 1242 590 825 403

Table 6 — Final Corpora Compiled (TWC — Total Word Count; TWCaE —
Total Word Count after Edition)

3.1.4. Limitations to the compilation of the corpora

Many studies in discourse analysis of scientific text genres have focused on clinical or
medical discourse (EIMalik and Nesi 2008; Galve 1998; Salager-Meyer 1994, 1990; Williams
1996). For this reason, the initial idea of this work was to build corpora containing life and
health sciences OSRAs that would include texts presenting basic experimental research rather
than clinical results or studies. However, this turned out to be difficult to undertake for the
PT-EU corpus since basic research produced in Portugal in this area is mostly published
directly in English in international peer-reviewed journals. The same problem arose with the
ES-EU corpus. The competitiveness for career advancement and national and international
funding is probably the reason for this situation. Publishing basic experimental research in

Portuguese/Spanish would not provide the same visibility and exposure as in English.
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Since the decision was taken to begin the corpora compilation with the Portuguese
OSRAs (L1), the compilation process was inevitably drawn to a small number of indexed, peer-
reviewed journals. Although the journals referred to publish in Portuguese, the articles have
a more clinical/medical nature, which ultimately influenced the characteristics of the texts
chosen to be part of the PT-EU corpus. As a consequence of the criteria used for corpora
design, the first corpus that was built influenced all the other corpora, which are more of a
clinical nature than the basic research type of article initially proposed for the research

project.

3.1.5. General Description of the Corpora

In total, five corpora were compiled, parsed, and organized in two sets. The collection
is called Comparative Corpora of Research Articles — CoRA and it is available in the open-
access repository Zenodo upon request to the author (Sosa-Napolskij 2021, March 26). Set 1
refers to the L1 corpora. It contains OSRAs written in European Portuguese (PT-EU), European
Spanish (ES-EU), and British English (EN-GB) by L1 authors of those language varieties. Set 2
refers to the non-L1 groups. It contains OSRAs written in English by L1 Portuguese and L1
Spanish authors.

Additionally, the corpus EN-GB by L1 authors, which is part of set 1, is also considered
within set 2 since the EN-GB corpus is both an L1 corpus and a corpus written in English. In
operational terms, it is part of both sets. For this reason, the L1 EN-GB corpus is called a pivot
corpus. The use of the pivot language concept was inspired by that used in Machine
Translation (Kay 1997; Cohn and Lapata 2007; Utiyama and Isahara 2007; Wu and Wang
2009), and the term pivot corpus was incorporated into the proposed design to express the
central role played by the L1 EN-GB corpus used as a standard reference in the comparisons

performed. Figure 2 below illustrates the organization of the corpora.
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SET 1 SET 2

Pivot Corbus

Ve ‘.\

| PT-EU I ES-EU J EN-GB |I | EN-PTEU EN-ESEU

143 786 162731 171170 163 437 184 279
tokens tokens tokens tokens tokens

Total 825 403 tokens

Figure 2 — Diagram of the corpora designed for the study — CoRA

Initially, only open-access OSRAs were chosen to be included in the CoRA. However,
the open-access criterion introduced limitations in relation to the OSRAs available on a given
topic. So, eventually, other types of publications were considered, i.e., freely available articles
(e.g., Editor’s choice) and OSRAs to which access was granted through the University of
Porto’s institutional subscriptions to the corresponding journals. As shown in Figure 3, of the
325 OSRAs included in the corpora, 52.62% (171) are published in open access; 29.54% (96)
are freely available in the corresponding issue of the journal but are not declared as ‘open
access’; 17.23% (56) were obtained via the institutional subscription of the University of

Porto, and less than 1% (2) corresponded to the Editor’s choice.
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Total OSRAs: 325

PT-EU 26 39

ES-EU 36 11 18

EN-GB 51 4 9 1
EN-PTeu 25 34

17
=4
2]
-

EN-ESen 34

TOTAL 169 93 61
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
H Open Access m Accessible but not declared open access
# UPorto subscription m Editor's choice

Figure 3 — Per corpus and total distribution of OSRAs according to access type

The aim of finding OSRAs published in recent years resulted in all of the articles being
published within a global time frame of 13 years, from 2006 to 2018.

However, most of the articles chosen for the corpora (96.62%) were published within a
smaller time frame of five years, as follows: 2013 (15), 2014 (27), 2015 (58), 2016 (101), and
2017 (113). The other seven years refer to the 3.38% of the OSRAs in the corpora, i.e., 2006
(1), 2007 (4), 2009 (1), 2011 (3), 2012 (1), and 2018 (1). Figure 4 below shows the distribution
of the years of publications in the CoRA. For the detailed distribution of the years of

publications by corpus, see Annex .
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2015
59 (18.15%)

2013
11 (3.38%)

2018
5(1.54%)

2017 2016 2014 2007
117 (36%) 96 (29.54%) 27(8.31%) 4 (1.23%)

CORPUS 2017 2016 2015 2014 2013 2018 2007 2011 2012 2010 2009 2006 Total
PT-EU 65
ES-EU 65
EN-GB 65

EN-PTEY 65

EN-ES®V
Total 117

Figure 4 —OSRAs in the CoRA, presented per year with a table of distribution per corpus

The average number of authors (NoAs) in the CoRA is 15 (Figure 5). OSRAs with the
lowest NoAs were written by one author (n=3; 2 in the PT-EU corpus and 1 in the ES-EU
corpus). OSRAs with the highest NoAs were written by more than 30 authors (n=3). That is,
two OSRAs with 31 and 37 authors are part of the EN-ESEY corpus, and one OSRA with 32
authors is in the ES-EU corpus. Despite these extreme numbers, the average and median
values of NoAs within each corpus and between the corpora are fairly similar. However, as
can be verified in Figure 5 below, the NoAs of the OSRAs within the English corpora is higher
than the NoAs of the OSRAs in the Portuguese and the Spanish corpora. The PT-EU corpus has
the smallest average NoAs, while the EN-ESEV corpus has the largest average NoAs in the

CoRA.
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PT-EU ES-EU EN-GB EN-PTeu EN-ESeu CoRA

Figure 5 — Average and median values of NoAs per corpus and in total within CoRA

Overall, the texts used in the corpora were extracted from 135 different peer-review
indexed scientific journals, of which 15 provided texts for the PT-EU corpus, 16 for the ES-EU
corpus, 24 for the EN-GB corpus, 46 for the EN-PTEY corpus, and 34 for the EN-ESEV. Annex Il
and lll present the complete list of the journals from which the corpora texts were extracted
and a word cloud representing the main topics in the CoRA according to the OSRAs keywords.
The lists of the OSRAs included in each corpus within the CoRA are provided in Appendixes 1

to 5.
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3.2. Study Design and Model of Analysis

This study is based on cross-linguistic analyses of class variables found in the CoRA. In
this context, class refers to variables “identified in the language or dialect of groups of writers”
—i.e., the five corpora compiled— and not to features “observed and described in the idiolect
of a single writer” (McMenamin 2002: 130).

The cross-linguistic analyses are performed sequentially. First, quantitative techniques
are applied. Then, the results obtained from quantitative analyses are used to inform
gualitative approaches to examine recurrent patterns (McMenamin 2002) and distributions
that may distinguish the writing style of the OSRAs authors in relation to their respective L1 .

The analyses are based on within-group and between-group text-based corpus
techniques that examine a group of selected relevant linguistic and non-linguistic variables.
Moreover, the quantitative analyses used the comparison-based approach to investigating L1

influence developed by Jarvis (2000, 2010).

3.2.1. Comparison-Based Approach to Investigating L1 Influence

Two of the main approaches used to investigate L1 influence are the detection-based

approach and the comparison-based approach to transfer research (Jarvis 2010).

The first aims at recognizing the language-background (usually L1) of a given language
user based on the linguistic patterns he displays when using another language (usually a non-
L1) (Jarvis 2000: 171). The detection-based approach is a response to finding alternative forms
for investigating L1 influence (Jarvis 2010). This approach is closely related to authorship
attribution as addressed in computational linguistics, drawing on the premise of accuracy to
determine if there is L1 influence in a given text by a given author (Jarvis 2012b: 20). This
approach uses computer software to automatically detect if a certain piece of writing in a
given language reflects its author(s) influences from another language. This detection is done
by providing the software with linguistic information of the languages involved so that the
software can identify patterns and “predict which category [language] a particular text

belongs to” (Jarvis 2010: 184) .
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In turn, the comparison-based approach resorts to comparisons within and between
languages to determine L1 influence (Jarvis 2010, 2000). It has been used in work by SLA
scholars who would explicitly or implicitly compare language learners of English to native
speakers to try to explain non-native errors when producing the language (Jarvis 2010: 172).
From the need to explain language acquisition errors by non-native learners, many theoretical
and methodological approaches were proposed to compare native and non-native language
users to establish if there was L1 influence. Some of those theories are examined in section

2.2.4.2.

By using the comparison-based approach to study L1 influence in the scientific text, |
seek to determine if there are linguistic features that may indicate that a certain text written
in English by non-L1 authors contains elements from the authors’ L1 and, if so, which features
are significant. This approach is chosen because it allows one not only to determine if there
is L1 influence but also to support the explanation of its nature, mechanisms, and context

(Jarvis 2010: 182).

Jarvis (2000) revised the work developed by scholars working in transfer studies from
approximately 1960 until 2000 and subsequent adjustments derived from theoretical and
empirical research (Jarvis 2010; Jarvis and Pavlenko 2008; Jarvis 2012b). The first
methodological framework covering at least the most important approaches to investigating
language transfer using comparisons resulted from this examination. The name of the
framework is Unified Framework for Investigating L1 Influence, and it is a model specially
designed for examining language transfer, specifically L1 influence (Jarvis 2000, 2010; Jarvis

and Pavlenko 2008).

Jarvis’s (2000) initial investigation showed inconsistencies among results presented by
researchers in relation to three elements. The first element referred to the concept of L1
influence, its definition, and extension. Some studies reported very low percentages of errors
produced due to L1 influence, whereas others considered L1 influence the main source of “L1-
induced errors”. This difference showed that the definition of L1 influence differed from study
to study (Jarvis 2000: 246). The second element considered how proficiency in a non-L1
affects L1 influence. In this regard, some studies found a direct correlation between L1
influence and proficiency in a non-L1. Other studies demonstrated the exact opposite, i.e.,

that the relation was inversely proportional, and the more proficient a learner was, the less
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L1 influence was observed. Lastly, some studies found no relation between proficiency levels
in a non-L1 and L1 influence (Jarvis 2000: 247). Finally, the third element referred to how
differences and similarities between an L1 and a non-L1 of an individual affected L1 influence.
The assumption in this regards had fluctuated from a position where it was believed that the
more different an L1 and a non-L1 of an individual were, the more likely it was that L1
influence would occur; to a position where L1 influence was associated with similarities
between an L1 and a non-L1; to an assumption that both differences and similarities between

an L1 and a non-L1 of an individual explained L1 influence (Jarvis 2000: 248).

This presentation of “conflicting claims about the nature of L1 influence and its
interaction with other factors” (Jarvis 2000: 248-49) was associated by this author with
theoretical and methodological issues, which led to a proposal aimed at consolidating the

approaches used in transfer studies based on the following three components:

e A definition of L1 influence that could accommodate the different transfer theories,
i.e., a definition as impartial as possible (p. 249);

e A description of the “types of evidence” to take into account when studying L1
influence (p. 249);

e An account of the variables to be controlled to carry out a “rigorous investigation of

transfer (p. 249).

With regards to the first component, Jarvis (2000: 252) offers a definition that is based
on Odlin (1989) and Selinker (1972), and describes L1 influence as:

“any instance of learner data where a statistically significant
correlation (or probability-based relation) is shown to exist
between some feature of learners’ IL performance and their
L1 background.” (emphasis added)

As pointed out by the author, this definition is clear in informing the conditions under
which L1 influence can be said to exist. That is, an evidence showing that there is L1
influence in a given case of non-L1 performance can only be accepted if there is a relation
between the L1 background and the non-L1 performance that is statistically significant or

linguistically relevant, or both.
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This study assumes such a definition, but three aspects are adapted to the
characteristics of the data obtained from the CoRA and the research questions. The first
aspect refers to extending evidence of L1 influence from only ‘statistically significant’ data
to also qualitative relevant results. Any variable found to be statistically significant will also
be examined the linguistic patterns that can be associated with this significance. Therefore,
this study seeks to combine both in order to report more comprehensive results and

conclusions.

The second aspect refers to the individuals writing in a non-native language, i.e.,
English, whom we call non-L1 users or non-L1 authors, instead of learners because the
authors of the CoRA are assumed to be advanced users of scientific English and not English

learners in the strict sense of the word.

Lastly, the third aspect refers to using the term interlanguage (IL) to refer to the
totality of the non-L1 linguistic output of non-L1 users. Because the authors in the CoRA are
assumed to be advanced users, not all the output they produce in the non-L1 (English) is
interlanguage. Some will reflect native-like competence. Therefore, interlanguage is not
used to indicate non-L1 performance. Only the variables that can be statistically and
linguistically shown to function as markers of the relation between the CoRA authors’ L1
background and their non-L1 performance will be called interlanguage (IL). This position
concerning the definition of L1 influence is in agreement with that proposed later by Jarvis
(2010: 170), which is “the relationship between source-language [i.e., L1] group

membership and target-language behavior [i.e., non-L1]".

Concerning the second component, i.e., the pieces of evidence or premises that must
be considered when studying L1 influence, Jarvis (2000: 253-59; 2010: 170;84) proposes
four. Table 7 below shows what these pieces of evidence are after adaptation to the present

study.
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Premise Type Type of Evidence Type of Comparison

[) Intra-L1-group homogeneity in English [)  Within-group
performance by non-L1 authors;
group-based o .
II) Inter-L1-group heterogeneity in English II) Between-group

performance by non-L1 authors;

llI) Cross-language congruity between non-L1 Ill) Between-language
authors’ L1 and their performance in English;
source-
language-based | IV) Intralingual contrast between English IV) Within language

produced by L1 and non-L1 users.

Table 7 — Types of evidence to demonstrate L1 influence (Jarvis 2000, 2010).

As mentioned in the L1 influence concept described above, all four types of evidence
must be examined from a quantitative or a qualitative perspective. In this study, the first is
used to describe the data and reduce the variables to those that entail significant differences
between the groups. The qualitative examination seeks to explain such differences, evaluate
them and understand the implications of the findings.

The quantitative examination considers the frequencies of the variables in analysis to
compare the groups, and the qualitative examination looks at linguistic patterns (especially
syntactic) associated with whatever variable is informed by the quantitative examination and
contrasts the groups.

Quantitatively speaking, the first type of evidence (intra-L1-group homogeneity)
refers to finding uniformity in the frequency a given variable is used by a group of authors
who are all L1 users of the same language when writing in a non-L1 like English. From the
gualitative point of view, intra-L1-group homogeneity refers to the consistency the users of
an L1 (Portuguese, Spanish, English) exhibit in using linguistic patterns related to a given
variable when writing in a non-L1 like English.

Quantitatively, the inter-L1-group heterogeneity refers to detecting statistically
significant differences in the frequency of use of a given variable between EN non-L1 authors
who are L1 users of different languages. Qualitatively, it refers to finding differences in how
English is written by the non-L1 authors (Portuguese and Spanish).

The third type of evidence refers to not finding statistically significant differences in

the frequency of use of a given variable between non-L1 authors when writing in English and
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when writing in their L1. Qualitatively, the same evidence seeks to identify consistency in how
the study variables are used by non-L1 authors when writing in English and when writing in
their L1.

Finally, the fourth type of evidence refers to finding statistically significant differences
between the frequencies of the variables in texts produced by L1 and non-L1 authors when
writing in English. Qualitatively, this evidence seeks to find a contrast between the linguistic
patterns produced by these authors.

Taking as a reference the CoRA, this means that L1 Portuguese authors would be
expected to have the same behavior in relation to a given variable when writing in English.
Likewise, L1 Spanish authors would be expected to behave similarly in relation to a given
variable writing in English. However, L1 Portuguese and L1 Spanish authors would be
expected to differ from each other in the way they behave in relation to a given variable when
writing in English. Moreover, L1 Portuguese/Spanish authors’ behavior when writing in
English would be consistent with what they would do in their respective L1s in relation to the
same variable. Concurrently, these authors’ behavior when writing in English should differ
from what L1 English authors would be.

Reportedly, in an ideal situation, all four pieces of evidence must be found at
statistically significant levels in order to claim L1 influence. Jarvis (2000: 255; 59) admits that,
if after studying all four, two effects are found, L1 influence can be argued. However, he
(2010: 181) highlights that the four types of evidence can be combined in as many as six pairs

(i.e., 1-2; 1-3; 1-4; 2-3; 2-4; 3-4) and while not all combinations have to be examined:

“one should be skeptical of any argument for the presence or
absence of cross-linguistic influence that does not use these types
of evidence in combination with one another in a way that, at the
minimum, establishes (either quantitatively or qualitatively, or
both) whether the target-language behavior in question is a
group-based phenomenon and whether it is also a source-
language-based phenomenon” (emphasis added). (Jarvis 2010:
181)

Thus, in the light of this reasoning, the minimum number of comparisons required to

establish group-based and source-language-based L1 influence can be said to be three. If only
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comparisons 1-2 are carried out, then only group-based results will be obtained. If only the
comparisons 3-4 are carried out, then only source-language-based results will be obtained. In
both cases, only one type of influence can be claimed, either group-based or source-language-
based.

If only the comparisons 1-3 and 2-3 are performed, then the results obtained will only
account for similarities and/or differences within and between the L1 of non-L1-authors and
their performance in English. These combinations would leave the comparison with native
speakers of English out of the equation. In this case, it will not be possible to verify if a given
feature observed in non-L1 English authors when writing in English and when writing in their
L1 is also common in texts produced by L1 English authors. This will make it difficult to affirm
that a certain variation in the English produced by non-L1s is infrequent in L1 English authors
and so that this variation is due to L1 influence.

Likewise, if only the combinations 1-4 and 2-4 are carried out, the results obtained will
only account for similarities and/or differences within and between the English produced by
L1 and non-L1 authors of more than one L1 group. These combinations would leave the
comparisons with the L1 of the non-L1 English authors outside of the equation, and in such
cases, it would not be possible to verify if the features found in the English produced by non-
L1 authors are similar to what these authors would do in their L1, and so claim L1 influence
(Jarvis 2010: 182).

In summary, besides any of the combinations mentioned above, at least one more
type of comparison is needed to discern L1 influence. In this thesis, all four types of
comparisons are examined to obtain the strongest evidence possible to support L1 influence
in OSRAs. If at least one group-based (1 or 2) and one source-language-based (3 or 4) L1
effects are found, L1 influence can be inferred.

Finally, Jarvis (2000: 260-61) refers to the factors that must be controlled for research
on L1 influence to be as unbiased as possible, assuring impartiality to the greatest extent
possible. He suggests nine conditions that should be controlled in the context of any L1

influence investigation:

1. age,
2. personality, motivation, and language aptitude,

3. social, educational, and cultural background,
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language background (all previous L1s and L2s),

type and amount of target language exposure,

target language proficiency,

language distance between the L1 and target language,

task type and area of language use, and

w 0 N o u &

prototypicality and markedness of the linguistic feature.

Again, the author recommends that all conditions are verified to guarantee neutrality
and accuracy in the study of L1 influence. However, he acknowledges the difficulties in
compiling linguistic data that is consistent in terms of, for example, the “personality,
motivation, and language aptitude” (p.260-61) of the users. Information concerning
personality would demand the participation of psychologists, and information concerning
motivation and language aptitude requires the preparation and implementation of surveys.

In this thesis, the conditions 1, 2, and 5 were not verified beyond what can be inferred
based on the concept of genre, community discourse and register. Instead of chronological
age, the notion of scientific maturity can be considered, admitting that authoring a
publication requires the ability to draft and a certain resilience to go through the editorial
process. In this respect, it can be said that all authors in the CoRA have some basic scientific
maturity because they have all published at least one article, i.e., the one compiled in the
CoRA. Moreover, while every OSRA author has his/her own set of personal and professional
motivations to learn a language and a certain language aptitude, all OSRA authors share
certain characteristics. Both L1 and non-L1 English authors will have learned scientific English
in specific situations and under specific conditions associated with the scientific register.
However, L1 and non-L1 English authors will differ concerning the knowledge of general
English they had when they started learning, how this register was taught to them, how much
was taught, and the type of teaching they received. Similarly, the type and amount of target
language exposure will be different for L1 and non-L1 English scientists, but a certain
homogeneity can still be expected in each group.

This study complies with conditions 3, 4, 6, 7, 8, and 9. Overall, the balance of the
linguistic data analyzed is guaranteed by means of the criteria applied to compile the CoRA.

Social, educational, and cultural background (condition 3) is verified through the

concept of community discourse. That is, it can be argued that all authors are scientific
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researchers seeking to communicate their claims and findings using the genre OSRA and
“specific lexis” they all share and know (Swales 1990: 24-26).

The language background (condition 4) is verified to the extent that is pertinent for
this study, i.e., one L1 and one non-L1 that is English. The condition was also verified by
following the criteria established in subsection 3.1.2.5 to decide on the L1/non-L1 of the
OSRAs authors.

The proficiency in English (condition 6) is assumed to be that of a native (L1) for three
of the groups and advanced non-native (non-L1) for two of the groups in the CoRA. The
advanced level of proficiency of the non-L1 authors is assumed based on the linguistic
outcome contained in the OSRAs, which has been proofread during the editorial correction
process before being published.

The distance between the CoRA languages (condition 7) is assured by the
homogeneity within each corpus. Three of the corpora contain OSRAs written in one specific
L1 variety, i.e., European Portuguese, European Spanish, and British English; and the other
two corpora contain English as produced by L1 speakers of the varieties European Portuguese
and European Spanish. The distance among the L1 varieties and the non-L1 varieties should
be similar among all OSRAs in the corpora.

The task type and area of language use (condition 8) is guaranteed in choosing one
specific genre, i.e., the OSRA, from the same scientific field, i.e., health sciences. The
prototypicality and markedness of the linguistic features (condition 9) are also controlled
because all the texts in the CoRA belong in scientific writing. Thus, the linguistic features in all
OSRAs should be consistent with what is likely to be found in that register. Likewise, the
markedness of any linguistic element should be considered in the light of the prototypical

characteristic of the register and the language variety in which the OSRA is written.

3.2.2. Studied Variables

The selection of the variables to be considered for comparison followed linguistic and
computational approaches to authorship profiling, specifically to NLID. From the
computational perspective, the variables are divided into two main groups. These are (a)
content-independent; and (b) content-dependent variables (Weren et al. 2014: 267). Other

terms used to nominate these groups are, correspondingly, style-based/content-based (e.g.

139



Argamon et al. (2009)); and non-linguistic/linguistic features (e.g. Kurdi (2019)); content-
agnostic features and, by opposition, features that consider content (Sousa-Silva et al. 2010).

In the computational tradition, content-independent refers to features that do not
convey linguistic meaning but rather express relations among words or other information
about the text (Weren et al. 2014). Some examples of this type of variable are the mean
frequency of function words, the mean number of words in a sentence, or the mean number
of sentences in a paragraph.

In contrast, content-dependent refers to features that convey meaning, which may or
may not vary according to the text domain (Kurdi 2019). In the context of this research,
domain refers to the register of the text (scientific exposition) as proposed by Biber (1989)
and to genre (research article) as described by (Swales 1990). It does not refer to the field of
knowledge to which the CoRA texts belong.

The variables chosen were those considered to be relevant for the study. As a type of
authorship profiling, NLID examines variables that are shared by groups of language users.
While other forms of authorship profiling investigate the variation of language according to
gender or age, NLID investigates the characteristics shared by groups of language users
according to their L1. In this context, the relevance of a variable is defined first and foremost
in terms of its representation of the class based on McMenamin’s (2002: 130) definition of
class style-marker.

Therefore, the class variable is any variable that is present and can be measured in no
less than 95% of all the OSRAs in each corpus. The 95% threshold is used to guarantee that
the observations reflect the tendency of the group, while leaving the possibility of some
OSRAs not containing certain variables.

For example, within the variable ‘punctuation marks’ (See Table 9 for all variables),
the sub-variables ‘comma’, ‘semicolon’, and ‘colon’ were selected for comparison. However,
after obtaining their frequencies of distribution, it was observed that the semicolon and the
colon were present in less than 95% of the OSRAs in each corpus. Table 8 shows the

percentages at which these variables were found in the five corpora.
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Variables PT-EU ES-EU EN-GB EN-PTEY | EN-ESEY

Semicolon 76.92% | 93.84% | 93.84% | 84.61% | 93.84%

Colon 16.92% | 24.61% | 89.23% | 89.23% 81.53%

Table 8 — Percentages of OSRAs containing the variables semicolon and colon

Similarly, within the variable ‘number of words according to length’, the results of the
WordSmith tool included words from one letter-length up to 50 letter-length. After closer
observation, it was verified that only words up to 15 letters were present in at least 95% of
all the OSRAs in each corpus. Therefore, words with 16 letters or more were not examined.

The variables to be tested and analyzed within the content-independent group refer
to those that have been shown to be most useful for authorship profiling — as the parent field
of NLID; or that have been described as relevant for academic and scientific discourse
(Argamon et al. 2009; Biber and Conrad 2009). For example, interjections are not considered
since these are not expected to be found in research articles, although they are known to be
found and play an important role for example in twitter texts (Silva et al. 2011).

The variables selected within the content-dependent group are informed by the
guantitative results obtained from the analysis of the content-independent variables. For
example, if the comparisons concerning variable 1 (V1), i.e., the average frequency of the
punctuation mark comma show significant differences between any of the non-L1 groups and
the L1 group, linguistic analysis is carried out to explain such differences. In this case, the
explanation seeks to understand the link, if any, between the results obtained and the use of
the punctuation mark in the academic and the general discourse of the authors’ L1.

In the case of variables like V2: Average word length and V7: N2 of words according to
length (See V7, V8, V9 in Table 9), the finding of significant differences may lead to the analysis
of word-formation processes that contribute to extending the length of words. Some
processes like nominalizations are more relevant than others to academic and scientific
writing because they have been described as being “extremely common” (Biber and Conrad
2009: 116), and so, in this case, specific nominalizations would be content-dependent

variables to be examined. Table 9 below presents the variables studied.
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Variable Categories Variables
Type

Punctuation Marks Distribution | V1: number of commas;

Sentence Length V2: average sentence length in words;
Paragraphs Distribution V3: number of paragraphs;

Lexical density V4: standardized type/token ratio
Words Length Distribution V5 number of 1 to 5-letter words;

V6: number of 6 to 10-letter words;
V7: number of 11 to 15-letter words

Function Words distribution V8: number of definite articles;

V9: number of indefinite articles;

V10: number of coordinating conjunctions;
V11: number of subordinating conjunctions;
V12: number of prepositions;

V13: number of demonstrative pronouns;
V14: number of relative pronouns;

V15: number of personal pronouns.

Content-independent

Part-of-speech distribution V16: number of adjectives;
V17: number of adverbs;
V18: number of nouns;
V19: number of verbs.

ie.
o ‘q::'; Informed by the results Analysis of demonstrative pronouns
§ T obtained from the quantitative | Analysis of adjectives
S & analysis of content- Analysis of adverbs
©3 independent variables

Table 9 — The variables studied

In relation to V4 — STTR, it is worth noting that the type/token ratio (TTR) is the
qguotient of the number of running words by the number of different words in a given text. A
standardized TTR calculates this ratio every n words in a given document (Scott 2018a: 355).
WordSmith uses 1000 words as a default setting to calculate the STTR (p. 355). Even though
WordSmith allows for the user to change the number of words to be considered in the
standardization of the TTR (p. 355), no particular advantages were recognized in changing the
default settings for this study. Therefore, the STTR was calculated using the default settings,

i.e., every 1000 words.

The analyses seek to examine first if there are significant differences among the groups
in relation to frequencies of occurrences of the variables. The variables whose distribution

are shown to be statistically significantly different between the groups are analyzed
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linguistically. Also, POS are analyzed linguistically regardless of statistical results for
frequencies. The linguistic analyses seek to examine differences/similarities of recurrent
patterns between the CoRA groups. Differences/similarities are analyzed in terms of:

a) deviation from the norm; and

b) variation within the norm authors are influenced by (McMenamin 2002).

The norm comprises general language and, in a more restricted sense, standard L1
academic language, whether English, Portuguese or Spanish. Deviation refers to language
mistakes or errors (e.g., *focus in’ instead of ‘focus on’), and variation refers to linguistic
choices that are correct in both general language and the academic norms, or accepted mainly
within the academic norm, even when not so frequent or accepted in the general language
(McMenamin 2002: 135). However, language mistakes or errors are not expected since all the
OSRAs in the CoRA have been peer-reviewed and proof-read. Therefore, the linguistic
examination is expected to be described in terms of variation.

All variables are analyzed as ratios of the absolute value and the total number of
tokens of the OSRA to which it relates in the corresponding corpus. Using ratios ensures the
proportionality of the data since all proposed variables may increase their frequency as the

number of words in an OSRA increases. The exceptions to the ratio rule are the following:

e The measurement of the average sentence length in words (ASLiW) because it
is expressed as a mean value, and it does not depend directly on the total
extension of the OSRA to which it relates;

e The measurement of the standardized type/token ratio (STTR) because it is
obtained from WordSmith;

e The number of paragraphs is expressed in absolute values since this variable

does not depend directly on the total number of words in an OSRA.

The frequencies of 18 variables were obtained from the parsed .txt files of the OSRAs
in each corpus using WordSmith. 13 variables (V1; and V8 to V19) were extracted using
gueries written with the specific syntaxes of those variables in the parsed files. The syntaxes
of the queries used to extract the frequencies of those 13 variables per corpus are presented

below in Table 10.
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Variable PT-EU ES-EU EN-GB | EN-PT®Y EN-ES®V

V1: number of commas /,SOURCE:/ /./ /L1 PU @PU/

V8: number of definite J<artd>/
articles /ART/
V9: number of indefinite DET
articles

V10: number of JKC/ and /<kc>/ KC
coordinating conjunctions

V11: number of /KS/ and /<ks>/ KS
subordinating conjunctions

V12: number of /PRP/ and /<prp>/ /PRP @/ and /<prp-/
prepositions

V13: number of /<dem>/
demonstrative pronouns

V14: number of relative /<rel>/
pronouns

V15: number of personal /<PERS>/
pronouns

V16: number of adjectives /ADJ/

V17: number of adverbs JADV/

V18: number of nouns [NFP];[NFS];[NMP]; [N
M S]; [N M S/P]; [N M/F P] [N P] and [N S]
and [N M/F S]

V19: number of verbs [V]

Table 10 — Query syntaxes for extracting variables of analysis

Variables 2, 4, 5, 6, and 7 were obtained differently. Variables 2 and 4 (average
sentence length in words per OSRA (ASLiW) and the type/token ratio) within each corpus
were obtained automatically from WordSmith Tools upon requesting the corpora texts
statistics. Variables 5, 6, 7, i.e., the number of 1-to-5, 6-to-10, and 11-to-15-letter words,
were calculated in MS Excel by adding up the numbers of the word list columns corresponding
to the number of letters (from 1-to-n-letters) per OSRA within each corpus obtained

automatically using WordSmith Tools.

Only variable 3, i.e., total paragraph count, was counted manually because, despite

WordSmith Tools calculating the number of paragraphs automatically, the .txt files used in
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parsing were not prepared to respect the paragraph division within each OSRA since initially

that variable was not going to be analyzed.

3.2.3. Operationalization of the Research Questions

1. Are there variables associated with L1 influence in OSRAs written in English by PT-EU
and ES-EU L1 authors in the field of health sciences? If so,

1.1 what are those variables?

As mentioned in the introduction, this is the core question of the present empirical
research, which uses descriptive and inferential statistics in relation to the variables in Table
9 to describe all the corpora in the CoRA and compare the groups to understand their
differences. The examination is both quantitative and qualitative since linguistic analysis is

also implemented.

| implemented Jarvis’ (2000, 2010) framework for Investigating L1 Influence, and
compared the groups with each other. The comparisons are designed to account for L1 vs.
non-L1 differences in scientific writing in English and are operationalized through statistical

tests, and then through the linguistic analysis of the variables.

The combination of approaches (quantitative and qualitative) attempts to
discriminate style-markers of the linguistic choices and preferences of non-L1 English authors
who are L1 speakers of PT-EU/ES-EU. The comparisons address the linguistic patterns

(variables) as observed in scientific writing.

According to the proposed methodological framework of analysis, the corpora that
need to be considered in the assessment of L1 influence in OSRAs written in English by L1 PTEV
authors are the PT-EU, EN-GB, EN-PTEY, and EN-ES®Y. Likewise, the corpora that need to be
considered in the assessment of L1 influence in OSRAs written in English by L1 ESEY authors
are the ES-EU, EN-GB, EN-PT®Y, and EN-ESEY. For all variables, | posed the following questions
for both EN-PTEY and EN-ESEY OSRAs (Table 11).
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Effect of L1 Influence L1 influence L1 influence
EN-PTE questions EN-ESEY questions
I) Intragroup homogeneity Are the EN-PTEY / EN-ES®Y OSRAs uniformly distributed?

Are the EN-PTEY and EN-ESEY OSRAs statistically significantly

II) Intergroup heterogeneity different?
) Cross-language congruit Are the EN-PT® and PT-EU OSRAs Are the EN-ES®Y and ES-EU
guag gruity statistically similar? OSRAs statistically similar?
Are the EN-PT®Y and EN-GB Are the EN-ESEY and EN-GB
IV) Intralingual contrast OSRAs statistically significantly OSRAs statistically
different? significantly different?

Table 11 — L1 Influence questions to test in the compiled corpora according to the framework for Investigating
L1 Influence (Jarvis 2010, 2000).

As described above, at least two out of four effects have to be found to claim L1

influence in any of the groups.

Questionsin relation to L1 effects Il to IV are answered using the independent-samples
t-test, which assesses the difference between the means of two independent groups in
relation to a given dependent variable that has been measured on a continuous scale.
Independence refers to the fact that the two groups are not related and have been measured
only once in terms of the dependent variable being analyzed, and ‘continuous scale’ refers to

the variables being presented as intervals or ratios (Eddington 2016: 53-64).

As a parametric statistical test, the independent samples t-test requires that the
samples meet another three assumptions besides the samples’ independence and continuous
scale of measurement. If these assumptions are not met, the results of the test cannot be
considered valid. These assumptions also refer to the variables in the analysis. These are 1)
absence of outliers, 2) normality of the distribution of the variable, and 3) homogeneity of

variance of the samples.

Therefore, before statistical analysis, all variables are examined to detect outliers, test

normality, and verify the homogeneity of variance.

The homogeneity of the samples’ variances is determined by Levene’s test, which

“asks whether the variances between [two samples of a given variable] are significantly
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different from each other” and is a test performed as part of the independent t-test
(Eddington 2016: 56). Question | was examined by contrasting the results of Levene’s test of
homogeneity of variances with the results of the independent samples t-tests performed to

prove inter-L1 heterogeneity (groups EN-PTEY vs. EN-ESEY).

As stated in previous studies (Paquot 2013; Jarvis 2000), from the quantitative
perspective, a practical form of proving intra-L1 homogeneity is by verifying if the variance
within each group in relation to a given variable is smaller than the difference between the
groups. That is, if Levene’s test shows that the variances of two samples of a given variable
are not significantly different, i.e., they are fairly similar, and the independent samples t-test
shows that the mean values of the variable frequencies of the same samples are significantly

different, then the samples are uniform but from different populations.

Outliers are identified with SPSS using descriptive statistics and double-checked using
the labeling rule proposed by Hoaglin and Iglewicz (1987), according to which the upper
boundary is calculated with the formula Q3+(2.2*(Q3-Q1)), and the lower boundary is
calculated with the formula Q1-(2.2*(Q3-Q1)). The letter Q stands for quartile which is any of
“the scores which cut off the bottom 25%, 50% and 75% of scores in a sequence of scores
ordered from the smallest to the largest [...], known as the first, second and third quartiles.”
(Cramer and Howitt 2004: 133).

Based on the Central Limit Theorem, all variables’ samples were assumed to be
approximately normally distributed. The Central Limit Theorem states that “the sampling
distribution of the mean for any population, given an adequate sample size, will approximate
a standard normal distribution” (Aberson et al. 2000: 289). In statistics, for a sample to be
considered as having an adequate size it must be of at least 30 observations (Anderson 2010).
Since all samples in this study contain 65 observations, and the chosen statistical test works
with mean values, the sample sizes are considered to be large enough to assume their
approximate normal distribution.

In total, 95 independent samples t-tests were performed to answer questions Il to IV
for each variable per group (EN-PTE and EN-ES®Y). Nineteen of Levene’s tests performed as
part of the independent samples t-tests were used to answer question I. The level of

significance used in this research is p < .05 for questions Il and IV. For questions | and Ill, since
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uniformity and congruity are expected, respectively, a result of p > .05 is associated with an
existing L1 effect.
Finally, for statistical results that indicated the possibility of the existence of an L1

influence effect, Cohen’s d was calculated with the following formula (Eddington 2016: 54):
Cohen's d = @
Jdr

Cohen’s d tells us about the magnitude or size of the effect of the independent
variable (i.e., the language variety) on the dependent variable (i.e., those in Table 9), which
can be small (from - 0.2 to 0.2), medium (from - 0.5 to 0.5) or large (from - 0.8 to 0.8)
(Eddington 2016: 54).

The second part of the analyses consists of an examination of POS variables based on
a method that follows five main steps. Variables 8 to 19 are further analyzed in terms of the
specific POS that may function as NLID markers using this method.

In step (1) an ad hoc threshold is used to cut across the corpora to obtain group
characterizing variables. This analysis entails the extraction of the most frequent POS in each
corpus present in at least 50% of the OSRAs of each corpus. Because NLID works with variables
that characterize the group in relation to the L1, a criterion of group distribution must be
applied to guarantee that whatever POS is associated with NLID is as representative as
possible of the group. At the stage of selection of the variables, a 95% threshold was used to
guarantee that the observations reflected the tendency of the group while leaving the
possibility of some OSRAs not containing certain variables. However, at this stage, the same
criterion turned out to be too restrictive as only a few POS could be obtained per corpus using
a 95% threshold. Moreover, an important part (about 50% to 75%) of those 95% are present
in all corpora at very similar frequencies, leaving little material for NLID analysis. Therefore,
after several trials using different cutoff points, | verified that to obtain a number of POS large
enough to allow for linguistic analysis and still ensure class representation, the threshold had
to be lowered to 50%. The threshold responds to particular research conditions. The
threshold used to extract NLID characterizing variables may vary according to the size of the
corpora, the genre, the register and any other element that may interfere with the text.
Hence, the ad hoc in the naming of this step.

In step (2) an analysis of the most frequent words obtained in step 1 in each corpus

are examined by looking at:
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e Words ranked higher in the EN-GB corpus than in the non-L1 English corpora
(EN-PTEY/EN-ESEY); and whose equivalent(s) in the L1 Portuguese/Spanish
corpora (PT-EU/ES-EU) ranked lower than in the L1 English corpus (EN-GB)
corpus;

e Words ranked much higher in one or both non-L1 English corpora (EN-PTY/EN-
ESEY) than in the L1 English corpus (EN-GB); and whose equivalent(s) in the
corresponding L1 corpora (PT-EU/ES-EU) also ranked higher than the EN-GB

corpus.

In step (3), the potential of these words to function as NLID markers is also first
assessed quantitatively following the Unified Framework for Investigating L1 Influence
described in chapter 3 (Jarvis 2010; Jarvis and Pavlenko 2008; Jarvis 2000). The intragroup
homogeneity is also assessed by Levene’s, and the intergroup heterogeneity, the cross-
language congruity, and the intralingual contrast were evaluated by the Mann-Whitney test,
the alternative to the independent samples t-test that is used when the samples lack normal
distribution, have many outliers, or the variable is measured on an ordinal scale (Eddington
2016: 58). In this case, although the variables are all measured on a continuous scale, the POS
samples deemed to have NLID marker potential were not normally distributed and, in many
cases, had some outliers.

In steps (4) and (5) the words considered to have the potential to function as NLID
markers, based on quantitative analysis, are analyzed linguistically, specifically when taking
their syntactic tagging from VISL into consideration.

Figure 6, in the end of this section, shows a diagram representing the

operationalization of the research question 1 and its derivative 1.1.

2. lIsit possible to explain the absence/presence of L1 influence variables in OSRAs written

in English by L1 authors of PT-EU and ES-EU L1?

The second research question is addressed by examining and discussing the results
obtained from the comparisons carried out to answer question 1 and derivative 1.1. The

objective is to interpret the results either in the light of linguistic theories from the fields of
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linguistics, language transfer, and sociolinguistics reviewed in the theoretical part of this

research or by contrast with previous studies reporting comparable or opposite results.

3. Are there implications associated with the absence/presence of L1 influence variables

in OSRAs written in English by L1 authors of PT-EU and ES-EU L1?

This question is addressed in the final discussion of the study. It is assumed that any
results obtained will have some implication. Therefore, the very completion of the study
contributes to the characterization of written scientific English, specifically of that realized by
L1 PT-EU and ES-EU researchers in the health sciences. | aim at reflecting on other possible
meanings of the findings in other areas. The first area refers to the teaching of scientific
English to health sciences students. The second is related to direct professional significance
for proofreaders and editors of OSRAs in the health sciences in Portugal. Similarly, | reflect on
implications for translators working with Portuguese/Spanish and English in the health

sciences.
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Proposal of potential NLID markers in OSRAs written in English by L1 PT-EU/ES-EU authors

Figure 6 — Research question 1 operationalization diagram.
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3.3. Chapter Summary

Chapter 3 presented the details of the methodology followed in this research. In the
first part, | described the corpora design. | explained that even though there are corpora of
scientific discourse produced by L1 English, Portuguese, and Spanish authors in their
respective L1 and by L1 Portuguese and Spanish authors writing in English, these are not
suitable for this study. Most of the existing corpora of academic text were not adequate due
to matters of text typology, genre, the disciplinary areas addressed, and the costs associated
with access. Some corpora contain research articles in health-related fields but restricted to
parts of the articles such as the abstract. Other corpora contain academic text but include
many different genres (e.g., lectures, journals, essays) and sometimes L1 authors at different
levels of writing proficiency. For these reasons, this research was carried out using its own
corpora. The rationale for using one’s own corpora is the need for corpora of a specific genre
and the comparability of the texts since, to the best of my knowledge, there are no ready-to-
use, accessible and annotated corpora of the genre OSRA in the target language varieties
(European Portuguese, European Spanish, British English, non-L1 English produced by L1
European Portuguese and non-L1 English produced by L1 European Spanish).

The chapter continues with the description of the corpora type and design, the
selection criteria, the pre-processing, preparing, and parsing of the texts, and the limitations
to the corpora compilation. At the end of that section, a general description of the corpora is
presented and the name of the collection (Comparative Corpora of Research Articles - CoRA)
is provided. CoRA is a synchronic, personally compiled, and parsed collection of 325 OSRAs
and eight hundred twenty-five thousand four hundred and three tokens from the health
sciences published in peer-reviewed indexed journals from 2006 to 2018. CoRA contains 5
corpora: three of OSRAs written in European Portuguese, European Spanish, and British
English by L1 authors of those language varieties; and two of OSRAs written in English by non-
L1 authors whose native language is either European Portuguese or European Spanish. Most
of the OSRAs in the CoRA are published in open access and the parts of the OSRAs included
in the collection were the introduction, results, discussion, and conclusions.

The second part of the chapter outlines the study design and model of analysis. First,
there is a description of the approach adopted to investigating the influence of the L1 on

scientific writing in English. An explanation is provided of the comparison-based approach
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called Unified Framework for investigating L1 influence (Jarvis 2000, 2010) by demonstrating
the four types of evidence —Intra-L1-group homogeneity, Inter-L1-group heterogeneity,
Cross-language congruity, and Intralingual contrast —that can prove L1 influence by following
group-based and source-language-based premises and by carrying out within and between

group, and between and within language comparisons.

This is followed by a description of the variables considered for comparison. The
variables to be tested and analyzed refer to those that have been shown to be most useful
for authorship profiling, the parent field of NLID, or that have been described as relevant for
academic and scientific discourse (Argamon et al. 2009; Biber and Conrad 2009). Since the
detection of L1 influence implies examining variables that are shared by groups of language
users, the variables analyzed in this study are first those that are found and can be measured
in no less than 95% of all the OSRAs in each corpus, and then those informed by the results
obtained in the first analyses. Overall, 19 variables from 7 categories were chosen for
analysis. The analyses are thought to examine first the differences among the groups in
relation to frequencies of occurrences of the variables, and then those variables with
significantly different distributions between the groups are analyzed linguistically. Also, the

POS are analyzed linguistically regardless of the statistical results obtained.

Finally, the operationalization of the research questions was explained. To answer the
first questions | formed the hypotheses that result from the implementation of Jarvis’ (2000,
2010) framework for Investigating L1 Influence, explained how the groups are compared, and
decided on the number of effects needed to claim L1 influence in any of the groups (at least
two out of four effects). There is a description of how the L1 effect of type | is found by
Levene’s test, and how effects Il to IV are found using the parametric test independent-
samples t-test. Also, there is an explanation of all the assumptions that must be met to carry
out independent-samples t-tests and the Cohen’s d in order to learn the magnitude or size of
the effect. This is followed by a description of the method followed to examined variables 8
to 19 in terms of the specific POS that may function as NLID markers. The second research
guestion is expected to be answered by interpreting the results of the analyses developed to
answer question 1 and derivative 1.1 according to linguistic theories from the fields of

linguistics, language transfer, and sociolinguistics. The third research question is addressed in
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the final discussion of the study, on the understanding that any results obtained will have

some implications.
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4. Investigating L1 Influence in OSRAs

This chapter presents the findings obtained from the examination of the CoRA and
examines nineteen variables. The chapter is divided into six sections. The first section
presents the statistical and general linguistic characterization of the CoRA. Sections 4.2 to 4.5
present the findings of the comparisons performed to assess L1 influence in the two groups
of OSRAs described in chapter 3, i.e., OSRAs written in English by L1 PT®Y authors (EN-PTEY);
and OSRAs written in English by L1 ESEV authors (EN-ESEY). The findings are presented per
variable according to the four types of evidence proposed by the methodological framework
described in chapter 3. The variables are grouped in each section according to the results
obtained. The statistical results are shown for all variables. The findings obtained from the
linguistic analysis are presented for parts-of-speech. The last section discusses the

implications of the findings.

4.1. Corpora Characterization

As shown in Table 12 below, the five corpora are similar in relation to the total number
of tokens, types, standardized type/token ratio, length of sentences in words, and length of

words in characters.

Average of Averageof Averageof Averageof Average of
Corous tokens types standardized sentence word
P (running (distinct type/token length (in length (in
words) words) ratio (STTR) words) characters)
PT-EU 2192,55 687,71 32,67 76,91 5,38
ES-EU 2484,66 711,89 30,02 79,14 5,19
EN-GB 2742,17 739,54 27,74 101,31 5,23
EN-PTEV 2513,75 677,45 28,21 95,11 5,29
EN-ESEY 2834,28 714,91 26,17 102,63 5,28

Table 12 — Mean values of tokens, types, STTR, sentence, and word length per corpus in the CoRA
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Similarly, each of the nineteen variables has a fairly similar distribution in terms of
frequencies across the five corpora. For practical reasons, the descriptive statistics per

variable are shown in the corresponding subsection of the results of each variable.

After analysis of the assumptions of the independent-samples t-tests, 26 outliers were
detected in the corpora samples and corrected following deletion or value replacement
procedures. All cases corresponded to actual lowest or highest sample values. Two cases,
however, corresponded to exceptional situations. One was found in the distribution of
commas in the ES-EU corpus, and another four were detected in the type/token ratios of the

PT-EU, the ES-EU, and the EN-PTE corpora.

In the first case, the data extracted from the corpora indicated that OSRA 52 of the ES-
EU corpus had zero commas. After careful reading of the OSRA in its PDF format, it was
determined that no mistake or typing error had been made when inserting the values of the
number of commas in the database. The authors of article 52 of the ES-EU corpus simply did
not use any grammatical comma in any of the OSRA parts included in the compilation. Writing
a whole OSRA without using one comma is very rare. A close reading of the OSRA showed
that the absence of commas corresponded to actual grammatical errors or mistakes. Two
examples of such errors in Spanish are the absence of commas (a.) after an adverbial
subordinate clause that provides information about the location of the information explained
thereafter, and (b.) in an enumeration.
a. Como puede observarse en la Figura 1[,] estos microorganismos
van aumentando su concentracion desde la boca hasta el
recto[,]Jsiendo mdxima en el colon con aproximadamente 10*? UFC

(Unidades Formadoras de Colonias) por gramo de contenido
intestinal.

b. El colon estd habitado por unas cuatrocientas especies bacterianas
y se divide en colon ascendente o proximal[,] colon transversall,]
colon descendente o distal y colon sigmoidal.

In general, the complete lack of commas, whether due to grammatical errors or due
to the OSRA authors’ style, is not distinctive of the category ‘OSRAs written in ES-EU’. In fact,
in this case, since the errors are found throughout the whole OSRA, it seems that there was

some problem with the edition of the document or that it was intentional. Therefore, to
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account for this, it was decided to delete the observation. As a result, the ES-EU corpus was

left with 64 cases, with one missing case corresponding to 1.5% of the comma sample.

In the second group of cases, the analysis detected four outliers in the PT-EU, the ES-
EU, and the EN-PTEY corpora of variable 3 (standardized type/token ratio) samples. After close
examination of the data, it was verified that the values of V4 for those observations were
zero. This is because the standardized type/token ratio (STTR) was computed by WordSmith
every 1000 tokens (as set by default in the software and maintained for reasons explained
above in section 3.2.2), and texts shorter than 1000 get an STTR of 0. The detected outliers
belong to OSRAs with 916, 763, 765, and 947 tokens. The outliers were replaced with the next
lowest value in their respective distribution, resulting in a 6.15% winsorized!? total sample.

Table 13 summarizes the rest of the outliers found and the action taken to correct them

statistically.
0,
IR e sar/:\OIfes
Variable Corpus OSRA extreme Action taken to correct outliers . . .
value winsoriz
ation
V1: number of ES-EU 52 Lowest deleted Does not
commas apply
PT-EU 45
V2: average Highest . .
e e i ES-EU 2 repl'aced with the'next' hlg'hes't value 4.61%
q in the respective distribution
words EN_EsEU 58
ES-EU 54
ES-EU 62
EN-GB 18
V3: number of Highest replaced with the next highest value 9.22%
paragraphs EN-GB 26 in the respective distribution
EN-GB 38
EN-ESEY 49
PT-EU 35
V4: t tok ES-EU 64 .
ratioype/ oken Lowest replaced with the next lowest value 6.15%
EN-PTEV 14 in the respective distribution
EN-PTEV 20

12 |t refers to a form of treatment of a “genuine outlier”, i.e., an extreme value that does not result from
measurement, transcription, interpretation, sampling or other errors; it is an authentic extreme value to which
the researchers “assign lesser weight or modify [...] so it is closer to the other sample values” (Ghosh and Vogt
2012: 3455)
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66

ES-EU Lowest replaced with the next lowest value
V8:.n.umber of 67 in the respective distribution 4.61%
definite articles - -
EN-GB 8 Highest replaced with the next highest value
in the respective distribution
V9: number of EN-GB 8 Highest replaced with the next highest value 1,54%
indefinite articles in the respective distribution
EN-GB 3 Highest repllaced with the.next. hlg-hes.t value
V12: number of in the respective distribution 3.08%
. (o]

prepositions EN-ESEV 38 Lowest replaced with the next lowest value
in the respective distribution

V15: number of EN-GB 9 Highest replaced with the next highest value 1.54%
personal pronouns in the respective distribution

EN-GB ) Highest replaced with the next highest value
V18: number of in the respective distribution 3.08%
nouns EN-ESEY 38 Lowest replaced with the next lowest value

in the respective distribution

EN-GB 8 Highest replaced with the next highest value
V19: number of 9 in the respective distribution 4.61%
verbs -

EN-ESEY 38 Lowest replaced with the next lowest value

in the respective distribution

Table 13 — Summary of outliers per variable and corpus.

No outliers were detected in the remaining samples of the variables.

The assumption of homogeneity of variances indicated by Levene’s test was met in 72

cases of comparisons (75.79%) described in Table 14 below.

Corpora compared Variable F p >0.05

EN-PTEY — EN-ESEY number of commas 3,587 0,060
number of paragraph 2,098 0,150
standardized type/token ratio 2,697 0,103
number of 1 to 5-letter words 0,021 0,884
number of 6 to 10-letter words 0,035 0,852
number of 11 to 15-letter words 0,045 0,833
number of definite articles 0,657 0,419
number of indefinite articles 0,013 0,908
number of coordinating conjunctions 0,506 0,478
number of subordinating conjunctions | 2,778 0,098
number of prepositions 0,033 0,855
number of demonstrative pronouns 0,762 0,384
number of relative pronouns 0,043 0,836
number of personal pronouns 0,033 0,856
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number of adjectives 2,816 0,096
number of nouns 0,929 0,337
number of verbs 0,272 0,603
EN-PTEV — PT-EU number of commas 3,010 0,085
average sentence length in words 2,053 0,154
standardized type/token ratio 1,680 0,197
number of 1 to 5-letter words 0,094 0,760
number of 6 to 10-letter words 0,878 0,351
number of 11 to 15-letter words 0,431 0,513
number of definite articles 3,875 0,051
number of indefinite articles 0,199 0,657
number of coordinating conjunctions 1,681 0,197
number of subordinating conjunctions | 0,246 0,621
number of prepositions 0,232 0,631
number of personal pronouns 0,647 0,423
number of adjectives 1,144 0,287
number of adverbs 0,042 0,837
EN-PTEV — EN-GB number of commas in OSRA 0,329 0,567
standardized type/token ratio 0,724 0,396
number of 1 to 5-letter words 3,328 0,070
number of 6 to 10-letter words 0,929 0,337
number of 11 to 15-letter words 0,465 0,497
number of definite articles 3,390 0,068
number of indefinite articles 0,134 0,715
number of coordinating conjunctions 1,067 0,304
number of subordinating conjunctions | 0,693 0,407
number of demonstrative pronouns 1,611 0,207
number of relative pronouns 0,069 0,793
number of adjectives 0,007 0,931
number of adverbs 0,567 0,453
number of nouns 0,390 0,533
number of verbs 3,280 0,072
EN-ESEY — ES-EU number of commas in OSRA 0,167 0,683
number of paragraph 2,062 0,153
standardized type/token ratio 3,764 0,055
number of 1 to 5-letter words 1,374 0,243
number of 6 to 10-letter words 3,516 0,063
number of 11 to 15-letter words 0,001 0,971
number of definite articles 0,002 0,967
number of indefinite articles 0,149 0,700
number of coordinating conjunctions 0,130 0,719
number of subordinating conjunctions | 3,776 0,054
number of prepositions 2,026 0,157
number of personal pronouns 1,130 0,290
number of adjectives 0,078 0,780
number of adverbs 1,189 0,278
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EN-ESEY — EN-GB

average sentence length in words
number of paragraph

standardized type/token ratio
number of 1 to 5-letter words
number of 6 to 10-letter words
number of 11 to 15-letter words
number of indefinite articles

number of coordinating conjunctions
number of subordinating conjunctions
number of relative pronouns
number of adjectives

number of nouns

0,000
3,319
0,303
2,961
1,256
0,210
0,064
0,055
0,485
0,004
2,749
0,110

0,999
0,071
0,583
0,088
0,265
0,647
0,800
0,815
0,487
0,948
0,100
0,741

Table 14 — Levene’s tests results for samples that met the homogeneity of variance assumption

However, the assumption of homogeneity of variances indicated by Levene’s test was

not met in 23 of the cases compared (24.21%) and described below in Table 15.

Corpora compared Variable F p < 0.05
EN-PTEV — EN-ESEY average sentence length in words 7,027 0,009
number of adverbs 4,755 0,031
EN-PTEV — PT-EU number of paragraphs 5,070 0,026
number of demonstrative pronouns 4,377 0,038
number of relative pronouns 4,784 0,031
number of nouns 5,445 0,021
number of verbs 16,293 0,000
EN-PTEV — EN-GB average sentence length in words 8,428 0,004
number of paragraph 8,326 0,005
number of prepositions 5,950 0,016
number of personal pronouns 10,215 0,002
EN-ESEY — ES-EU average sentence length in words 4,615 0,034
number of demonstrative pronouns 56,306 0,000
number of relative pronouns 5,573 0,020
number of nouns 5,243 0,024
number of verbs 6,633 0,011
EN-ESEY — EN-GB number of commas 5,707 0,018
number of definite articles 7,486 0,007
number of prepositions 4,964 0,028
number of demonstrative pronouns 4,461 0,037
number of personal pronouns 10,111 0,002
number of adverbs 6,845 0,010
number of verbs 4,355 0,039

Table 15 — Levene’s tests results for samples that did not meet the homogeneity of variance assumption
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Overall, eight variable samples met the homogeneity of variance across all the
corpora. These are standardized type/token ratio, number of 1 to 5-letter words, number of
6 to 10-letter words, number of 11 to 15-letter words, number of indefinite articles, number
of coordinating conjunctions, number of subordinating conjunctions, and number of
adjectives.

Six variable samples (number of nouns, number of paragraphs, number of personal
pronouns, number of prepositions, number of relative pronouns, and number of adverbs) did
not meet the assumption of homogeneity of variance in two corpora pairs; three variable
samples (average sentence length in words, number of verbs, number of demonstrative
pronouns) did not meet the assumption of homogeneity of variance in three corpora pairs;
and two samples (number of commas and number of definite articles) did not meet the
assumption of homogeneity of variance in one corpora pair.

For the 23 cases in which the assumption of homogeneity of variances was not met,
the output of Welch’s t-test was used to interpret the results of the comparisons (Eddington
2016: 56). Welch’s t-test is run automatically when the independent samples t-test is run and
can be examined immediately after interpreting Levene’s results.

As expected, the most frequent words in all the corpora are articles and certain
prepositions and conjunctions. As shown in Figure 7, in the English corpora, whether
containing OSRAs authored by L1 or non-L1 users of the language, the most frequent words

VAR Y A

are the function words ‘the’, ‘of’, ‘in’, ‘and’, and ‘to’. In the PT-EU corpus, the most frequent
words are the function words ‘de’, ‘@’, ‘e’, ‘0’, and ‘que’; and in the ES-EU corpus, the most
frequent words are the function words ‘de’, ‘la’, ‘en’, ‘el’ and ‘y’. The least frequent words in
each corpus are the verbal forms ‘abandonada’ (PT-EU), ‘abandonado’ (ES-EU), ‘ablated’ (EN-

ESEY), and ‘abbreviated’ (EN-GB); and the adverb ‘alarmingly’ (EN-PTEY).
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The most frequent nouns in the CoRA are health-related terms, which confirms the
general topic of the texts, i.e., clinical health research. Below, in Table 16, are the ten most
frequent nouns in each corpus, sorted by frequency. These fifty nouns correspond to 53%

of all nouns in the CoRA.

Noun PT-EU ES-EU EN-GB EN-PTEY EN-ES®Y Total
[patient] 998 1416 1311 3725
[study] 728 820 951 2499
[cell] 653 1012 1665
[level] 566 812 1378
[group] 460 466 432 1358
[effect] 325 310 548 1183
[result] 399 552 951
[estudo] 931 931
[estudio] 873 873
[caso] 492 363 855
[grupol] 407 346 753
[gene] 379 364 743
[disease] 347 372 719
[mouse] 579 579
[expression] 521 521
[year] 510 510
[ano] 498 498
[datum] 465 465
[case] 444 444
[risco] 413 413
[afio] 406 406
[resultado] 399 399
[valor] 347 347
[analysis] 346 346
[age] 298 298
[edad] 296 296
[table] 289 289
[populacao] 288 288
[idade] 285 285
[fator] 254 254
[diferencia] 252 252
[casos] 248 248
[dato] 241 241
[factor] 222 222
[nivel] 219 219

Table 16 — Most frequent nouns in the CoRA

The analyses of the data and the texts were carried out upon characterization of the

corpora and are described in the following sub-sections.
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4.2. Variables with no associated effects of L1 influence

The results of the comparisons run to verify effects of L1 influence in OSRAs written
in English by the EN-PTEY and the EN-ESEY OSRA authors are presented below per variable.
This section, in particular, is dedicated to variables whose quantitative results do not suggest

L1 influence.

4.2.1. V2: average sentence length in words

After examining the samples of V2, the following descriptive statistics are obtained:

V2: average sentence length in words (ASLiW)
95% Confidence
CORPORA Mean Std. Interval for Mean Median | Variance S.td'.
Error Lower Upper Deviation
Bound Bound
PT-EU 29,12 0,53 28,05 30,19 28,58 18,57 4,31
ES-EU 31,67 0,65 30,36 32,97 31,57 27,88 5,28
EN-GB 27,90 0,43 27,05 28,75 27,94 11,81 3,44
EN-PTEV 26,75 0,59 25,57 27,93 25,49 22,55 4,75
EN-ESEY 27,84 0,46 26,91 28,76 27,52 13,89 3,73

The lowest median value of the average sentence length in words is in the EN-PTEV

corpus and the highest in the ES-EU corpus.
The results of the independent sample t-tests indicate that:

I. The variances of the means of V2 (ASLiW) of the EN-PTEY and EN-ES®Y groups are

significantly different (Levene’s test, F = 7.027, p = .009);

Il. There are no statistically significant differences in the average sentence length in
words between the EN-PTEY and EN-ESEY groups, t(121.161) = 1.450, p = .150.
Both groups have similar average sentence length values expressed in words (MD =
1.09; SED = .749; 95% Cl = 2.57 to -.397 words);

lll. There are statistically significant differences in the average sentence length in
words between the EN-PTEY and PT-EU groups, t(128) = 2.979, p = .003.
The PT-EU OSRAs contain significantly lengthier sentences than the EN-PTEY OSRAs
(MD = 2.37 words; SED = .795; 95% Cl = 3.943 to .795 words);
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There are statistically significant differences in the average sentence length in
words between the EN-ES®Y and ES-EU groups, t(115.094) = 4,777, p = .001.
The ES-EU group produces significantly longer sentences than the EN-ES®Y groups
(MD =3.83; SED = .802; 95% Cl = 5.42 to 2.24 words);

IV. There are no statistically significant differences in the frequency of commas
between the EN-PTEY and EN-GB groups, t(117) = 1.579, p = .117.
Both groups have about the same average sentence length in words (MD = 1.15;
SED =.727; 95% Cl = 2.59 to -.292 words).
there are no statistically significant differences in the average sentence length in
words between the EN-ESEY and EN-GB groups, t(128) =.099, p = .921.
Both groups have almost identical values of average sentence length (MD = .062;

SED =.629; 95% Cl = 1.31 to -1.18 words).

For V2 in OSRAs written in English by the Portuguese L1 authors, no effects of L1
influence are found. Likewise, no effects of L1 influence are found for V2 in OSRAs written

in English by the Spanish L1 authors.

The results indicate that the variance of the average sentence lengths in words of the
OSRAs within the EN-PTEV and the EN-ESEY groups are significantly different. Furthermore,
the average sentence lengths of the two groups are not significantly different, with the EN-
PTEY group writing roughly 27 words per sentence and the EN-ES®Y group 28 words per

sentence, on average.

The L1 PT-EU and L1 ES-EU authors seem to adjust the length of sentences when
producing OSRAs in English since the comparisons of V2 of the EN-PTEY/ EN-ESEY groups and
the L1 English group (EN-GB) show that there are no significant differences between the
groups, with all three having very similar means of V2, i.e., 27,90 for EN-GB; 26,75 for EN-
PTEY; 27,84 for EN-ESFY.

When the EN-PTEY and the EN-ESEV groups are compared to each of their
corresponding L1 counterpart groups, i.e., PT-EU and ES-EU, significant differences are

observed in relation to V2, with the L1 groups producing significantly longer sentences.

Additionally, the PT-EU and ES-EU groups are also compared, and it was verified that

these language groups are also significantly different with regards to V2 (t(128) =3.012, p =

165



.003) and that the L1 Spanish group is the one writing the longest sentences of the two, and

in general of the five groups.

In the CoRA, the average sentence length in words (V2) is fairly uniform in all three
groups writing OSRAs in English and significantly different between the three language
groups analyzed in this study, i.e., Portuguese, Spanish, and English. Therefore, no effects of
L1 influence can be argued for the EN-PTEY or the EN-ESEY groups in relation to the average

sentence length in words.

4.2.2. V12: number of prepositions

After examining the samples of V12, the following descriptive statistics are obtained:

V12: frequency of prepositions (all values in words/1000 tokens)
95% Confidence
CORPORA Mean Std. Interval for Mean Median | Variance S.td'.
Error Lower Upper Deviation
Bound Bound
PT-EU 197,30 1,65 194,01 200,58 | 196,30 | 176,09 13,27
ES-EU 188,58 1,80 184,98 192,18 | 190,30 | 211,41 14,54
EN-GB 139,28 2,07 135,15 143,41 | 139,20 | 277,89 16,67
EN-PTEV 140,34 1,49 137,36 143,33 | 139,50 | 145,20 12,05
EN-ESEV 140,30 1,56 137,19 143,40 | 141,00 | 157,25 12,54

The lowest median values are in the corpora written in English, while the highest

median values are found in the L1 Portuguese and Spanish corpora.
The results of the independent sample t-tests indicate that:

I. The variances of the means of V12 of the EN-PTEY and EN-ESEY groups are not
significantly different (Levene’s test, F = .033, p = .855);
Il. There are no statistically significant differences in the frequency of prepositions
between the EN-PTEY and EN-ESEY groups, t(128) =.021, p = .983.
Both groups have almost identical means of prepositions per thousand words (MD
=.046; SED = 2.16; 95% Cl = 4.31 to -4.22 prepositions per thousand words);
lll. There are statistically significant differences in frequency of prepositions between

the EN-PTEY and PT-EU groups, t(128) = 25.622, p = .001.
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The PT-EU OSRAs contain significantly more prepositions per thousand words than
the EN-PTEY OSRAs (MD = 56.95; SED = 2.22; 95% Cl = 61.35 to 52.56 prepositions

per thousand words);

There also are statistically significant differences in the frequency of prepositions
between the EN-ESEY and ES-EU groups, t(128) = 20.277, p = .001.

The ES-EU OSRAs contain significantly more prepositions per thousand words than
the EN-ESEY OSRAs (MD = 48.28; SED = 2.38, 95% Cl = 53.00 to 43.57 prepositions

per thousand words);

IV. There are no statistically significant differences in the frequency of prepositions
between the EN-PTEY and EN-GB groups, t(116.539) = .417, p = .677.
Both groups have similar means of prepositions per thousand words (MD = 1.06;

SED = 2.55; 95% Cl = 6.11 to -3.98 prepositions per thousand words).

There are also no statistically significant differences in the frequency of
prepositions between the EN-ES® and EN-GB groups, t(118.887) = .394, p = .695.
Both groups have very similar means of prepositions per thousand words (MD =

1.02; SED = 2.59; 95% Cl = 6.14 to -4.10 prepositions per thousand words).

No differences are found in relation to the number of prepositions between any of

the groups writing OSRAs in English, either the L1 or non-L1 authors.

Also, the Portuguese authors writing OSRAs in English differ significantly from
Portuguese authors writing in their L1 (PT-EU), with the latter using significantly more
prepositions than the former. Likewise, the Spanish authors writing OSRAs in English (EN-
ESEY) also differ from their Spanish counterpart writing in their L1 (ES-EU) as the ES-EU

authors, like the PT-EU authors, also use significantly more prepositions per thousand words.

Additionally, a comparison between the PT-EU and ES-EU groups is run, and it
showed that there also are significant differences between these two language groups

(t(128) = 3.570, p = .001).

In the CoRA, V12 is a variable that behaves uniformly in all groups writing in English

and significantly different in the three language groups analyzed in this study, i.e.,
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Portuguese, Spanish, and English. Therefore, no effects of L1 influence can be argued either

for the EN-PTEY or the EN-ESEY group in relation to the frequency of prepositions'.

The groups are linguistically examined to understand if this lack of differences
reflects the use of the prepositions and if there are specific prepositions that can function as

L1 influence markers.

The tag PRP, which stands for the part of speech ‘preposition’ or ‘with prepositional
syntactic function’ (as tagged by the VISL system https://visl.sdu.dk/), is used to refer to all

words (single and multi-word expressions) within this category.

First, the PRPs found in up to 50% of all OSRAs within each corpus are extracted

together with each PRP’s total frequency, as shown below in Table 17.

168



Rank PT-EU ES-EU EN-GB EN-PTEY EN-ES®Y Threshold
1 [de] n=13439 [de] n=13938 [of] n=6467 [of] n=6497 [of] n=7175
2 [em] n=5377 [en] n=5849 [in] n=4925 [in] n=5079 [in] n=6334 95%
3 [com] n=2233 [a] n=2601 [with] n=2306 [with] n=2366 [with] n=2144
4 [a] n=2183 [con] n=2159 [for] n=1600 [to] n=1338 [to] n=1545
5 [por] n=1190 [por] n=1164 [to] n=1525 [for] n=1188 [for] n=1198 90%
6 [para] n=953 [para] n=1035 [by] =871 [by] n=909 [by] n=1098
7 [entre] n=594 [entre] n=576 [from] n=806 [from] n=662 [on] n=654 85%
8 [como] n=462 [como] n=526 [on] n=719 [on] n=563 [from] n=614 80%
9 [ap6s] n=173 [durante] n=224 [at] n=593 [between] n=479 [at] n=551 75-70%
10 [sobre] n=132 [segun] n=218 [between] n=497 [at] n=446 [between] n=502
11 [sem] n=126 [sobre] n=196 [as] n=418 [as] n=342 [as] n=432 65%
12 erei:;ti\llfmentem] [sin] n=167 [than] n=300 [after] n=271 [after] n=371
13 [durante] n=113 [mediante] n=162 [within] n=183 [than] n=236 [than] n=329 €0%
14 [apesar=de] n=96* [aunque] n=149 [after] n=165 [due=to] n=167 [during] n=309
15 [tras] n=139 [including] n=154 [such=as] n=141 [such=as] n=204 550
16 [de] n=103 [over] n=138 [without] n=139 [due=to] n=128
17 [desde] n=95 [during] n=130 [during] n=111 [among] n=120
18 [hasta] n=94 [without] n=127 [into] n=108 [including] n=109
19 [en-cuanto-a] n=93 [such=as] n=120 [regarding] n=102 [through] n=107
20 [respecto-a] n=92 [due=to] n=104 [through] n=88 [without] n=97 =%
21 [across] n=99 [including] n=73 [into] n=96
22 [through] n=99 [according=to] n=76
23 [into] n=84
24 [despite] n=72

Table 17 — Most frequent PRPs in the CoRA (present in 50% or higher of the OSRAs) ranked by the number of occurrences and with total frequency in the corresponding

corpus

13 The tag corresponds to the main POS of the expression, i.e., the PRP ‘a’.
4 |dem, i.e., the PRP ‘de’.
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Looking at the three corpora of OSRAs written in English, it can be seen that the L1
English authors are those with the largest number of prepositions distributed in 50% of the
corpus (EN-GB). They are followed by the Spanish authors writing in English (EN-ESEY) and
then by the Portuguese authors writing in English (EN-PTEY). Similarly, in the L1 corpora, the
English authors also stand out for having the largest number of prepositions distributed in
50% of the corpus, and as in the English corpora, they are followed by the Spanish authors

and then by the Portuguese authors both writing in their respective L1.

After the general observations are obtained, the PRPs in the three English corpora are
analyzed in terms of distribution, looking at (a) the number of occurrences, (b) the rank, and
(c) the percentage of occurrences in the corresponding corpus. Table 18 shows nineteen of
the PRPs considered to be unlikely to function as NLID markers in OSRAs written in English by
the Portuguese/Spanish authors since the percentage they occupy within their corresponding
corpus and the rank are similar among the groups, despite the numbers of occurrences being

higher in either the EN-GB corpus or in one or both of the non-L1 English corpora.

15 o/ ¢
N PRP e OFcurrences Rank % in
in Corpus Corpus
EN-GB 418 11 0.24
1 as EN-PTEY 342 11 0.21
EN-ESEY 432 11 0.23
EN-GB 154 15 0.09
2 including EN-PTEY 73 18 0.04
EN-ESEY 109 21 0.06
EN-GB 136 18 0.08
3 among EN-PTEY 100 21 0.06
EN-ESEY 120 17 0.07
EN-GB 84 23 0,05
4 into EN-PTEY 96 18 0,05
EN-ESEY 108 21 0,07
EN-GB 6467 1 3,78
5 of EN-PTEY 6497 1 3,98
EN-ESEY 7175 1 3,89
EN-GB 99 22 0,06
6 through EN-PTEY 88 20 0,05
EN-ESEY 107 19 0,06
EN-GB 497 10 0,29
7 between EN-PTEY 479 9 0,29
EN-ESEY 502 10 0,27

15 The numeration in this and subsequent tables does not follow any particular criterion.
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EN-GB 300 12 0,18
8 than EN-PTEY 236 13 0,14
EN-ESEY 329 13 0,18
EN-GB 1525 5 0,89
9 to EN-PTEY 1338 4 0,82
EN-ESEY 1545 4 0,84
EN-GB 72 24 0,04
10 despite EN-PTEY 72 28 0,04
EN-ESEY 42 32 0,02
EN-GB 2306 3 1,35
11 with EN-PTEY 2366 3 1,45
EN-ESEY 2144 3 1,16
EN-GB 127 18 0,07
12 without EN-PTEY 97 16 0,05
EN-ESEY 139 20 0,09
EN-GB 104 23 0,06
13 due=to EN-PTEY 167 14 0,10
EN-ESEY 128 17 0,07
EN-GB 538 11 0,31
14 such=as / as EN-PTEY 483 11 0,30
EN-ES®Y 636 11 0,35
EN-GB 593 11 0.35
15 at EN-PTEY 446 12 0.27
EN-ESEY 551 11 0.30
EN-GB 806 7 0.47
16 from EN-PTEV 614 7 0.33
EN-ESEY 662 8 0.41
EN-GB 719 8 0.42
17 on EN-PTEY 563 8 0.34
EN-ESEY 654 7 0.35
EN-GB 4925 2 2,88
18 in EN-PTEY 5079 2 3,11
EN-ES™ 6334 2 3,44
EN-GB 871 6 0,51
19 by EN-PTEY 909 6 0,56
EN-ESEY 1098 6 0,60

Table 18 — PRPs unlikely to function as NLID markers in OSRAs written in English by
Portuguese/Spanish authors, given their similar distribution in each corpus.

After this group is excluded, two groups of PRPs are analyzed. One is examined to
verify strategies of avoidance by the non-L1 English authors. The other group is examined to
verify if there are PRPs that could function as NLID markers in OSRAs written in English by the

Portuguese/Spanish authors.
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The first group comprises four PRPs with higher numbers of (a) occurrences, (b) ranks,

and (c) percentages in the EN-GB corpus and whose analysis is important to exclude potential

strategies of avoidance of use. These PRPs are shown below in Table 19.

N Preposition Corpus 0.c currences Rank %in
in Corpus Corpus
EN-GB 1600 6 0.93
1 for EN-PTEY 1188 7 0.73
EN-ESEY 1198 7 0.65
EN-GB 99 21 0.06
2 across EN-PTEY 16 53 0.01
EN-ESEY 15 51 0.01
EN-GB 138 16 0.08
3 over EN-PTEY 42 31 0.03
EN-ES®Y 38 35 0.02
EN-GB 183 15 0.11
4 within EN-PTEY 79 23 0.05
EN-ESEY 43 31 0.02

Table 19 — PRPs with a higher number of occurrences, higher or similar ranks, and higher
percentages in the EN-GB corpus.

The frequencies of the PRPs in Table 19 are compared to see if there are significant

differences between the groups. For all PRPs the fourth L1 effect of the unified framework

(Jarvis 2010, 2000) is tested for both the EN-PTEY and EN-ESEY OSRAs, stated as follows:

Effect of L1 Influence

L1 influence
EN-PTE question

L1 influence
EN-ESEY question

IV) Intralingual contrast

Are the frequencies of the PRP [for]/[across]/[over]/[within] in the

EN-PTEY/ EN-ESEY and the EN-GB corpora statistically significantly

different?

Given that the data is not normally distributed and has some outliers, the Mann-

Whitney test is used to assess for a mean difference between the groups. The level of

significance used is p < .05. Eight tests are carried out. The number of occurrences of all

prepositions is normalized by 100. Table 20 shows the results obtained.
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Effect IV of L1 . Effect IV of L1
IV - Intralingual contrast influence 7= Ml influence
. contrast (Mann-
(Mann-Whitney Test) found for Whitney Test) found for
EN-PTEU? EN-ESEU?
corpora examined
N EN-PT® vs. EN-GB | EN-ESvs. EN-GB |
Preposition
p reference value <.05
Z=-3.369 Z=-3.070
for p=.001 yes p =.002 ves
M rank EN-GB = 76.62 M rank EN-GB= 75.64
M rank EN-PTEY = 54.38 M rank EN-ES®=55.36
Z=-1.610 Z=-2.006
across p=.107 no p=.045 yes
M rank EN-GB= 26.12 M rank EN-GB= 26.50
M rank EN-PTEV= 19.05 M rank EN-ES®Y=17.77
Z=-1.876 Z=-2.956
over p=.061 no p=.003 yes
M rank EN-GB= 36.06 M rank EN-GB= 40.27
M rank EN-PT®Y=27.41 M rank EN-ESEV= 28.80
Z=-2.180 Z=-3.704
within p=.029 yes p=.001 yes
M rank EN-GB=47.59 M rank EN-GB= 48.04
M rank EN-PT®=36.12 M rank EN-ESEY= 29.03

Table 20 — Results of the Mann-Whitney’s tests performed to assess for mean differences between
the groups in relation to the 4 PRPs with potential to mark strategies of avoidance.

The results of the Mann-Whitney’s tests indicate statistically significant differences in
the ranked number of occurrences between the EN-GB and the EN-ESEY OSRAs, with the EN-
GB OSRAs having a greater ranked number of occurrences of the PRPs “for”, “across”, “over”
and “within” than the EN-ESEY OSRAs. As for the EN-PTEY OSRAs, the results of the Mann-
Whitney’s tests show statistically significant differences in the ranked number of occurrences
of the PRPs “for” and “within”, with the EN-GB OSRAs having a greater ranked number of
occurrences of those prepositions. However, no statistically significant differences are found
between the mean ranks of the number of occurrences of the prepositions “across” and
“over” between the EN-GB and the EN-PTEY OSRAs.

Based on the significance of the results, the PRPs “for” and “within” are further
analyzed for both groups (the EN-PTEV and the EN-ESEY), while the PRPs “across” and “over”
are analyzed only for the EN-ESEY group. The analyses are based on the concordances of the
parsed files. The concordances were obtained with WordSmith 7.0 (Scott 2018b), from which

the syntactic structures containing the PRPs are extracted.
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The significant differences in the number of occurrences of the PRP [for] between the

EN-GB and the EN-PTEY/EN-ESEY groups are obvious in the syntactic structures shown in Table

21, which are more frequent in the EN-GB than in the other two groups.

Syntactic structure
PRP of word following Example EN-GB | EN-PTEV | EN-ES®Y
the PRP “for”
N P NOM for patients/children/adults 191 73 89
ADJ POS @>N for long-term/serious/fast 84 44 53
ARTS @>N for a [cohort]/[restriction] 70 36 27
NUM P @>N for two/four/2030 59 25 19
for DETS @>N for this/that/each/any 59 29 76
DET P @>N for these/all/both/some 78 49 43
ADV @FOC> for both 25 6 7
INDP P @P for these/those 22 4 5
V PCP1 @ICL-P for testing/treating/defining 29 13 33
ADJ POS for acute/high/persistent 121 109 99
INDP S @P for this/that/each 15 5 4

Table 21 — Syntactic structures that support the significant differences between the EN-GB and the EN-

PTEY/EN-ESEY groups in relation to the preposition “for”

The significant differences in the number of occurrences of the PRP [within] between

the EN-GB and the EN-PTEY/EN-ESEY groups are evident in the syntactic structures shown in

Table 22.
Syntactic structure
PRP of word following Example EN-GB | EN-PT®V | EN-ES®
the PRP “within”
ART S/P @>N within the body/routine 63 39 21
NUM P @>N within 1420 [kpb]/18 [days] 22 2 4
within DETS @>N within each stratum/this stem 20 4 1
ART S @>N within a year/transcription 14 6 4
NUM P @P within 104 hours/5560 min 11 0 0
N S NOM within Europe/Bacteroidetes 7 0 1

Table 22 — Syntactic structures that support the significant differences between the EN-GB and the EN-PTEY/EN-
ESEY groups in relation to the preposition “within”

The significant differences in the number of occurrences of the PRP [across] between

the EN-GB and the EN-ESEY groups are justified by most of the syntactic structures associated

with that PRP, shown in Table 23 below.
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Syntactic structure of
PRP word following the PRP Example EN-GB EN-ESEY
“across”

ART S/P @>N across the [study/groups/scheme] 42 4
DET P @>N across all ages/these groups 16 0
ADJ POS @>N across various/diverse [N] 10 1
NUM P @>N across 12 months/four categories 7 0

across NS NOM @P across Europe/Wales 6 0
N SNOM @>N across treatment/fracture 5 0
DET P @PN across these/all 2 0
V PCP1 @ICL-P across waking hours/ageing British 2 0
ADV @FOC> across both studies 1 0
V PCP2 STA across repeated [N] 1 0

Table 23 — Syntactic structures that support the significant differences between the EN-GB and the EN-ES®Y
groups in relation to the PRP “across”

As shown in Table 24, the significant differences in the number of occurrences of the
PRP [over] between the EN-GB and the EN-ESEV groups are justified by all the syntactic

structures associated with that PRP.

Syntactic structure of

PRP word following the PRP Example EN-GB EN-ESEY

“over”

ART S/P @>N over the course/year/time 50 19
NSNOM @P over time/count/Ukraine 20 8
ARTS @>N over a [period/one month] 14 5
ADJ POS @>N over long/different/recent [N] 12 2
NUM P @>N over 50 years/13420 million 13 1
DET P @>N over other/a=number=of/all 4 2

over NS NOM @>N over CVD 2 1
KC @CO over and above 6 0
KS @SUB over whether 4 0
ADJ POS @P over made 4 0
DET S @>N over this age/period/year 3 0
INDP S/P @P over half/which 3 0
N P NOM @P over models 1 0
NUM S @>N over 29 years/26 hours 1 0

Table 24 - Syntactic structures that support the significant differences between the EN-GB and the EN-ESEY
groups in relation to the PRP “over”

The second group of PRPs analyzed comprises PRPs whose numbers of (a)
occurrences, (b) ranks, and (c) percentages of occurrences are higher in both or one of the

non-L1 groups (EN-PTEY and EN-ESEY) than in the L1 (EN-GB) and therefore, could work as NLID
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markers of language transfer if similar occurrences, ranks, and percentages are verified in the

L1 PT-EU and ES-EU corpora. Table 25 shows such PRPs.

N PRP Corpus Occurrences in Rank % in corpus
corpus
EN-GB 165 16 0,10
1 after EN-PTEY 271 14 0,17
EN-ESEY 371 14 0,20
EN-GB 130 17 0,08
2 during EN-PTEY 111 17 0,07
EN-ESEY 309 16 0,17
EN-GB 29 41 0,02
3 regarding EN-PTEY 102 19 0,06
EN-ES® 52 29 0,03
EN-GB 45 32 0,03
4 according to EN-PTEY 74 25 0,05
EN-ESEY 76 22 0,04

Table 25 — PRPs that could function as NLID markers of language transfer

Since these PRPs are chosen as possible markers of language transfer, their
equivalents in the L1 Portuguese/Spanish corpora are extracted, and their frequencies are
compared. Table 26 shows two of those PRPs and their equivalents in Portuguese/Spanish as

found in the corresponding L1 corpora.

N Occurrences %in
PRP Corpus . Rank corp
in corpus us
apoés PT-EU 173 9 0,12
tras ES-EU 139 16 0,09
1 EN-GB 165 16 0,10
after EN-PTEY 271 14 0,17
EN-ES®Y 371 14 0,20
durante PT-EU 136 13 0,09
durante ES-EU 224 9 0,14
2 EN-GB 130 17 0,08
during EN-PTEY 111 17 0,07
EN-ES®Y 309 16 0,17

Table 26 — Prepositions/prepositional expressions that may function as NLID markers in OSRAs written in
English by the L1 Portuguese/Spanish authors

The other two PRPs, i.e., “regarding” and “according to”, are analyzed as groups of

expressions since their translation into Portuguese/Spanish may have more than one
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equivalent, and in fact, more than one equivalent is found in the PT-EU and ES-EU L1 corpora.
Table 27 shows the groups of equivalent expressions with a prepositional function within the

“regarding” and “according=to” groups found in the CoRA.

N PRP e Of:currences Rank % in
in corpus corpus
sobre / relativamente=a / em=relacdo=a /
quanto=a / acerca=de / em=torno=de / PT-EU 446 10 0,31
sobre /en=cuanto=a / respecto=a /
en=relacién=com / con=respecto=a /
acerca=de / respecto=de / con=relacién=a ES-EU 460 11 0,28
/ en=lo=referente=a / en=relacién=con
about / regarding / relative=to /
in=relation=to / as=to / with=respect=to / EN-GB 157 28 0,09
3 concerning / as=for
regarding / about / concerning /
relative=to / with=respect=to / "
with=regard=to / in=relation=to / EN-PT 191 19 0,12
in=regard=to
regarding / about / with=respect=to /
concerning / in=relation=to / relative=to / EN-ESEY 164 29 0,09
as=for / in=regard=to
segundo / consoante / em=funcdo=de /
conforme PT-EU 221 21 0,15
[segln / en=funcién=de / de=acuerdo=con
/ conforme=a / conforme=con ES-EU 293 10 0,18
4 according=to EN-GB 45 32 0,03
according=to / in=accordance=with /
in=line=with EN-PTEV 109 25 0,07
according=to / in=line=with / EN-ESEV 101 29 005
in=accordance=with !

Table 27 — PRPs analyzed as groups since their translation into Portuguese/Spanish may have more than one
equivalent in PT-EU/ES-EU corpora

2w

The frequencies of these PRPs, i.e., “after”, “during”, “regarding”, and “according=to

”n

and equivalents, are compared to examine significant differences between the groups. For all

PRPs, the following questions are asked for both the EN-PTEY and the EN-ESEY corpora:
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Effect of L1 Influence

L1 influence
EN-PTEY questions

L1 influence
EN-ES®' questions

I) Intragroup homogeneity

Are the frequencies of the PRP in the EN-PTEY / EN-ESFY OSRAs
uniformly distributed?

II) Intergroup heterogeneity

Are the frequencies of the PRP in the EN-PTEY and EN-ES®Y OSRAs
statistically significantly different?

[lI) Cross-language congruity

Are the frequencies of the PRP in
the EN-PT® and PT-EU OSRAs
statistically similar?

Are the frequencies of the
PRP in the EN-EStY and ES-EU
OSRAs statistically similar?

IV) Intralingual contrast

Are the frequencies of the PRP in
the EN-PT® and EN-GB OSRAs
statistically significantly
different?

Are the frequencies of the
PRP in the EN-ESY and EN-GB
OSRAs statistically
significantly different?

The Mann-Whitney test is used to assess for a mean difference between the groups

given that the data is not normally distributed and has some outliers. As previously explained

(chapter 3), questions | and Il are answered together. The level of significance used is p < .05

for questions Il and IV. Because questions | and Ill look for uniformity and congruity,

respectively, a result of p > .05 is associated with an L1 effect.

Table 28 below shows the results and mean ranks of all comparisons. As can be seen

in Table 28, only one PRP, i.e., “durante”/“during”/“during”, may mark L1 influence in OSRAs

written in English by the Spanish authors. However, none of the PRPs are found to mark L1

influence in the Portuguese authors writing in English.
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L1 Influence Effects

1) Intra-L1 1) Inter-L1 Ill) Cross-language . Ill) Cross-language .
! homogeneity ! heterogeneity ! congruityg ¢ V) Intralingual At least ! congruityg 5 | V) ntralingual At least
(Levene’s (Mann-Whitney EN-PT*and (Mann-Whitney con'trast (Mann- two (Mann- con'trast (Mann- two
test) Test) EN-ES™ Test) Whitney Test) effects Whitney Test) Whitney Test) effects of
similar in of L1 1
- variance but - influence - .
Corpora Examined different in Corpora Examined found Corpora Examined influence
EN-PT®vs. EN- | EN-PT®vs. EN-ES® means? EN-PT® vs. PT-EU EN-PT® vs. for EN-ES® vs. ES-EU EN-ES®vs. EN-GB | found for
Es® EN-GB EN-PTE? EN-ES®?
PRP Reference p values Reference p values Reference p values
p>.05 AND p<.05? p >.05? p <.057? p >.05? p <.05?
Z=-1.799 Z=-1.268 Z=-1.071 Z=-4.008 Z=-3.113
Fo 839 p=.072 p=.205 p=.284 p =.001 p =.002
apos / tras / after - 362 Mean ranks: no Mean ranks: Mean ranks: no Mean ranks: Mean ranks: no
p=- EN-PTEY: 49.97 EN-PTEV: 53.83 EN-PTEY: 54.95 EN-ESEV: 58.01 EN-ESEV: 61.58
EN-ES®V: 60.83 PT-EU: 46.59 EN-GB: 48.74 ES-EU: 35.19 EN-GB: 43.19
Z=-3.352 Z=-1.396 Z=-328 Z=-1.426 Z=-3.209
F 23416 p=.001 p=.163 p=.743 p=.154 p =.001
durante / durante / during - 001 Mean ranks: no Mean ranks: Mean ranks: no Mean ranks: Mean ranks: yes
p=- EN-PTEV: 33.82 EN-PTEV: 34.62 EN-PTEY: 39.63 EN-ESEV: 53.56 EN-ES®Y: 54.13
EN-ESEY: 51.90 PT-EU: 41.47 EN-GB: 41.29 ES-EU: 45.44 EN-GB: 36.51
regarding Z=-.383 Z=-4.067 Z=-.011 Z=-5.288 Z=-321
I S p=.702 p =.001 p=.991 p =.001 p=.748
prepositional function extracted F=1941 no no no
p=.167 Mean ranks: Mean ranks: Mean ranks: Mean ranks: Mean ranks:
from all the corpora (see Table EN-PTEV: 54.60 EN-PTEV: 43.99 EN-PTEV: 48,53 EN-ESEY: 39.75 EN-ESEY: 46.70
27) EN-ESEV: 52.36 PT-EU: 68.91 EN-GB: 48.46 ES-EU: 72.39 EN-GB: 48.49
according=to 7=-1.749 7=-2.184 7=-1.289 7=-5.710 z=-141
Y o e p=.080 p=.029 p=.198 p =.001 p=.888
prepositional function extracted F=.664 no no no
p=.417 Mean ranks: Mean ranks: Mean ranks: Mean ranks: Mean ranks:
from all the corpora (see Table EN-PTEY: 50.29 EN-PTEY: 43.12 EN-PTEY: 34.55 EN-ESEV: 33.90 EN-ESEV: 35.29
27) EN-ES®Y: 41.31 PT-EU: 32.79 EN-GB: 28.59 ES-EU: 66.49 EN-GB: 35.95

Table 28 — Results of the Mann-Whitney’s tests performed to assess for mean differences between the groups in relation to the two groups of expressions used as PRPs with the
potential to function as NLID marker
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The PRPs [during]/[durante]/[durante] are similarly distributed across and within the
PT-EU, the EN-GB, and EN-PTY corpora and significantly differently distributed in the ES-EU,
the EN-GB, and the EN-ESEY (see Figure 8). That is, between 57% and 65% of the OSRAs in
the PT-EU, the EN-GB, and EN-PTEV corpora contain “during”/“durante”. Additionally, the
number of occurrences is not significantly different between those corpora. However, the
PRPs “during”/“durante” are found in 75% of the ES-EU and the EN-ESEY corpora but only in
65% of the EN-GB corpus. Likewise, the number of occurrences is similar between the ES-EU

and the EN-ESEY corpora but significantly different between the EN-GB and the EN-ESEY

corpora.
350
- . 309
m Number of OSRAs containing [during]/[durante]
300 B Number of occurrences of [during]/[durante]
250 224
200
150 136 130
111
100
49 49
50 37 42 38
mE "H OE R P

PT-EU ES-EU EN-GB EN-PTeu EN-ESeu

Figure 8 — Distribution of the PRPs “during”/“durante”/“durante”

Based on the significance of the results, the PRP “during” and its Spanish equivalent
“durante” are further analyzed.
The significant differences found between the EN-GB and the EN-ES®Y groups are

most evident in the syntactic structures shown in Table 29.
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Syntactic structure of
PRP word following the PRP Example EN-GB EN-ESEY
“during”
ART S/P @>N during the scan/study/survey 46 111
during N S NOM @P during follow-up/treatment 21 57
ADJ POS @>N during normal/early/extensive [N] 7 57
NS NOM @>N during DNA biding/embryogenesis 16 41

Table 29 — Syntactic structures with the number of occurrences in the EN-GB and the EN-ESEY corpora that
support the significant differences between those groups in relation to the PRP “during”

The syntactic structures following the PRP “during” with the largest differences
between the EN-GB and the EN-ES®Y groups are [ART S/P @>N] and [ADJ POS @>N].

The equivalent of the structure [ARTS/P @>N] in Spanish has the same syntactic order
and is equally very frequently found in the ES-EU corpus of the CoRA, i.e., [durante + DET +
N] with gender and number variations.

The Spanish equivalent of the second structure usually follows the order [durante +
DET + N + ADJ] also with gender and number variations, e.g., “durante la inyeccion
intracoronaria”/“durante el horizonte temporal”/“durante las fases iniciales”/“durante un
tiempo maximo”. A few other cases maintain the adjective (ADJ) before the noun (N), as in
“durante los primeros afios de vida”. However, as can be seen in the previous examples,

either structure will usually be accompanied by a determiner (DET).

[durante] DET £/M 5/P @>N ADJ (n=49) or 65
DET E/M S/P ADJ @>N (n=16)

131
[durante] DET F/M §/P @>N

[during] ADJ POS @>N

[during] ART 5/P @>N

0 20 40 60 80 100 120 140

ES-EU MW EN-ESeu MEN-GB

Figure 9 — Syntactic structures of “during”/“durante”/“durante”
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The exception to using a determiner (DET) in syntactic structures like those shown
above, i.e., (durante + DET + N + ADJ) are cases, like (a) and (b) taken from the CoRA, that

can drop the determiner and maintain grammaticality.

a) Apesarde que los 3 pedunculos cerebelosos convergen en las paredes laterales y el techo
del IV ventriculo, la colindancia directa de los pedunculos cerebelosos superiores e
inferiores con el interior de la cavidad del IV ventriculo les confieren mayor riesgo de
lesionarse durante abordajes quirtrgicos en esta region. [ES-EU_OSRA_048]

b) Se seleccionaron aquellas situaciones que presumiblemente por motivo de consulta,
situacion clinica u orientacion diagnéstica podrian llevar al menos una observacion del
paciente durante periodos superiores a 12 horas para la monitorizacion de tratamientos
y seguimiento de la enfermedad, y/o ingreso hospitalario. [ES-EU_OSRA_035]

The other syntactic structures found in the EN-GB and the EN-ESEY corpora (n=17) do
not differ greatly with regards to the number of occurrences in either corpus. However, it is
worth noting that some structures are only found in OSRAs produced by the L1 English
authors (i.e., 7and 9-12 in Table 30) and other structures are present only in OSRAs authored

by the Spanish authors writing in English (i.e., 8 and 13-17, Table 30).

N Syntactic structure of
PRP word following the PRP Example EN-GB | EN-ES®V
“during”

1 V PCP1 @ICL-P during ageing/labelling 5 10
2 NUM P @>N during 2010/three months 2 9
3 DET S @>N during this process/period 7 3
4 ART S @>N during a setup/an acute 6 3
5 KC @CO during and [after] 4 2
6 N P NOM @P during times/periods 2 3
7 PERS 3P GEN @> during their 4 0
8 PERS NEU 3S GEN during its 0 3
9 “during” NUM P @P during 1992-1995 2 0
10 NUMSS @P during 2010 2 0
11 NUMSSS @P during 2003 1 0
12 PERS 3P GEN @SUBJ> | during their 1 0
13 DETP @>N during these [periods] 0 1
14 INDP P @P during which 0 1
15 INDP S/P @P during which 0 1
16 NUM @>N during first [exposure] 0 1
17 PREF @>N during ex-vivo 0 1

Table 30 — Syntactic structures in the EN-GB and the EN-ES® corpora with similar distributions in relation to
the number of occurrences
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As has been shown, there are no significant differences between the groups in the
CoRAin relation to the frequency of use of PRPs in general. The EN-GB group has the highest
number of PRPs distributed in at least 50% of the OSRAs in the CoRA. When the frequencies
of the PRP distributed across 50% or more of the OSRAs in the CoRA are analyzed, significant
differences are found in the frequency of use of the PRPs “for” and “within” between the
British authors and both the Portuguese and the Spanish authors writing in English, with the
British using these prepositions significantly more frequently. Upon comparison, the British
authors are also found to use the prepositions “across” and “over” significantly more
frequently than the Spanish authors writing in English, while the Portuguese authors use
“across” and “over” as frequently as British authors. These results could indicate that the
Spanish authors avoid using the prepositions “for”, “within”, “across”, and “over”, and the
Portuguese authors avoid using the prepositions “for” and “within”. Since the significant
differences found between the L1 and the non-L1 English authors are observed under
conditions of genre and register constraints and discourse community standards, the PRPs
“for”, “within”, “across”, and “over” may be useful in detecting non-nativeness in scientific

writing in English, especially when used in phrases with the syntactic structures described

above.

Finally, the results show that the preposition “during” is used significantly more
frequently by the Spanish authors writing in English than by the British authors and the
Portuguese authors writing in English. Furthermore, the Spanish authors use the preposition
“durante” when writing in their L1 as frequently as the Spanish authors use “during” when
writing in English, which could indicate language transfer associated with “during” and its

equivalent “durante”.
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4.2.3. V14: number of relative pronouns

After examining the samples of V14, the following descriptive statistics are obtained:

V14: frequency of relative pronouns (all values in words/1000 tokens)
95% Confidence
CORPORA Mean Std. Interval for Mean Median | Variance S.td'.
Error Lower Upper Deviation
Bound Bound
PT-EU 15,12 0,52 14,07 16,16 15,40 17,72 4,21
ES-EU 13,80 0,55 12,69 14,90 13,20 19,89 4,46
EN-GB 8,42 0,38 7,66 9,19 8,50 9,49 3,08
EN-PTEV 7,65 0,36 6,93 8,37 7,30 8,47 2,91
EN-ESEV 7,74 0,37 7,00 8,47 7,70 8,82 2,97

The frequency of relative pronouns is lower in all the English corpora, either L1 or
non-L1 than in the Portuguese and the Spanish corpora. Portuguese writing OSRAs in their
L1 are those who use relative pronouns more frequently, but when they write OSRAs in

English, they become the group with the least number of relative pronouns.
The results of the independent sample t-tests indicate that:

I. The variances of the means of V14 of the EN-PTEY and EN-ES®Y groups are not

significantly different (Levene’s test, F = .043, p = .836);

Il. There are no statistically significant differences in the frequency of relative
pronouns between the EN-PTEY and EN-ESEY groups, t(128) = .164, p = .870.
Both groups have similar means of relative pronouns per thousand words (MD =
.085; SED = .516; 95% Cl = 1.11 to -.936 relative pronouns per thousand words);

lll. There are statistically significant differences in the frequency of relative pronouns
between the EN-PTEY and PT-EU groups, t(113.859) = 11.758, p = .001.
The PT-EU OSRAs contain significantly more relative pronouns per thousand words
than the EN-PTEY OSRAs (MD = 7.46; SED = .635; 95% Cl = 8.72 to 6.21 relative

pronouns per thousand words);

There also are statistically significant differences in the frequency of relative

pronouns between the EN-ESEY and ES-EU groups, t(111.420) = 9.123, p = .001.
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The ES-EU OSRAs contain significantly more relative pronouns per thousand words
than the EN-ESEY OSRAs (MD = 6.06; SED = .664; 95% Cl = 7.38 to 4.74 relative
pronouns per thousand words);

IV. There are no statistically significant differences in the frequency of relative
pronouns between the EN-PTEY and EN-GB groups, t(128) = 1.471, p = .144.
Both groups of OSRAs have similar means of relative pronouns per thousand words
(MD =.773; SED = .526; 95% Cl = 1.81 to -.267 relative pronouns per thousand

words).

There are also no statistically significant differences in the frequency of relative
pronouns between the EN-ESEY and EN-GB groups, t(128) = 1.299, p = .196.
Both groups have similar means of relative pronouns per thousand words (MD =

.689; SE =.531; 95% Cl = 1.74 to -.361 relative pronouns per thousand words).

For V14 no effects of L1 influence are found in the EN-PT®Y or the EN-ESEY groups
concerning the frequency of relative pronouns. That is, no differences are found between
the L1 PT-EU and L1 ES-EU groups writing OSRAs in English and between these and the EN-
GB group writing in English. Furthermore, the EN-PT®Y and the EN-ESFY groups differ
significantly from their L1 PT-EU and L1 ES-EU counterparts writing in their respective L1

who use significantly more relative pronouns per thousand words.

The frequency of relative pronouns is not significantly different between the PT-EU
and ES-EU groups when writing in their respective L1s. Nevertheless, the frequency of
relative pronouns is uniform between all groups writing in English and is significantly
different in the PT-EU and the ES-EU groups writing in English and the PT-EU and ES-EU
groups writing in their respective L1s. Hence, no effects of L1 influence are argued either for

the EN-PTEY or the EN-ESEY group in relation to the frequency of relative pronouns.

The groups are linguistically examined to understand if such a lack of differences
reflects the use of relative pronouns and if there are specific relative pronouns that can
function as L1 influence markers. For that, the relative pronouns found in at least 50% of all
OSRAs within each corpus are extracted together with the total frequency of each relative

pronoun, as shown below in Table 31.
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Rank PT-EU ES-EU EN-GB EN-PTEV EN-ESEY Threshold

1 [que] n=1070 [que] n=1154 [which] n=431 [which] n=407 [which] n=457 95%

2 [como] n=526 [como] n=244 [that] n=343 [that] n=356 [that] n=436

3 [o=que] n=140 [el=que] n=207 [who] n=281 [when] n=216 [when] n=185 90-85%
4 [guando] n=106 [lo=que] n=153 [when] n=143 [as] n=140 [as] n=181 80%

5 [o=qual] n=82 [cuando] n=122 [as] n=116 [who] n=109 [who] n=101 75%

6 [bem=como] n=61 [seguin] n=109 [where] n=115 [where] n=64 70-60%
7 [asi=como] n=86 50%

Table 31 — Most frequent relative pronouns in the CoRA (present in 50% or more of the OSRAs) ranked by the number of occurrences and with total frequency in the

corresponding corpus
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After examination of the groups, it can be seen that all the corpora have a similar
number of relative pronouns present in at least 50% of the OSRAs. Additionally, the relative
pronouns in the English groups are all the same, except for [where] that is below the 50%

threshold in the EN-PT®Y group.

After the general observations are made, the relative pronouns in the three English
corpora are analyzed in terms of distribution, looking at (a) the number of occurrences, (b)
the rank, and (c) the percentage of occurrences in the corresponding corpus. After such an
analysis, all relative pronouns are considered to be unlikely to function as NLID markers in
OSRAs written in English by the Portuguese/Spanish authors since the percentage they
occupy within each of their corresponding corpus and their ranks are similar, even though
some numbers of occurrences are higher in either the EN-GB corpus or in one or both of the

non-L1 English corpora.

N Relative Corpus Occurrences in Rank % in corpus
Pronoun corpus
EN-GB 431 1 0,25
1 which EN-PTEY 407 1 0,25
EN-ES®Y 457 1 0,25
EN-GB 343 2 0,20
2 that EN-PTEY 356 2 0,22
EN-ES®Y 436 2 0,24
EN-GB 281 3 0,16
3 who EN-PTEY 109 5 0,07
EN-ESEY 101 5 0,05
EN-GB 143 4 0,08
4 when EN-PTEY 216 3 0,13
EN-ES®Y 185 3 0,10
EN-GB 115 6 0,07
5 where EN-PTEY 43 8 0,03
EN-ES®Y 64 6 0,03
EN-GB 116 5 0,07
6 as EN-PTEY 140 4 0,09
EN-ES®Y 181 4 0,10

Table 32 — Relative pronouns considered to be unlikely to function as NLID markers in
OSRAs written in English by the Portuguese/Spanish authors given their similar
ranks and percentage in the corresponding corpus

No further analyses are carried out. Relative pronouns do not appear to have the
potential to function as NLID markers in relation to their overall frequency in the CoRA or

distribution within the corresponding corpus.
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4.2.4. V15: number of personal pronouns

After examining the samples of V15, the following descriptive statistics are obtained:

V15: frequency of personal pronouns (all values in words/1000 tokens)
95% Confidence
CORPORA Mean Esrtr(:;r I_I(r)‘l::er:lal for Ll\lllpe::r Median | Variance De:it:t.ion
Bound Bound
PT-EU 8,18 0,55 7,07 9,28 7,73 19,80 4,45
ES-EU 18,90 0,58 17,73 20,07 18,64 22,18 4,71
EN-GB 12,46 0,92 10,62 14,29 10,96 54,61 7,39
EN-PTEY 12,69 0,52 11,65 13,72 13,14 17,39 4,17
EN-ESEV 13,19 0,55 12,09 14,28 12,71 19,62 4,43

The frequency of personal pronouns is very similar in all the English groups. The

group with the lowest mean of personal pronouns is the PT-EU, while the ES-EU is the group

that most frequently uses personal pronouns.

The results of the independent sample t-tests indicate that:

The variances of the means of V15 of the EN-PTEV and EN-ESEY groups are not

significantly different (Levene’s test, F = .033, p = .856);

. There are no statistically significant differences in the frequency of personal

pronouns between the EN-PTEV and EN-ESEY groups, t(128) = .663, p = .509.

Both groups have almost identical means of personal pronouns per thousand words
(MD = .50; SED = .755; 95% Cl = 1.99 to -.993 personal pronouns per thousand
words);

There are statistically significant differences in the frequency of personal pronouns
between the EN-PTEY and PT-EU groups, t(128) = 5.965, p = .001.

The EN-PTEY OSRAs contain significantly more personal pronouns per thousand
words than the PT-EU OSRAs (MD = 4.51; SED = .756; 95% Cl = 6.00 to 3.01 personal

pronouns per thousand words);

There also are statistically significant differences in the frequency of personal

pronouns between the EN-ESEY and ES-EU groups, t(128) = 7.124, p = .001.
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The ES-EU OSRAs contain significantly more personal pronouns per thousand words
than the EN-ESEY OSRAs (MD = 5.71; SED = .802; 95% Cl = 7.30 to 4.13 personal
pronouns per thousand words);

IV. There are no statistically significant differences in the frequency of personal
pronouns between the EN-PTEY and EN-GB groups, t(100.984) = .219, p = .827.
Both samples have similar means of personal pronouns per thousand words (MD =

.231; SED = 1.05; 95% Cl = 2.32 to -1.86 personal pronouns per thousand words).

There are also no statistically significant differences in the frequency of personal
pronouns between the EN-ESEY and EN-GB groups, t(104.738) = .684, p = .496.
Both samples have similar means of personal pronouns per thousand words (MD =

.731; SED = 1.07; 95% Cl = 2.85 to -1.39 personal pronouns per thousand words).

No effects of L1 influence are found in OSRAs written in English by the L1 PT-EU or L1

ES-EU authors in relation to the frequency of personal pronouns.

On the one hand, all OSRAs written in English, either by L1 or non-L1 authors, have
similar frequencies of personal pronouns, i.e., about 13 personal pronouns per thousand
words. On the other hand, the two non-L1 English groups writing OSRAs in that language
(EN-PTEY and EN-ES®Y) differ from their respective L1 counterparts writing in their respective
L1s (PT-EU and ES-EU). The L1 Portuguese authors writing OSRAs in Portuguese use
significantly fewer personal pronouns per thousand words than native Portuguese writing
OSRAs in English, and L1 Spanish authors use significantly more personal pronouns per
thousand words when writing OSRAs in their native language than when writing OSRAs in
English. Additionally, a comparison is run between the PT-EU and the ES-EU groups showing
that there also are significant differences between these two language groups (t(128) =

13.348, p = .001).

In the CoRA, V15 is a variable that behaves uniformly in all groups writing in English
and significantly different in the three language groups analyzed in this study, i.e.,
Portuguese, Spanish, and English. Therefore, no effects of L1 influence can be argued either

for the EN-PTEY or the EN-ESEY group in relation to frequency of personal pronouns.
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However, to understand if specific personal pronouns can function as L1 influence
markers, the groups are linguistically examined. With that purpose, the personal pronouns
found in at least 50% of all OSRAs within each corpus are extracted together with their

frequency in the corresponding corpus, as shown below in Table 33.
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Rank PT-EU ES-EU EN-GB EN-PTEV EN-ESEY Threshold
1 [se] n=992 [se] n=2584 [we] n=1014 [we] n=1144 [we] n=1229 95-85%
2 [é]] n=148 [it] n=523 [it] n=586 [it] n=690 80%

3 [lo] n=102 [they] n=487 [they] n=299 [they] n=412 75-70%
4 [la] n=97 65-60%
5 [nosotros] n=78 50%

Table 33 — Most frequent personal pronouns in the CoRA (present in 50% or higher of the OSRAs) ranked by the number of occurrences and with total frequency in

corresponding corpus
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By examining the data in Table 33, it is possible to see that all English groups have
the same personal pronouns in at least 50% of the OSRAs in each corpus. The ES-EU is the
corpus with the largest number of personal pronouns in 50% of the OSRAs in the
corresponding corpus, while the PT-EU is the corpus with fewer personal pronouns within

the 50% threshold.

Although the general data on personal pronouns do not indicate the existence of
potential markers of NLID in this type of POS, the three corpora containing OSRAs written in
English are analyzed in terms of distribution, looking at (a) the number of occurrences, (b)
the rank, and (c) the percentage of occurrences in the corresponding corpus. Upon analysis,
all personal pronouns are considered to be unlikely to function as NLID markers in OSRAs
written in English by the Portuguese/Spanish authors, given that their ranks are the same,
despite differences in the percentages within each corpus and most numbers of occurrences

being higher in the non-L1 English corpora as shown in Table 34.

N Personal Corpus Occurrences in Rank % in corpus
Pronoun corpus
EN-GB 1014 1 0,59
1 [we] EN-PTEY 1144 1 0,70
EN-ES®Y 1229 1 0,67
EN-GB 523 2 0,31
2 [it] EN-PTEY 586 2 0,36
EN-ES®Y 690 2 0,37
EN-GB 487 3 0,28
3 [they] EN-PTEY 299 3 0,18
EN-ES®Y 412 3 0,22

Table 34 — Personal pronouns considered to be unlikely to function as NLID markers in
OSRAs written in English by the Portuguese/Spanish authors given their same
ranks and similar percentage and occurrences in the corresponding corpus

Despite the a priori lack of potential to mark L1 influence, it is obvious that Spanish
and Portuguese authors use the personal pronouns “we” and “it” more frequently than L1
English authors. As can be seen in Figure 10 below, such high frequencies in English do not
reflect the frequencies of the equivalents in the Portuguese and Spanish OSRAs. However,
the high frequency of “we” and “it” could result from the lack of an equivalent for the very

frequent Portuguese and Spanish pronoun “se” and subsequent adaptation to English.
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Figure 10 — Frequencies of personal pronouns in the PT-EU and the ES-EU corpora

Conveying the pronoun “se” from Portuguese and Spanish from phrases like (a), (c),
(e), and (g) below needs the use of another pronoun in English if a similar syntactic
construction is to be kept. Two possible translations of these constructions into English are
found in sentences like (b), (d), (f) and (h) extracted from the PT-EU/ES-EU and the EN-

PTEY/EN-ESE.

a. “Pode-se concluir que ainda hd um longo caminho a percorrer, mas também se sabe que a
idade ndo é fator intrinseco da fragilidade, embora as doencgas cronicas sejam mais comuns
em idades avancadas e vaticinadoras de reagées adversas como quedas, hospitalizagdo,
institucionaliza¢éo, declinio funcional e morte”, que a maioria dos idosos néo sdo
obrigatoriamente frdgeis e que a sua origem ndo é simplesmente fisica.” (PT-
EU_OSRA_032)

b. “Furthermore, because of the high-energy trauma mechanism generally involved, it can be
assumed that associated injuries occur frequently in children who have sustained fractures
of the facial skeleton.” (EN-PTeu_OSRA _044).

c. No que diz respeito ao protetor solar usado, cerca de 92% das
criangas/adolescentes e 85% dos cuidadores responderam afirmativamente quanto
ao uso do mesmo, sendo que se observaram diferencas estatisticamente
significativas entre as criangas/adolescentes e os cuidadores (p <0,001).(PT-
EU_OSRA_044)
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d. We observed that NAMPT is expressed in all tumor types tested, although the
leukemia cell lines (NB4, ML2 and HL-60) showed weaker expression (Figure 1B).
(EN-PTeu_OSRA_007)

e. “Sin embargo, se sabe que en el modelo porcino del IM agudo de isquemia/reperfusion el
flujo colateral es muy pequefio o nulo.” (ES-EU_OSRA _019)

f. “Itis known that adult neurogenesis in different regions decreases exponentially with
age.” (EN-ESeu_OSRA_025)

g. Se utilizé el programa SPSS version 13.0.(ES-EU_OSRA_031).

h. We used immunohistochemical staining of a-SMA to evaluate the degree of HSC
activation. (EN-ESeu_OSRA_063)

In the English corpora of the CoRA, the frequency of the structure [it can be + V Past
Particle] is not very frequent, i.e., 18 occurrences. However, 89% of all occurrences are found
in the non-L1 English corpora, i.e., EN-PTEY and EN-ESEY. The structure [we + V Past Tense]
is far more frequent, i.e., 907 occurrences, but again the Portuguese/Spanish authors writing
OSRAs in English (EN-PTEV and EN-ES®Y) use it more frequently, i.e., 33% and 41%,
respectively, than the L1 English authors writing in their L1 (EN-GB), i.e., 26%.

Overall, personal pronouns do not have the potential to function as NLID markers in
relation to their mean frequency in the CoRA or distribution of specific pronouns within the
corresponding corpus. However, certain lexical combinations with “it” may indicate that the

authors are not L1 users of English but of Romance languages like Portuguese and Spanish.
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4.3. Variables with only effect of L1 influence — Cross-Language Congruity

In this section, | present the variables for which only one effect of L1 influence is
found. The single L1 effect refers to cross-language congruity, i.e., the L1
Portuguese/Spanish authors writing OSRAs in English do not differ significantly from the L1
Portuguese/Spanish authors writing OSRAs in Portuguese/Spanish in relation to these

variables.

4.3.1. V3: number of paragraphs

After examining the samples of V3, the following descriptive statistics are obtained:

V3: number of paragraphs
95% Confidence
CORPORA Mean L Interval for Mean Median | Variance S.td'.
Error Lower Upper Deviation
Bound Bound
PT-EU 28,17 1,793 24,59 31,75 25,00 | 209,018 | 14,457
ES-EU 23,78 1,174 21,44 26,13 21,00 | 89,547 9,463
EN-GB 20,91 0,792 19,33 22,49 19,00 | 40,741 6,383
EN-PTEV 23,72 1,251 21,22 26,22 23,00 | 101,703 | 10,085
EN-ESEY 21,35 0,943 19,47 23,24 20,00 57,763 7,600

The group with the highest median value of V3 is the PT-EU, and the group with the

lowest value of V3 is the EN-GB group.
The results of the independent sample t-tests indicate that:

I. The variances of the means of V3 of the EN-PTEY and EN-ESEY groups are not
significantly different (Levene’s test, F = 2.098, p = .150);

Il. There are also no statistically significant differences in the number of paragraphs
between the EN-PTEY and EN-ESEY groups, t(128) = 1.513, p =.133.
Both groups have similar means of number of paragraphs (MD = 2.37, SED = 1.57,;
95% Cl = 5.468 to -.730 paragraphs);

[ll. There are statistically significant differences in the number of paragraphs between

the EN-PTEY and PT-EU groups, t(114.359) = -2.134, p = .044.
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The PT-EU OSRAs contain significantly more paragraphs than the EN-PTEY OSRAs
(MD = 4.446; SED = 2.186; 95% Cl = 8.777 to .115 paragraphs);
there are no statistically significant differences in the number of paragraphs
between the EN-ESEY and ES-EU groups, t(128) = 1.615, p =.109.
Both groups have similar means of number of paragraphs (MD = 2.43, SED = 1.505;
95% Cl = 5.410 to -.548 paragraphs);

IV. There are no statistically significant differences in the number of paragraphs
between the EN-PTEV and EN-GB groups, t(108.185) = 1.909, p = .60.
Both groups of OSRAs have fairly similar numbers of paragraphs (MD = 2.82; SED =
1.480; 95% Cl = 5.750 to -.119 paragraphs).

There are also no statistically significant differences in the number of paragraphs
between the EN-ESY and EN-GB groups, t(128) = .362, p = .718.

The groups have almost the same number of paragraphs (MD = .446; SED = 1.231;
95% Cl = 2.882 to -1.990 paragraphs).

The following table summarizes the effects of L1 influence found in each group of OSRAs:

Effect of L1 Influence EN-PTEY EN-ESEY

l. Intra-L1 homogeneity --

IIl. Inter-L1 heterogeneity --

[ll. Cross-language congruity -- v

IV. Intralingual contrast -- -

No effects of L1 influence are found for V3 in OSRAs written in English by the
Portuguese authors. Similarly, only one effect of L1 influence is found in relation to V3 in

OSRAs written in English by the Spanish authors.

The variances of V3 of the EN-PTEV and the EN-ESEV groups are not significantly
different, which means that the distribution of the number of paragraphs of the OSRAs
within each group is fairly similar. Also, the overall mean values of this variable are not

significantly different between the EN-PTEY and the EN-ESEY groups.
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There are no significant differences in the number of paragraphs between the non-
L1 (EN-PTEY and EN-ES®Y) and the L1 (EN-GB) English groups writing in English since they all

have fairly similar means of V3, i.e., 21.99 paragraphs, on average.

Additionally, significant differences are found between the Portuguese authors
writing in English and the Portuguese authors writing in their L1 in relation to the number of
paragraphs. The L1 PT-EU authors significantly reduce the number of paragraphs they
produce when writing OSRAs in English, in relation to number of paragraphs they produce
when writing OSRAs in their L1. Similarly, such a reduction in the number of paragraphs
contributes to the lack of significant differences between the Portuguese authors writing in

English (EN-PTEY) and the English authors writing in their L1 (EN-GB).

The Spanish authors also reduce the number of paragraphs they produce when
writing OSRAs in English compared to what they produce in their L1. This downsizing in the
number of paragraphs is enough to eliminate significant differences between the Spanish
authors writing in English (EN-ESEY) and the L1 English authors writing in their L1 (EN-GB).
However, it is not sufficient to show a significant difference between the EN-ESEV and the
ES-EU groups, bringing about a cross-language congruity in relation to the number of

paragraphs.

Additionally, a comparison of the PT-EU and the ES-EU groups shows that there are
also significant differences between these groups in relation to V3 (t(110.333) = 2.046, p =

.043) with the PT-EU group producing more paragraphs.

In the CoRA, the number of paragraphs (V3) is fairly uniform in all three groups
writing OSRAs in English (i.e., 21.99 paragraphs, on average) and significantly different
between all three English groups (EN-GB, EN-PTEY and EN-ESEY) and the PT-EU group.

Only one effect of L1 influence is observed for only one of the groups, i.e., the lack of
difference in the paragraphs division between the Spanish authors writing OSRAs in Spanish
and the Spanish authors writing OSRAs in English. This effect could be explained, for
example, by the restrictions imposed by the scientific journals where the ES-EU OSRAs are

published in relation to the limit in the number of characters in an OSRA.
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Therefore, no effects of L1 influence are discussed for the EN-PTEY or the EN-ESEY

groups in relation to this variable.

4.3.2. VA4:standardized type/token ratio (STTR)

After examining the samples of V3, the following descriptive statistics are obtained:

V4: standardized type/token ratio (per 1000 tokens)
95% Confidence
CORPORA Mean :rtr:.r ::::;:lal for ll\:l:::r Median | Variance De\fit:t.ion
Bound Bound
PT-EU 40,38 0,42 39,53 41,23 40,50 11,65 3,41
ES-EU 38,00 0,38 37,25 38,75 37,73 9,14 3,02
EN-GB 38,42 0,48 37,46 39,37 38,85 14,90 3,86
EN-PTEY 38,05 0,37 37,32 38,79 38,30 8,80 2,97
EN-ESEY 37,22 0,47 36,28 38,16 37,30 14,35 3,79

The results of the independent sample t-tests indicate that:

The variances of the means of V4 of the EN-PTEV and EN-ESEV groups are not

significantly different (Levene’s test, F = 2.697, p = .103);

. There are no statistically significant differences in the standardized type/token ratio

between the EN-PTEY and EN-ESEY groups, t(128) = 1.402, p = .163.

Both groups have very similar STTR (MD = .836, SED = .597; 95% Cl = 2.02 to -.344);
There are statistically significant differences in the standardized type/token ratio
between the EN-PTEY and PT-EU groups, t(128) = 4.149, p = .001.

The PT-EU corpus has a higher type/token ratio than the EN-PTEY corpus (MD =
2.33,SED = .561, 95% Cl = 3.44 to 1.22);

There are no statistically significant differences in the standardized type/token ratio
between the EN-ESEY and ES-EU groups, t(128) = 1.306, p = .194.

Both groups have similar type/token ratios (MD = .785, SED = .601; 95% Cl = 1.975
to -.405);

. There are no statistically significant differences in the standardized type/token ratio

between the EN-PTEVY and EN-GB groups, t(128) = .605, p = .546.
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Both groups have similar type/token ratios (MD = .365; SED = .604; 95% Cl = 1.560
to -.829).

There also are no statistically significant differences in the standardized type/token
ratio between the EN-ES®Y and EN-GB groups, t(128) = 1.791, p = .076.

Both groups have similar standardized type/token ratios (MD = 1.20; SED = .671;
95% Cl = 2.53 to -.126).

The following table summarizes the effects of L1 influence found in each group of OSRAs:

Effect of L1 Influence EN-PTEY EN-ESEY

l. Intra-L1 homogeneity --

Il. Inter-L1 heterogeneity --

ll. Cross-language congruity -- v

IV. Intralingual contrast - -

No effects of L1 influence are found for V4 in OSRAs written in English by the
Portuguese authors, and only one possible L1 influence effect is found in relation to this

variable in OSRAs written in English by the Spanish authors.

According to Levene’s test performed to determine homogeneity of variances in the
EN-PTEY and the EN-ES®Y groups, OSRAs written in English by PT-EU and ES-EU authors are
homogeneous in their V4 internal distribution. These authors behave uniformly within their
groups in relation to the standardized type/token ratio. However, the mean values of V4 are
not significantly different between these groups, which does not allow one to argue

intergroup heterogeneity.

The mean values of V4 are significantly different in OSRAs written in English by the
Portuguese authors and in OSRAs written in Portuguese by the L1 authors of that language,
with the latter having a higher standardized type/token ratio. However, the mean values of
V4 are very similar in OSRAs written in English by the Spanish authors and in OSRAs written
in Spanish by the L1 authors of Spanish. The former group has a mean value of standardized
type/token ratio of 37.22, and the latter group has a mean value of 38.00, which means that

there is congruity between these groups in relation to V4.
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Finally, the Portuguese and Spanish authors do not differ significantly from the L1
English authors in relation to the standardized type/token ratio when writing OSRAs in
English. Both the Portuguese and the Spanish authors decrease their standardized
type/token ratio when they write OSRAs in English in relation to the ratio they present when
writing in their respective L1s. However, and as mentioned above, in the case of the Spanish
authors, this reduction does not allow for differentiating the EN-ESEY authors from the ES-

EU authors.

Overall, only one effect of L1 influence is found, i.e., language congruity between the
Spanish authors writing OSRAs in their L1 and the Spanish authors writing OSRAs in English.
Therefore, the standardized type/token ratio (STTR) is not a good variable to detect L1

influence in the OSRAs of the CoRA.

4.3.3. V5: number of 1-to-5-letter words

After examining the samples of V5, the following descriptive statistics are obtained:

V5: frequency of 1 to 5-letter words (all values in words/1000 tokens)
95% Confidence
CORPORA Mean std. Interval for Mean Median | Variance S.td'.
Error Lower Upper Deviation
Bound Bound
PT-EU 582,82 3,88 575,07 | 590,56 | 581,00 | 977,19 31,26
ES-EU 607,26 3,45 600,36 | 614,16 | 609,00 | 774,51 27,83
EN-GB 605,98 5,18 595,63 | 616,34 | 603,00 | 1747,24 | 41,80
EN-PTEV 604,15 3,74 596,67 | 611,63 | 599,00 | 911,44 30,19
EN-ESEY 601,83 3,78 594,29 | 609,37 | 605,00 | 926,59 30,44

The results of the independent sample t-tests indicate that:

I. The variances of the means of V5 of the EN-PTEV and EN-ESEY groups are not

significantly different (Levene’s test, F = .021, p = .884);

Il. There are no statistically significant differences in the frequency of 1-to-5-letter

words between the EN-PTEY and EN-ESEY groups, t(128) = .437, p = .663.

Both groups have similar means of 1-to-5-letter words per thousand words (MD =

2.32; SED =5.31; 95% Cl = 12.84 to -8.20 1-to-5-letter words per thousand words);

200




lll. There are statistically significant differences in the frequency of 1-to-5-letter words
between the EN-PTEY and PT-EU groups, t(128) = 3.958, p = .001.
EN-PTEY OSRAs contain significantly more 1-to-5-letter words per thousand words
than PT-EU OSRAs (MD = 21.33; SED = 5.39; 95% Cl = 32.00 to 10.67 1-to-5-letter

words per thousand words);

There are no statistically significant differences in the frequency of 1-to-5-letter
words between the EN-ESEY and ES-EU groups, t(128) = 1.062, p = .290.
Both groups have similar means of 1-to-5-letter words per thousand words (MD =

5.43; SED =5.11; 95% Cl = 4.69 to -15.55 1-to-5-letter words per thousand words);

IV. There are no statistically significant differences in the frequency of 1-to-5-letter
words between the EN-PTEY and EN-GB groups, t(128) = .286, p = .775.
Both groups have similar means of 1-to-5-letter words per thousand words (MD =

1.83; SED = 6.39; 95% Cl = 14.49 to -10.82 1-to-5-letter words per thousand words).

There are no statistically significant differences in the frequency of 1-to-5-letter
words between the EN-ES®Y and EN-GB groups, t(128) = .648, p = .518.
Both groups have similar means of 1-to-5-letter words per thousand words (MD =

4.15; SED = 6.41; 95% Cl = 16.84 to -8.53 1-to-5-letter words per thousand words).

The following table summarizes the effects of L1 influence found in each group of OSRAs:

Effect of L1 Influence EN-PTEY EN-ESEY

I. Intra-L1 homogeneity --

Il. Inter-L1 heterogeneity --

lll. Cross-language congruity -- 4

IV. Intralingual contrast -- -

The frequency of 1-to-5-letter words is not influenced by the authors’ L1 in OSRAs
written in English by the Portuguese L1 authors since no effects of L1 influence are found.
Similarly, in OSRAs written in English by the L1 Spanish authors, the frequency of 1-to-5-
letter words is not influenced by the authors’ L1 since only one effect of L1 influence is

verified.
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The Portuguese and Spanish authors writing OSRAs in English do not differ
significantly between each other in relation to the variances of the frequency of 1-to-5-letter
words. These groups also do not differ in relation to the mean values of the frequency of 1-
to-5-letter words per thousand words, which means that no intergroup heterogeneity can

be argued.

The Portuguese authors use significantly more 1-to-5-letter words per thousand
words when writing OSRAs in English than when they write OSRAs in their L1. Similarly, the
Portuguese authors writing OSRAs in English do not differ from the L1 English authors writing
in their L1 since both groups have very similar mean values of 1-to-5-letter words per

thousand words, i.e., 604.15 and 605.98, respectively.

The Spanish groups behave slightly differently. The Spanish authors writing OSRAs in
English do not differ from the Spanish authors writing in their L1 (ES-EU) or from L1 English
authors writing in English (EN-GB). The ES-EU group has the highest mean value of 1-to-5-
letter words per thousand words (607.26). When the L1 ES-EU authors write OSRAs in
English, they decrease the frequency of 1-to-5-letter words per thousand words to 601.83,
coming closer to the L1 EN-GB authors writing in English who use 605.98 1-to-5-letter words

per thousand words.

Since the results obtained for this variable do not show potential to mark NLID, no

further analyses are performed.

4.3.4. V6: number of 6-to-10-letter words

After examining the samples of V6, the following descriptive statistics are obtained:

V6: frequency of 6-to-10-letter words (all values in words/1000 tokens)
95% Confidence
CORPORA Mean Std. Interval for Mean Median | Variance S.td..
Error Lower Upper Deviation
Bound Bound
PT-EU 319,05 3,21 312,64 | 325,46 | 318,50 | 668,74 25,86
ES-EU 304,58 2,81 298,97 | 310,19 | 303,20 | 513,02 22,65
EN-GB 329,94 4,25 321,45 | 338,43 | 330,60 | 1173,75 | 34,26
EN-PTEY 324,62 3,44 317,76 | 331,49 | 329,20 | 767,84 27,71
EN-ESEY 327,13 3,37 320,40 | 333,87 | 327,10 | 738,21 27,17
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The results of the independent sample t-tests indicate that:

The variances of the means of V6 of the EN-PTEY and EN-ESEY groups are not

significantly different (Levene’s test, F = .035, p = .852);

. There are no statistically significant differences in the frequency of 6-to-11-letter

words between the EN-PTEY and EN-ESEY groups, t(128) = .521, p = .603.

Both groups have similar means of 6-to-10-letter words per thousand words (MD =

2.51; SED = 4.81; 95% Cl = 12.03 to -7.01 6-to-10-letter words per thousand words);
There are no statistically significant differences in frequency of 6-to-10-letter words
between the EN-PTEY and PT-EU groups, t(128) = 1.187, p = .238.

Both groups have similar means of 6-to-10-letter words per thousand words (MD =

5.58; SED = 4.70; 95% Cl = 14.88 to -3.72 6-to-10-letter words per thousand words);

There are statistically significant differences in the frequency of 6-to-10-letter
words between the EN-ESEY and ES-EU groups, t(128) = 5.142, p = .001.

The EN-ESEY group has significantly more 6-to-10-letter words per thousand words
than the ES-EU group (MD = 22.56; SED = 4.39, 95% Cl = 31.24 to 13.88 6-to-10-

letter words per thousand words);

There are no statistically significant differences in the frequency of 6-to-10-letter
words between the EN-PTEY and EN-GB groups, t(128) =.973, p = .333.
Both groups have similar means of 6-to-10-letter words per thousand words (MD =

5.32; SED =5.47; 95% Cl = 16.13 to -5.50 6-to-10-letter words per thousand words).

There are no statistically significant differences in the frequency of 6-to-10-letter
words between the EN-ESEY and EN-GB groups, t(128) =.517, p = .606.
Both groups have similar means of 6-to-10-letter words per thousand words (MD =

2.81; SED =5.42; 95% Cl = 13.54 to -7.93 6-to-10-letter words per thousand words).
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The following table summarizes the effects of L1 influence found in each group of OSRAs:

Effect of L1 Influence EN-PTEY EN-ESEY

l. Intra-L1 homogeneity --

IIl. Inter-L1 heterogeneity -

[ll. Cross-language congruity v --

IV. Intralingual contrast -- --

The frequency of 6-to-11-letter words does not appear to be influenced by the
authors’ L1 in OSRAs written in English by the Spanish authors since no effects of L1 influence
are found. Also, in OSRAs written in English by the Portuguese L1 authors, the frequency of
6-to-11-letter words does not seem to be influenced by the authors’ L1 since only one

possible effect of L1 influence is found.

The results of Levene’s test indicate that the EN-PTEV and the EN-ESEY groups have
similar variances of V6. However, these groups are not different in terms of their mean
values of 6-to-11-letter words. In fact, none of the three groups writing OSRAs in English (EN-
GB, EN-PTEY, EN-ESEY) uses 6-to-11-letter words in a frequency that is significantly different
from the other two since their mean values of V6 are very similar, i.e., 329.94, 324.62,

327.13, respectively.

Moreover, the Spanish authors writing OSRAs in English differ significantly from the
Spanish authors writing OSRAs in their L1 in relation to the frequency of V6. That is, the
Spanish authors increase the frequency of V6 significantly when they write OSRAs in English.
The Portuguese authors also increase the frequency of V6 when they write OSRAs in English,

but not enough to differ significantly from the Portuguese authors writing in their L1.

No further analyses are carried out with 6-to-10 letter words since no significant
results are obtained from the comparisons performed to assess this variable's potential to

mark L1 influence in the OSRAs of the CoRA.

204



4.3.5. V10: number of coordinating conjunctions

After examining the samples of V10, the following descriptive statistics are obtained:

V10: frequency of coordinating conjunctions (all values in words/1000 tokens)
95% Confidence
CORPORA Mean std. Interval for Mean | o. jian [ varianee | oo
Error Lower Upper Deviation
Bound Bound
PT-EU 39,88 1,05 37,77 41,98 40,64 72,08 8,49
ES-EU 34,39 1,02 32,34 36,43 33,49 68,06 8,25
EN-GB 38,99 1,05 36,89 41,10 38,40 72,25 8,50
EN-PTEY 41,24 0,91 39,41 43,06 39,98 54,17 7,36
EN-ESEY 38,83 1,08 36,66 40,99 38,06 76,39 8,74

The results of the independent sample t-tests indicate that:

The variances of the means of V10 of the EN-PTEV and EN-ESEY groups are not

significantly different (Levene’s test, F = .506, p = .478);

. There are no statistically significant differences in the frequency of coordinating

conjunctions between the EN-PTEY and EN-ESEY groups, t(128) = 1.699, p = .092.
Both groups have similar means of coordinating conjunctions per thousand words
(MD =2.41; SED = 1.42; 95% Cl = 5.21 to -.396 coordinating conjunctions per
thousand words);

There are no statistically significant differences in frequency of coordinating
conjunctions between the EN-PTEY and PT-EU groups, t(128) = .975, p = .331.

Both groups of OSRAs have approximately the same mean of coordinating
conjunctions per thousand words (MD = 1.36; SED = 1.39, 95% Cl = 4.12 to -1.40

coordinating conjunctions per thousand words);

There are statistically significant differences in the frequency of coordinating
conjunctions between the EN-ESEY and ES-EU groups, t(128) = 2.978, p = .003.

The EN-ESEY OSRAs have significantly more coordinating conjunctions per thousand
words than the ES-EU OSRAs (MD = 4.44; SED = 1.49; 95% Cl = 7.39 to 1.49

coordinating conjunctions per thousand words);
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IV. There are no statistically significant differences in the frequency of coordinating
conjunctions between the EN-PTEY and the EN-GB groups, t(128) = 1.608, p = .110.
Both groups have similar means of coordinating conjunctions per thousand words
(MD = 2.24; SED = 1.40; 95% Cl = 5.00 to -.517 coordinating conjunctions per

thousand words).

There also are no statistically significant differences in the frequency of coordinating
conjunctions between the EN-ESEY and the EN-GB groups, t(128) =.109, p = .913.

Both groups have almost identical means of coordinating conjunctions per thousand
words (MD = .165; SED = 1.51; 95% Cl = 3.16 to -2.83 coordinating conjunctions per

thousand words).

The following table summarizes the effects of L1 influence found in each group of OSRAs:

Effect of L1 Influence EN-PTEY EN-ESEY

l. Intra-L1 homogeneity --

Il. Inter-L1 heterogeneity --

lll. Cross-language congruity v -

IV. Intralingual contrast -- --

In OSRAs written in English by the Portuguese or by the Spanish authors, the
frequency of coordinating conjunctions does not seem to be influenced by the use these
authors make of this variable when writing OSRAs in their L1 since no effects are found for
the Spanish group, and only one potential effect is found for the Portuguese group.
Moreover, no significant differences are found between the groups writing OSRAs in English,
either produced by L1 or non-L1 authors, in relation to the number of coordinating

conjunctions per thousand words.

The groups are linguistically examined to verify if such a lack of significant differences
reflects the use of specific coordinating conjunctions by the authors. Therefore, the
coordinating conjunctions found in at least 50% of all OSRAs within each corpus are
extracted together with their frequency in the corresponding corpus, as shown below in

Table 35.
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Rank PT-EU ES-EU EN-GB EN-PTEV EN-ESEY Threshold
1 [e] n=4008 [yl/[e]*® n=4394 [and] n=4806 [and] n=5160 [and] n=5521 95%
2 [ou] n=621 [o] n=724 [or] n=850 [or] n=617 [or] n=729 85-80%
3 [/]1 n=398 [ademas] n=139 [/]1 n=379 [/]1 n=330 [/]1 n=382 75%
4 [no=entanto] n=156 [pero] n=139 [but] n=348 [but] n=253 [but] n=282 70%
5 [mas] n=143 [as=well=as] n=76 [as=well=as] n=79 65%
6 [assim] n=87 60%
7 [contudo] n=87 50%

Table 35 — Most frequent coordinating conjunctions in the CoRA

16 Orthographic variation of the coordinating conjuction [y]-/1/, which in Spanish changes to [e]-/e/ when the following word begins with the sound /I/. Used to avoid
lengthing of the sound /1/ and thus dissonance. E.g., from the CoRA: necesario e imprescindible; soluble e inmovilizada; atencién e hiperactividad
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As can be verified in Table 35, the number of coordinating conjunctions found in 50%
or more of the OSRAs in each corpus is rather small. The Portuguese authors writing OSRAs
in their L1 use more coordinating conjunctions more consistently across the OSRAs in terms
of frequency. All authors writing in English use the same coordinating conjunctions, except

for the non-L1 authors who use “as=well=as” more frequently than L1 authors.

To examine the difference found in the three English corpora in relation to the
coordinating conjunctions “as=well=as”, the OSRAs are further analyzed looking at (a) the
number of occurrences, (b) the rank, and (c) the percentage of occurrences in the
corresponding corpus. After analysis, four coordinating conjunctions are deemed unlikely to
function as NLID markers since their ranks are the same and their percentages in the
corresponding corpus are very similar, despite differences in the number of occurrences. See

Table 36 below.

N Coordinating Corpus Occurrences in Rank % in corpus
Conjunction Corpus
EN-GB 4806 1 2,81
1 and EN-PTEY 5160 1 3,16
EN-ESEY 5521 1 3,00
EN-GB 850 2 0,50
2 or EN-PTEY 617 2 0,38
EN-ESEY 729 2 0,40
EN-GB 379 3 0,22
3 / EN-PTEY 330 3 0,20
EN-ES®Y 382 3 0,21
EN-GB 348 4 0,20
4 but EN-PTEY 253 4 0,15
EN-ESEY 282 4 0,15

Table 36 — Coordinating conjunctions considered to be unlikely to function as NLID markers
in OSRAs written in English by Portuguese/Spanish authors given their same ranks
and a similar percentage in the corresponding corpus

Therefore, only the coordinating conjunction “as=well=as” is further analyzed to verify
if it may function as a NLID marker in the OSRAs written in English by the Portuguese/Spanish
authors. Because this coordinating conjunction is being assessed as a language transfer
marker, its equivalent in Portuguese and Spanish are extracted from the corresponding L1
corpora of the CoRA. In this respect, it is worth mentioning that the coordinating conjunction

“as=well=as” usually translates into the phrasal coordinating conjunctions “assim=como” /
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“bem=como” / “tal=como” in Portuguese, and “asi=como” / “asi=como=también” in Spanish.
Among the data extracted from the CoRA using the tag <kc>, i.e., coordinating conjunctions,
no occurrences are found that correspond to any of these phrasal conjunctions. Since this
absence is not common, all occurrences of these phrasal conjunctions are extracted from the
parsed PT-EU and ES-EU corpora using their morphological forms. 137 are extracted from the
PT-EU corpus and 86 from the ES-EU corpus. A detailed inspection of all the concordances
obtained with WordSmith (Scott 2018b) shows that the software VISL tags these
morphological forms under the category adverb (ADV), resulting in thirteen different tags for

the PT-EU and eleven for the ES-EU groups, shown below in Table 37.

N PT-EU ES-EU

1 | ADV @ADVL @#AS-<ADVL ADV @#AS-<ADVL

2 | ADV @ADVL @#AS-ADVL ADV @ADVL @#AS-<ADVL
3 | ADV @ADVL @#AS-ADVL> ADV @ADVL @#AS-A<

4 | ADV @ADVL @#AS-N ADV @ADVL>

5 |ADV @ADVL> ADV @ADVL> @#FS-<ADVL
6 | ADV @ADVL> @#FS- ADV @ADVL> @#FS-ADVL
7 | ADV @ADVL> @#FS-<ADVL ADV @ADVL> @#FS-ADVL>
8 | ADV @ADVL> @#FS-ADVL ADV @COM

9 | ADV @ADVL> @#FS-ADVL> ADV @COM @#AS-<ADVL
10 | ADV @UTT @#AS- ADV @COM @#AS-ADVL>
11 | ADV @UTT @#AS-<ADVL ADV @COM @#AS-AS

12 | ADV @UTT @#AS-<ADVL @#AS-NN

13 | ADV @UTT @ADVL> @#FS-<ADVL

Table 37 — Symbols used by VISL to tag the morphological forms “assim=como” / “bem=como” /
“tal=como” in Portuguese, and “asi=como” / “asi=como=también” in Spanish

This tagging probably responds to a prioritization of the main POS of the phrasal
coordinating conjunctions. After close reading of a random sample of 24 of the sentences
containing these phrasal conjunctions under the category ADV (n=12 per corpus), only the
coordinating function is verified (Matos and Raposo 2013: 1777). Therefore, these are
considered for the analysis of “as=well=as” with the KC function. Below are some examples

from the CoRA:

a) La prevalencia de la diabetes mellitus tipo 2 (DM2) tiene tendencia a incrementarse, debido a
los cambios alimenticios, asi como al envejecimiento poblacional, cambios en los criterios
diagndsticos y menor mortalidad de los pacientes diabéticos.
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b) Foram recolhidos dados demogrdficos, da terapéutica antineopldsica em curso, bem como
referentes as varidveis ecocardiogrdficas.

Table 38 shows the coordinating conjunction “as=well=as” and its equivalents in

Portuguese and Spanish as found in the corresponding L1 corpora under the tag ADV.

N Coordinating conjunction Corpus Occurrences | Rank % in
in Corpus corpus

bem=como/assim=como PT-EU 36 31 0,06

) asi como/asi como también ES-EU 137 26 0,08

EN-GB 32 9 0,02

as=well=as EN-PTEY 76 5 0,05

EN-ES®Y 79 5 0,04

Table 38 — The coordinating conjunction “as=well=as” and equivalents in Portuguese/Spanish
considered to be likely to function as NLID markers in OSRAs written in English by the
Portuguese/Spanish authors

The frequencies of these conjunctions are compared in order to examine if there are
significant differences between the groups. The following questions are asked of both the EN-

PTEY and the EN-ES®V corpora.

Effect of L1 Influence L1 influence L1 influence
EN-PTE questions EN-ESEY questions

Are the frequencies of the KC in the EN-PTEY / EN-ES®Y OSRAs

3 gD ey uniformly distributed?

Are the frequencies of the KC in the EN-PTEY and EN-ESEY OSRAs
II) Intergroup heterogeneity statistically significantly different?

Are the frequencies of the KCin | Are the frequencies of the KC

l1) Cross-language congruity the EN-PTEY and PT-EU OSRAs in the EN-ES® and ES-EU
statistically similar? OSRA:s statistically similar?
Are the frequencies of the KCin | Are the frequencies of the KC
T iriselineue] eories the EN-PTEY and EN-GB OSRAs in the EN-ESEY and EN-GB
statistically significantly OSRAs statistically
different? significantly different?
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The Mann-Whitney test is used to assess the mean difference between the groups
given that the data is not normally distributed and has some outliers. Questions | and Il are
answered together. The level of significance used is p < .05 for questions Il and IV. Since
qguestions | and Il look for uniformity and congruity, respectively, a result of p > .05 is
associated with a possible effect of L1 influence.

Table 39 below shows the results and mean ranks of the comparisons performed. As
can be seen, no significant differences are observed between the English and the Portuguese
authors writing OSRAs in English. The Portuguese authors use “bem=como”, “assim=como”,
and “tal=como” significantly more frequently in Portuguese than they use “as=well=as” in
English. Therefore, no NLID markers can be associated with the frequency of these
coordinating conjunctions by the Portuguese authors.

Significant differences indicating the presence of possible NLID markers are observed
only for the group of the Spanish authors. These authors use as many “asi=como” and
“asi=como=también” when writing OSRAs in Spanish as they use “as=well=as” when writing
OSRAs in English, and they use “as=well=as” significantly more frequently than the L1 English
authors writing OSRAs in English. This may indicate that the Spanish authors transfer the use

they make of the equivalent of “as=well=as” in Spanish into English.
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L1 Influence Effects

v Ll W Colrone | g | s | St | ) i | st
N two _ two
(Levene’s (Mann-Whitney EN-PT*and (Mann-Whitney conFrast (Mann effects (Mann-Whitney con.trast (Mann effects of
EN-ESEY Whitney Test) Whitney Test)
test) Test) ENTES Test) of L1 Test) L1
V:rlir:rl]lj; ll:ut influence influence
Corpora Examined different in Corpora Examined found Corpora Examined found for
EN-PT®vs. EN- EN-PTE vs. EN-ESEY 2 EN-PT® vs. PT-EU EN-PTEY vs. for the EN-ES® vs. ES-EU EN-ESE vs. EN-GB the
s means? EN-PTEY EN-ESY
Coordinating conjunction ES EN-GB ? ?
oordinating conj Reference p values Reference p values groups Reference p values EHOURE
p>.05 AND p<.05? p >.05? p<.05? p >.05? p <.05?
bem=como / assim=como Z=-1.935 Z=-2.635 Z=-.754 Z=-1.524 Z=-2.706
F= 344 p=.053 p =.008 p=.451 p=.127 p =.007
asi=como / asi=como=también B '560 Mean ranks: no Mean ranks: Mean ranks: no Mean ranks: Mean ranks: yes
p=- EN-PTEY=32.42 EN-PTEY=37.64 EN-PTEY=32.64 EN-ESV=40.33 EN-ESEV=33.08
as=well=as EN-ESfV=41.32 PT-EU=51.51 EN-GB=29.57 ES-EU=33.26 EN-GB=21.93

Table 39 — Results of the Mann-Whitney’s tests performed to assess mean differences between the groups in relation to the coordinating conjunction [as=well=as] and equivalents
in Portuguese and Spanish
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4.3.6. V11: number of subordinating conjunctions

After examining the samples of V11, the following descriptive statistics are obtained:

V11: frequency of subordinating conjunctions (all values in words/1000 tokens)
95% Confidence
CORPORA Mean Std. Interval for Mean Median | Variance S.td..
Error Lower Upper Deviation
Bound Bound
PT-EU 10,34 0,54 9,26 11,43 10,27 19,18 4,38
ES-EU 14,10 0,64 12,83 15,37 13,98 26,21 5,12
EN-GB 10,82 0,52 9,79 11,85 10,60 17,39 4,17
EN-PTEY 10,85 0,52 9,81 11,89 10,81 17,56 4,19
EN-ESEY 11,98 0,46 11,06 12,90 11,81 13,76 3,71

The results of the independent sample t-tests indicate that:

I. The variances of the means of V11 of the EN-PTEY and EN-ES®Y groups are not
significantly different (Levene’s test, F = 2.778, p = .098);

Il. There are no statistically significant differences in the frequency of subordinating
conjunctions between the EN-PTEY and EN-ESEV groups, t(128) = 1.623, p = .107.
Both groups have similar means of subordinating conjunctions per thousand words
(MD =1.13; SED = .695; 95% Cl = 2.50 to -.247 subordinating conjunctions per
thousand words);

lll.  There are no statistically significant differences in frequency of subordinating
conjunctions between the EN-PTEV and PT-EU groups, t(128) = .671, p = .503.
Both groups have fairly similar means of subordinating conjunctions per thousand
words (MD = .505; SED =.753, 95% Cl = 1.99 to -.984 subordinating conjunctions

per thousand words);

There are statistically significant differences in the frequency of subordinating
conjunctions between the EN-ESEY and ES-EU groups, t(128) = 2.706, p = .008.
The ES-EU OSRAs have significantly more subordinating conjunctions per thousand
words than the EN-ES®Y OSRAs (MD = 2.12; SED = .785, 95% Cl = 3.68 to .571
subordinating conjunctions per thousand words);

IV. There are no statistically significant differences in the frequency of subordinating

conjunctions between the EN-PTEY and EN-GB groups, t(128) = .038, p =.970.
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Both groups have almost identical means of subordinating conjunctions per
thousand words (MD =.028; SED = .733; 95% Cl = 1.48 to -1.42 subordinating

conjunctions per thousand words).

There are no statistically significant differences in the frequency of subordinating
conjunctions between the EN-ESEY and EN-GB groups, t(128) = 1.669, p = .098.

Both groups have very similar means of subordinating conjunctions per thousand
words (MD = 1.16; SED = .692; 95% Cl = 2.52 to -.215 subordinating conjunctions

per thousand words).

The following table summarizes the effects of L1 influence found:

Effect of L1 Influence EN-PTEY EN-ESEY

l. Intra-L1 homogeneity --

Il. Inter-L1 heterogeneity --

lll. Cross-language congruity 4 --

IV. Intralingual contrast -- --

The Spanish authors use more subordinating conjunctions when they write OSRAs in
their L1 than when they write OSRAs in English, and this decrease in relation to English
corresponds with the frequency with which the L1 English authors use subordinating
conjunctions when writing OSRAs in their L1.

The Portuguese authors, however, use subordinating conjunctions at very similar
frequencies when writing OSRAs in their L1, and when writing OSRAs in English. Moreover,
the frequency with which these authors use subordinating conjunctions in English is not
significantly different from the frequency with which the L1 English authors use
subordinating conjunctions when writing OSRAs in English.

Only one effect of L1 influence is found in relation to the number of subordinating
conjunctions used by the Portuguese authors when writing OSRAs in English, i.e., cross-
language congruity, and no effects are found in OSRAs written by the Spanish authors writing
in English. Therefore, no L1 influence can be argued in relation to the frequency of

subordinating conjunctions in either group.
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The groups are linguistically examined to understand if this lack of L1 influence
reflects the use of specific subordinating conjunctions. The subordinating conjunctions
found in 50% or more of all OSRAs within each corpus are extracted together with the total

frequency of each subordinating conjunction, as shown below in Table 40.
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Rank PT-EU ES-EU EN-GB EN-PTEV EN-ESEY Threshold

1 [que] n=732 [que] n=1120 [that] n=913 [that] n=974 [that] n=1252 95%

2 [se] n=190 [segun] n=178 [although] n=154 [although] n=178 [although] n=208 85-80%
3 [embora] n=82 [si] n=154 [as] n=140 [while] n=115 [because] n=104 75%

4 [como] n=70 [aunque] n=149 [if] n=113 [as] n=85 [as] n=88 70%

5 [ya=que] n=142 [while] n=110 [because] n=80 [whether] n=88 65%

6 [cuando] n=122 [whether] n=101 [if] n=79 [while] n=88 60%

7 [asi=como] n=86 [whereas] n=85

8 [mientras=que] n=86 50%

Table 40 — Most frequent subordinating conjunctions in the CoRA (present in 50% or higher of the OSRAs) ranked by the number of occurrences and with total
frequency in corresponding corpus
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As can be noticed in Table 40, the number of subordinating conjunctions found in 50%
or higher of the OSRAs in each corpus is small. Portuguese authors writing OSRAs in their L1
use less subordinating conjunctions than all the other groups and the ES-EU is the group with
the largest number of subordinating conjunctions in the 50% threshold. Finally, all groups
writing in English have similar numbers of subordinating conjunctions within that threshold,

despite differences in the number of occurrences.

To examine possible NLID markers within subordinating conjunctions, the OSRAs in
the three English corpora are further analyzed, looking at (a) the number of occurrences, (b)
the rank, and (c) the percentage of occurrences in the corresponding corpus. Upon analysis,
most subordinating conjunctions are deemed unlikely to function as NLID markers given their
similar ranks and their percentage in the corresponding corpus, despite differences in the

number of occurrences between the groups, as shown below in Table 41.

Ne Subordinating Corpus Occurrences in Rank % in corpus
conjunction Corpus
EN-GB 154 2 0,09
1 although EN-PTEV 178 2 0,11
EN-ES®Y 208 2 0,11
EN-GB 140 3 0,08
2 as EN-PTEY 85 4 0,05
EN-ES®Y 88 4 0,05
EN-GB 110 5 0,06
3 while EN-PTEY 115 3 0,07
EN-ES®Y 88 6 0,05
EN-GB 49 8 0,03
4 because EN-PTEY 80 5 0,05
EN-ESEY 104 3 0,06
EN-GB 113 4 0,07
5 if EN-PTEY 79 6 0,05
EN-ESEY 59 9 0,04
EN-GB 101 6 0,06
6 whether EN-PTEY 41 8 0,03
EN-ESEY 88 5 0,05
EN-GB 53 7 0,03
7 whereas EN-PTEY 44 9 0,03
EN-ESEY 85 7 0,05

Table 41 — Subordinating conjunctions considered to be unlikely to function as NLID markers
in OSRAs written in English by Portuguese/Spanish authors given their similar ranks
and percentage in the corresponding corpus
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Therefore, only one subordinating conjunction is further analyzed to verify if it may
function as a NLID marker in OSRAs written in English by Portuguese/Spanish authors.
Because this subordinating conjunction is being assessed as a language transfer marker, its

equivalents in Portuguese and Spanish are extracted from the PT-EU and the ES-EU corpora.

Ne Subordinating Corpus Occurrences in Rank % in corpus
conjunction Corpus
[que] PT-EU 732 1 0,51
[que] ES-EU 1120 1 0,69
1 EN-GB 913 1 0,53
[that] EN-PTEY 974 1 0,60
EN-ES®Y 1252 1 0,68

Table 42 — Subordinating conjunctions that may function as NLID markers in OSRAs written
in English by Portuguese/Spanish authors

The frequencies of “that” and equivalents “que”, and “que”, are compared to examine
significant differences between the groups. The following questions are asked for both the

EN-PTEV and the EN-ESEY corpora.

Effect of L1 Influence L1 influence L1 influence
EN-PTEY questions EN-ES®’ questions

Are the frequencies of [that] in the EN-PTEY / EN-ESEY OSRAs

U Difdggieny mesnay uniformly distributed?

Are the frequencies of the [that] in the EN-PT®Y and EN-ESEY OSRAs
II) Intergroup heterogeneity statistically significantly different?

Are the frequencies of [that]
and [que] in the EN-ES®Y and
ES-EU OSRAs statistically

Are the frequencies of [that] and
I1) Cross-language congruity [que] in the EN-PTEY and PT-EU
OSRAs statistically similar?

similar?
Are the frequencies of [that] in Are the frequencies of [that]
. the EN-PT® and EN-GB OSRAs in the EN-ES®Y and EN-GB
IV) Intralingual contrast - - —
statistically significantly OSRAs statistically
different? significantly different?

Since the data is not normally distributed and has outliers, the Mann-Whitney test is
used to assess for a mean difference between the groups. Questions | and Il are answered

together. The level of significance used is p < .05 for questions Il and IV. Because questions |
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and Il look for uniformity and congruity, respectively, a result of p > .05 is associated with an

L1 effect. Table 43 below shows the results and mean ranks of all comparisons.
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L1 Influence Effects

1) Intra-L1 1) Inter-L1 Ill) Cross-language V) Intralingual IIl) Cross-language V) Intralingual
homogeneity heterogeneity congruity _ At least congruity )
(Levene’s (Mann-Whitney EN-PT® Eaund (Mann-Whitney \c/s;ittr:est (TI\:!I:tr;n two L1 (Mann- ::Ao/rr::tr::t EI"\élsatr)m At least
test) Test) EN-ES Test) i infilanas Whitney Test) v two L1
similar in offects influence
- variance but - - effect
Corpora Examined different in Corpora Examined found Corpora Examined found for
EN-PT®vs. EN- | EN-PT® vs. EN-ES™ means? EN-PT® vs. PT-EU EN-PT® vs. for EN-ES™ vs. ES-EU EN-ES®vs.EN-GB | EN-ESEU?
. . ESEY ' EN-GB EN-PTZ? '
Subordinating conjunction Reference p values Reference p values Reference p values
p>.05 AND p<.05? p >.05? p<.05? p>.05? p <.05?
7 =-2.502 7Z=-1.915 Z =-.085 Z=-974 Z=-2.778
F=.093 p=.012 p =.055 p=.932 p=.330 p =.005
that/que/que ;.761 Mean ranks: yes Mean ranks: Mean ranks: yes Mean ranks: Mean ranks: yes
p=- EN-PTEV=56.71 EN-PTEY=70.20 EN-PTEV=64.72 EN-ES®U= 68.72 EN-ES®V=74.67
EN-ESEV=73.16 PT-EU=57.71 EN-GB= 65.28 ES-EU=62.28 EN-GB=56.33

Table 43 — Results of the Mann-Whitney’s tests performed to assess for mean differences between the groups in relation to the subordinating conjunction “that” and its equivalents
“que” and “que” in Portuguese and Spanish
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As can be seen in Table 43, for both the EN-PTEY and the EN-ES®V groups, at least two
effects of L1 influence are found. The groups have similar within-group variances but are
significantly different in relation to the mean values of the number of occurrences of the
subordinating conjunctions “that”. Moreover, for both groups, the cross-language congruity
effect is found, but only one, i.e., the EN-ESEY, has intralingual contrast with the L1 English
authors. In other words, the Portuguese authors writing OSRAs in English use the
subordinating conjunction “that” as frequently as the L1 English authors use that
conjunction when writing in their L1. Moreover, even though the Portuguese authors writing
OSRAs in English use the subordinating conjunction “that” more frequently than they use
the subordinating conjunction “que” when writing OSRAs in Portuguese, this difference is
not significant. On the other hand, the Spanish authors writing OSRAs in English use the
subordinating conjunction “that” as frequently as they use the subordinating conjunction
“que” when writing OSRAs in Spanish, and significantly more frequently than the L1 English
authors writing OSRAs in their L1.

From the analysis of the parsed corpora files, no other differences can be assessed
between the groups in relation to the subordinating conjunction [that] besides the fact that
the tagging in Portuguese and Spanish is far more specific than that obtained from the texts

written in English, as shown in table Table 44.

Ne Tags PT-EU | ES-EU | EN-GB | EN-PTE | EN-ES®
1 | KS@SUB# 911 970 1249
2 | KS @SUB @#FS-<ACC 419 653

3 | KS @SUB @#FS- 71 75

4 | KS @SUB @#FS-P< 40 78

5 | KS @SUB @#FS-<SUBJ 75 31

6 | KS@SUB 53 48

7 | KS@COM @#AS-KOMP< 86

8 | KS @PRT-AUX< 6 33

9 | KS @COM @#FS-KOMP< 37

10 | KS @SUB @#FS-KOMP< 6 26

11 | KS @SUB @#FS-<ADVL 13 17

12 | KS @UTT @#AS-KOMP< 23

13 | KS @SUB @#FS-P 3 8

14 | KS @SUB @#FS-<SC 7 3

15 | KS @SUB @#FS-A 6 2

16 | KS @COM @#FS-KOMP 8
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17 | KS @SUB @#FS-N 2 4

18 KS @AS- 4 2
19 KS @SUB @#FS-SUBJ> 2 3

20 KS @SUB @#FS-KOMP 2 2

21 KS @COM @#AS-KOMP 2

22 KS @COM @#AS-KOMPAS< 2

23 KS @>A 1

24 KS @SUB @#FS-PA 1

25 KS @SUB @#FS--PASS 1

26 KS @UTT @#AS-KOMPN 1

27 | KS &afterpar @SUB 1

28 KS @AS-ADVL> 1
29 KS @COM @#AS-KOMP @AS< 1

30 KS @COM @#AS-KOMPAS< @AS< 1

31 KS @SUB DETS @>N 1

Table 44 — Tags of the subordinating conjunctions in the five corpora

The tagging @SUB is the most frequent syntactic function described in both the PT-
EU and the ES-EU corpora, with 699 and 950 occurrences, corresponding to 96% and 85%,
respectively. Therefore, the subordinating function of the conjunction “que” is the most

frequent in both corpora, just as it is in both the non-L1 English corpora.

The subordinator “that” in the English corpora does not function as part of the
subordinate clause and it correspond mostly to so-called comment clauses that are
preceded by transitive verbs (Quirk et al. 1985: 510; 1006). Below, Table 45 shows a list of
the most frequent transitive verbs containing the subordinating conjunction “that” with

higher numbers of occurrences in the EN-PTEY/EN-ESEY corpora in bold.

Ne Verb with [that] EN-GB EN-PTEY EN-ESEV
1 | suggestthat... 158 131 177
2 | show that ... 110 168 177
3 | demonstrate that ... 43 51 74
4 | find that ... 30 62 56
5 | reportthat... 33 51 37
6 | observe that ... 15 35 55
7 | note that... 25 11 24
8 | reveal] that 8 27 16
9 | hypothesi(s/z)e'” that ... 12 16 22
10 | know that ... 4 12 34

17 To indicate that the numbers reflect both orthographic variances, i.e., the American and British.
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11 | confirm that ... 12 14 22
12 | indicate that ... 20 3 17
13 | conclude that ... 6 6 7
14 | acknowledge that ... 10 4 1

Table 45 — Most frequent transitive verbs followed by the subordinating conjunction
[that] in the English corpora

Overall, OSRAs written in English by the L1 authors have 47 different transitive verbs
followed by the subordinating conjunction “that”, while OSRAs written in English by the
Portuguese/Spanish authors contain 41 and 42 different verbs followed by the subordinating
conjunction “that”, respectively. However, the total number of occurrences of these verbs
in OSRAs written in English by the Portuguese/Spanish authors is 658 and 776, respectively,
while in the EN-GB corpus, the total number of occurrences of transitive verbs followed by

the subordinator “that” is 548.

These syntactic constructions in English have their equivalents in Portuguese and
Spanish. However, the frequencies found in the PT-EU/ES-EU corpora are not as high as

those found in English, as shown in Table 46 below.

N Verb with [that] PT-EU ES-EU
1 | indicar que 20 34
2 | observar que 9 40
3 | considerar que 23 17
4 | sugerir que 27 10
5 | demostrar que 3 27
6 | destacar que 4 23
7 | afirmar que 11 5
8 | creer que 1 14
9 | evidenciar que 5 6
10 | esperar que 6 3
11 | comprobar que - 8
12 | asumir que - 5
13 | recomendar que 3 2
14 | supor/suponer que 2 1

Table 46 — Most frequent transitive verbs followed by the subordinating
conjunction [que] in the Portuguese and Spanish corpora

Although, quantitatively, there is evidence of an L1 effect in OSRAs written in English

by the Portuguese and especially by the Spanish authors associated with the subordinating

conjunction “that”, such effect is not maintained in specific syntactic constructions such as
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the one examined above with transitive verbs. The frequency of the subordinating
conjunction “that” after transitive verbs that convey comments may not mark L1 influence,
but it may function as a marker of hedging mechanisms (Quirk et al. 1985: 1113) of the non-

L1 English authors in the CoRA.

4.4. Variables with only one effect of L1 influence- Intralingual Contrast

This section describes the variables whose results indicate intralingual contrast, i.e.,
the L1 Portuguese/Spanish authors writing OSRAs in English differ significantly from the L1

English authors writing in their L1 in relation to these variables.

4.4.1. V1: number of commas

After examining the samples of V1, the following descriptive statistics are obtained:

V1: frequency of commas (all values in commas/1000 tokens)
95% Confidence
CORPORA Mean Esrtr‘:).r I-I:::er:lal for Ll\lnpe::r Median | Variance De\iit:t.ion
Bound Bound
PT-EU 58,48 1,31 55,86 61,09 58,30 | 111,51 10,56
ES-EU 47,89 1,27 45,35 50,43 47,50 | 103,84 10,19
EN-GB 47,94 1,71 44,53 51,35 45,00 | 189,34 13,76
EN-PTEY 50,62 1,57 47,49 53,74 50,00 | 159,52 12,63
EN-ESEY 52,29 1,25 49,79 54,80 53,00 | 102,21 10,11

The lowest median standardized value of commas is in the EN-GB corpus, and the

highest is in the PT-EU corpus.
The results of the independent sample t-tests indicate that:

I. The variances of the means of V1 of the EN-PTEV and EN-ESFY OSRAs are no
significantly different as indicated by Levene’s test, F = 3.587, p = 0.60;
Il. There are no statistically significant differences in the frequency of commas

between the EN-PTEY and EN-ESEY groups, t(128) = .836, p = .405.
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Both groups have very similar means of commas per thousand words (MD = 1.68;
SED =2.01; 95% Cl = 5.65 to -2.29 commas per thousand words);

[ll. There are statistically significant differences in the frequency of commas between
the EN-PTEY and PT-EU groups, t(128) = 3.852, p = .001.
The PT-EU OSRAs contain significantly more commas per thousand words than the
EN-PTEY OSRAs (MD = 7.86; SED = 2.04; 95% Cl = 11.90 to 3.82 commas per

thousand words);

There also are statistically significant differences in the frequency of commas

between the EN-ESEY and ES-EU groups, t(127) = 2.463, p = .015.

EN-ESEY OSRAs have significantly more commas per thousand words than the ES-EU

OSRAs (MD = 4.40; SED = 1.79; 95% Cl = 7.94 to .866 commas per thousand words);
IV. There are no statistically significant differences in the frequency of commas

between the EN-PTEY and EN-GB groups, t(128) = 1.155, p = .250.

Both groups have very similar means of commas per thousand words (MD = 2.68;

SED =2.32; 95% Cl = 7.26 to -1.91 commas per thousand words).

There are statistically significant differences in the frequency of commas between
the EN-ESEY and EN-GB groups, t(117.477) = 2.055, p = .042.

The EN-ESEY group uses significantly more commas per thousand words than the
EN-GB group (MD = 4.35; SED = 2.12; 95% Cl = 8.55 to .159 commas per thousand

words).

The following table summarizes the effects of L1 influence identified:

Effect of L1 Influence EN-PTEY EN-ESEY

l. Intra-L1 homogeneity --

Il. Inter-L1 heterogeneity --

lll. Cross-language congruity -- --

IV. Intralingual contrast -- v

From the quantitative perspective, no effects of L1 influence can be argued for the

PT-EU or the ES-EU authors in relation to the number of commas they use when writing in
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English since no effects are found for the first group of authors (EN-PTEY), and only one is
found for the second group of authors (EN-ESEY).

The results of Levene’s test performed to determine homogeneity of variances in the
EN-PTEY and the EN-ESEY groups indicate that OSRAs written in English by the PT-EU and the
ES-EU authors are homogeneous in their V1 internal distribution. In other words, these
authors behave uniformly within their groups in relation to the number of commas they use
when writing in English. However, these groups do not differ significantly in relation to the
frequency of use of commas. That is, no intergroup heterogeneity is found between the EN-
PTEY and the EN-ESEY OSRAs. The mean values of commas per thousand words are not
significantly different between the two groups (p > .05). The Portuguese authors use 50.62
(8D = 12.63; SE = 1.57) and the Spanish authors use 52.29 (SD = 10.11; SE = 1.25) commas
per thousand words, on average.

Additionally, the comparison between the EN-PTEY authors and the PT-EU authors
shows significant differences between those groups in relation to the frequency of commas.
The Portuguese authors use significantly more commas when writing in Portuguese (mean
value = 58.48 commas per thousand words) than when writing in English (mean value = 50.62
per thousand words). Similarly, the comparison of the EN-ESEY and the ES-EU authors shows
significant differences in the frequency of use of commas between the Spanish authors
writing in their L1 and the Spanish authors writing in English. However, contrary to what is
observed in the Portuguese group, it is the group of the Spanish authors writing in English

that uses more commas per thousand words.

Finally, the comparison between the EN-PTEV and the EN-GB groups shows no
intralingual contrast between those groups of authors in relation to the frequency of use of
commas since there are no significant differences between their mean values of commas
per thousand words. However, the comparison of the EN-ES®Y and the EN-GB groups shows
a significant difference between the Spanish authors writing in English and the L1 English
authors writing in their language in relation to the frequency of commas, with the non-L1

group (EN-ESEY) using significantly more commas per thousand words.

In short, the Portuguese group significantly reduces the number of commas they use
when writing in English in relation to their L1 counterpart writing in Portuguese and comes

closer enough to the L1 English authors writing in their L1 to not differ significantly from
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them in relation to the frequency of use of commas. However, the Spanish group
significantly increases the number of commas they use when writing OSRAs in English in
relation to their L1 counterpart writing in Spanish, but then also with in relation to the L1
English authors writing in their L1. Although both the Portuguese and Spanish authors use
more commas than the L1 English authors when writing OSRAs in English, this difference is
not significant in the Portuguese group and, despite being significant in the Spanish group,
has a small effect size (Cohen’s d = 0.379). In any event, the difference observed between
the L1 English authors and the Spanish authors writing in English in relation to the frequency
of use of commas cannot be said to be influenced by the use the Spanish authors make of
commas in their L1 because if that were the case, the Spanish authors writing in English

would have had a mean value of comma frequency similar to the L1 English authors.

4.4.2. V7: number of 11-to-15-letter words

After examining the samples of V7, the following descriptive statistics are obtained:

V7: frequency of 11 to 15-letter words (all values in words/1000 tokens)
95% Confidence
CORPORA Mean Std. Interval for Mean Median | Variance S.td'.
Error Lower Upper Deviation
Bound Bound
PT-EU 92,48 2,03 88,42 96,54 90,30 268,30 16,38
ES-EU 84,36 1,89 80,59 88,12 85,30 231,04 15,20
EN-GB 62,21 2,01 58,20 66,22 61,40 262,12 16,19
EN-PTEV 68,50 1,99 64,53 72,47 66,70 256,64 16,02
EN-ESEV 68,20 2,02 64,16 72,23 65,50 265,04 16,28

The results of the independent sample t-test indicate that:

I. The variances of the means of V7 of the EN-PTEV and EN-ESEY groups are not
significantly different (Levene’s test, F = .045, p = .833);

Il. There are no statistically significant differences in the frequency of 11-to-15-letter
words between the EN-PTEY and EN-ESEY groups, t(128) = .106, p = .916.
Both groups have almost identical means of 11-to-15-letter words (MD = .300; SED
=2.83;95% Cl =5.91 to -5.31 11-to-15-letter words per thousand words);
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lll. There are statistically significant differences in the frequency of 11-to-15-letter
words between the EN-PTEY and PT-EU groups, t(128) = 8.437, p = .001.
The PT-EU OSRAs contain significantly more 11-to-15-letter words than the EN-PTEV
OSRAs (MD = 23.98; SED = 2.84; 95% Cl = 29.60 to 18.36 11-to-15-letter words per

thousand words);

There are statistically significant differences in the frequency of 11-to-15-letter
words between the EN-ESEY and ES-EU groups, t(128) = 5.849, p = .001.
The ES-EU OSRAs have significantly more 11-to-15-letter words than the EN-ESEV
OSRAs (MD = 16.16; SED = 2.76; 95% Cl = 21.63 to 10.69 11-to-15-letter words per
thousand words);

IV. There are statistically significant differences in the frequency of 11-to-15-letter
words between the EN-PTEY and EN-GB groups, t(128) = 2.227, p = .028.
The EN-PTEY sample has significantly more 11-to-15-letter words per thousand
words than the EN-GB sample (MD = 6.29; SED = 2.82; 95% Cl = 11.88 to .700 11-to-

15-letter words per thousand words).

There are statistically significant differences in the frequency of 11-to-15-letter
words between the EN-ESY and EN-GB groups, t(128) = 2.103, p = .037.

The EN-ESEV sample has significantly more 11-to-15-letter words per thousand
words than the EN-GB sample (MD = 5.99; SED = 2.85; 95% Cl = 11.63 to .355 11-to-

15-letter words per thousand words).

The following table summarizes the effects of L1 influence found in each group of OSRAs:

Effect of L1 Influence EN-PTEY EN-ESEY

l. Intra-L1 homogeneity --

Il. Inter-L1 heterogeneity --

lll. Cross-language congruity -- --

IV. Intralingual contrast v v

In OSRAs written in English by the Portuguese or the Spanish L1 authors, the
frequency of 11-to-15-letter words is not influenced by the frequency these authors make

of this variable in their respective L1ls. Both the Portuguese and Spanish authors use
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significantly fewer 11-to-15-letter words when writing OSRAs in their L1s than when they

write OSRAs in English. Both groups of authors increase the frequency of V7 when writing in

English, and this increment sets them apart also from the L1 English authors writing OSRAs

in their L1, i.e., in English.

4.4.3. V8: number of definite articles

After examining the samples of V8, the following descriptive statistics are obtained:

V8: frequency of definite articles (all values in words/1000 tokens)
95% Confidence
CORPORA Mean Std. Interval for Mean Median | Variance S.td'.
Error Lower Upper Deviation
Bound Bound
PT-EU 129,94 2,00 125,94 | 133,94 | 133,88 | 260,82 16,15
ES-EU 121,30 1,97 117,37 | 125,23 | 120,62 | 251,54 15,86
EN-GB 45,82 1,42 42,98 48,67 44,42 132,02 11,49
EN-PTEV 49,49 1,69 46,11 52,88 47,70 186,60 13,66
EN-ESEV 53,62 1,77 50,08 57,16 55,71 203,63 14,27

The results of the independent sample t-tests indicate that:

. The variances of the means of V8 of the EN-PT®Y and EN-ESEY groups are not

significantly different (Levene’s test, F = .657, p = .419);

. There are no statistically significant differences in the frequency of definite articles

between the EN-PTEY and EN-ESEY groups, t(128) = 1.685, p = 0.94.

Both groups have similar means of definite articles per thousand words (MD = 4.13;
SED = 2.45; 95% Cl = 8.98 to -.720 definite articles per thousand words);

There are statistically significant differences in frequency of definite articles
between the EN-PTEY and PT-EU groups, t(128) = 30.668, p = .001.
The PT-EU OSRAs contain significantly more definite articles per thousand words
than the EN-PTEY OSRAs (MD = 80.44; SED = 2.62; 95% Cl = 85.63 to 75.25 definite

articles per thousand words);

There are statistically significant differences in the frequency of definite articles

between the EN-ESEY and ES-EU groups, t(128) = 25.57, p = .001.
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The ES-EU OSRAs have significantly more definite articles per thousand words than
the EN-ESEY OSRAs (MD = 67.68; SED = 2.65; 95% Cl = 72.92 to 62.44 definite
articles per thousand words);
IV. There are no statistically significant differences in the frequency of definite articles
between the EN-PTEY and EN-GB groups, t(128) = 1.657, p = .100.
Both groups have similar means of definite articles per thousand words (MD = 3.67;

SED =2.21; 95% Cl = 8.05 to -.711 definite articles per thousand words).

There are statistically significant differences in the frequency of definite articles
between the EN-ESEY and EN-GB groups, t(122.396) = 3.430, p = .001.

The EN-ESEV sample has significantly more definite articles per thousand words than
the EN-GB sample (MD = 7.96; SED = 2.27; 95% Cl = 12.29 to 3.30 definite articles

per thousand words).

The following table summarizes the effects of L1 influence found in the groups:

Effect of L1 Influence EN-PTEY EN-ESEY

l. Intra-L1 homogeneity --

IIl. Inter-L1 heterogeneity --

[ll. Cross-language congruity -- --

IV. Intralingual contrast -- v

The frequency of definite articles in OSRAs written in English by the Portuguese or by
the Spanish authors does not seem to be influenced by the frequency with which these
authors use definite articles when writing OSRAs in their respective L1ls. Both the
Portuguese and the Spanish authors use significantly more definite articles when writing

OSRAs in their L1 than when they write OSRAs in English.

In the Portuguese group, the decrease in the frequency of definite articles when
writing in English gets them closer to the use the L1 English authors make when writing in

their L1, and no significant differences are observed between these groups.

Spanish authors, however, reduce the frequency of use of definite articles when

writing OSRAs in English to a mean value that sets a significant difference in relation to the
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Spanish authors writing OSRAs in Spanish, but not in relation to the L1 English authors

writing in English and therefore, the mean values of definite articles per thousand words are

significantly different between the EN-ESEY and the EN-GB groups.

4.4.4. V17: number of adverbs

After examining the samples of V17, the following descriptive statistics are obtained:

V17: frequency of adverbs (all values in words/1000 tokens)
95% Confidence
CORPORA Mean Std. Interval for Mean Median | Variance S.td'.
Error Lower Upper Deviation
Bound Bound
PT-EU 47,05 1,10 44,85 49,25 45,50 79,03 8,89
ES-EU 33,17 0,96 31,25 35,10 31,70 60,37 7,77
EN-GB 46,70 1,38 43,95 49,45 46,40 122,99 11,09
EN-PTEY 44,47 1,14 42,18 46,76 43,50 85,19 9,23
EN-ESEY 41,43 0,86 39,71 43,15 41,70 48,16 6,94

The results of the independent sample t-tests indicate that:

The variances of the means of V17 of the EN-PTEY and EN-ESEY groups are significantly

different (Levene’s test, F = 4.755, p = .031);

. There are statistically significant differences in the frequency of adverbs between

the EN-PTEY and EN-ESEY groups, t(118.822) = 2.124, p = .036.

The EN-PTEY group uses significantly more adverbs per thousand words than the
EN-ESEY group (MD = 3.04; SED = 1.43; 95% Cl = 5.88 to 2.06 adverbs per thousand
words);

There are no statistically significant differences in the frequency of adverbs
between the EN-PTEY and PT-EU groups, t(128) = 1.624, p = .107.

Both groups use adverbs at similar frequencies (MD = 2.58; SED = 1.59; 95% Cl =

5.73 to -.564 adverbs per thousand words);

There are statistically significant differences in the frequency of adverbs between

the EN-ESEY and ES-EU groups, t(128) = 6.391, p = .001.
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The EN-ESEY group uses significantly more adverbs per thousand words than the ES-
EU group (MD = 8.26; SED = 1.29; 95% Cl = 10.81 to 5.70 adverbs per thousand
words);

IV. There are no statistically significant differences in the frequency of adverbs
between the EN-PTEY and EN-GB groups, t(128) = 1.248, p = .214.
Both groups have similar means of adverbs per thousand words (MD = 2.23; SED =

1.79; 95% Cl = 5.77 to -1.31 adverbs per thousand words).

There are statistically significant differences in the frequency of adverbs between
the EN-ESEVY and EN-GB groups, t(107.420) = 3.251, p = .002.

The EN-GB group uses significantly more adverbs per thousand words than the EN-
ESEY group (MD = 5.28; SED = 1.62; 95% Cl = 8.49 to 2.06 adverbs per thousand

words).

The following table summarizes the effects of L1 influence found in the groups:

Effect of L1 Influence EN-PTEY EN-ESEY

l. Intra-L1 homogeneity --

Il. Inter-L1 heterogeneity --

lll. Cross-language congruity 4 --

IV. Intralingual contrast -- v

The effects of L1 influence in relation to the frequency of adverbs are found for both
the EN-PTEY and the EN-ES®Y groups. For the EN-PTEY group, cross-language congruity is
found, and for the EN-ES®Y, intralingual contrast is found. In other words, the Portuguese
authors writing OSRAs in English maintain the frequency of use of adverbs they show when
writing OSRAs in their L1. Similarly, the Portuguese authors writing OSRAs in English use
adverbs as frequently as the L1 English authors. On the other hand, the Spanish authors
writing OSRAs in English use adverbs significantly more frequently than the Spanish authors

writing OSRAs in their L1, but not as frequently as the English authors writing in their L1.

Both groups (EN-PTEY and EN-ESEY) are analyzed linguistically to understand if these
results reflect the use of specific adverbs and, therefore, may function as L1 influence

markers. For that, all adverbs found in at least 50% of all OSRAs within each corpus are
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extracted into Table 47 together with the total corresponding frequency of each adverb, as

shown below.
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Rank PT-EU ES-EU EN-GB EN-PTEV EN-ESEY Threshold
1 [ndo] n=943 [no] n=1002 [not] n=765 [not] n=625 [not] n=831
2 [muito] n=778 [mas] n=481 [much] n=468 [also] n=467 [also] n=519 95%
3 [como] n=560 [como] n=258 [there] n=441 [much] n=376 [however] n=330
4 [também] n=276 [también] n=195 [also] n=348 [significantly] n=257 [much] n=296
5 [apenas] n=217 [sin=embargo] n=157 [however] n=272 [only] n=250 [only] n=217 90%
6 [ainda] n=160 [ademas] n=139 [only] n=231 [however] n=238 [significantly] n=203
7 [no=entanto] n=156 [cuando] n=122 [both] n=170 [there] n=229 [when] n=203 85%
8 [estatistico] n=129 [tanto] n=105 [when] n=159 [when] n=228 [as] n=198 80%
9 [cerca=de] n=108 [muy] n=101 [as] n=145 [both] n=156 [there] n=192 75-70%
10 [quando] n=108 [asi=como] n=86 [where] n=128 [as] n=152 [thus] n=184
11 [assim] n=87 [respectivamente] n=59 | [significantly] n=126 [respectively] n=126 [therefore] n=167 65%
12 [nomeadamente] n=87 [therefore] n=122 [thus] n=119 [both] n=166
13 [contudo] n=87 [previously] n=111 [previously] n=89 [in=addition] n=139 60%
14 [ja] n=80 [respectively] n=99 [moreover] n=86 [moreover] n=112
15 [através] n=78 [little] n=88 [therefore] n=77 [previously] n=112 55%
16 [pouco] n=70 [very] n=84 [still] n=75 [respectively] n=109
17 [bem=como] n=61 [for=example] n=78 [furthermore] n=72 [very] n=82
18 [s6] n=55 [particularly] n=73 [namely] n=71 [furthermore] n=73
19 [far] n=72 [very] n=65 [where] n=71
20 [either] n=71 [either] n=56 [out] n=57 50%
21 [here] n=64 [nevertheless] n=54
22 [mainly] n=53
23 [recently] n=52

Table 47 — Most frequent adverbs in the CoRA (present in 50% of the OSRAs) ranked by the number of occurrences and with corresponding total frequency in the corresponding corpus.
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As can be seen, the L1 Portuguese authors writing in English (EN-PTEY) are those with
the highest number of adverbs that are present in 50% of the corresponding corpus; whereas
the L1 Spanish authors writing in English (EN-ESEY) are those with the smallest number of
adverbs present in 50% of the corresponding corpus, despite the difference with the EN-GB
group being rather small. Similarly, the L1 Portuguese authors writing OSRAs in their L1 are
those with the largest number of adverbs present in 50% of the corresponding corpus, while
the L1 Spanish authors writing OSRAs in their L1 have a smaller number of adverbs
distributed in 50% of the corresponding corpus. Finally, the three English corpora contain
more adverbs found in 50% of the OSRAs of each corpus than the L1 Portuguese and Spanish

corpora.

After these first overall observations are obtained, the three corpora of authors
writing OSRAs in English are analyzed, looking at (a) the number of occurrences, (b) the rank,
and (c) the percentage of occurrences in the corresponding corpus. Upon analysis, thirteen
adverbs (see Table 48) are deemed unlikely to function as NLID markers given their similar
ranks and percentage in the corresponding corpus, despite differences in the number of

occurrences between the groups.

N Adverb Corpus Occurrences in Rank % in corpus
corpus
EN-GB 84 16 0,05
1 very EN-PTEV 65 19 0,04
EN-ESEY 82 17 0,04
EN-GB 122 12 0,07
2 therefore EN-PTEY 77 15 0,05
EN-ESEY 167 11 0,09
EN-GB 111 13 0,06
3 previously EN-PTEV 89 13 0,05
EN-ESEY 112 15 0,06
EN-GB 99 14 0,06
4 respectively EN-PTEY 126 11 0,08
EN-ESEY 109 16 0,06
EN-GB 50 33 0,03
5 recently EN-PTEY 52 23 0,03
EN-ESEY 49 31 0,03
EN-GB 231 6 0,13
6 only EN-PTEY 250 5 0,15
EN-ESEY 217 5 0,12
EN-GB 73 18 0,04
7 particularly EN-PTEV 66 34 0,04
EN-ESEY 28 46 0,02
EN-GB 765 1 0,45
8 not EN-PTEV 625 1 0,38
EN-ESEY 831 1 0,45
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EN-GB 272 5 0,16
9 however EN-PTEY 238 6 0,15
EN-ESEY 330 3 0,18
EN-GB 64 26 0,04
10 furthermore EN-PTEY 72 17 0,04
EN-ESEY 73 18 0,04
EN-GB 170 7 0,10
11 both EN-PTEY 156 9 0,10
EN-ESEY 166 12 0,09
EN-GB 72 19 0,04
12 far EN-PTEY 51 38 0,03
EN-ESEY 46 35 0,02
EN-GB 145 9 0,08
13 as EN-PTEY 152 10 0,09
EN-ESEY 198 8 0,11

Table 48 — Adverbs unlikely to function as NLID markers given their similar ranks and
percentages in the corresponding corpus

Despite differences in ranks, seven adverbs are found in higher frequencies in the L1
English group than in the non-L1 English groups and therefore, these are analyzed to verify

their potential to mark possible strategies of avoidance of use by the non-L1 authors. These

adverbs are shown in Table 49.

N Adverb Corpus Occurrences in corpus Rank % in corpus
EN-GB 128 10 0,07
1 [where] EN-PTEV 71 19 0,04
EN-ESEY 48 30 0,03
EN-GB 71 20 0,04
2 [either] EN-PTEV 56 20 0,03
EN-ESEY 30 48 0,02
EN-GB 441 3 0,26
3 [there] EN-PTEV 229 7 0,14
EN-ESEY 192 9 0,10
EN-GB 468 2 0,27
4 [much] EN-PTEV 376 3 0,23
EN-ESEY 296 4 0,16
EN-GB 78 17 0,05
5 [for=example] EN-PTEV 12 55 0,01
EN-ESEY 19 50 0,01
EN-GB 88 15 0,05
6 [little] EN-PTEV 48 39 0,03
EN-ESEY 36 46 0,02
EN-GB 64 21 0,04
7 [here] EN-PTEV 33 51 0,02
EN-ESEY 49 39 0,03
EN-GB 69 23 0,04
8 out EN-PTEV 23 62 0,01
EN-ESEY 57 20 0,03

Table 49 — Adverbs that could mark strategies of avoidance
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The frequencies of the adverbs in Table 49 are compared to examine if there are

significant differences between the groups. For all adverbs, the fourth L1 effect of the unified

framework (Jarvis 2010, 2000) is tested for both EN-PTEY and EN-ESEY OSRAs, stated as

follows:

Effect of L1 Influence

L1 influence
EN-PTEY question

L1 influence
EN-ES® question

Are the frequencies of the adverbs where/
IV) Intralingual contrast either/there/much/for=example/little/here in the EN-PTEY/ EN-

ESEY and the EN-GB corpora statistically significantly different?

Since the data is not normally distributed and has some outliers, the Mann-Whitney

test is used to assess for a mean difference between the groups. The level of significance

used is p < .05. Fourteen tests are carried out. The number of occurrences of all adverbs is

normalized by 100. Table 50 shows the results obtained.

. L1 influence
' L1 influence ' offect IV
IV - Intralingual contrast effect IV IV - Intralingual contrast found for
(Mann-Whitney Test) found for (Mann-Whitney Test) EN-ESEV?
EN-PTEU?
corpora examined
o EN-PT® vs. EN-GB | |  EN-ESvs.EN-GB |
p reference value <.05
Z=-2.847 Z=-2.583
where p =.004 yes p=.010 yes
M rank EN-GB = 39.50 M rank EN-GB=43.36
M rank EN-PTEY =26.34 M rank EN-ESEV= 30.97
Z=-310 Z=-771
. p=.756 p =.441
el M rank EN-GB = 36.88 no M rank EN-GB= 31.51 no
M rank EN-PTEY = 38.24 M rank EN-ESEV= 28.48
Z=-4.577 Z=-4.152
p =.001 p =.001
dhirs M rank EN-GB = 76.71 ves M rank EN-GB= 70.12 ves
M rank EN-PTEY = 46.34 M rank EN-ES®V=44.20
Z=-1.850 Z=-2.973
much p=.064 no p=.003 yes
M rank EN-GB = 71.58 M rank EN-GB= 68.52
M rank EN-PTEY = 59,42 M rank EN-ESEV= 49,74
Z=-1.945 Z=-1.684
for=example p =.089 no p=.092 no
M rank EN-GB = 26.76 M rank EN-GB= 29.47
M rank EN-PTEV = 18.15 M rank EN-ESEV= 22,37
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Z=-756 Z=-.259

. p = .450 p=.795

little M rank EN-GB = 33.87 no M rank EN-GB= 29.38 no
M rank EN-PTEV = 30.50 M rank EN-ESE'= 28.24
Z=--1.213 Z=-149

here p=.225 no p=.882 no
M rank EN-GB = 22.52 M rank EN-GB= 30.27
M rank EN-PTEV = 27.50 M rank EN-ES®= 29.65
Z=-2.339 Z=--962

out p = .044 es p=.336 "
M rank EN-GB = 24.05 M rank EN-GB= 30.43
M rank EN-PTEU = 16.58 M rank EN-ESEY= 26.50

Table 50 — Results of the Mann-Whitney’s tests performed to assess for mean differences between the
groups, indicating 4 adverbs with potential to mark strategies of avoidance

As can be seen, two adverbs, i.e., “where” and “there”, are used significantly more
frequently by the L1 (i.e., EN-GB) than by both non-L1 authors (EN-PTEY and EN-ESEY) writing
OSRAs in English. Additionally, the adverb “much” is used by the L1 English authors (i.e., EN-
GB) significantly more frequently than by the Spanish authors writing OSRAs in English (EN-
ESEY); and the adverb “out” is used by the L1 English authors (i.e., EN-GB) significantly more
frequently than by the Portuguese authors writing OSRAs in English (EN-PTEY).

Based on the significance of the results, the adverbs “where” and “there” are further
analyzed for both groups (the EN-PTEY and the EN-ESEY), while the adverbs “much” and “out”
are analyzed only for the EN-ESEY group and the EN-PTEY group, respectively. The analyses
are based on the concordances of the parsed files. The concordances are obtained with
WordSmith 7.0 (Scott 2018b), from which the syntactic structures containing the adverbs
(ADV) are extracted.

The significant differences in the number of occurrences of the adverb “where”
between the EN-GB and the EN-PTEY/EN-ESEV groups are more evident in the syntactic
structures shown in Figure 11, which are more frequent in the EN-GB than in the other two

groups.
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Figure 11 — Syntactic tags of the adverb [where] showing the significant differences
between the EN-GB and the EN-PTY/EN-ESEY groups

The significant differences in the number of occurrences of the adverb “there”

between the EN-GB and the EN-PTEY/EN-ESEY groups are more clearly shown by the syntactic

tag [ADV @F-SUBJ>], shown in Table 51, which is more frequent in the EN-GB than in the other

two groups.
apy | Followed by a token with Example EN-GB | EN-PT® | EN-ES
the syntactic function

1 ADV @F-SUBJ> [there] was/were/is ... 433 227 188

3 ADV @ADVL> [There], 54 bp exons are shown... 1 2

4 ADV @F- Nor was [there] evidence... 2 1

5 ADV &afterpar @F-SUBJ> | [there] are still fewer 1 1
laboratories...

6 ADV @N ...the causes of death [there] may 1 1
differ from...

Table 51 — Syntactic tags of the adverb “there” showing the significant differences between the EN-GB and

the EN-PTEY/EN-ESEY groups

The significant differences between the EN-GB and the EN-ESEY groups in relation to

the adverb “much” are more obvious in the use of the comparative structure [ADV COM

@<A than], e.g., much lower than / much larger than / much higher than, as shown in Figure

12 below.
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Figure 12 — Syntactic tag of the adverb [much] evincing the significant
differences between the EN-GB and the EN-ESEY groups

Finally, the significant differences between the EN-GB and the EN-PT®Y groups in
relation to the adverb “out” are closely related to the frequency of phrasal verbs with “out”

shown in Table 52 below.

N Phrasal verb EN-GB | EN-PT® EN-ES®Y
1 rule out 38 4 20
2 carry out 20 11 25
3 point out 2 5 6
4 set out 3 1 1
5 drive out 2
6 find out 1 1
7 spread out 2

8 roll out 1

9 seek out 1

10 stand out 1
11 start out 1
12 wash out 1

Table 52 — Occurrences of phrasal verbs with “out” in English corpora

The second group of adverbs is examined to determine language transfer. The group
comprises nine adverbs distributed in 50% or more of the OSRAs of one or both the non-L1
English corpora and whose number of occurrences and percentage in the corresponding

corpus is higher in one or both the non-L1 English corpora than in the L1 English corpus.
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Those adverbs are “also”, “in=addition”, “mainly”, “moreover”, “namely”, “nevertheless”,

“significantly”, “still”, “thus”, and “when”.

After preliminary analysis, some of these adverbs are analyzed as a group with other
synonyms found in the corpora because their translation from English into
Portuguese/Spanish can adopt any of the equivalents found in the English corpora and the

Portuguese/Spanish corpora. Those two adverb groups are:

e the group consisting of the adverbs “also”, “in=addition”, “moreover”,
“additionally”, and “likewise”;

n u

e the group consisting of the adverbs “thus”, “so”, “hence”, and “accordingly”.

After the equivalent(s) of all nine adverbs and the two adverbs groups in the L1
Portuguese and Spanish corpora are analyzed in terms of occurrences, ranks, and
percentages in the corresponding corpus, it is found that two adverbs and one adverb group
(Table 53) are less frequent in the PT-EU and the ES-EU corpora than in all English corpora,
and therefore cannot be used as markers of NLID since the high frequency of their
equivalents in OSRAs written in English by the Portuguese/Spanish authors does not mirror

their frequency in the L1 Portuguese or the L1 Spanish corpora.

N Adverb Corpus Of:currences Rank %in
in corpus corpus
significativamente PT-EU 89 12 0,06
significativamente ES-EU 87 12 0,05
1 EN-GB 126 11 0,07
significantly EN-PTEV 257 4 0,16
EN-ESEV 203 6 0,11
quando PT-EU 108 10 0,08
cuando ES-EU 122 7 0,07
2 EN-GB 159 8 0,09
when EN-PTEY 228 8 0,14
EN-ESEV 203 7 0,11
também / além=disso / igualmente / adicionalmente]/ | PT-EU 347 4 0,24
alids / inclusive / além
3 también / ademas / asimismo / igualmente/ ES-EU 387 4 0,24
adicionalmente
EN-GB 427 4 0,25
also / in=addition / moreover / additionally / likewise EN-PTEY 644 2 0,39
EN-ESEV 814 2 0,44

Table 53 — Adverbs with a higher number of occurrences in the non-L1 English corpora, but whose equivalents
in the PT-EU and the ES-EU are not equally frequent
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Therefore, after all the corpora are examined, five adverbs and one group of adverbs
are considered to have the potential to function as NLID markers since they occur in higher
frequencies in the non-L1 English corpora than in the L1 English corpus. Similarly, their
equivalentsin the L1 Portuguese or the L1 Spanish corpora, or both, also occur in frequencies
higher than those in the EN-GB corpus and similar frequencies to those of the non-L1 English

corpora. These adverbs and the group of adverbs are shown in Table 54.

N Adverb Corpus Occurrences Rank % in
in corpus corpus
assim / desta=forma / portanto /
consequente / logo / PT-EU 139 11 0,10
por=conseguinte
por=tanto / asi / por=lo=tanto /
1 en=consecuencia / a§|=pues/ ES-EU 220 12 0,14
por=ende / por=consiguiente /
por=esto
EN-GB 162 33 0,09
thus / so / hence / accordingly EN-PTEY 180 10 0,11
EN-ESEY 243 12 0,13
principalmente PT-EU 18 57 0,01
principalmente ES-EU 48 22 0,03
2 EN-GB 4 228 0,0023
mainly EN-PTEV 53 22 0,03
EN-ESEY 55 26 0,03
nomeadamente PT-EU 87 12 0,061
concretamente ES-EU 11 77 0,007
3 EN-GB 2 339 0,001
namely EN-PTEV 71 18 0,043
EN-ESEY 5 187 0,003
contudo / ndo=obstante PT-EU 94 14 0,07
no=obstante ES-EU 46 23 0,03
4q EN-GB 14 98 0,008
nevertheless EN-PTEY 54 21 0,033
EN-ESEY 40 36 0,022
ainda / ainda=assim PT-EU 172 6 0,12
todavia / aln ES-EU 55 53 0,03
5 EN-GB 27 60 0,02
still EN-PTEY 75 17 0,05
EN-ESEY 49 32 0,03

Table 54 — Adverbs that may function as NLID markers in OSRAs written in English by L1 Portuguese /
L1 Spanish authors

These adverbs and the adverb group are examined to understand if the differences
in the groups' frequencies are significant. For all adverbs and the adverb group, the following

questions are asked for both EN-PTEY and EN-ESEY OSRAs.
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Effect of L1 Influence

L1 influence
EN-PTE questions

L1 influence
EN-ESEY questions

1) Intragroup homogeneity

Il) Intergroup heterogeneity

Are the frequencies of the adverb/adverb group in the EN-PTEY /
EN-ESEY OSRAs uniformly distributed?

and

Are the frequencies of the adverb/adverb group in the EN-PTEY
and EN-ESEY OSRAs statistically significantly different?

Ill) Cross-language congruity

Are the frequencies of the
adverb/adverb group in the EN-
PTE and PT-EU OSRAs statistically
similar?

Are the frequencies of the
adverb/adverb group in the
EN-ES®Y and ES-EU OSRAs
statistically similar?

IV) Intralingual contrast

Are the frequencies of the
adverb/adverb group in the EN-
PTEY and EN-GB OSRAs
statistically significantly
different?

Are the frequencies of the
adverb/adverb group in the
EN-ES®Y and EN-GB OSRAs
statistically significantly
different?

Questions in relation to effects | and Il are answered together. Because the data are

not normally distributed and in some cases there are outliers, the non-parametric

alternative to the independent samples t-test, i.e., the Mann-Whitney test, is used to assess

for a mean difference between the groups. The level of significance used is p < .05 for

guestions in relation to effects Il and IV. Since questions in relation to the effects | and lll

look for uniformity and congruity, respectively, a result of p > .05 is associated with an

existing L1 effect. Table 55 below shows the results and mean ranks of all comparisons.
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L1 Influence Effects

1) Intra-L1 1) Inter-L1 1) Cross-language . Il) Cross-language .
homogeneity heterogeneity o congruity ) Intr:lln%lzaMl : At least congruity i Intr:llnflz'z:/ll i At least
(Levene’s (Mann-Whitney EN-PT*"and (Mann-Whitney contrasuiviant two (Mann- o two
test) Test) EN-ES™ Test) Whitney Test) effects Whitney Test) Whitney Test) effects of
similar in of L1 L1
c E ined variance but C E ined influence C E ined influence
_ orpora xamln;eJ _ different in _ orpora Examine _ found _ orpora Examine L found for
EN-PT E\{Js. EN- EN-PT*" vs. EN-ES means? EN-PT*" vs. PT-EU EN-PT*" vs. for the EN-ES® vs. ES-EU EN-ES*" vs. EN-GB the
ES EN-GB EN-PTEV? EN-ESEV?
Adverb/ Adverb group Reference p values Reference p values Reference p values
p>.05 AND p<.05? p>.05? p <.05? p>.05 p <.05
assim / desta=forma / portanto /
consequente / logo / por=conseguinte Z=-1.299 Z=-.981 Z=-.451 Z=-.575 Z=-.807
=.194 =.327 =.652 =.565 =.420
por=tanto / asi / por=lo=tanto / F=4912 p p p p p
. , Mean ranks: no Mean ranks: Mean ranks: no Mean ranks: Mean ranks: no
en=consecuencia / asi=pues / por=ende / p=.029 . . . . .
por=consiguiente / por=esto EN-PT"Y: 52.51 EN-PT®Y: 56.25 EN-PT®Y: 49.34 EN-ES*Y: 52.88 EN-ES*Y: 53.57
EN-ES®Y: 60.35 PT-EU: 50.53 EN-GB: 51.92 ES-EU: 56.31 EN-GB: 48.88
[thus / so / hence / accordingly
Z=-1.190 Z=-.654 Z=-362 Z=-1.030 Z=-.926
principalmente p=.234 p=.513 p=.787 p=.303 p=.414
. F=.560
principalmente - 482 Mean ranks: no Mean ranks: Mean ranks: no Mean ranks: Mean ranks: no
mainly p=. EN-PTEY: 30.06 EN-PTEY: 24.20 EN-PTEY: 18.67 EN-ESEY: 23.05 EN-ESEY: 17.95
EN-ES®Y: 35.10 PT-EU: 21.73 EN-GB: 16.67 ES-EU: 27.15 EN-GB: 12.83
Z=-2.373 Z=-.023 Z=-1.547 Z=-707 Z=.000
nomeadamente / p=.024 p=.982 p=.178 p=.768 p=1.00
F=3.508
concretamente / - 069 Mean ranks: yes Mean ranks: Mean ranks: yes Mean ranks: Mean ranks: yes
namely p=- EN-PTEY: 21.54 EN-PTEY: 38.06 EN-PTEY: 19.12 EN-ESEY: 7.50 EN-ESEY: 4.00
EN-ESEV: 9.50 PT-EU: 37.95 EN-GB: 8.00 ES-EU: 8.25 EN-GB: 4.00
q Somoh Z=-.246 Z=-2.439 Z=-.585 Z=-121 Z=-720
contudo / néio=obstante / p=.806 p=.015 p=.620 p =.904 p=.550
no=obstante / F=.114
Mean ranks: no Mean ranks: Mean ranks: no Mean ranks: Mean ranks: no
nevertheless p=.737 £ £ £ E E
EN-PTEY: 28.11 EN-PTEY: 28.88 EN-PTEY: 22.53 EN-ESEY: 24.22 EN-ESEY: 17.70
EN-ESEY: 29.07 PT-EU: 39.80 EN-GB: 20.25 ES-EU: 23.79 EN-GB: 15.40
inda / ainda=assim / Z=-.705 Z=-3.330 Z=-2.025 Z=-.444 Z =-1.405
f;’;aiiaj";ﬂi‘/ass'm Fe3 p=.481 p =.001 p=.043 p=.657 p=.160
. o Mean ranks: no Mean ranks: Mean ranks: no Mean ranks: Mean ranks: no
still p=.578 £ £ £ E E
EN-PTEY: 34.79 EN-PTEY: 34.75 EN-PTEY: 32.33 EN-ESEY: 29.05 EN-ESEY: 26.46
EN-ES®Y: 31.75 PT-EU: 52.64 EN-GB: 24.13 ES-EU: 30.85 EN-GB: 21.75

Table 55 — Results of the Mann-Whitney’s tests performed to assess for mean differences between the groups in relation to the five adverbs, and the adverbial group found to have the
potential to function as NLID marker
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Two effects of L1 influence are found only for one adverb, i.e., “namely” and its
equivalents “nomeadamente” in Portuguese and “concretamente” in Spanish. Those effects
refer to intra-L1 homogeneity, inter-L1 heterogeneity, and cross-language congruity. The
fourth effect of L1 influence, i.e., intralingual contrast, is not found at significant levels.

The variance of the frequency of use of the adverb “namely” in OSRAs written in
English by the L1 Portuguese authors (EN-PTEY) does not differ from the variance of the
frequency of use of the same adverb in OSRAs written in English by the L1 Spanish authors
(EN-ESEY), which means both corpora have a homogenous distribution of that adverb.
Similarly, the means of the frequencies of “namely” in the EN-PTEY and the EN-ESEY OSRAs
are statistically significantly different, meaning that the frequencies belong to different
corpora. When compared to the corresponding L1 corpora, i.e., PT-EU and ES-EU, no
significant differences are found either, which means that the L1 Portuguese authors and
the L1 Spanish authors writing OSRAs in English use the adverb “namely” at frequencies that
are similar to those of the equivalent adverbs “nomeadamente” and “concretamente” when
writing OSRAs in their L1. Finally, despite the differences in the frequencies of the adverb
“namely” in OSRAs written in English by the L1 and the non-L1 authors, not being statistically
significant, as shown in Figure 13 below, graphically, it is possible to appreciate the distance

between the groups in relation to this adverb.

400
250 EN-GB [namely] vs.
) [nomedamente] and [concretamente]

2
5c 300
o
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£ 5
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22
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% c 150
T -
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o & 100
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o

50

il 87
0 L L
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Percentage occupied by token in corresponding corpus

Figure 13 — Distribution of the adverb [namely] vs. [nomeadamente] and [concretamente] in the PT-
EU and the ES-EU corpora of the CoRA
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Also, a cross-tabulation of the data on the frequency of use of “nomeadamente” in

Portuguese, “concretamente” in Spanish, and “namely” in all English corpora using SPSS

(Table 56 below) shows that the Portuguese authors’ actual numbers of OSRAs containing a

given number of occurrences of the referred adverb are better distributed with regards to

the expected!® numbers of OSRAs containing a given number of occurrences.

Number of number of occurrences of
OSRAs with “nomeadamente”/ “concretamente”/ “namely”
Corpus occurrences Total Total
f th f OSRA (o]
ofrthe 1.00 | 2.00 | 3.00 | 4.00 | 6.00 | 7.00 | 8.00 | ° s | Dceurrences
examined
adverb
actual 16 15 6 1 2 1
sy expected 20 13 4 2 1 0,45 0,45 &L 87
actual 9
ES-EU expected 5 3 1 043 | 022 | 0,11 | 011 = =
actual 2
EN-GB expected 1 0,217 0,09 0,04 0,02 0,02 2 2
_pTEU actual 13 13 4 3 1
AU expected 17 11 4 1 1 0,37 0,37 34 n
_FcEU actual
EN-ES expected 2 1 0,22 | 0,11 | 0,05 | 0,05 . <
Total 45 29 10 4 2 1 1 92 176

Table 56 — Distribution of the adverb "namely" in the English corpora, “nomeadamente" in the L1 Portuguese

corpus, and "concretamente" in the L1 Spanish corpus according to the actual and the expected
number of OSRAs per number of occurrences, calculated with SPSS

The analyses show that in relation to the category adverbs, there are effects of L1

influence associated with the overall frequency of adverbs, and also with the frequency of

specific adverbs, which can be separated into two groups: adverbs that indicate significant

differences between the groups in relation to possible strategies of avoidance (i.e., where,

there, much, out) and adverbs that can be associated with language transfer (namely vs.

nomeadamente).

18 The expected numbers of OSRAS within each occurrence subgroup (i.e., 1.00, 2.00 etc.) is the number we
would expect given the overall distribution of the data in the CoRA, calculated automatically by SPSS.
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4,

4.5. V18: number of nouns

After examining the samples of V18, the following descriptive statistics are obtained:

V18: frequency of nouns (all values in words/1000 tokens)
95% Confidence
CORPORA Mean Esrtr(:;r I_I(r)‘l::er:lal for Ll\lllpe::r Median | Variance De:it:t.ion
Bound Bound
PT-EU 271,11 2,54 266,04 | 276,18 | 271,20 | 419,43 20,48
ES-EU 173,48 2,20 169,07 | 177,88 | 173,20 | 315,77 17,77
EN-GB 329,63 3,30 323,04 | 336,22 | 329,30 | 707,56 26,60
EN-PTEV 344,51 3,38 337,77 | 351,26 | 345,20 | 741,47 27,23
EN-ESEV 345,74 3,23 339,29 | 352,18 | 346,30 | 676,52 26,01

The results of the independent sample t-test indicate that:

The variances of the means of V18 of the EN-PTEY and EN-ESEY groups are not

significantly different (Levene’s test, F =.929, p = .337);

. There are also no statistically significant differences in the frequency of nouns

between the EN-PTEY and EN-ESEY groups, t(128) = .262, p = .794.

Both groups have almost identical mean frequencies of nouns per thousand words
(MD =1.22; SED = 4.67; 95% Cl = 10.46 to -8.02 nouns per thousand words);

There are statistically significant differences in the frequency of nouns between the
EN-PTEY and PT-EU groups, t(118.843) = 17.371, p = .001.

The EN-PTEY group uses significantly more nouns per thousand words than the PT-
EU group (MD = 73.40; SED = 4.23; 95% Cl = 81.77 to 65.04 nouns per thousand

words);

There also are statistically significant differences in the frequency of nouns
between the EN-ESEY and ES-EU groups, t(113.066) = 44.089, p = .001.

The EN-ESEY OSRAs have significantly more nouns per thousand words than the ES-
EU OSRAs (MD = 172.26; SED = 3.91; 95% Cl = 180.00 to 164.52 nouns per thousand
words);

There are statistically significant differences in the frequency of nouns between the

EN-PTEY and EN-GB groups, t(128) = 3.153, p =.002.
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The EN-PTEY sample has significantly more nouns per thousand words than the EN-
GB sample (MD = 14.89; SED = 4.72; 95% Cl = 24.23 to 5.54 nouns per thousand

words).

There also are statistically significant differences in the frequency of nouns
between the EN-ESY and EN-GB groups, t(128) = 3.491, p = .001.

The EN-ESEV sample has significantly more nouns per thousand words than the EN-
GB sample (MD = 16.10; SED = 4.61; 95% Cl = 25.24 to 6.98 nouns per thousand

words).

The following table summarizes the effects of L1 influence found:

Effect of L1 Influence EN-PTEY EN-ESEY

l. Intra-L1 homogeneity --

Il. Inter-L1 heterogeneity --

[ll. Cross-language congruity -- --

IV. Intralingual contrast v v

For V18, only one effect of L1 influence is found for both the EN-PTEY and the EN-ESEY
groups. The L1 Portuguese and the Spanish authors writing OSRAs in English (EN-PTEY and
EN-ESEY) differ significantly from the L1 English authors writing OSRAs in their native
language in relation to the frequency of use of nouns.

Both the EN-PTEY and the EN-ESEY groups use significantly more nouns per thousand
words than the L1 English authors. Similarly, these two groups of non-L1 English authors also
differ significantly from their respective L1 counterparts (PT-EU and ES-EU). The EN-PTEY
and the EN-ESEY groups also use significantly more nouns per thousand words than the PT-
EU and ES-EU authors writing OSRAs in their respective L1s.

Overall, the L1 Portuguese and the Spanish authors can be said to overdo the use of
nouns in English. They increase the frequency of nouns when writing OSRAs in English to a
point where they differ significantly from the L1 Portuguese and Spanish authors writing in
their respective L1s and from the L1 English authors writing in their L1.

Table 57 below shows the nouns in the CoRA that are present in at least 50% of the
OSRAs, ranked by the number of occurrences and with the corresponding total frequency in

the corresponding corpus.
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Rank PT-EU ES-EU EN-GB EN-PTEV EN-ES®Y Threshold
1 [%] n=2013 [%] n=1529 [%] n=1493 [%] n=1458 [patient] n=1311
2 [estudo] n=931 [estudio] n=873 [patient] n=998 [patient] n=1416 [cell] n=1012 95%
3 [ano] n=498 [afio] n=406 [study] n=728 [study] n=820 [study] n=951
4 [caso] n=492 [caso] n=363 [year] n=510 [cell] n=653 [%] n=936
5 [p] n=444 [grupo] n=346 [datum] n=465 [level] n=566 [level] n=812 90%
6 [risco] n=413 [edad] n=296 [group] n=460 [group] n=466 [P] n=554
7 [grupo] n=407 [diferencia] n=252 [case] n=444 [result] n=399 [result] n=552 85%
8 [resultado] n=399 [casos] n=248 [figure] n=350 [disease] n=372 [effect] n=548 80%
9 [valor] n=347 [dato] n=241 [disease] n=347 [effect] n=310 [expression] n=521 75-70%
10 [populagdo] n=288 [factor] n=222 [analysis] n=346 [age] n=298 [group] n=432
11 [idade] n=285 [nivel]l n=219 [effect] n=325 [table] n=289 [gene] n=364 65%
12 [fator] n=254 [p] n=218 [age] n=313 [risk] n=281 [treatment] n=330
13 [prevaléncia] n=243 [muestra] n=188 [difference] n=313 [P] n=278 [response] n=310 60%
14 [doenga] n=231 [analisis] n=184 [risk] n=310 [analysis] n=267 [activity] n=303
15 [nivel] n=228 [enfermedad] n=181 [rate] n=302 [case] n=266 [difference] n=293 55%
16 [saude] n=212 [forma] n=151 [result] n=279 [control] n=260 [protein] n=289
17 [analise] n=209 [efecto] n=149 [population] n=270 [year] n=260 [increase] n=262
18 [diagndstico] n=206 [centro] n=139 [table] n=254 [factor] n=229 [case] n=244
19 [tratamento] n=194 [dia] n=129 [treatment] n=246 [treatment] n=215 [role] n=236
20 [tabela] n=183 [nimero] n=127 [number] n=245 [difference] n=208 [disease] n=223
21 [nimero] n=180 [objetivo] n=119 [time] n=229 [datum] n=201 [tissue] n=222
22 [diferenca] n=179 [caracteristica]l n=116 [change] n=220 [population] n=195 [datum] n=220
23 [tempo] n=173 [criterio]l n=111 [increase] n=205 [rate] n=185 [factor] n=220
24 [amostra] n=172 [diagndstico] n=111 [level] n=203 [sample] n=173 [control] n=218
25 [avaliagdo] n=169 [figura] n=94 [finding] n=184 [time] n=172 [table] n=211
26 [associacdo] n=164 [limitacion] n=89 [evidence] n=163 [increase] n=171 [number] n=210 50%
27 [dado] n=148 [comparacién] n=86 [type] n=163 [association] n=170 [change] n=208
28 [aumento] n=147 [método] n=83 [UK] n=157 [role] n=167 [model] n=191
29 [maioria] n=145 [informacién] n=69 [factor] n=156 [number] n=162 [time] n=180
30 [tipo] n=140 [mayoria] n=69 [health] n=154 [activity] n=150 [risk] n=176
31 [forma] n=136 [cuenta] n=66 [outcome] n=141 [tissue] n=133 [analysis] n=174
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32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53

[alteracdo] n=119
[utilizacdo] n=113
[sexo] n=112
[limitacdo] n=110
[periodo] n=107
[trabalho] n=104
[média] n=100
[informacgao] n=98
[literatura] n=97
[caracteristica] n=95
[facto] n=95
[objetivo] n=80
[relacdo] n=79
[autor] n=72

[momento] n=60

[sample] n=140
[use] n=122

[test] n=118
[proportion] n=114
[range] n=91
[approach] n=77
[comparison] n=76
[research] n=73
[limitation] n=68
[part] n=52

[finding] n=132
[function] n=130
[type] n=130
[model] n=127
[development] n=125
[use] n=123
[condition] n=118
[change] n=111
[presence] n=110
[characteristic] n=71
[limitation] n=68

[sample] n=173
[age] n=171
[function] n=171
[population] n=169
[year] n=168
[mechanism] n=162
[system] n=160
[development] n=149
[type] n=139
[condition] n=133
[value] n=131
[finding] n=123
[process] n=112
[presence] n=104
[reduction] n=94
[contrast] n=92
[evidence] n=83
[size] n=82
[characteristic] n=80
[use] n=79

[fact] n=59

50%

Table 57 — Most frequent nouns in the CoRA (present in at least 50% of the OSRAs) ranked by the number of occurrences and with the corresponding total frequency in corpus
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As can be seen in Table 57, the Spanish authors writing OSRAs in English have the most
extensive list of nouns distributed in 50% or more of the corresponding corpus. However, the
Spanish authors writing OSRAs in their L1 have the shortest list of nous distributed within the
50% threshold. The other three groups have similar numbers of nouns distributed within the

50% threshold.

After the initial observations are made, the three corpora of authors writing OSRAs
in English are analyzed, looking at (a) the number of occurrences, (b) the rank, and (c) the
percentage of occurrences in the corresponding corpus. After analysis, the nouns presented
in Table 58 below are deemed unlikely to function as NLID markers given their similar ranks
and percentage in the corresponding corpus, despite differences in the number of

occurrences between the groups.

N Noun Corpus Occurrences in Rank % in corpus
corpus
EN-GB 77 38 0,04
1 approach EN-PTEV 77 109 0,05
EN-ESEY 52 223 0,03
EN-GB 142 52 0,08
2 association EN-PTEV 170 27 0,10
EN-ESEV 138 65 0,07
EN-GB 220 23 0,13
3 change EN-PTEV 111 39 0,07
EN-ESEY 208 28 0,11
EN-GB 61 170 0,04
4 characteristic EN-PTEY 62 43 0,04
EN-ESEY 80 51 0,04
EN-GB 76 39 0,04
5 comparison EN-PTEV 39 286 0,02
EN-ESEV 45 275 0,03
EN-GB 44 45 0,03
6 conclusion EN-PTEV 68 42 0,04
EN-ESEV 60 54 0,03
EN-GB 62 164 0,10
7 condition EN-PTEV 118 38 0,07
EN-ESEV 133 42 0,07
EN-GB 54 198 0,03
8 contrast EN-PTEV 38 292 0,02
EN-ESEY 92 48 0,05
EN-GB 214 30 0,13
9 control EN-PTEV 260 16 0,16
EN-ESE 218 25 0,12
EN-GB 84 96 0,05
10 development EN-PTEY 125 36 0,08
EN-ESEY 149 40 0,08
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EN-GB 313 13 0,18
11 difference EN-PT®Y 208 20 0,13
EN-ES®Y 293 16 0,16
EN-GB 69 41 0,04
12 discussion EN-PT®Y 71 41 0,04
EN-ES®Y 67 53 0,04
EN-GB 184 26 0,11
13 finding EN-PTEY 132 32 0,08
EN-ES®Y 123 44 0,07
EN-GB 119 66 0,07
14 function EN-PT®Y 130 33 0,08
EN-ES®Y 171 35 0,09
EN-GB 460 6 0,27
15 group EN-PTEY 466 6 0,29
EN-ES®Y 432 11 0,23
EN-GB 205 24 0,12
16 increase EN-PT®Y 171 26 0,10
EN-ES®Y 262 18 0,14
EN-GB 68 43 0,04
17 limitation EN-PT®Y 54 45 0,03
EN-ES®Y 55 214 0,03
EN-GB 245 21 0,14
18 number EN-PT®Y 162 29 0,10
EN-ES®Y 210 27 0,11
EN-GB 52 44 0,03
19 part EN-PTEY 28 439 0,02
EN-ES®Y 46 273 0,02
EN-GB 46 253 0,03
20 process EN-PTEY 51 210 0,03
EN-ES®Y 112 45 0,06
EN-GB 91 37 0,05
21 range EN-PTEY 62 163 0,04
EN-ES®Y 42 314 0,02
EN-GB 76 120 0,04
22 reduction EN-PT®Y 78 108 0,05
EN-ES®Y 94 47 0,05
EN-GB 73 40 0,04
23 research EN-PTEY 30 407 0,02
EN-ESEV 44 291 0,02
EN-GB 310 14 0,18
24 risk EN-PTEY 281 12 0,17
EN-ESEY 176 31 0,10
EN-GB 140 33 0,08
25 sample EN-PTEY 173 24 0,11
EN-ESEY 173 33 0,09
EN-GB 44 266 0,03
26 size EN-PTEY 46 241 0,03
EN-ESEY 82 50 0,04
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EN-GB 254 18 0,15
27 table EN-PT®Y 289 11 0,18
EN-ES®Y 211 26 0,11
EN-GB 229 22 0,13
28 time EN-PT®Y 172 25 0,11
EN-ES®Y 180 30 0,10
EN-GB 246 20 0,14
29 treatment EN-PT®Y 215 19 0,13
EN-ES®Y 330 13 0,18
EN-GB 163 28 0,10
30 type EN-PTEY 130 34 0,08
EN-ES®Y 139 41 0,08
EN-GB 122 34 0,07
31 use EN-PT®Y 123 37 0,08
EN-ES®Y 79 52 0,04

Table 58 — Nouns found to be unlikely to function as NLID markers given their similar ranks and
their percentage in the corresponding corpus

Another group of nouns is also ruled out after examining the OSRAs where they are
used and concluding that the differences in frequency, ranks, and/or percentages in
corresponding corpora are context-related. That is, these nouns are more frequently used in
one corpus or another because of the topic being discussed in the OSRAs, or because they

are terms related to the matter in the analysis. These nouns are presented below in Table

59.
N Noun Corpus Occurrences in Rank % in corpus
corpus
EN-GB 1493 1 0,87
1 % EN-PTEY 1458 1 0,89
EN-ES®V 936 4 0,51
EN-GB 313 12 0,18
2 age EN-PTEY 298 10 0,18
EN-ES®Y 171 34 0,09
EN-GB 444 7 0,26
3 case EN-PTEY 266 15 0,16
EN-ES®Y 244 19 0,13
EN-GB 271 19 0,16
4 cell EN-PTEY 653 4 0,40
EN-ES®V 1012 2 0,55
EN-GB 465 5 0,27
5 datum EN-PTEV 201 21 0,12
EN-ES®Y 220 23 0,12
EN-GB 347 9 0,20
6 disease EN-PTEV 372 8 0,23
EN-ES®Y 223 21 0,12
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EN-GB 325 11 0,19
7 effect EN-PTEY 310 9 0,19
EN-ESEY 548 8 0,30
EN-GB 137 59 0,08
8 expression EN-PTEY 240 20 0,14
EN-ESEY 521 10 0,28
EN-GB 156 30 0,09
9 factor EN-PTEV 229 18 0,14
EN-ESEY 220 24 0,12
EN-GB 350 8 0,20
10 figure EN-PTEY 187 28 0,11
EN-ES®Y 198 34 0,11
EN-GB 379 8 0,22
11 gene EN-PTEY 248 19 0,15
EN-ESEY 364 12 0,20
EN-GB 154 31 0,09
12 health EN-PTEY 41 271 0,03
EN-ESEY 89 103 0,05
EN-GB 80 103 0,05
13 mechanism EN-PTEY 99 74 0,06
EN-ESEY 162 38 0,09
EN-GB 194 35 0,11
14 model EN-PTEY 127 35 0,08
EN-ESEY 191 29 0,10
EN-GB 141 32 0,08
15 outcome EN-PTEY 83 101 0,05
EN-ESEY 70 150 0,04
EN-GB 175 39 0,10
16 P EN-PTEV 278 13 0,17
EN-ES®Y 554 6 0,30
EN-GB 998 2 0,58
17 patient EN-PTEV 1311 1 0,71
EN-ES®Y 1416 2 0,87
EN-GB 270 17 0,16
18 population EN-PTEY 195 22 0,12
EN-ESEY 169 36 0,09
EN-GB 114 36 0,07
19 proportion EN-PTEY 44 253 0,03
EN-ESEY 38 355 0,02
EN-GB 167 43 0,10
20 protein EN-PTEY 241 21 0,15
EN-ES®Y 289 17 0,16
EN-GB 302 15 0,18
21 rate EN-PTEY 185 23 0,11
EN-ES®Y 148 56 0,08
EN-GB 55 196 0,03
22 system EN-PTEY 60 172 0,04
EN-ES®Y 160 39 0,09
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EN-GB 118 35 0,07
23 test EN-PT®Y 19 647 0,01
EN-ES®Y 142 60 0,08
EN-GB 51 220 0,03
24 tissue EN-PT®Y 133 31 0,08
EN-ES®Y 222 22 0,12
EN-GB 157 29 0,09
25 UK EN-PTEY 4 2027 0,00
EN-ES®Y 2 3382 0,00
EN-GB 510 4 0,30
26 year EN-PTEY 260 17 0,16
EN-ES®Y 168 37 0,09

Table 59 — Nouns whose differences in frequency, ranks and or percentages in corpora are
context-related and therefore, are not considered to be likely to function as NLID
markers in OSRAs written in English by the L1 Portuguese/Spanish authors

After the preliminary analysis is completed, two nouns are found in the EN-GB corpus
more frequently than in the EN-PTEY and EN-ESEY corpora and therefore are analyzed to verify
their potential to mark possible strategies of avoidance of use by the non-L1 authors. These

nouns are shown in Table 60.

N Noun Corpus Occurrences in corpus Rank % in corpus
EN-GB 346 10 0,20

1 [analysis] EN-PTEV 267 14 0,16
EN-ESEY 174 32 0,09
EN-GB 163 27 0,10

2 [evidence] EN-PTEY 60 169 0,04
EN-ESEY 83 49 0,05

Table 60 — Nouns that could mark strategies of avoidance in non-L1 English authors

The frequencies of the nouns “analysis” and “evidence” are compared to examine
significant differences between the groups. The fourth L1 effect of the unified framework

(Jarvis 2010, 2000) is tested for both the EN-PTEY and the EN-ESEY OSRAs, stated as follows:

Effect of L1 Influence L1 influence L1 influence
EN-PTE question EN-ES® question

Are the frequencies of the noun “analysis/evidence” in the EN-
IV) Intralingual contrast PTEY/ EN-ES®Y and the EN-GB corpora statistically significantly
different?

Since the data is not normally distributed and has some outliers, the Mann-Whitney

test is used to assess for a mean difference between the groups. The level of significance used
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is p <.05. Two tests are performed. The numbers of occurrences are normalized by 100. Table

61 shows the results obtained.

Ef - Effect of L1
) . O . influence IV
IV - Intralingual contrast influence IV | IV - Intralingual contrast found for
(Mann-Whitney Test) found for (Mann-Whitney Test) EN-ESEU?
EN-PTEV? '
corpora examined
EN-PT®vs. EN-GB | |  EN-ES™vs.EN-GB |
Noun
p reference value <.05
Z=-2.598 Z=-3.319
. =. =.001
[analysis] p =009 yes p=.00 yes
M rank EN-GB = 63.95 M rank EN-GB= 61.03
M rank EN-PTEY = 48.19 M rank EN-ES®V= 41.66
Z=-1.755 Z=-1.936
. p=.079 p=.053
[evidence] |, - EN-GB - 43.83 no M rank EN-GB= 50.01 no
M rank EN-PTEY = 34,64 M rank EN-ES®U= 39.60

Table 61 — Results of the Mann-Whitney’s tests performed to assess for mean differences between the groups
concerning the noun [analysis] deemed as likely to mark strategies of avoidance

As can be seen in Table 61, the Mann Whitney tests indicate that there are no

statistically significant differences in the ranked frequencies of the noun [evidence] and its

equivalents [evidéncia] in Portuguese and “evidencia” in Spanish between the L1 and the non-

L1 English groups writing in English. On the other hand, the noun [analysis] is significantly

more frequently used by the L1 (i.e., EN-GB) than by the non-L1 authors (EN-PTEY and EN-

ESEY) writing OSRAs in English. Based on the significance of the results, the noun [analysis] is

further examined for both groups (EN-PTEY and EN-ESEY). The examinations are based on the

concordances of the parsed files. The concordance are obtained with WordSmith 7.0 (Scott

2018b), from which the syntactic tags containing the nouns (N) are extracted. As can be seen

below in Table 62, most of the syntactic structures associated with the noun “analysis” in the

EN-GB corpus contribute to the significant differences in the number of occurrences between

the EN-GB and the EN-PTEY/EN-ESEY groups.

Syntactic struct .
N | cyntacticstruciure Function EN-GB | EN-PT | EN-ES®
of [analysis]
1 N S NOM @P ...from analysis of the ... 119 101 60
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10

11

12

13

14

15

16

17

18

N S NOM @SUBJ>

N SNOM @

N P NOM @P

N P NOM @SUBJ>

N SNOM @N

N S NOM @>N

NP NOM @

N P NOM @NPHR

N S NOM @NPHR

N P NOM @N

NS NOM @>A

N S NOM @PRED>

N P NOM @>N

N P NOM @P< @

N S NOM @ACC>

N S NOM @APP

..panel analysis will evolve...

...we ran a conservative sensitivity
analysis considering that...

..were identified in the [..]
population from statistical analyses
of data

The above analyses showed that...

This analysis uses prescribed
medications,...

by applying statistical analysis
techniques

We carried out two separate
analyses:

Supplementary analyses: awareness

...so we limited subsequent analysis
to 25 patients...

...(analyses performed within each
cohort and study-specific estimates
pooled in a meta-analysis)...

Our analysis restricted to current
smokers did not detect

Analysis of the Diagnostic Validity of
the Point-of-Care Test

... each corresponding to 230
partnerships upon which analyses
hereon are based.

Tables 4 and 5 exhibit the results of
bivariate and multivariable linear
regression analyses of the predictors

Analysis of this data showed that
mRNA abundance is dependent on

...DNA and exon sequence analysis of
collagen type lal genes did not yield
any clues...

97

32

34

26

11

11

105

33

67

13

15

Table 62 — Syntactic tags of the noun [analysis] evincing the significant differences between the EN-GB and the
EN-PTEY/EN-ES® groups
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Since the noun “analysis” has a general meaning but may also have field-related
meanings or be part of terms, an examination of the collocations is carried out. After
examining the most frequent collocates to the left and to the right of the noun “analysis”, the
conclusion is reached that the significant differences between the groups respond to
collocational or terminological uses. As shown in Table 63 below, the terminological uses of

the noun “analysis” are more frequently found in words situated to the left of the noun than

to the right.
N Collocations to the left of the
word “analysis” EN-GB | EN-PTEY | EN-ES®Y

1 meta-analysis 18 10 9
2 this analysis 20 6 3
3 multivariate analysis 4 8 8
4 regression analysis 2 9 8
5 univariate analysis 1 12 4
6 statistical analysis 5 10 1
7 sensitivity analyses 10 2 3
8 blot analysis 3 3 6
9 sequencing analysis 9 1
10 further analysis 6 3

11 multivariable analysis 7 2

12 19[N]-based analysis 2 2

13 from analysis 2 1 1
14 immunoblot analysis 2 2
15 meta analysis 3

Table 63 — Collocations to the left of the noun “analysis” by increasing order

Collocational uses appeared more frequently to the right of “analysis”, as shown in Table 64.

N Collocations to the right of the

word “analysis” EN-GB | EN-PTE | EN-ES®Y
1 analysis showed 6 11 13
2 analysis revealed 4 12 11
3 analysis using 4 4 5
4 analyses were 8 1
5 analysis that 3 2 3
6 analysis demonstrated 1 6

19 E.g. patient-based, panel-pased, distance-based.
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7 analysis with 1 1 5
8 analysis from 1 5
9 analyses demonstrated 2

Table 64 — Collocations to the right of the noun [analysis] by increasing order

Despite the significant differences between the groups in relation to the frequency of
the noun “analysis”, it cannot be affirmed that the non-L1 authors avoid using the word,
especially because the collocations to the right of “analysis” are more frequent in non-L1 than
in L1 English authors. The significant differences are most like to be the consequence of using

certain scientific methods that have to be reported using specific terms.

After examining the noun “analysis”, the remaining nouns are selected for
examination based on their possible non-terminological meaning and after consideration of
their (a) occurrences, (b) ranks, and (c) percentages of occurrences being higher in both or
one of the non-L1 groups (EN-PTEY and EN-ESEY) than in the L1 (EN-GB) and therefore, have
the potential to function as NLID markers of language transfer if similar occurrences, ranks,
and percentages are verified in the L1 PT-EU and ES-EU corpora. Since these nouns are chosen
as possible markers of language transfer, their equivalents in the L1 Portuguese/Spanish
corpora are extracted, and their frequencies are compared. Table 65 shows the nouns that
after comparison are not further analyzed either because the frequencies of their equivalents
in the corresponding L1 corpora do not justify the high frequencies found in the non-L1
English corpora (one or both), or the ES-EU corpus does not have occurrences of the given

equivalent, and therefore, the L1 effect comparison cannot be performed.

N Noun Corpus Occurrences Rank % in corpus
in corpus
atividade PT-EU 84 80 0,06
actividad ES-EU 137 22 0,08
1 EN-GB 167 42 0,10
activity EN-PTEV 150 30 0,09
EN-ESEY 303 15 0,16
nivel PT-EU 228 16 0,16
nivel ES-EU 219 11 0,13
3 EN-GB 203 25 0,12
level EN-PTEV 566 5 0,35
EN-ESEV 812 5 0,44
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resposta PT-EU 52 169 0,04

respuesta ES-EU 0 NA NA

5 EN-GB 197 34 0,12
response EN-PT®Y 77 111 0,05

EN-ESEV 310 14 0,17

resultado PT-EU 399 8 0,27

resultado ES-EU 0 NA NA

6 EN-GB 279 16 0,16
result EN-PT®Y 399 7 0,24

EN-ESEV 552 7 0,30

papel / funcdo PT-EU 81 172 0,06

funcién® ES-EU 44 137 0,03

7 EN-GB 74 125 0,04
role EN-PT®Y 167 28 0,10

EN-ESEV 236 20 0,13

valor PT-EU 347 9 0,24

valor ES-EU 0 NA NA

9 EN-GB 56 190 0,03
value EN-PT®Y 144 43 0,09

EN-ES®Y 131 43 0,07

Table 65 — Nouns that upon analysis are disregarded as NLID markers of language transfer

Therefore, three nouns are examined in Portuguese/Spanish as found in the

corresponding L1 corpora.

N Noun Corpus Occurrences Rank % in corpus
in corpus
facto PT-EU 95 72 0,07
hecho ES-EU 37 172 0,02
1 EN-GB 14 760 0,01
fact EN-PTEY 41 270 0,03
EN-ES®Y 59 55 0,03
presenca / existéncia®! PT-EU 133 78 0,09
existencia?? ES-EU 32 192 0,02
2 EN-GB 51 219 0,03
presence EN-PT®Y 110 40 0,07
EN-ESEY 104 46 0,06
estudo PT-EU 931 2 0,65
estudio ES-EU 873 2 0,54
3 EN-GB 728 3 0,43
study EN-PT®Y 820 3 0,50
EN-ESEY 951 3 0,52

20 No occurrences of the noun “papel” (an equivalent of “role”) were found in the ES-EU corpus
21 Both possible translation into Portuguese are considered.
22 No direct translation, i.e., [presencia] was found, therefore a common synonym is considered.
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Table 66 — Nouns that could function as NLID markers of language transfer

The frequencies of these nouns, i.e., “fact”, “presence”, “study”, and equivalents, are
compared to examine significant differences between the groups. For all nouns, the following

questions are asked for both the EN-PTEV and the EN-ESEY corpora.

Effect of L1 Influence L1 influence L1 influence
EN-PTE questions EN-ES®Y questions

1 (e e R Are the frequencies of the nouns fact/presence/study, in the EN-PTEY /
group g y EN-ESEY OSRAs uniformly distributed?

Are the frequencies of the nouns fact/presence/study, in the EN-PTE and

II) Intergroup heterogeneity EN-ESEU OSRAs statistically significantly different?

Are the frequencies of the nouns Are the frequencies of the nouns
fact/presence/study in the EN-PTEY fact/presence/study in the EN-
and equivalents in the PT-EU OSRAs | ESEVand equivalents in the ES-EU

statistically similar? OSRAs statistically similar?
Are the frequencies of the nouns
fact/presence/study in the EN-
ESEY and EN-GB OSRAs
statistically significantly
different?

[lI) Cross-language congruity

Are the frequencies of the nouns
fact/presence/study in the EN-PTEV
and EN-GB OSRAs statistically
significantly different?

IV) Intralingual contrast

The Mann-Whitney test is used to assess for a mean difference between the groups
given that the data is not normally distributed and has some outliers. Questions in relation to
the effects | and Il are answered together. The level of significance used is p < .05 for questions
in relation to effects Il and IV. Because questions in relation to effects | and Il look for
uniformity and congruity, respectively, a result of p > .05 is associated with an L1 effect. Table

67 below shows the results and mean ranks of all comparisons.
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L1 Influence Effects

| Intra-L1 1) Inter-L1 1) Cross-language . 1) Cross-language .
! homogeneity ! heterogeneity ! congruityg ’ V) Intralingual At least ! congruityg # IV) Intralingual At least
(Levene’s (Mann-Whitney EN-PT®and (Mann-Whitney con.trast (Mann- two (Mann-Whitney con.trast (Mann- two
test) Test) EN-ES® Test) Whitney Test) effects Test) Whitney Test) effects of
similar in of L1 L1
Corpora Examined va.riance b.Ut Corpora Examined influence Corpora Examined influence
different in found found for
EN-PTEvs. EN-ES® | EN-PTZvs. EN-ES® means? EN-PT®V vs. PT-EU EN-PTE vs. for the EN-ES®V vs. ES-EU EN-ES™ vs. EN-GB the
S R EN-PTEV? EN-ESE?
Reference p values Reference p values Reference p values
p>.05 AND p<.05? p > .05? p <.057? p>.05? p <.05?
Z=-392 Z=-1.513 Z=-1.250 Z=-1.518 Z=-1.089
£ 1092 p=.695 p=.130 p=.291 p=.129 p=.351
facto/hecho/fact _ ?;OO Mean ranks: no Mean ranks: Mean ranks: no Mean ranks: Mean ranks: no
p=- EN-PTEU=30.98 EN-PTEU=28.04 EN-PTEV=18.78 EN-ESEY=33.94 EN-ESFY=25.04
EN-ESFY=29.38 PT-EU=35.00 EN-GB=14.82 ES-EU=28.12 EN-GB=20.59
Z=-735 Z=-1.246 Z=-2.252 Z=-1.197 Z=-1.557
presenca/existéncia p = .463 p=.213 p=.024 p=.231 p=.119
: . F=.220
existencia p= 641 Mean ranks: no Mean ranks: Mean ranks: yes Mean ranks: Mean ranks: no
presence EN-PT®Y=35.20 EN-PTV=44.27 EN-PTV=32.47 EN-ESFU=26.64 EN-ESEU=31.21
EN-ESFY=31.80 PT-EU=37.85 EN-GB=22.80 ES-EU=21.63 EN-GB=24.61
Z=.914 Z=-1.181 Z=-1.250 Z=-573 Z=-2.063
F 1769 p=.361 p=.238 p=.211 p =.566 p=.039
estudo/estudio/study B i86 Mean ranks: no Mean ranks: Mean ranks: no Mean ranks: Mean ranks: yes
p=- EN-PTEV=62.48 EN-PTEV=61.15 EN-PTEY=69.08 EN-ES®Y=67.39 EN-ESFV=71.73
EN-ESFY=68.52 PT-EU=68.91 EN-GB=60.86 ES-EU=63.61 EN-GB=58.16

Table 67 — Results of the Mann-Whitney’s tests performed to assess for mean differences between the groups in relation to the frequency of the nouns deemed
likely to function as NLID markers
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As shown in Table 67, the results of the Mann-Whitney tests indicate statistically
significant differences in the ranked frequencies of the noun [presence] between the L1 (EN-
GB) and the non-L1 (EN-PTEY) English authors writing in English; and in the ranked frequencies
of the noun [study] between the L1 (EN-GB) and the non-L1 (EN-ESEY) English authors writing
in English. Additionally, no differences are verified between the Portuguese authors writing
in their L1 and the Portuguese authors writing in English in relation to the frequencies of the
noun [presence] and its equivalents in Portuguese [presenca] and [existéncia]. Similarly, no
differences are found between the Spanish authors writing in their L1 and the Spanish authors
writing in English in relation to the frequencies of the noun [study] and its equivalent in

Spanish [estudio].

Since the effects lll and 1V, i.e., cross-language congruity and intralingual contrast, are
found for both groups, the nouns [presence] and [study] could function as NLID markers for

the Portuguese and Spanish authors writing OSRAs in English, respectively.

After analysis, it is verified that all syntactic functions of the noun
[presence]/[existence] in English and their equivalents [presenca]/[existéncia] found in the
EN-PTEY: and the PT-EU corpora contribute to the significant differences between the
Portuguese and British authors in relation to these nouns since their frequencies are higher

in the EN-PTEY and the PT-EU corpora than in the EN-GB corpus (Table 68 below).

N [existence] [presence]
Tags Corpus [existéncia] [presencal]

1 NFS @P< 16 35

2 NFS @SUBJ> PT-EU 8 22

3 N FS @<ACC 14 12

4 | NSNOM @P - 26

5 NSNOM @ EN-GB - 13

6 | NSNOM @SUBIJ> 1 12

7 | NSNOM @P 4 65

8 | NSNOM @SuUBJ> EN-PTEY 1 22

9 [ NSNOM @ 3 18

Table 68 — Syntactic functions of the noun “presence”/“existence” in English and
equivalents “presenca”/“existencia” in Portuguese
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The analysis of the collocations of the nouns “presence” and “existence” using
WordSmith (Scott 2018b) shows that the expressions in Table 69 are the most frequently
found containing those nouns. Therefore, both “presence” and “existence” may function as
markers of L1 transfer in Portuguese authors writing OSRAs in English, especially in

combination with the preposition “of”.

Trigram with
“presence”/“existence” | PT-EU | EN-GB | EN-PT®V

the presence of 36 92
the existence of 1 8
a presenca de 46
a existéncia de 28

Table 69 — Most frequent word combinations with [presence]/[existence] in the three
English corpora

Also, graphically, it is possible to appreciate the distance between the EN-GB and the
EN-PTEY OSRAs and the proximity between EN-PTEY and PT-EU OSRAS concerning the noun

[presence] and its equivalents in [presenca]/[existéncia] in Portuguese (Figure 14).

EN-GB
[presence]-[existence] vs.
51 [presenca]-[existéncia]

§ 205
[
L
w2
E I=
S & 155
78
E PT-EU
8 ¢
ET 105
c =
% i EN-PTeu
= T 133
R
£Z s
10}
e« 110

5

0,01 0,02 0,03 0,04 0,05 0,06 0,07 0,08 0,09 0,1 0,11

Percentage occupied by token in corpus

Figure 14 — Distribution of the nouns “presence”/“existence” and “presenca”/“existéncia”
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Finally, the analysis of the syntactic structures of the noun “study” in the EN-GB and
the EN-ESEY corpora and its equivalent in Spanish “estudio” in the ES-EU corpus shows that
the most frequent structures behind the significant differences between the EN-GB and the
EN-ESEY corpora concern the subject of a sentence and the argument of prepositions such as

“in”/ “of”/ “with”, as shown in Table 70 below.

N | Syntactic Structures of [study] ES-EU EN-GB EN-ESEY
1 NMS @P</NMP @P< 551

2 NMS @SUBJ>/NM P @SUBJ> 184

5 NSNOM @P /NP NOM @P 360 513
6 N P NOM @SUBJ>/N S NOM @SUBJ> 248 304

Table 70 — Most frequent syntactic structures of the noun “study” in the EN-GB and the EN-ES®!
corpora and its equivalent in Spanish “estudio” in the ES-EU corpus that show the
significant differences between the groups

These syntactic functions correspond mostly to the expressions listed below in Table

71, also extracted with WordSmith from the EN-GB, the EN-ES®Y, and the ES-EU corpora.

Bigrams with

[estudio]/[study] ES-EU EN-GB EN-ES®Y
este estudio 88

nuestro estudio 84

presente estudio 48

estudio(s) de 112

estudio(s) con 9

this study 117 120
present study 32 84
current study 10 18
recent study 6 15
study/studies of 44 39
study/studies in 22 35
study/studies with 12 26
Total 341 243 337

Table 71 — Most frequent expressions with the noun [study] in the EN-GB
and the EN-ESEY corpora and [estudio] in the ES-EU corpus behind
the most frequent syntactic structures that show the significant
differences between the groups

Despite the statistical data indicating a possible L1 effect in relation to the frequency

and use of the noun “study” in the Spanish authors, the word is very frequent in scientific

writing. Therefore, its usefulness to mark L1 in OSRAs written in English by these authors
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would be better served if “study” is combined with a proposition like “of” and verified for the

syntactic functions mentioned above.

4.5, Variables with two effects of L1 influence

4.5.1. V9: number of indefinite articles

After examining the samples of V9, the following descriptive statistics are obtained:

V9: frequency of indefinite articles (all values in words/1000 tokens)
95% Confidence
CORPORA Mean Std. Interval for Mean Median | Variance S.td'.
Error Lower Upper Deviation
Bound Bound
PT-EU 16,84 0,65 15,55 18,14 16,77 27,35 5,23
ES-EU 19,60 0,71 18,18 21,02 19,13 32,72 5,72
EN-GB 19,88 0,73 18,43 21,34 20,04 34,69 5,89
EN-PTEY 17,86 0,70 16,47 19,25 17,21 31,58 5,62
EN-ESEV 17,55 0,70 16,15 18,95 17,02 32,04 5,66

The results of the independent sample t-tests indicate that:

The variances of the means of V9 of the EN-PTEY and EN-ESEV groups are not

significantly different (Levene’s test, F = .013, p = .908);

. There are no statistically significant differences in the frequency of indefinite articles

in the EN-PTEY and EN-ESEY groups, t(128) = .314, p = .754.

Both groups have similar means of indefinite articles per thousand words (MD =
.310; SED =.989; 95% Cl = 2.27 to -1.65 indefinite articles per thousand words);
There are no statistically significant differences in the frequency of indefinite articles
between the EN-PTEY and PT-EU groups, t(128) = 1.068, p = .288.

Both groups have very similar means of indefinite articles per thousand words (MD =

1.02; SED = .952; 95% Cl = 2.90 to -.867 indefinite articles per thousand words);

There are statistically significant differences in the frequency of indefinite articles

between the EN-ESEY and ES-EU groups, t(128) = 2.049, p = .042.
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The ES-EU OSRAs have significantly more indefinite articles per thousand words than
the EN-ESEY OSRAs (MD = 2.05; SED = .998, 95% Cl = 4.02 to .070 indefinite articles

per thousand words);

IV. There are statistically significant differences in the frequency of indefinite articles
between the EN-PTEY and EN-GB groups, t(128) = 2.005, p = .047.
The EN-GB group uses significantly more indefinite articles per thousand words than
the EN-PTEY group (MD = 2.02; SED = 1.00; 95% CI = 4.02 to .026 indefinite articles

per thousand words).

There are statistically significant differences in the frequency of indefinite articles
between the EN-ESEY and EN-GB groups, t(128) = 2.305, p = .023.

The EN-GB group uses significantly more indefinite articles per thousand words than
the EN-ESEY group (MD = 2.33; SED = 1.01; 95% CI = 4.34 to .330 indefinite articles

per thousand words).

The following table summarizes the effects of L1 influence found in each group of OSRAs:

Effect of L1 Influence EN-PTEY EN-ESEY

l. Intra-L1 homogeneity -

Il. Inter-L1 heterogeneity --

lll. Cross-language congruity 4 --

IV. Intralingual contrast v 4

The frequency of indefinite articles in OSRAs written in English by the Spanish authors
cannot be said to be influenced by the frequency of use these authors make of indefinite
articles when writing OSRAs in their L1. The Spanish authors use significantly more indefinite
articles per thousand words when they write OSRAs in their L1 than when they write OSRAs
in English. That is, the Spanish authors significantly diminish the frequency of indefinite
articles when writing OSRAs in English, and this decrease makes them be significantly

different from the L1 English authors writing in English.

However, as can be seen in Figure 15 below, in the case of the Portuguese authors

writing OSRAs in English, it can be argued that the frequency with which they use indefinite
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articles may be influenced by the frequency with which they use indefinite articles when
writing OSRAs in their L1. The Portuguese authors writing OSRAs in Portuguese use indefinite
articles as frequently as the Portuguese authors writing OSRAs in English but significantly less

frequently than the L1 English authors writing in English.

20,50
20,00 19,88
19,60

19,50

19,00

18,50

18,00 17,86

17,55

17,50

16,50

16,00

15,50

15,00

PT-EU ES-EU EN-GB EN-PTeu EN-ESeu

Figure 15 — Mean values of the indefinite articles in the five corpora of the CoRA

Since variation within the grammatical category “indefinite article” is very restricted,

i.e., a/ an, no further linguistics analysis is performed.

4.5.2. V13: number of demonstrative pronouns

After examining the samples of V13, the following descriptive statistics are obtained:
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V13: frequency of demonstrative pronouns (all values in words/1000 tokens)
95% Confidence
CORPORA Mean std. Interval for Mean Median | Variance S.t d'.
Error Lower Upper Deviation
Bound Bound
PT-EU 12,15 0,56 11,03 13,28 11,60 20,61 4,54
ES-EU 9,08 0,44 8,21 9,96 8,70 12,39 3,52
EN-GB 12,84 0,54 11,76 13,93 11,80 19,10 4,37
EN-PTEV 9,91 0,45 9,01 10,80 9,70 13,10 3,62
EN-ESEV 11,30 0,41 10,49 12,12 11,20 10,76 3,28

The lowest mean standardized value of demonstrative pronouns is in the ES-EU

corpus, and the highest is in the EN-GB corpus.

The results of the independent sample t-tests indicate that:

The variances of the means of V13 of the EN-PTEY and EN-ESEY groups are not

significantly different (Levene’s test, F = .766, p = .383);

. Still, there are statistically significant differences in the frequency of demonstrative

pronouns between the EN-PTEY and EN-ESEY groups, t(128) = 2.303, p = .023.

The EN-ESEV group uses significantly more demonstrative pronouns per thousand
words than the EN-PTEY groups (MD = 1.40, SED = .606; 95% Cl = 2.59 to .197
demonstrative pronouns per thousand words). However, the effect size of such
difference is small (Cohen’s d = .407)

There are statistically significant differences in the frequency of demonstrative
pronouns between the EN-PTEV and PT-EU groups, t(121.909) = 3.122, p = .002.
The PT-EU group uses significantly more demonstrative pronouns per thousand
words than the EN-PTEY group (MD = 2.25; SED =.720; 95% Cl = 3.67 to .822
demonstrative pronouns per thousand words). The effect size of such difference is
medium (Cohen’s d = .565)

There are statistically significant differences in the frequency of demonstrative
pronouns between the EN-ES®Y and ES-EU groups, t(128) = 3.716, p = .001.

The EN-ESEY group uses demonstrative pronouns more frequently than the ES-EU
group (MD =2.22; SED = .597, 95% Cl = 3.40 to 1.04 demonstrative pronouns per

thousand words). Additionally, the effect size is medium (Cohen’s d = 0.657).
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IV. There are statistically significant differences in the frequency of demonstrative
pronouns between the EN-PTEY and EN-GB groups, t(128) = 4.170, p = .001.
The EN-GB group uses significantly more demonstrative pronouns per thousand
words than the EN-PTEY group (MD = 2.94; SED = .704; 95% Cl = 4.33 to 1.54
demonstrative pronouns per thousand words). The effect size calculated is medium

(Cohen’s d=0.737)

There also are statistically significant differences in the frequency of demonstrative
pronouns between the EN-ESEY and EN-GB groups, t(118.740) = 2.270, p = .025.
The EN-GB group uses significantly more demonstrative pronouns per thousand
words than the EN-ESEY group (MD = 1.54; SED = .678; 95% Cl = 2.88 to .197
demonstrative pronouns per thousand words). The effect size calculated is small

(Cohen’s d =0.417).

The following table summarizes the effects of L1 influence found:

Effect of L1 Influence EN-PTEY EN-ESEY
I. Intra-L1 homogeneity v
Il. Inter-L1 heterogeneity v

Ill. Cross-language congruity -- --

IV. Intralingual contrast v v

The results of the statistical examination indicate possible effects of L1 influence on
demonstrative pronouns by both the PT-EU and the ES-EU L1 users when writing OSRAs in
English. However, the results obtained are not related to higher frequencies of demonstrative
pronouns found in OSRAs written in English by the L1 Portuguese/Spanish. Although the EN-
PTEY and the EN-ESEY groups differ significantly between each other and from the L1 English
authors (EN-GB) in relation to the frequency of demonstrative pronouns — which allows for
intergroup heterogeneity and intralingual contrast to be argued— they differ because the L1
English authors (EN-GB) use demonstrative pronouns significantly more frequently than the
non-L1 English corpora. Table 72 below shows the demonstrative pronouns within each

corpus and their corresponding frequencies. Overall, the EN-PTEY authors show a significant
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decrease in the number of demonstratives they use compared to the L1 PT-EU writing in their

L1, and also compared to the L1 EN-GB authors writing in English. The EN-ES®Y authors,

however, show a significant increase in the frequency of this variable when compared to the

L1 ES-EU authors, coming closer to the L1 EN-GB authors, though not enough as to not have

a significant difference between them.

demonstrative
pronoun

PT-EU

ES-EU

EN-GB

EN-PTEV

EN-ES®Y

a/as
aquela / aquelas
aquele / aqueles
aquilo
essa / essas
esse / esses
esta / estas
este / estes
isso
isto
o/o0s
tais

79/ 26
5/5
1/35
1
40/ 11
46 / 20
348 /97
532/292
31
36
75/71
3

aquel
aquella / aquellas / aquellos
el
esa /esas
ese
eso / esos
esta / estas
este
esto / estos
la / las
lo / los
tal / tales

2
2/13/44
5
12/38
25
7/16
11/1142
16
67 /13
6/2
35/12
11/1

that / those
this / these
such

163 /352
1065 / 539
89

139 /125
813 /476
38

187 / 186
1127 /589
38

Total

1754

1450

2208

1591

2127

Table 72 — Demonstrative pronouns per corpus in the CoRA

In all the corpora, proximal demonstrative pronouns, i.e., those expressing proximity

(E.g., esta, estas, this, these), are more frequent than distal demonstrative pronouns, i.e.,
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those expressing distance (E.g., aquella, essas, that, those) (Stirling and Huddleston 2002:
1504) as shown in Table 73 below.

demonstrative | oo\ | EsEU | EN-GB | EN-PT®U | EN-ES
forms
distal 195 129 515 264 373
proximal 1559 1321 1693 1327 1754
Total 1754 | 1450 2208 1591 2127

Table 73 — Distribution of demonstrative forms in the CoRA

As can be seenin Table 73, the EN-GB authors resort to distal demonstrative pronouns
more frequently than all the other authors, while proximal demonstrative are slightly more

frequent in the EN-ESEY corpus, followed by the EN-GB corpus.

To understand if NLID markers can be found beyond the total frequencies, the
demonstrative pronouns (i.e., <dem>, as tagged by VISL) in the three English corpora are
analyzed in terms of distribution, looking at (a) the number of occurrences, (b) the rank, and
(c) the percentage of occurrences in the corresponding corpus. The analysis considers not
only proximal and distal demonstrative pronouns but also their singular and plural variations

separately. Table 74 below, shows the most frequent demonstrative pronouns in the CoRA.

Rank PT-EU ES-EU EN-GB EN-PTEY EN-ES®Y Threshold
2 esta n=348 | esto n=67 these n=539 | these n=476 | these n=589
3 estes =292 those n=352 | that n=139 that n=187 70-95%
4 | estas n=97 that n=163 those n=125 | those n=186 60-70%
5 o n=75 such n=89 50%

Table 74 — Most frequent demonstrative pronouns in the CoRA (present in at least 50% of the OSRAs) ranked
by the number of occurrences

After the analysis of the most frequent demonstrative pronouns in the English corpora
of the CoRA, two pronouns are considered unlikely to function as NLID markers in OSRAs
written in English by the Portuguese/Spanish authors since the percentage they represent

within each of their corresponding corpus and the rank are similar among the groups, despite
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Table 75 shows these demonstrative pronouns.

the numbers of occurrences being slightly higher in either the EN-GB or the EN-ESEY corpora.

<dem> Corpus Occurrences Rank %
EN-GB 539 2 0,31
these EN-PTEY 476 2 0,29
EN-ES®Y 589 2 0,32
EN-GB 160 3 0,09
that EN-PTEY 136 3 0,08
EN-ESEY 187 3 0,10

Table 75 — Demonstrative pronouns deemed unlikely to function as NLID
markers given their similar ranks, occurrences, and percentage in
the corresponding corpus

Therefore, only three demonstrative pronouns are further analyzed. However, since
their frequency is still higher in the L1 than in the non-L1 English OSRAs, the examination
seeks to understand if there are strategies of avoidance of use by the non-L1 English authors

who are L1 Portuguese/Spanish users. These demonstrative pronouns are shown below in

Table 76.

<dem> Corpus Occurrences Rank %
EN-GB 1065 1 0.62
this EN-PTEY 813 1 0.50
EN-ESEY 1127 1 0.61
EN-GB 355 2 0.21
those EN-PTEY 128 2 0.08
EN-ESEY 186 2 0.10
EN-GB 89 5 0.05
such EN-PTEY 38 33 0.02
EN-ESEY 38 37 0.02

Table 76 — The demonstrative pronouns “this”, “those”, and “such” assessed for
avoidance strategies by EN-PTEY/EN-ESEY authors

n u

The frequencies of the demonstrative pronouns “this”,

A

those”, “such” are compared
to examine if there are significant differences between the groups. The fourth L1 effect of the
unified framework (Jarvis 2010, 2000) is tested for both the EN-PTEV and the EN-ESEY OSRAs,

stated as follows:
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Effect of L1 Influence

L1 influence
EN-PTE question

L1 influence
EN-ESEY question

IV) Intralingual contrast

Are the frequencies of the demonstrative pronoun
“this” /“those” /”such” in the EN-PTEY/ EN-ESEY and the EN-GB
corpora statistically significantly different?

Since the data is not normally distributed and has outliers, the Mann-Whitney test is

used to assess for a mean difference between the groups. The level of significance used is p <

.05. Two tests are performed. The numbers of occurrences are normalized by 100. Table 77

shows the results obtained.

Effect of L1 Effect of L1
. influence IV . influence IV
IV - Intralingual contrast IV - Intralingual contrast
) found for A found for
(Mann-Whitney Test) (Mann-Whitney Test)
the the
EN-PTEV? EN-ESFY?
corpora examined
EN-PTEV vs. EN-GB | EN-ESEY vs. EN-GB
<dem>
p reference value <.05
Z=-2.979 Z=-.198
. p =.003 p=.843
this M rank EN-GB = 75.33 ves M rank EN-GB= 64.85 no
M rank EN-PTEV = 55.67 M rank EN-ES®Y=66.11
Z=-4.422 Z=-3.042
p =.001 p =.002
fgse M rank EN-GB = 64.89 yes M rank EN-GB= 66.81 yes
M rank EN-PTEV = 38.89 M rank EN-ESEY=48.19
Z=-1.152 Z=-1.009
such p=.249 no p=.313 no
M rank EN-GB = 33.61 M rank EN-GB= 35.61
M rank EN-PTEV = 28.26 M rank EN-ES®Y=30.91

Table 77 — Results of the Mann-Whitney’s tests performed to assess for mean differences between the
groups concerning the demonstrative pronoun “those” deemed as likely to mark strategies of

avoidance

As can be seen in Table 77, there are no significant differences between the EN-GB

authors and the EN-PTEV or the EN-ESEY authors in relation to the frequency of “such”,
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despite native authors using that pronoun more frequently. There are also no significant
differences between the EN-GB authors and the Spanish authors writing OSRAs in English
in relation to the frequency of the demonstrative pronoun “this”. However, significant

differences are found between the EN-GB authors and the Portuguese authors writing



OSRAs in English, with the former using the demonstrative pronoun “this” significantly
more frequently. Also, the difference in the frequency of the demonstrative pronoun
“those” between the L1 English authors writing OSRAs in their L1 and the Portuguese and
the Spanish authors writing OSRAs in English is significant. The L1 English authors use the
demonstrative pronoun “those” significantly more frequently than the Portuguese and the

Spanish authors.

To understand how all English groups use the demonstrative pronouns “this” and

“those”, the parsed files of the OSRAs are examined using WordSmith (Scott 2018b).

Table 78 below shows the syntactic structures of the demonstrative pronoun “this”
and its distribution across all English corpora. As can be seen, except for the use of “this”
as a determiner followed by a noun (N), the L1 English authors use the most frequent
syntactic structures with “this” (i.e., 2-4) more frequently than the Portuguese/Spanish

authors writing OSRAs in English.

N | Tags with “this” EN-GB EN-PTEY EN-ES®Y
1 <dem> DET S @>N 643 621 899
2 <dem> INDP S @SUBJ> 333 166 189
3 <dem> INDP S @P 51 17 21
4 <dem>INDP S @ 34 3 11
5 <dem> DET S @P 1 2

6 <dem> DET S @SUBJ> 2 1

7 <dem> INDP S @NPHR 1 2
8 <dem> DET S @SUBIJ> @P< 2
9 <dem> DET S &afterpar @>N 1
10 | <dem>DET S @<ACC 1
11 | <dem> INDP S &afterpar @SUBJ> 1
12 | <dem> INDP S &headstop @NPHR 1

13 | <dem>INDP S @ACC> 1

14 | <dem>INDP S @N 1

Table 78 — Syntactic structures of the demonstrative pronoun “this” in the three English

corpora

After examination of the data in Table 78, two analyses are carried out. Given the
higher frequency of the demonstrative pronoun “this” when used as a determiner and
followed by a noun by the Spanish authors writing in English compared to the L1 English
authors, one analysis seeks to understand if such syntactic function of the demonstrative

pronoun “this” can mark L1 influence in non-L1 English authors who are L1 Spanish.
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Therefore, the frequencies of the demonstrative pronoun “this” in its [<dem> DET S

@>N] function and its equivalents in Spanish are compared to examine significant

differences between the groups. Based on the unified framework (Jarvis 2010, 2000), the

following questions are asked for the EN-PTEY and the EN-ES®Y corpora.

Effect of L1 Influence

L1 influence
EN-PTE questions

L1 influence
EN-ESEY questions

1)

I)

Intragroup homogeneity

Intergroup heterogeneity

Are the frequencies of the demonstrative pronoun “this” as a determiner
in the EN-PTEY / EN-ESEY OSRAs uniformly distributed?

Are the frequencies of the demonstrative pronoun “this” as a determiner
in the EN-PTE and EN-ESEY OSRAs statistically significantly different?

[lI) Cross-language congruity

Are the frequencies of the
demonstrative pronoun “this” as a
determiner in the EN-PTEY and
equivalents in the PT-EU OSRAs
statistically similar?

Are the frequencies of the
demonstrative pronoun “this” as
a determiner in the EN-ES®Y and
equivalents in the ES-EU OSRAs

statistically similar?

IV) Intralingual contrast

Are the frequencies of the
demonstrative pronoun “this” as a
determiner in the EN-PTEY and EN-GB
OSRAs statistically significantly
different?

Are the frequencies of the
demonstrative pronoun “this” as
a determiner in the EN-ESY and

EN-GB OSRAs statistically

significantly different?

The Mann-Whitney test is used to assess for a mean difference between the groups

given that the data is not normally distributed and has a couple of outliers. Questions in

relation to effects | and Il are answered together. The level of significance used is p < .05 for

guestions in relation to effects Il and IV. Because questions in relation to effects | and Ill look

for uniformity and congruity, respectively, a result of p > .05 is associated with an L1 effect.

Table 79 below shows the results and mean ranks of all comparisons.
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L1 Influence Effects

1) Inter-L1

1) Intra-L1 heterogeneit ) Sgc;ssr-tll?tnguage IV) Intralingual At least ) i:cr’cr)]ssr-lz?tnguage IV) Intralingual At least
homogeneity senety EN-PTE and e contrast (Mann- two Hee contrast (Mann- two
(Levene’s test) e sy EU ey ey Whitney Test) (euy Whitney Test)
Test) FN_'IES ) Test) efffef{s Whitney Test) effeLcIs of
similar in o
" variance but - influence - influence
Corpora Examined different in Corpora Examined found Corpora Examined found for
EN-PT®vs. EN-ES® | EN-PT® vs. EN-ES® means? EN-PT®V vs. PT-EU EN-PT® vs. for the EN-ES™ vs. ES-EU EN-ES™ vs. EN-GB the
EN-GB EN-PTEY? EN-ES®U?
<dem> Reference p values Reference p values Reference p values
p>.05 AND p<.05? p>.05? p<.05? p >.05? p <.05?
este/esta 7=-2.962 7=-3312 7=-259 7=-7.240 7=-2.781
F=8.802 p=.003 p=.001 p=.796 p=.001 p=.005
este/esta - 604 Mean ranks: no Mean ranks: Mean ranks: no Mean ranks: Mean ranks: no
p=- EN-PTEV=55.73 EN-PTEV= 54.58 EN-PTEV= 64.65 EN-ESFU= 61.82 EN-ESFV=74.67
e EN-ESEV= 75.27 PT-EU=76.42 EN-GB=66.35 ES-EU=18.05 EN-GB=56.33

Table 79 — Results of the Mann-Whitney’s tests performed to assess for mean differences between the groups concerning the frequency of the demonstrative pronoun “this”
used as a determiner and its equivalents in Portuguese/Spanish to verify for the potential to function as NLID markers.
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Based on the results obtained, no strong effect of L1 influence can be argued
concerning the use of the demonstrative pronoun “this” <dem> DET S @>N by the Spanish
authors writing OSRAs in English. However, some signs of a characteristic use could be
useful in detecting L1 if aggregated with other variables. The Spanish authors significantly
increase the frequency of use of the demonstrative pronoun “this” as a determiner
followed by a noun in relation to the frequency with which they use the same syntactic
structure in Spanish, and this increase is high enough as to be significantly different from
both the L1 English authors (EN-GB) and the non-L1 English authors who are L1
Portuguese (EN-PTEY) since they both use the demonstrative pronoun “this” as a

determiner followed by a noun less frequently.

Based on these results, the concordances of the demonstrative pronoun “this”
with the function <dem> DET S @>N are extracted using WordSmisth (Scott 2018b). As can
be seen in Table 80 below, both groups of non-L1 English authors use certain expressions
more frequently than the L1 English authors, but the Spanish authors writing in English

stand out, as can be seen by the number of occurrences marked in bold.

N Bigrams with "this" EN-GB | EN-PT®Y = EN-ES®
1 this study 117 130 120
2 this group 14 21 10
3 this analysis 29 6 7
4 this work 5 12 17
5 this effect 4 7 22
6 this regard 2 2 26
7 this population 8 11 10
8 this finding 9 9 9
9 this difference 8 8 8
10 this approach 6 9 8
11 this case 7 5 11
12 this reason 8 3 12
13 this article 1 1 20
14 this association 5 9 5
15 this increase 4 3 12
16 this result 2 7 10
17 this process 5 7 6
18 this sense 18
19 this issue 4 6 7
20 this protein 2 6 9
21 this hypothesis 8 8
22 this fact 5 6

Table 80 — Most frequent expressions with “this” <dem> DET S @>N in the
three English corpora in the CoRA
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Three expressions in Table 80, i.e., 6, 18, and 22 are most frequently used by the
Spanish authors writing in English. To verify if these expressions could be found in the ES-
EU corpus in similar frequencies and thus indicate possible language transfer from the
Spanish into English, a concordance is extracted from all corpora using WordSmith (Scott

2018b) and the following query:

“in this regard/this fact/this sense/a este respeito/neste sentido/a
este respecto/en esta linea/este facto/este hecho/neste sentido/en
este sentido/en tal sentido/no sentido de”

The results obtained are shown below in Table 81. As can be seen, the expressions

n u

“in this sense”, “in this regard”, and “this fact” are not used or almost not used by the L1

English authors and the non-L1 English authors who are L1 Portuguese. However, the
Spanish authors writing OSRAs in English seem to maintain the use they make in their L1

n u n «u

of expressions like “en este sentido”, “a este respecto”, “este hecho”, despite decreasing

their frequencies in comparison to their use in Spanish.

Bi/trigrams with “este/a”/"this"

PT-EU

ES-EU

EN-ES®V

en este sentido
no sentido de/neste sentido

17

38

in this sense - - - - 18

en esta linea - 2
a este respecto - 4 - . .
in this regard - - 2 2 26

este hecho - 8 - - -
este facto 13 - - - -
this fact - - - 5 6

OWOONOOTUVLAR WNR|Z2

” o u

Table 81 — Frequencies of the expressions “in this sense”, “in this regard”, and “this fact” and their
equivalents in Portuguese and Spanish extracted from the CoRA

Therefore, the demonstrative pronoun “this” when used as <dem> DET S @>N
may function as a marker of non-nativeness, and if associated with expressions like “in
this sense” or “this fact” may also be associated with languages like Portuguese and

Spanish.

The second analysis concerns the demonstratives pronoun “those” whose
syntactic structures and their distribution across all English corpora are shown below in

Table 82.
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N | Syntactic structures w/ “those” EN-GB EN-PTEV EN-ESEY
1 | <dem>INDP P @P 201 74 121
2 | <dem> DET P @>N 58 32 37

3 | <dem> INDP P @SUBJ> 52 7 14

4 | <dem>INDPP @ 19 6 9

5 | <dem>DET P @P 10 2 1

6 | <dem>INDP P @N 5 2 1

7 | <dem> DET P @SUBJ> 4

Table 82 — Most frequent syntactic structures with the demonstrative pronoun “those”
in the three English corpora of the CoRA.

As can be seen, the L1 English authors use the most frequent syntactic structures
with “those” more frequently than the Portuguese/Spanish authors writing OSRAs in English.
This high frequency also reflects on the expressions used in the OSRAs. Table 83 below shows
the distribution of the most frequent expressions with “those” in the three English corpora,
with all expressions being more frequent in the EN-GB corpus than in the EN-PTEY/EN-ESEY

corpora.

N | Bigrams with "those" EN-GB | EN-PTEV | EN-ES®Y
1 | those with 80 22 22
2 | those + [V past particle]?® 60 31 39
3 | those without 19 4 6
4 | thosein 18 4 5
5 | those patients 9 1 7
6 | those from 8 1 7
7 | those children/women/men 3 1
8 | those at 3 1

9 | those found 3 3
10 | those shown 1

Table 83 — Most frequent expressions with “those” in the English corpora of CoRA

A comparison is carried out to understand if the Portuguese/Spanish authors avoid
using this demonstrative pronoun when writing OSRAs in English, but as can be seen in
Figure 16 below these authors actually increase the frequency of use of the demonstrative
pronoun “those” in comparison with the frequency with which they use the equivalent
demonstrative pronouns “aqueles” / “aquelas” / “esses” / “essas” in Portuguese, and

“aquellos” / “aquellas” / “esos” / “esas” in Spanish. Notwithstanding such an increase, the

23 It refers to regular verbs only.
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Portuguese and Spanish authors still use the demonstrative pronoun “those” significantly

less frequently than the L1 English authors.
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Figure 16 — Distribution of the demonstrative pronoun “those” and its equivalents in the PT-EU and
ES-EU corpora.

Hence, the demonstrative pronoun “those” may function as a marker of non-
nativeness since the L1 English authors appear to be more comfortable using it than the non-

L1 English authors who are L1 Portuguese/Spanish users.
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4.5.3. V16: number of adjectives

After examining the samples of V16, the following descriptive statistics are obtained:

V16: frequency of adjectives (all values in words/1000 tokens)
95% Confidence
CORPORA Mean Esrtr(:;r I_I(r)‘l::er:lal for Ll\lllpe::r Median | Variance De:it:t.ion
Bound Bound
PT-EU 113,40 3,03 107,35 | 119,45 | 113,00 | 596,82 24,43
ES-EU 96,11 2,24 91,64 100,59 95,30 | 326,16 18,06
EN-GB 105,02 2,80 99,44 110,60 99,70 | 508,05 22,54
EN-PTEV 109,71 2,66 104,40 | 115,02 | 107,30 | 458,82 21,42
EN-ESEV 100,93 2,12 96,69 105,17 98,60 | 293,44 17,13

The results of the independent sample t-tests indicate that:

The variances of the means of V16 of the EN-PTEY and EN-ESEY groups are not

significantly different (Levene’s test, F = 2.816, p = .096);

. There are statistically significant differences in the frequency of adjectives between

the EN-PTEY and EN-ESEY groups, t(128) = 2.582, p = 0.11.

The EN-PTEY group uses significantly more adjectives per thousand words than the
EN-ESEY group (MD = 8.78; SED = 3.40; 95% Cl = 15.51 to 2.05 adjectives per
thousand words);

There are no statistically significant differences in frequency of adjectives between
the EN-PTEV and PT-EU groups, t(128) = .915, p = .362.

Both groups use a similar number of adjectives per thousand words (MD = 3.69;

SED =4.03; 95% Cl = to 11.66 to -4.29);

Also, no statistically significant differences were found in the frequency of adjectives
between the EN-ESEY and ES-EU groups, t(128) = 1.560, p = .121.

Both groups have similar means of adjectives per thousand words (MD = 4.82; SED =
3.09; 95% Cl = 10.93 to -1.29 adjectives per thousand words);

There are no statistically significant differences in the frequency of adjectives
between the EN-PTEY and EN-GB groups, t(128) = 1.217, p = .226.

Both groups have fairly similar means of adjectives per thousand words (MD = 4.69;

SED = 3.86; 95% Cl = 12.32 to -2.94 adjectives per thousand words).
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There are also no statistically significant differences in the frequency of adjectives
between the EN-ESEY and EN-GB groups, t(128) = 1.165, p = .246.
Both groups have similar means of adjectives per thousand words (MD = 4.09; SED

=3.51;95% Cl = 11.04 to -2.86 adjectives per thousand words).

The following table summarizes the effects of L1 influence found in each group:

Effect of L1 Influence EN-PTEY EN-ESEY
. Intra-L1 homogeneity v
Il. Inter-L1 heterogeneity v
lll. Cross-language congruity 4 v
IV. Intralingual contrast -- --

For V16 two effects of L1 influence are found for both the EN-PTEY and the EN-ES®V
groups. The Levene’s test shows that the distributions of adjectives in the OSRAs within the
EN-PTEY and the EN-ESEY groups are similar. However, the mean values of the frequencies of
adjectives are significantly different between those groups, with the Portuguese authors
using significantly more adjectives per thousand words than the Spanish authors when

writing OSRAs in English.

Both the Portuguese and the Spanish authors writing OSRAs in English do not differ
from their respective L1 counterparts writing OSRAs in their L1 in relation to the frequency
of adjectives. The Portuguese authors use as many adjectives when writing OSRAS in
Portuguese as they use when writing OSRAs in English; likewise, the Spanish authors use
adjectives at similar frequencies when writing OSRAS in Spanish and when writing OSRAs in

English.

Additionally, the PT-EU and ES-EU groups are compared, and it is verified that these
language groups are also significantly different in relation to V16 (t(117.860) = 4.588, p =
.001) with the L1 Portuguese group using significantly more adjectives per thousand words

than the L1 Spanish group, and also more than all the other groups.

In the CoRA, the frequency of use of adjectives (V16) is fairly uniform between each

of the non-L1 English groups and the L1 English group (EN-GB) writing OSRAs in English (i.e.
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(EN-PTEV vs. EN-GB / EN-ESEV vs. EN-GB), but not between the non-L1 English groups (EN-
PTEV vs. EN-ESEY) who additionally are similar to their respective L1 counterparts in terms of

adjectives frequencies.

Therefore, the detected effects of L1 influence in relation to adjectives are examined

linguistically for both the EN-PTEY or the EN-ESEY groups.

First, the most frequent adjectives in each corpus are extracted and ranked according
to their number of occurrences in the corresponding corpus. Table 84 below shows the
adjectives extracted per corpus. The brackets indicate that the occurrences are counted as
lemmas. That is, in Portuguese and Spanish, the occurrences counted as being of the same
lemma are those corresponding to forms inflected for number and/or gender (E.g.
“restantes”/“restante”, “nueva”/“nuevo”). In English, the forms counted as occurrences of

the same lemma are those inflected for grade, to form comparative or superlative adjectives

(E.g. “higher”/“high”, “greater”/“great”).
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Rank PT-EU ES-EU EN-GB EN-PTEV EN-ES®Y Threshold
1 [doente] n=1104 [mayor] n=459 [high] n=312 [high] n=616 [high] n=494
2 [grande] n=495 [significativo] n=289 [clinical] n=294 [significant] n=261 [significant] n=301
3 [alto] n=285 [clinico] n=240 [significant] n=249 [low] n=257 [different] n=282 95%
4 [significativo] n=254 [superior] n=178 [low] n=191 [clinical] n=212 [low] n=269
5 [clinico] n=213 [alto] n=173 [likely] n=187 [different] n=205 [clinical] n=227
6 [médio] n=178 [primer] n=158 [different] n=155 [increased] n=176 [increased] n=187 90%
7 [pequeno] n=169 [menor] n=154 [previous] n=143 [similar] n=157 [previous] n=171 85%
8 [elevado] n=156 [diferente] n=147 [increased] n=138 [associated] n=154 [present] n=164 80%
9 [baixo] n=141 [medio] n=128 [similar] n=136 [present] n=134 [similar] n=162 75-70%
10 [primeiro] n=127 [nuevo] n=124 [important] n=129 [previous] n=130 [specific] n=158
11 [importante] n=122 [posible] n=120 [great] n=127 [important] n=126 [associated] n=144
12 [bom] n=118 [importante] n=113 [large] n=125 [mean] n=117 [important] n=128 65%
13 [variavel] n=115 [previo] n=111 [small] n=123 [positive] n=106 [potential] n=101
14 [presente] n=113 [similar] n=106 [associated] n=119 [good] n=101 [main] n=95 60%
15 [possivel] n=110 [bajo] n=95 [recent] n=106 [possible] n=99 [small] n=92
16 [inferior] n=107 [principal] n=86 [present] n=105 [recent] n=87 [possible] n=90 55%
17 [frequente] n=96 [presente] n=82 [additional] n=102 [small] n=84 [new] n=85
18 [ultimo] n=85 [necesario] n=78 [common] n=101 [common] n=83 [large] n=83
19 [principal] n=85 [especifico] n=67 [possible] n=95 [large] n=80 [recent] n=83
20 [novo] n=81 [ultimo] n=57 [available] n=80 [specific] n=80 [relevant] n=61
21 [restante] n=72 [current] n=76 [major] n=77
22 [semelhante] n=64 [good] n=76
23 [especifico] n=61 [early] n=69
24 [recente] n=43 [new] n=67 50%

Table 84 — Most frequent adjectives in the CoRA (present in at least 50% of the OSRAs) ranked by the number of occurrences
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As can be seen in Table 84, the number of adjectives within the 50% threshold is very
similar for all groups in the CoRA, with two groups, i.e., the PT-EU and the EN-GB having

slightly longer lists.

After the initial observations are made, the three corpora of authors writing OSRAs
in English are analyzed, looking at (a) the number of occurrences, (b) the rank, and (c) the
percentage of occurrences in the corresponding corpus. After analysis, the adjectives (ADJs)
presented in Table 85 below are deemed unlikely to function as NLID markers given their
similar ranks and/or percentages in the corresponding corpus, despite differences in the

number of occurrences between the groups.

N Adjective Corpus Occurrences in Rank % in corpus
corpus
EN-GB 119 24 0,07
1 [associated] EN-PTEV 154 12 0,09
EN-ESEV 144 11 0,08
EN-GB 80 16 0,05
2 [available] EN-PTEV 59 43 0,04
EN-ESEV 46 47 0,02
EN-GB 294 7 0,17
3 [clinical] EN-PTEV 212 4 0,13
EN-ESEY 227 5 0,12
EN-GB 101 17 0,06
4 [common] EN-PTEV 83 25 0,05
EN-ESEY 46 33 0,02
EN-GB 76 23 0,04
5 [current] EN-PT®V 43 64 0,03
EN-ESEY 60 34 0,03
EN-GB 155 2 0,09
6 [different] EN-PT®Y 205 5 0,13
EN-ESEY 282 3 0,15
EN-GB 69 21 0,04
7 [early] EN-PTEV 60 42 0,04
EN-ESEV 92 25 0,05
EN-GB 76 22 0,04
8 [good] EN-PTE 101 20 0,06
EN-ESEY 54 29 0,03
EN-GB 312 1 0,18
g [high] EN-PTEV 616 1 0,38
EN-ESEY 494 1 0,27
EN-GB 129 3 0,08
10 [important] EN-PTEY 126 15 0,08
EN-ESEY 128 12 0,07
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EN-GB 138 18 0,08
11 [increased] EN-PTEV 176 6 0,11
EN-ESEY 187 6 0,10
EN-GB 125 11 0,07
12 [large] EN-PTEV 80 28 0,05
EN-ESEY 83 19 0,05
EN-GB 191 9 0,11
13 [low] EN-PTEY 257 3 0,16
EN-ESEY 269 4 0,15
EN-GB 48 59 0,03
14 [main] EN-PTEY 53 49 0,03
EN-ESEY 95 14 0,05
EN-GB 65 43 0,04
15 [major] EN-PTEV 77 30 0,05
EN-ESEY 39 31 0,02
EN-GB 84 29 0,05
16 [mean] EN-PTEY 117 17 0,07
EN-ESEY 50 76 0,03
EN-GB 67 19 0,04
17 [new] EN-PTEY 56 47 0,03
EN-ESEY 85 17 0,05
EN-GB 95 13 0,06
18 [possible] EN-PTEY 99 21 0,06
EN-ESEY 90 16 0,05
EN-GB 105 14 0,06
19 [present] EN-PTEY 134 13 0,08
EN-ESEY 164 8 0,09
EN-GB 143 8 0,08
20 [previous] EN-PTEY 130 14 0,08
EN-ESEY 171 7 0,09
EN-GB 106 15 0,06
21 [recent] EN-PTEY 87 23 0,05
EN-ESEY 83 18 0,05
EN-GB 249 5 0,15
22 [significant] EN-PTEY 261 2 0,16
EN-ESEY 301 2 0,16
EN-GB 136 6 0,08
23 [similar] EN-PTEV 157 10 0,10
EN-ESEY 162 9 0,09
EN-GB 123 12 0,07
24 [small] EN-PTEYV 84 24 0,05
EN-ESEY 92 15 0,05

Table 85 — Adjectives found to be unlikely to function as NLID markers given their similar ranks
and their percentage in the corresponding corpus.
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As can be verified, in Tables 84 and 85 a number of adjectives are common to all the
corpora. These adjectives are [significant], [possible], [important], [clinical], [present], and
[similar] in English and its equivalents [significativo], [possivel], [importante], [clinico],
[presente], and [semelhante] in Portuguese, and [significativo], [possible], [importante],

[clinico], [presente], and [similar] in Spanish.

Another group of high ranked adjectives “denoting properties in the domain of size”
(Pullum and Huddleston 2002: 527) or breath/degree and that are also transversal to all the
corpora in CoRA are [high], [low], [large], [small], and [increased] in English and their
equivalents [alto], [baixo], [grande], [pequeno], [elevado] and [inferior] in Portuguese and

[mayor], [menor], [alto], [superior] and [bajo] in Spanish.

Since these adjectives are common to all the corpora and are all present in at least
50% of the OSRAs at a number of occurrences of 186 on average, they seem to operate rather
as part of the scientific register in the field of health sciences, regardless of the language.

Their potential to act as NLID markers is very limited, and thus, these are not examined.

Also, adjectives like [different], [previous], and [recent] are less likely to function as NLID
markers since they appear in all English corpora at equal or similar frequencies or in
frequencies that are higher in the EN-GB corpora. Additionally, the equivalents of these
adjectives are found in lower frequencies in both the PT-EU and the ES-EU corpora, meaning
that their higher expression in English is not influenced by the frequency of use in the authors'

L1, but most likely by a frequent use within the register.

After the lemmas of the adjectives that are less plausible NLID markers are removed,

two groups of adjectives are analyzed.

The first group contains adjectives found in the EN-GB corpus more frequently than in
the EN-PTEY and EN-ESEY corpora, and therefore, are analyzed to verify their potential to mark
possible strategies of avoidance of use by the non-L1 authors. These nouns are shown in Table

86.
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N Adjective Corpus Occurrences in Rank % in corpus
corpus
EN-GB 102 20 0,06
1 [additional] EN-PTEV 25 132 0,02
EN-ESEY 44 28 0,02
EN-GB 127 10 0,07
2 [great] EN-PTEV 51 52 0,03
EN-ESEV 42 51 0,02
EN-GB 187 4 0,11
3 [likely] EN-PTEV 29 106 0,02
EN-ESEV 41 66 0,02

Table 86 — Adjectives analyzed to verify their potential to mark possible strategies of
avoidance of use by non-L1 authors.

The frequencies of the adjectives [additional], [great], and [likely] are compared to see
if there are significant differences between the groups. The fourth L1 effect of the unified
framework (Jarvis 2010, 2000) is tested for both the EN-PTEVY and the EN-ESEY OSRAs, stated

as follows:

Effect of L1 Influence L1 influence L1 influence
EN-PTE question EN-ES® question

Are the frequencies of the adjective [additiona]/[great]/[likely] in
IV) Intralingual contrast the EN-PTEY/ EN-ES®V and the EN-GB corpora statistically
significantly different?

Since the data is not normally distributed and has some outliers, the Mann-Whitney
test is used to assess for a mean difference between the groups. The level of significance used
is p <.05. Two tests are performed. The numbers of occurrences are normalized by 100. Table

87 shows the results obtained.
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Effect of L1 Effect of L1
infl \Y] influence IV
IV - Intralingual contrast influence IV - Intralingual contrast
. found for ) found for
(Mann-Whitney Test) (Mann-Whitney Test)
the the
EN-PTEU? EN-ESEY?
corpora examined
. EN-PTvs. EN-GB | |  EN-ES™vs.EN-GB |
Adjective
p reference value <.05
Z=-1.968 Z=-2.491
" p =.049 p=.013
[additionall |/ \ en-GB = 29.17 yes M rank EN-GB = 36.63 yes
M rank EN-PTEY = 21.00 M rank EN-ES®Y = 26.21
Z=-2.004 Z=-1.808
p =.045 p=.071
[great] M rank EN-GB = 40.65 yes M rank EN-GB = 36.79 no
M rank EN-PTEY = 30.78 M rank EN-ESEY = 27.88
Z=-3.038 Z=-1.903
. p =.002 p =.057
kel M rank EN-GB = 39.23 yes M rank EN-GB = 38.25 no
M rank EN-PTEY = 23.03 M rank EN-ES®V = 28.11

Table 87 — Results of the Mann-Whitney’s tests performed to assess for mean differences between the
groups in relation to the adjectives [additional], [great] and [likely] deemed as likely to mark
strategies of avoidance

As can be seen in Table 87, the Mann Whitney tests indicate statistically significant
differences in the ranked frequencies of the adjective [additional] between the L1 and both
of the non-L1 English groups writing in English. Also, the adjectives [great] and [likely] are
significantly more frequently used by the L1 (i.e., EN-GB) than by the non-L1 authors who are
Portuguese L1 users (EN-PTEY) writing OSRAs in English. However, there are no significant
differences in the frequency of these two adjectives between the EN-GB and the EN-ESEY

groups.

Based on the significance of the results, the adjective [additional] is further examined
for both groups (the EN-PTEV and the EN-ESFV). The examinations are based on the
concordances of the parsed files. The concordances are obtained with WordSmith 7.0 (Scott
2018b), from which the syntactic tags containing ADJ are extracted. As can be seen below in
Table 88, the syntactic structure associated with the adjective [additional] in the EN-GB
corpus that most contributes to the significant differences in the number of occurrences
between the EN-GB and the EN-PTEV/EN-ESEV groups is [ADJ POS @>N], i.e., prenominal

adjective modifying a noun.
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Followed by a
N token with the Example EN-GB EN-PT®Y | EN-ES®
syntactic function

1 ADJ POS @>N [additional] model/analysis/samples 98 25 43
2 ADJ POS @SUBJ> | whereas an [additional] six are 2 - -
3 ADJ POS @N [additional] inflammation 1 - -

collagen centres in [additional] to a
metabolism cluster

5 ADJ POS @ information that is [additional] to ] _ )
the clinical findings

4 ADJ POS @P

Table 88 — Syntactic tags of the adjective [additional] showing the significant differences between the EN-GB
and the EN-PTEY/EN-ESEY groups

When the concordances of the adjective [additional] in the English corpora are
analyzed, 130 unigue combinations of words are found. Most of these combinations are
strings of [ADJ + N] (as shown in Table 88, n2 1) or [ADJ + ADJ + N] (e.g. “additional prospective
studies”) or [ADJ + N + N] (e.g. “additional section membership”). However, the string
contributing most to the significant difference between the EN-GB and the non-L1 English
corpora is the combination [ADJ + N], specifically the phrase [additional file] (see Table 89),
whose occurrences are mostly found in one OSRA in the EN-GB corpus in reference to material

that the reader can consult for more information on the research being described in the

article.

N | Bigrams w/[additional] EN-GB EN-PTEY EN-ES®Y
1 | additional file 17 5 4
2 | additional evidence 2 2
3 | additional studies 4
4 | additional analysis 3

5 | additional factors 1 2
6 | additional research 1 2
7 | additional training 3

8 | additional genes 2
9 | additional mutations 2
10 | additional prospective studies 2
11 | additional samples 2

Table 89 — Most frequent combinations of words with [additional] according to the frequency in
the English corpora of the CoRA
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Therefore, the difference in the frequency of the adjective “additional” in the L1 and

the non-L1 English corpora is not because the non-L1 authors avoid using that word but

because there is one combination of words with “additional” that is more frequently used in

a specific context of one specific file within the EN-GB corpus.

The concordances of the lemma [great] show that most of the differences between

the L1 (i.e., EN-GB) and the non-L1 English authors (i.e., EN-PTEY) are found in the use of the

comparative and superlative forms of [great], as shown in Table 90 below.

Followed by a

prevalence of CD

n | token with the Example EN-GB | EN-PT®
syntactic
function
1 | ADJ COM @>N greater propensity/diversity/stability 70 24
2 | ADJCOM @ mean distance greater or equal to that observed 19 4
3 | ADJ SUP @>N greatest improvements/benefits/increases 12 3
4 | ADJ POS @>N the great majority/a great advantage 8 15
5 | ADJPCOM @ 4.7 times greater than in black women 7
6 | ADJCOM @N almost 50% greater than those in London 5 3
7 | ADJ COM @P genes with greater than 50 per.cent of the nucleotide 3 1
sequence of the array present in mature mRNAs
8 | ADJSUP @ was greatest when abuse was admitted 2 1
9 | ADJ COM @5C> That is, the less deprived the area, the greater the 1

Table 90 — Syntactic concurrences of the lemma [great] with frequencies

The specific phrases containing the lemma [great] that justified the significant

differences between the EN-GB and the EN-PTEY groups are shown in Table 91. As can be

seen, the comparative and superlative forms are more frequently used by the L1 English

authors than by the Portuguese authors writing in English.
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N Word combinations w/[great]/[greater]/[greatest] EN-GB EN-PTEY
1 greater [N] (e.g. greater chance) 51 8
2 greater than ... 25 5
3 greatest [N] (e.g. greatest scope) 12 3
4 greaterin ... 11 15
5 great [N] (e.g. great deal, great variability) 5 5
6 greater/greatest risk of/for/than 5 3
7 the greater the ... 4 1
8 greater when ... 2

9 greater among ... 1

10 | greater [N + N] (e.g. greater mentorship quality) 2 2
11 | greater [ADJ+N] (e.g. greater tensile strength) 2

Table 91 — Most frequent concordances of [great] that justify the significant differences between
the EN-GB and the EN-PT® groups

The comparative and superlative uses of [great] may be due to the need to report
comparisons between samples of specific types of trials or studies reported in the EN-GB
OSRAs. While these forms are also found in the EN-PTEY OSRAs reporting trials or studies
implying comparisons, their lower frequency may be due to a lower number of OSRAs
reporting comparative research needing to resort to comparative/superlative forms of
[great]. To understand if the comparative/superlative of [great] are avoided by non-L1
authors writing OSRAs in English more OSRAs are needed to increase the number of tokens

in all English corpora.

In relation to the adjective [likely], the concordances of the syntactic tags show that
the significant differences in the frequency of that adjective between the L1 (i.e., EN-GB) and
the non-L1 English authors (i.e., EN-PTEY) are found in most of the syntactic functions but
especially in the uses of [likely] as a modifier of nouns either in their plural (Table 92, number

1) or singular forms (Table 92, number 2).

Although the statistical comparisons in relation to the frequency of [likely] in the
English corpora take into account only the occurrences of [likely] as a simple form, Table 92
shows also the frequencies of the forms [most=likely] and [unlikely] which are also more
frequent in OSRAs written by the L1 than by the non-L1 English authors writing in that

language.
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N‘-" Syntactic tags ‘ Examples EN-GB | EN-PTEY

[likely] 187 26
1 ADJ P POS @ Patients with bvFTD were more likely to exhibit... 94 7
2 ADJ POS @ It seems likely therefore that there is... 69 16
3 ADJ POS @>N ... providing further support for the likely role of... 10 1
Elevated concentrations of epithelial cells were
twice as likely in the Peezy group compared with
4 ADJ POS @AS the controls (OR 2.1 (95% Cl 1.2 to 3.7)) when 4 --
controlled for significant variables in the
univariate analysis (eGFR and underlying
diagnosis).
For HIV clinic appointments, people more likely
D N 1
> ADIPOS @ to be in class 1 most favoured seeing an HIV 9
consultant of all the HCP options...
Those more likely to be in class 2 were indifferent
ADJ P PRED> 1 -
6 IPOS@ between this and only having access to their non-
HIV records.
[most=likely] 10 3
those who are most likely to view primary care as
7 ADJP POS @ an alternative have disclosed their HIV status 6 1
8 ADJ POS @ .. which is most likely due to arrival by car.. ) 1
9 ADJ POS @>N That failure to access m(?dlcal sjerwces‘ls the most ) 1
likely reason for lower diagnosis rates in...
[unlikely] 28
Much like the diagnosis of cancer, the new
10 ADJ POS @ dlagn05|s of coronary he'art dls.ease, [...], is 24 B
unlikely to improve quality of life.
11 ADJPPOS @ which clinicians are unlikely to ignore in practice 4 --

Table 92 — Most frequent syntactic tags that justify the significant differences found between EN-GB and EN-
PTEY quthors in relation to the frequency of [likely]

The most frequent word combinations containing the adjective [likely] are shown
below in Table 93. As can be seen, most of the instances are more frequently found in the EN-

GB corpus than in the EN-PTEY corpus.
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N2 | Word combinations w/[likely] EN-GB EN-PTEY
1 | likely [V INF] 92 12
2 likely to be ... 71 6
3 it is likely that ... 10 7
4 other unique phrases with [likely] 15 2
5 likely [V PPar] 2 1
6 likely due to ... 4 1
7 likely [N] 8

8 less likely 7

9 most likely 1 3
10 | more likely 4 1
11 | likely [V PR 3P] 1 3
12 | likely because ... 2

Table 93 — Most frequent word combination using [likely] in the EN-GB
and the EN-PTE corpora

Taking into consideration that the word combinations containing [likely] do not
convey terminological but rather general meanings, it can be argued that the non-L1 English
authors who are L1 Portuguese users may be avoiding using [likely] in favor of synonyms like
[probable] or even [possible] when writing OSRAs in English. However, upon examination of
the EN-GB and the EN-PTEY corpora, it is verified that the occurrences of [possible] are very
similar in both groups, i.e., EN-GB = 99 occurrences and EN-PTEY = 95 occurrences; and the
occurrences of [probable] although higher in the (EN-GB = 9 occurrences) are very few in
either corpus (i.e., EN-PTEV = 2). Therefore, [likely] could be associated with avoidance
strategies of the EN-PTEY authors in the CoRA, but the same analyses must be performed in

larger corpora of EN-GB and EN-PTEY OSRAs to support this finding.

After examining the lemmas of the adjectives [additional], [great], [likely], the
remaining lemmas are examined taking into account that their (a) occurrences, (b) ranks, and
(c) percentages of occurrences are higher in both or one of the non-L1 English corpora (EN-
PTEY and EN-ESEY) than in the L1 (EN-GB) corpus and therefore, are likely to function as NLID
markers of language transfer if similar occurrences, ranks, and percentages are verified in the
L1 PT-EU and ES-EU corpora. Since these adjectives are chosen as possible markers of
language transfer, the lemmas of their equivalents in the L1 Portuguese/Spanish corpora are
extracted, and their frequencies are compared. Table 94 shows the adjectives that, after
comparison, are not further analyzed because the frequencies of their equivalents’ in the

corresponding L1 corpora do not justify the high frequencies found in the non-L1 English
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corpora (one or both), and therefore, the statistical comparison to test the L1 effect cannot

be performed.

Ne Adjective Corpus Occurrences Rank % in corpus
in corpus
[potencial] PT-EU 8 377 0,01
[potencial] ES-EU 31 104 0,02
1 EN-GB 49 27 0,03
[potential] EN-PTEV 42 68 0,03
EN-ES®Y 101 13 0,05
[relevante] PT-EU 23 151 0,02
[relevante] ES-EU 42 68 0,03
2 EN-GB 37 67 0,02
[relevant] EN-PTEV 50 54 0,03
EN-ESEY 61 20 0,03
[especifico] PT-EU 61 40 0,04
[especifico] ES-EU 67 29 0,04
3 EN-GB 70 31 0,04
[specific] EN-PTEV 80 29 0,05
EN-ESEY 158 10 0,09

Table 94 — Adjectives that upon analysis are disregarded as NLID markers of language transfer

Only one adjective, i.e., [positive] is deemed likely to mark language transfer effects in
OSRAs written in English by the L1 Portuguese/Spanish authors since the frequencies of their
equivalentsin the corresponding L1 corpora (i.e., the PT-EU and the ES-EU) are equal or higher

than the frequencies of [positive] in the English corpora.

Ne Adjectives Corpus Occurrences Rank % in corpus
in corpus
[positivo] PT-EU 107 18 0,07
[positivo] ES-EU 62 35 0,04
1 EN-GB 56 45 0,03
[positive] EN-PT®Y 106 19 0,06
EN-ESEY 62 32 0,03

Table 95 — Analysis of the lemma [positive] to test for L1 transfer effects

The frequencies of the lemma [positive], and its equivalents in Portuguese and Spanish
[positivo] and [positivo], are compared to examine significant differences between the
groups. For all adjectives, the following questions are asked for both the EN-PTEY and the EN-

ESEY corpora.
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Effect of L1 Influence

L1 influence
EN-PTE questions

L1 influence
EN-ESEY questions

I) Intragroup homogeneity

II) Intergroup heterogeneity

Are the frequencies of the adjective [positive] in the EN-PTEY / EN-ESEY
OSRAs uniformly distributed?

Are the frequencies of the adjective [positive] in the EN-PTEY and EN-ESEY
OSRAs statistically significantly different?

[lI) Cross-language congruity

Are the frequencies of the adjective
[positive] in the EN-PTEY OSRAs and
the equivalent [positivo] in the PT-EU
OSRAs statistically similar?

Are the frequencies of the
adjective [positive] in the EN-
ESEY OSRAs and the equivalent
[positivo] in the PT-EU OSRAs

statistically similar?

IV) Intralingual contrast

Are the frequencies of the adjective
[positive] in the EN-PTEY and EN-GB
OSRAs statistically significantly
different?

Are the frequencies of the
adjective [positive] in the EN-
ESEY and EN-GB OSRAs
statistically significantly
different?

The Mann-Whitney’s test is used to assess for a mean difference between the groups

given that the data is not normally distributed and has some outliers. Questions in relation to

the effects | and Il are answered together. The level of significance used for questions in

relation to the effects Il and IV is p < .05. Because questions in relations to the effects | and llI

look for uniformity and congruity, respectively, a result of p > .05 is associated with an L1

effect. Table 96 below shows the results and mean ranks of all comparisons.
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L1 Influence Effects

V) Intra-L1 VI) Inter-L1 VIl) Cross-language . V) Cross-language .
! homogeneity ! heterogeneity ) congruityg ¢ Vi) Intralingual At least ) congruityg ¢ V) Intralingual At least
(Levene’s (Mann-Whitney EN-PT®and (Mann-Whitney con.trast (hiEnli= two (Mann-Whitney con.trast (Mann- two
test) Test) EN-ES® Test) Whitney Test) effects Test) Whitney Test) effects of
similar in of L1 L1
Corpora Examined va.riance b.Ut Corpora Examined influence Corpora Examined influence
different in found found for
EN-PT®vs. EN-ES™ | EN-PT® vs. EN-ES® means? EN-PTV vs. PT-EU EN-PT® vs. for the EN-ES®V vs. ES-EU EN-ES® vs. EN-GB the
. EN-GB _pTEUD _EGEUD
Adjective Reference p values Reference p values ENPT Reference p values ENES
p>.05 AND p<.05? p>.05? p < .05? p>.05? p < .05?
Z=-974 Z=-307 Z=-1.061 Z=-.400 Z=-.153
F=2.269 p=.330 p=.759 p=.289 p =.689 p=.878
[positivo]/[positivol/[positive] _ 1'37 Mean ranks: no Mean ranks: Mean ranks: no Mean ranks: Mean ranks: no
p=- EN-PTEV=32.36 EN-PTEV=32.32 EN-PTEV=31.41 EN-ESEV= 26.70 EN-ES®U= 26.78
EN-ESFY=28.22 PT-EU=33.70 EN-GB= 26.98 ES-EU=28.30 EN-GB= 26.20

Table 96 — Results of the Mann-Whitney’s tests performed to assess for mean differences between the groups in relation to the frequency of the adjective [positive] and its
equivalents [positivo] and [positivo] in Portuguese and Spanish
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As shown in Table 96, no statistically significant differences are found between the
L1 (EN-GB) and the non-L1 (EN-PTEY) English authors writing in English in relation to the
ranked frequencies of the adjective lemma [positive]. Therefore, no L1 influence effects can

be argued.

Overall, the analyses of the adjectives in the five corpora comprising the CoRA show
that there is at least one instance of possible avoidance of use in relation to the adjective

[likely], but no adjective could be associated with any effect of L1 influence.

4.5.4. V19: number of verbs

After examining the samples of V19, the following descriptive statistics are obtained:

V19: frequency of verbs (all values in words/1000 tokens)
95% Confidence
CORPORA Mean Esrtr‘:;r I-I:::er:lal for Ll\lnpe::r Median | Variance De\?it:t.ion
Bound Bound
PT-EU 115,26 1,42 112,42 | 118,11 | 115,30 | 131,79 11,48
ES-EU 105,56 1,52 102,53 | 108,59 | 104,90 | 149,57 12,23
EN-GB 164,28 3,07 158,14 | 170,41 | 164,30 | 613,55 24,77
EN-PTEY 153,16 2,20 148,75 | 157,56 | 149,60 | 315,42 17,76
EN-ESEY 160,19 2,27 155,64 | 164,73 | 161,40 | 336,36 18,34

The results of the independent sample t-tests indicate that:

I. The variances of the means of V19 of the EN-PTEY and EN-ES®Y groups are not

significantly different (Levene’s test, F =.272, p = .603);

Il. However, there are statistically significant differences in the frequency of verbs
between the EN-PTEY and EN-ESEY groups, t(128) = 2.221, p = .028.
Authors in the EN-ES®V use significantly more verbs per thousand words than the
EN-PTEY group (MD = 7.03; SED = 3.17; 95% Cl = 132.96 to .766 verbs per thousand
words);

[ll. There are statistically significant differences in frequency of verbs between the EN-
PTEY and PT-EU groups, t(109.526) = 14.447, p = .001.
The EN-PTEY OSRAs have significantly more verbs per thousand words than the PT-
EU OSRAs (MD = 37.89; SED = 2.62; 95% Cl = 43.09 to 32.69);
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There also are statistically significant differences in the frequency of verbs between
the EN-ESEY and ES-EU groups, t(111.530) = 19.983, p = .001.

The EN-ESEY OSRAs have significantly more verbs per thousand words than the ES-
EU OSRAs (MD =54.63; SED = 2.73; 95% Cl = 60.04 to 49.21 verbs per thousand
words);

There are statistically significant differences in the frequency of verbs between the
EN-PTEV and EN-GB groups, t(128) = 2.972, p = .004.

The EN-GB sample has significantly more verbs per thousand words than the EN-
PTEY sample (MD = 11.12; SED = 3.78; 95% Cl = 18.60 to 3.64 verbs per thousand

words).

There are no statistically significant differences in the frequency of verbs between
the EN-ES®Y and EN-GB groups, t(117.951) = 1.070, p = .287.
Both samples have similar means of verbs per thousand words (MD = 4.09; SED =

3.82; 95% Cl = 11.66 to -3.47 verbs per thousand words).

The following table summarizes the effects of L1 influence found:

Effect of L1 Influence EN-PTEV EN-ESEY
l. Intra-L1 homogeneity v
Il. Inter-L1 heterogeneity v

[ll. Cross-language congruity -- --

IV. Intralingual contrast 4 --

Effects of L1 influence are found for the EN-PT®Y and the EN-ESEY groups in relation

to the frequency of verbs per thousand words. For the EN-PTEY, three effects are found, and
for the EN-ESEY, only two. The results of the Levene’s test performed to determine
homogeneity of variances in the EN-PTEY and the EN-ESEY groups indicate that the OSRAs
written in English by the PT-EU and ES-EU authors are similar in their distribution of verbs.
At the same time, these groups are significantly different in relation to the frequency at
which they use verbs. The EN-ESEY uses significantly more verbs per thousand words than
the EN-PTEY group. The Spanish authors writing OSRAs in English use as many verbs as the

Spanish authors writing OSRAs in their L1 and as many verbs as the L1 English authors writing
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in English. The Portuguese authors writing OSRAs in English also use as many verbs as the
Portuguese authors writing OSRAs in their L1. However, compared to the L1 English authors
writing OSRAs in English, the Portuguese authors writing OSRAs in English use significantly

fewer verbs per thousand words.

Following these results, a linguistic analysis is performed to examine the verbs that
may function as L1 influence markers. Table 97 below shows the lemmas of the most

frequent verbs present in at least 50% of the corpora.
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Rank PT-EU ES-EU EN-GB EN-PTEY EN-ESEY Threshold
1 [ser] n=3307 [ser] n=2324 [be] n=6190 [be] n=5611 [be] n=5811
2 [ter] n=859 [haber] n=934 [have] n=1659 [have] n=1194 [have] n=1313 95%
3 [poder] n=565 [poder] n=597 [may] n=477 [show] n=934 [can] n=601
4 [apresentar] n=535 [estar] n=334 [use] n=400 [report] n=516 [show] n=1409
5 [estar] n=393 [tener] n=434 [do] n=533 [may] n=544 [do] n=629
6 [verificar] n=323 [realizar] n=318 [can] n=398 [can] n=344 [may] n=468 90%
7 [realizar] n=282 [incluir] n=175 [will] n=305 [observe] n=570 [find] n=384
8 [associar] n=206 [mostrar] n=312 [suggest] n=437 [do] n=384 [compare] n=254
9 [existir] n=179 [observar] n=298 [show] n=763 [consider] n=335 [use] n=355 85%
10 [dever] n=191 [obtener] n=175 [compare] n=272 [suggest] n=376 [observe] n=698
11 [considerar] n=160 [presentar] n=293 [include] n=175 [find] n=344 [increase] n=242
12 [incluir] n=121 [ir] n=152 [report] n=638 [use] n=284 [suggest] n=487 80%
13 [encontrar] n=212 [encontrar] n=241 [identify] n=287 [compare] n=288 [report] n=436
14 [avaliar] n=169 [relacionar] n=164 [find] n=170 [describe] n=208 [relate] n=154
15 [permitir] n=130 [utilizar] n=163 [see] n=416 [increase] n=199 [associate] n=165
16 [haver] n=165 [demostrar] n=121 [provide] n=159 [reduce] n=178 [reduce] n=400 75%
17 [utilizar] n=141 [asociar] n=153 [reduce] n=231 [present] n=190 [will] n=154
18 [demonstrar] n=122 [deber] n=139 [consider] n=188 [involve] n=176 [demonstrate] n=151
19 [obter] n=183 [hacer] n=123 [increase] n=170 [decrease] n=145 [involve] n=244 70%
20 [descrever] n=133 [considerar] n=152 [assess] n=90 [reveal] n=142 [indicate] n=329
21 [analisar] n=111 [existir] n=151 [make] n=266 [associate] n=193 [induce] n=247
22 [relacionar] n=93 [describir] n=130 [demonstrate] n=138 [take] n=150 [describe] n=237
23 [referir] n=141 [permitir] n=119 [lead] n=88 [identify] n=97 [consider] n=218 65%
24 [ocorrer] n=96 [resultar] n=91 [remain] n=89 [detect] n=127 [perform] n=106
25 [observar] n=119 [dar] n=93 [observe] n=315 [evaluate] n=126 [lead] n=102
26 [constituir] n=79 [tratar] n=127 [take] n=252 [occur] n=124 [affect] n=111
27 [identificar] n=129 [seguir] n=94 [require] n=143 [explain] n=122 [include] n=105
28 [comparar] n=68 [conocer] n=85 [associate] n=112 [include] n=113 [determine] n=220 60%
29 [aumentar] n=77 [comparar] n=72 [follow] n=106 [demonstrate] n=111 [confirm] n=161
30 [variar] n=76 [aumentar] n=113 [describe] n=185 [see] n=148 [support] n=143
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31 [reduzir] n=65 [estudiar] n=71 [improve] n=113 [express] n=124 [shall] n=105 55%
32 [fazer] n=98 [destacar] n=71 [present] n=113 [relate] n=104 [seem] n=87

33 [revelar] n=84 [analizar] n=91 [define] n=70 [confirm] n=133 [evaluate] n=85
34 [elevar] n=77 [producir] n=89 [give] n=135 [lead] n=111 [detect] n=132 50%
35 [determinar] n=61 [evaluar] n=100 [shall] n=72 [seem] n=97 [cause] n=97
36 [representar] n=74 [indicar] n=75 [represent] n=67 [willl n=116 [assess] n=89
37 [tratar] n=68 [basar] n=86 [indicate] n=166 [perform] n=106 [provide] n=84
38 [support] n=115 [follow] n=91 [explain] n=168
39 [occur] n=94 [affect] n=86 [analyze] n=117
40 [cause] n=79 [require] n=84 [obtain] n=103
41 [base] n=74 [assess] n=93 [study] n=81
42 [correlate] n=92 [follow] n=61
43 [release] n=106 [remain] n=60
44 [support] n=102 [present] n=117
45 [shall] n=96 [play] n=87

46 [induce] n=87 [result] n=79
47 [carry] n=80 [need] n=62

48 [maintain] n=78 [occur] n=70
49 [determine] n=124 [take] n=228
50 [make] n=117 [decrease] n=82
51 [develop] n=100

52 [remain] n=86

53 [give] n=82

54 [allow] n=78

55 [know] n=132

56 [indicate] n=94

57 [bind] n=62

58 [control] n=58

59 [contribute] n=94

60 [cause] n=65

61 [obtain] n=66

62 [exclude] n=74
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63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80

[improve] n=68
[provide] n=67
[treat] n=61
[receive] n=74
[represent] n=58
[result] n=69
[range] n=62
[propose] n=60
[reflect] n=60
[produce] n=59
[apply] n=56
[promote] n=59
[analyse] n=46
[predict] n=47
[establish] n=56
[reach] n=44
[achieve] n=43
[modulate] n=41

50%

Table 97 — Most frequent verbs in the CoRA (present in at least 50% of the OSRAs) ranked by the number of occurrences with the threshold
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As can be seen in Table 97, the 50% threshold is very broad for the grammatical
category verb [V] since all groups have more than thirty-five different verbs distributed in half
of the corresponding corpus. Since the verb is the category that expresses action within the
phrase, the distribution of verbs is expected to be high compared, for example, to adjectives,
since using verbs is unavoidable. Despite the amount of data extracted being very extensive,
the same threshold is used on the grounds of methodological consistency in relation to the

analysis carried with the other parts of speech.

The first observations are made after the extraction of verbs-related data from the
CoRA. As can be seen, the corpus of the OSRAs written in English by the authors who are L1
Portuguese has the longest, therefore most diverse list of verbs distributed in half of the
corresponding corpus, followed by the L1 Spanish authors writing in English, and lastly by the
L1 English authors writing in their L1. The L1 Portuguese and Spanish corpora have exactly the
same number of verbs distributed in at least half the OSRAs within the corresponding corpus.
The difference between the Spanish authors writing OSRAs in their L1 and the Spanish authors
writing in English is almost none. However, the Portuguese authors writing OSRAs in English

use twice the number of verbs used by the Portuguese authors writing OSRAs in their L1.

After completing the initial observations, the three corpora of authors writing OSRAs
in English are analyzed, looking at (a) the number of occurrences, (b) the rank, and (c) the
percentage of occurrences in the corresponding corpus. After analysis, the verbs (V)
presented in Table 98 below are deemed unlikely to function as NLID markers given their
similar ranks and/or percentages in the corresponding corpus, despite differences in the

number of occurrences between the groups.

N Verb Corpus D el Rank % in corpus
corpus
EN-GB 58 76 0,03
1 [achieve] EN-PTEV 43 89 0,03
EN-ESEY 42 113 0,02
EN-GB 62 72 0,04
2 [affect] EN-PTEV 86 51 0,05
EN-ESEY 111 44 0,06
EN-GB 56 82 0,03
3 [allow] EN-PTEY 78 57 0,05
EN-ESEY 46 105 0,02
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EN-GB 59 79 0,03
4 [analy(s/z)e] EN-PTEY 46 85 0,03
EN-ESEY 117 38 0,06
EN-GB 50 96 0,03
5 [apply] EN-PTEY 56 77 0,03
EN-ESEY 30 137 0,02
EN-GB 90 46 0,05
6 [assess] EN-PTEV 93 47 0,06
EN-ESEY 89 59 0,05
EN-GB 74 55 0,04
7 [base] EN-PTEV 48 82 0,03
EN-ESEY 63 79 0,03
EN-GB 6190 1 3,62
8 [be] EN-PTEV 5611 1 3,43
EN-ESEY 5811 1 3,15
EN-GB 47 101 0,03
9 [carry] EN-PTEV 80 55 0,05
EN-ESEY 118 37 0,06
EN-GB 79 53 0,05
10 [cause] EN-PTEV 65 64 0,04
EN-ESEY 97 52 0,05
EN-GB 272 14 0,16
11 [compare] EN-PTEV 288 12 0,18
EN-ESEY 254 14 0,14
EN-GB 129 32 0,08
12 [confirm] EN-PTEV 133 24 0,08
EN-ESEY 161 27 0,09
EN-GB 53 86 0,03
13 [contribute] EN-PTEV 94 46 0,06
EN-ESEY 90 56 0,05
EN-GB 70 61 0,04
14 [define] EN-PTEV 35 109 0,02
EN-ESEY 38 118 0,02
EN-GB 138 28 0,08
15 [demonstrate] EN-PTEV 111 35 0,07
EN-ESEY 151 30 0,08
EN-GB 185 19 0,11
16 [describe] EN-PTEV 208 14 0,13
EN-ESEY 237 18 0,13
EN-GB 71 60 0,04
17 [detect] EN-PTEV 127 26 0,08
EN-ESEY 132 33 0,07
EN-GB 139 27 0,08
18 [determine] EN-PTEV 124 30 0,08
EN-ESEY 220 20 0,12
EN-GB 108 38 0,06
19 [develop] EN-PTEV 100 41 0,06
EN-ESEY 118 36 0,06
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EN-GB 64 71 0,04
20 [establish] EN-PTEV 56 78 0,03
EN-ESEY 100 50 0,05
EN-GB 80 52 0,05
21 [evaluate] EN-PTEV 126 27 0,08
EN-ESEY 85 63 0,05
EN-GB 108 37 0,06
22 [exclude] EN-PTEV 74 58 0,05
EN-ESEY 38 120 0,02
EN-GB 87 51 0,05
23 [explain] EN-PTEV 122 31 0,07
EN-ESEY 168 25 0,09
EN-GB 106 39 0,06
24 [follow] EN-PTEV 91 49 0,06
EN-ESEY 61 82 0,03
EN-GB 175 21 0,10
25 [include] EN-PTEV 113 34 0,07
EN-ESEY 105 46 0,06
EN-GB 170 23 0,10
26 [increase] EN-PTEY 199 15 0,12
EN-ESEY 242 17 0,13
EN-GB 136 29 0,08
27 [know] EN-PTEY 132 25 0,08
EN-ESEY 198 23 0,11
EN-GB 88 48 0,05
28 [lead] EN-PTEV 111 36 0,07
EN-ESEY 102 49 0,06
EN-GB 52 92 0,03
29 [maintain] EN-PTEY 78 56 0,05
EN-ESEY 68 74 0,04
EN-GB 57 78 0,03
30 [need] EN-PTEY 40 95 0,02
EN-ESEY 62 80 0,03
EN-GB 42 110 0,02
31 [obtain] EN-PTEY 66 63 0,04
EN-ESEY 103 48 0,06
EN-GB 94 44 0,05
32 [occur] EN-PTEY 124 28 0,08
EN-ESEY 70 72 0,04
EN-GB 62 73 0,04
33 [perform] EN-PTEV 106 37 0,06
EN-ESEY 106 45 0,06
EN-GB 48 98 0,03
34 [play] EN-PTEY 43 90 0,03
EN-ESEY 87 62 0,05
EN-GB 113 35 0,07
35 [present] EN-PTEY 190 17 0,12
EN-ESEY 117 39 0,06
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EN-GB 31 142 0,02
36 [produce] EN-PTEV 59 71 0,04
EN-ESEY 113 42 0,06
EN-GB 40 115 0,02
37 [propose] EN-PTEY 60 69 0,04
EN-ESEY 78 71 0,04
EN-GB 104 40 0,06
38 [reflect] EN-PTEV 60 70 0,04
EN-ESEY 68 75 0,04
EN-GB 89 47 0,05
39 [remain] EN-PTEV 86 52 0,05
EN-ESEY 60 83 0,03
EN-GB 67 66 0,04
40 [represent] EN-PTEV 58 74 0,04
EN-ESEY 48 99 0,03
EN-GB 143 26 0,08
41 [require] EN-PTEV 84 53 0,05
EN-ESEY 100 51 0,05
EN-GB 68 63 0,04
42 [result] EN-PTEY 69 60 0,04
EN-ESEY 79 69 0,04
EN-GB 100 42 0,06
43 [reveal] EN-PTEY 142 23 0,09
EN-ESEY 126 35 0,07
EN-GB 28 153 0,02
44 [study] EN-PTEV 40 94 0,02
EN-ESEY 81 67 0,04
EN-GB 437 7 0,26
45 [suggest] EN-PTEY 376 8 0,23
EN-ESEY 487 7 0,26
EN-GB 115 33 0,07
46 [support] EN-PTEY 102 40 0,06
EN-ESEY 143 32 0,08
EN-GB 400 9 0,23
47 [use] EN-PTEV 284 13 0,17
EN-ESEY 355 12 0,19

Table 98 — Verbs unlikely to function as NLID markers given their similar ranks and
percentage in the corresponding corpus

A second group of verbs that is also not contemplated as likely to mark L1 influence of
the Portuguese/Spanish authors writing in English comprises verbs of a terminological nature
associated mostly with methods, techniques, test types, instruments, and others used in
health research. Since these verbs are associated with terms, their higher or lower frequency

in the corpora is not likely to be a consequence of the authors' choice but rather the result of
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them describing the methods used in the studies with field-specific terms. These verbs are

shown below in Table 99.

N Verb Corpus Occurrences in Rank % in corpus
corpus
EN-GB 112 36 0,07
1 [associate] EN-PTEY 193 16 0,12
EN-ESEY 165 26 0,09
EN-GB 34 132 0,02
2 [bind] EN-PTEY 62 65 0,04
EN-ESEY 132 34 0,07
EN-GB 48 100 0,03
3 [control] EN-PTEY 58 73 0,04
EN-ESEY 94 55 0,05
EN-GB 18 218 0,01
4 [correlate] EN-PTEY 92 48 0,06
EN-ESEY 46 106 0,02
EN-GB 37 127 0,02
5 [decrease] EN-PTEY 145 22 0,09
EN-ESEY 82 65 0,04
EN-GB 65 69 0,04
6 [express] EN-PTEY 124 29 0,08
EN-ESEY 186 24 0,10
EN-GB 113 34 0,07
7 [improve] EN-PTEY 68 61 0,04
EN-ESEY 78 70 0,04
EN-GB 166 24 0,10
8 [indicate] EN-PTEY 94 45 0,06
EN-ESEY 329 13 0,18
EN-GB 41 114 0,02
9 linduce] EN-PTEV 87 50 0,05
EN-ESEY 247 15 0,13
EN-GB 25 166 0,01
10 [modulate] EN-PTEY 41 93 0,03
EN-ESEY 45 110 0,02
EN-GB 53 87 0,03
11 [predict] EN-PTEV 47 83 0,03
EN-ESEY 22 169 0,01
EN-GB 20 197 0,01
12 [promote] EN-PTEY 59 72 0,04
EN-ESEY 64 77 0,03
EN-GB 159 25 0,09
13 [provide] EN-PTEY 67 62 0,04
EN-ESEY 84 64 0,05
EN-GB 46 103 0,03
14 [range] EN-PTEV 62 66 0,04
EN-ESEY 40 114 0,02
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EN-GB 32 139 0,02
15 [reach] EN-PTEV 44 88 0,03
EN-ESEY 90 58 0,05
EN-GB 185 20 0,11
16 [receive] EN-PTEV 74 59 0,05
EN-ESEY 116 40 0,06
EN-GB 231 17 0,13
17 [reduce] EN-PTEV 178 18 0,11
EN-ESEY 400 10 0,22
EN-GB 3 640 0,00
18 [release] EN-PTEV 106 38 0,06
EN-ESEY 52 90 0,03
EN-GB 52 91 0,03
19 [treat] EN-PTEV 61 68 0,04
EN-ESEY 95 53 0,05

Table 99 — Verbs unlikely to function as NLID marker given their terminological nature mostly
associated with research methods and techniques

Finally, as shown in Table 100 below, a third group of verbs is excluded from the list
of possible candidates to mark L1 influence in the Portuguese/Spanish authors writing OSRAs
in English. These are modal verbs (i.e., [can], [may], [shall], [will]), verbs that act as auxiliary
verbs (i.e., [do], [have]), and verbs that may appear alone or in combination with adverbs (e.g.
out) or particles (e.g. up) forming phrasal verbs with different meanings and therefore,
different translations into Portuguese/Spanish (i.e., [give][make][take]). Albeit the numbers
of occurrences, ranks, or percentages in the corresponding corpus are sometimes similar,
these verbs are excluded based on the many complexities associated with their usage from

the rhetorical point of view which would need another study in order to address them.

N Verb Corpus Occurrences in Rank % in corpus
corpus
EN-GB 398 10 0,23
1 [can] EN-PTEY 344 9 0,21
EN-ESEY 601 6 0,33
EN-GB 533 5 0,31
2 [do] EN-PTEY 384 7 0,23
EN-ESEY 629 5 0,34
EN-GB 135 30 0,08
3 [give] EN-PTEY 82 54 0,05
EN-ES®Y 112 43 0,06
EN-GB 1659 2 0,97
4 [have] EN-PTEY 1194 2 0,73
EN-ES®Y 1313 3 0,71
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EN-GB 266 15 0,16
5 [make] EN-PTEV 117 32 0,07
EN-ESE 144 31 0,08
EN-GB 477 6 0,28
6 [may] EN-PTEV 544 5 0,33
EN-ESE 468 8 0,25
EN-GB 72 58 0,04
7 [shall] EN-PTEV 9% 44 0,06
EN-ESE 105 47 0,06
EN-GB 252 16 0,15
8 [take] EN-PTEV 150 20 0,09
EN-ESE 228 19 0,12
EN-GB 305 12 0,18
9 [will] EN-PTEV 116 33 0,07
EN-ESE 154 29 0,08

Table 100 — Modal verbs excluded from the list of possible markers of L1 influence in OSRAs
written in English by the L1 Portuguese/Spanish authors

After the verbs that are less plausible to function as NLID markers are excluded, two

groups of verbs are analyzed.

The first group contains verbs found in the EN-GB corpus more frequently than in the
EN-PTEY and EN-ESEY corpora, and therefore are analyzed to verify their potential to mark

possible strategies of avoidance of use by the non-L1 authors. These verbs are shown in Table

101.

N Verb Corpus e Rank % in corpus
corpus
EN-GB 287 13 0,17
1 [identify] EN-PTEY 97 42 0,06
EN-ESEY 114 41 0,06
EN-GB 638 4 0,37
2 [report] EN-PTEY 516 6 0,32
EN-ESEY 436 9 0,24
EN-GB 416 8 0,24
3 [see] EN-PTEV 148 21 0,09
EN-ESEY 210 22 0,11

Table 101 — Verbs analyzed to verify their potential to mark possible strategies of avoidance of use
by the non-L1 authors who are L1 users of PT-EU/ES-El in the CoRA

The frequencies of the verbs with the lemmas [identify], [report], and [see] are

compared to examine if there are significant differences between the groups. The fourth L1
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effect of the unified framework (Jarvis 2010, 2000) is tested for both EN-PTEY and EN-ESEY

OSRAs, stated as follows:

L1 influence
EN-ES® question

L1 influence
EN-PTE question

Effect of L1 Influence

Are the frequencies of the verb [identify]/[report]/[see] in the EN-
PTEY/ EN-ESEY and the EN-GB corpora statistically significantly
different?

IV) Intralingual contrast

The data is not normally distributed and has some outliers. Therefore, the Mann-
Whitney’s test is used to assess for a mean difference between the groups. The level of
significance used is p < .05. Six tests are performed. The numbers of occurrences are

normalized by 100. Table 102 shows the results obtained.

Effect of L1 Effect of L1
i influence IV
IV - Intralingual contrast Ir}g:igc&:\/ IV - Intralingual contrast found for
(Mann-Whitney Test) e (Mann-Whitney Test) the
EN-PTEV? EN-ESEY?
corpora examined
Lemma of the EN-PT® vs. EN-GB | EN-ES®vs. EN-GB
verb p reference value <.05

Z=-4810 Z=-2.178

A p =.001 p=.029

lidentify] |\ ok EN-GB = 67.45 ves M rank EN-GB = 47.46 ves
M rank EN-PTEY = 39,55 M rank EN-ES®V = 35.61
Z=.000 Z=-.368
p = 1.000 p=.713

[report] 1/ rank EN-GB = 60.00 no M rank EN-GB = 53.54 no
M rank EN-PTEY = 60.00 M rank EN-ESEV = 51.38
Z=-4.988 Z=-1.156

[see] p =.001 o p=.248 o

M rank EN-GB = 63.61 Y M rank EN-GB = 42.85
M rank EN-PTEY = 35.39 M rank EN-ESEY = 36.79

Table 102 — Results of the Mann-Whitney’s tests performed to assess for mean differences between the
groups in relation to the verbs [identify], [report], and [see] deemed as likely to mark strategies
of avoidance

As can be seen in Table 102, the Mann Whitney’s tests indicate statistically significant
differences in the ranked frequencies of the verb [identify] between the L1 and both of the
non-L1 English groups writing in English, with the L1 authors using the verb [identify] more

frequently. Also, the verb [see] is significantly more frequently used by the L1 (i.e., EN-GB)
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than by the non-L1 authors who are Portuguese L1 users (EN-PTEY) writing OSRAs in English.
However, there are no significant differences in the frequency of the verb [see] between the
EN-GB and the EN-ESEY groups. Finally, the verb [report] is as frequently used by the L1 as by
the non-L1 English authors writing OSRAs in English since no significant differences are found

between the groups.

Based on the significance of the results, the verb [identify] is further examined for
both groups (the EN-PTEY and the EN-ESEY). As described above, the examinations are based
on the concordances of the parsed files. The concordances are obtained with WordSmith 7.0
(Scott 2018b), from which the syntactic tags containing the verb [identify] are extracted.
Table 103 below shows the syntactic structures associated with the verb [identify] in the EN-
GB corpus that most contribute to the significant differences in the number of occurrences

between the EN-GB and the EN-PTEY/EN-ESEY groups.

Tags_[identify] with examples EN-GB | EN-PTEY | EN-ES®Y

1. VPCP2 PAS @ICL-AUX 80 37 38

E.g., “However, two small motifs N-terminal to the Nanognb homeodomain were identified
as similar to motifs in Nanog proteins.”

2. VIMPF @FS-STA 65 14 21

E.g., “We identified three missense mutations in our series.”

3. VINF @ICL- 25 16 10

E.g., “Since 2013, investigation of MRSA bacteremia requires a locally administered
postinfection review (PIR), which aims to identify how the case occurred and preventive
actions to avoid recurrence.”

4. V PCP2 PAS @ICL-N ‘ 23 | 4 ‘ 9

E.g., “As the rectum and urethra are physiologically distinct from the nasopharynx, factors
such as the polysaccharide capsule, a well-known meningococcal virulence determinant,
may be important for colonisation and persistence (table 1), consistent with the
prevalence of encapsulated strains identified here and previously.”

5. V PCP2 AKT @ICL-AUX ’ 20 ‘ 6 ’ 6

E.g., “Furthermore, we have recently identified a p53-MYC dual hub responsible for many of
the BCR/ABL-induced changes in CML.”
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6. VINF @ICL-AUX ‘ 10 | 4 ‘ 4

E.g., “First, screening using acuity measurement would only identify amblyopia and refractive
error.”

7. VPCP1 @ICL-P ‘ 5 ’ 2 ‘ 6

E.g., “Our findings reconfirm milk as the major EoE-related food in Spanish adult patients,
after identifying EoE recrudescence after milk challenge in 50% of responder cases.”

8. VINF @ICL-A ‘ 8 | 2 ‘ -

E.g., “It has been suggested that reduced decay of EHH of haplotypes that are both rare and
extended is informative to identify signatures of natural selection.”

Table 103 — Syntactic tags of [identify] that show the significant differences between the EN-GB and the EN-
PTEY/EN-ESEY groups in the CoRA

After examination of the sentences containing the verb [identify] of the most frequent
tags found in the English corpora of the CoRA, it can be said that the uses of [identify] are not
of a terminological nature but may have a collocational character since it frequently appears
associated with descriptions and discussion of findings related to genetics and biochemistry.
It could be that the high frequency of that verb in the EN-GB corpus is just the result of having
more OSRAs dealing with the fields of genetics, biochemistry, or related methods and

techniques of those fields.

In the case of the verb [see], Table 104 shows the most frequent syntactic tags that
explain where the differences reside between the EN-GB and the EN-PTEY authors. As can be
seen, many uses of [see] concern the indication to the reader of the availability of further
information on the topic that is being discussed (i.e., 1 and 5). In contrast, others are general
uses that could actually be substituted with synonyms such as [observe]/[identify]/[verify]
and therefore may be indicative of choice. Since the non-L1 English authors who are L1
Portuguese do not resort to this verb as frequently as the L1 English authors, it can be argued
that its much less frequency in the non-L1 English OSRAs may signal that the person is not an
L1 English user, despite being an advanced user of the language. However, it does not mark

L1 influence.
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Tags_[see] with Examples EN-GB EN-PTEY

1. <v.contact>V IMP @FS- 153 72

E.g., “Examining associations in the stress aware and unaware groups separately did not
significantly influence these results (see Supplemental materials).”

2. <v.contact>V PCP2 PAS @ICL-AUX 94 28

E.g., “The protein carbonyl content of sciatic nerves was analysed by western blotting as a
marker of oxidative damage, but no significant differences were seen between the intensity
of bands obtained from nerves of adult and old mice at rest (Fig. 2C).”

3. <v.contact>V PCP2 PAS @ICL-N 52 10

E.g., “There was little improvement in physical limitation or treatment satisfaction, perhaps
reflecting the mild physical limitation and excellent treatment satisfaction seen at
baseline.”

4, <v.contact>V INF @ICL- 23 6

E.g., “However, the pilot study indicated that for more general symptoms, participants were
much more willing to see GPs suggesting PLWHIVs preferences for using HIV clinic.”

5. <v.contact>V IMP @FS-COM 18 6

E.g., “There were no effects of stress awareness on AAAQ scores or SSRT (see Supplemental
online materials for details)”

Table 104 — Most frequent syntactic structures of the verb [see] marking the significant difference between
the EN-GB and the EN-PTEU groups in the CoRA

After examining the verbs [identify], [report], and [see], the remaining verbs are
examined, taking into account that their (a) occurrences, (b) ranks, and (c) percentages of
occurrences are higher in both or one of the non-L1 English corpora (EN-PTEY and EN-ESEY)
thaninthe L1 (EN-GB) corpus and therefore, are likely to function as NLID markers of language
transfer if similar occurrences, ranks, and percentages are verified in the L1 PT-EU and ES-EU
corpora. Since these verbs are chosen as possible markers of language transfer, their
equivalents in the L1 Portuguese/Spanish corpora are extracted, and their frequencies are
compared. Table 105 below shows the verbs that after comparison are not further analyzed
because the frequencies of their equivalents in the corresponding L1 corpora do not justify
the high frequencies found in the non-L1 English corpora (one or both), and therefore, the

statistical comparison to test for an L1 effect cannot be performed.
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N Verbs Corpus Occurrences Rank % in corpus
in corpus
[considerar] PT-EU 160 15 0,11
[considerar] ES-EU 150 17 0,09
1 EN-GB 188 18 0,11
[consider] EN-PTEV 335 11 0,20
EN-ESEY 218 21 0,12
[envolver] PT-EU 44 61 0,03
[implicar] ES-EU 34 92 0,02
2 EN-GB 102 41 0,06
[involve] EN-PTEV 176 19 0,11
EN-ESEY 244 16 0,13
[observar] PT-EU 119 23 0,08
[observar] ES-EU 298 8 0,18
3 EN-GB 315 11 0,18
[observe] EN-PTEV 570 4 0,35
EN-ESEY 698 4 0,38
[mostrar] PT-EU 62 45 0,04
[mostrar] ES-EU 312 7 0,19
4 EN-GB 763 3 0,45
[show] EN-PTEV 934 3 0,57
EN-ESEY 1409 2 0,76

Table 105 — Verbs that after analysis are excluded as NLID markers of language transfer

Therefore, three verbs, i.e., [find], [relate], [seem] are deemed likely to mark language
transfer effects in OSRAs written in English by the L1 Portuguese/Spanish authors since the
frequencies of their equivalents in the corresponding L1 corpora (i.e., the PT-EU and the ES-
EU) are equal or higher than the frequencies of [find], [relate], [seem] in the L1 English corpus.

Table 106 shows these verbs.

N Verb Corpus Occurrences Rank % in corpus
in corpus
[encontrar] PT-EU 212 8 0,15
[encontrar] ES-EU 241 10 0,15
1 EN-GB 170 22 0,10
[find] EN-PTEV 344 10 0,21
EN-ESEY 384 11 0,21
[relacionar] PT-EU 93 27 0,06
[relacionar] ES-EU 164 13 0,10
2 EN-GB 56 81 0,03
[relate] EN-PTEV 104 39 0,06
EN-ESEY 154 28 0,08
[parecer] PT-EU 70 39 0,05
[parecer] ES-EU 65 44 0,04
3 EN-GB 21 190 0,01
[seem] EN-PTEV 97 43 0,06
EN-ESEY 87 61 0,05

Table 106 — Verbs analyzed to test for L1 transfer effects
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The frequencies

of the verbs [find], [relate],

[seem], and equivalents

[encontrar]/[encontrar], [relacionar]/[relacionar] and [parecer]/[parecer], are compared to

examine significant differences between the groups. For all verbs, the following questions are

asked for both the EN-PTEY and the EN-ES®V corpora.

Effect of L1 Influence

L1 influence
EN-PTEU questions

L1 influence
EN-ESE questions

1) Intragroup homogeneity

II) Intergroup heterogeneity

Are the frequencies of the verb [find]/[relate]/[seem] in the EN-PTEY / EN-
ESEV OSRAs uniformly distributed?

Are the frequencies of the verb [find]/[relate]/[seem] in the EN-PTEY and
EN-ESEU OSRAs statistically significantly different?

Ill) Cross-language congruity

Are the frequencies of the verb
[find]/[relate]/[seem] in the EN-PT®V
OSRAs and the equivalent
[encontrar]/[relacionar]/[parecer] in
the PT-EU OSRAs statistically similar?

Are the frequencies of the verb
[find]/[relate]/[seem] in the EN-
ESEY OSRAs and the equivalent
[encontrar]/[relacionar]/[parecer]
in the ES-EU OSRAs statistically
similar?

IV) Intralingual contrast

Are the frequencies of the verb
[find]/[relate]/[seem] in the EN-PTEY
and the EN-GB OSRAs statistically
significantly different?

Are the frequencies of the verb
[find]/[relate]/[seem] in the EN-
ESEV and the EN-GB OSRAs
statistically significantly
different?

The Mann-Whitney’s test is used to assess for a mean difference between the groups

given that the data is not normally distributed and has some outliers. Questions in relation to

the effects | and Il are answered together. The level of significance used for questions in

relation to the effects Il and IV is p < .05. Because questions in relation to the effects | and llI

look for uniformity and congruity, respectively, a result of p > .05 is associated with an L1

effect. Table 107 below shows the results and mean ranks of all comparisons.
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L1 Influence Effects

1) Inter-L1 Ill) Cross-language ) )~ Cross- .
1) Intra-L1 IV) Intralingual language IV) Intralingual
. heterogeneity congruity g At least S = At least
homogeneity (Mann-Whitney EN-PTE and (Mann-Whitney con.trast (Mann- two congruity con.trast (Mann- two
(Levene’s test) Test) EN-ESEY Test) Whitney Test) effects (Mann- Whitney Test) effects of
similar in of L1 Whitney Test) L1
Corpora Examined variance but Corpora Examined influence Corpora Examined influence
EN-PT®vs. EN-ES® | EN-PT® EN-ES® different in EN-PTEY PT-EU EN-PT®Y found EN-ES® ES-EU EN-ES® EN-GB found for
Vs. vs. REERED vs. Vs. ot e vS. Vs. the
" EN-GB EN-PTEU? EN-ES®U?
Reference p values Reference p values Reference p values
p>.05 AND p<.05? p >.05? p<.05? p >.05? p <.05?
=-.275 Z=-2.357 Z=-3.805 Z=-1516 Z=-3.700
[encontrar] F= 2837 p=.783 p=.018 p =.001 p=.129 p=.001
[encontrar] : 695 Mean ranks: no Mean ranks: Mean ranks: no Mean ranks: Mean ranks: yes
[find] p=- EN-PTEY = 60.62 EN-PTEV=62.46 EN-PTEV=68.34 EN-ESEV=58.48 EN-ESEV = 68.03
EN-ESFV=62.38 PT-EU = 48.12 EN-GB = 45.03 ES-EU = 49.33 EN-GB = 48.38
Z=-1.709 Z=-.102 Z=-.363 Z=-.990 Z=-1.889
[relacionar] Fo6.103 p=.088 p=.919 p=.717 p=.322 p=.059
[relacionar] : 615 Mean ranks: no Mean ranks: Mean ranks: no Mean ranks: Mean ranks: no
[relate] p=- EN-PTEV = 44.88 EN-PTEV=45.73 EN-PTEV=41.18 EN-ESfV= 44,91 EN-ESFV=144.18
EN-ESEV=54.12 PT-EU = 45.22 EN-GB = 39.42 ES-EU=50.32 EN-GB = 34.68
Z=-.203 Z=-1.494 Z=-421 Z=-957 Z=-.562
[parecer] Fe 537 p =.839 p=.135 p=.674 p=.339 p=.574
arecer _ ean ranks: no ean ranks: ean ranks: no ean ranks: ean ranks: no
p - 470 M k M k M k M k M k
[seem] P=- EN-PTEY = 44.03 EN-PTEV = 36.20 EN-PTEV = 30.94 EN-ESFV =33.14 EN-ESFV =27.10
EN-ESEY = 45.06 PT-EU = 43.64 EN-GB = 28.75 ES-EU = 37.57 EN-GB = 24.50

Table 107 — Results of the Mann-Whitney’s tests performed to assess for mean differences between the groups in relation to the frequency of the verbs [find], [relate], [seem]
and equivalents [encontrar]/[encontrar], [relacionar]/[relacionar], and [parecer]/[parecer] in Portuguese and Spanish
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According to the results obtained, no overall effects of L1 influence can be associated
with OSRAs produced by the Portuguese authors writing in English since only one L1 effect,
i.e., intralingual contrast is found between the L1 English authors (EN-GB) and the Portuguese
authors writing OSRAs in English (EN-PTEY), and such effect concerns only one verb, i.e., [find].
No cross-language congruity is found between the Portuguese authors writing OSRAs in
English (EN-PTEY) and the Portuguese authors writing OSRAs in their L1. No other significant
statistical differences exist between the L1 English authors (EN-GB) and the Portuguese
authors writing OSRAs in English (EN-PTEY) in relation to the verbs [relate] and [seem].
Likewise, the L1 English authors (EN-GB) and the Spanish authors writing OSRAs in English
(EN-ESEY) do not differ significantly in relation to the frequency of use of the verbs [relate]
and [seem]. However, these authors, i.e. the EN-GB and the EN-ES®, differ significantly in
relation to the frequency of the verb [find], and at the same time, the EN-ESEY authors do not

differ from the Spanish authors writing OSRAs in their L1.

Although both the Portuguese and the Spanish authors differ from the L1 English
authors writing OSRAs in English, an overall L1 effect can only be argued for OSRAs written in
English by the Spanish authors. Nonetheless, based on the significance of the results, the verb
[find] and its equivalents in the Portuguese and Spanish corpora [encontrar] and [encontrar]
are further analyzed for both groups (the EN-PTEY and the EN-ESEY). The analyses are based
on the concordances of the parsed files. The concordances are obtained with WordSmith 7.0
(Scott 2018b), from which the syntactic structures are extracted. The significant differences
in the number of occurrences of the verb [find] between the EN-GB and the EN-PTEV/EN-ESEY
groups are more evident in the syntactic structures shown in Table 108, which are more

frequent in the EN-PTEY/EN-ESEY groups than in the EN-GB group.

N | Tags of [find] Example EN-GB | EN-PTEY | EN-ES®
“The maximum inhibition was not
1 | VPCP2 PAS @ICL-AUX found when L-732,138 (100 mM) 64 160 155

was added...”

“We found marked regional

2 | VIMPF @FS-STA down-regulations of the main >8 92 90
glutaminase...”
“In all of those studies

3 | vPCP2 PAS @ICLN the positive predictive value of 11 a1 50

the test was much higher
than the value found here...”
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4 | VPCP2 AKT @ICL-AUX

5 | VINF @ICL-AUX

V IMPF @FS-N

“..a recent report has analyzed
transcriptome profiling of purified
human and mouse astrocytes, 6
and they have found species-
related differences for several
genes...”

“Nevertheless, we did not find
changes in mRNA levels of these 1
genes in our group of ICM
patients.”

“Most factors were at borderline
significance or had low statistical
6 power and are difficult to 2
interpret, so we will discuss
those we found more clinically
relevant or interpretable.”

25

19

Table 108 — Syntactic Structures showing the significant differences between the EN-GB and the EN-PTEY/EN-
ESEY groups in relation to the verb [find]

The distributions of the most frequent syntactic structures of equivalents of the verb

[find] in the Portuguese and Spanish corpora of the CoRA, i.e., [encontrar] and [encontrar]

are shown below in Table 109.

Tags of
[encontrar]/[encontrar]

1 | VPR3PIND VFIN @FMV

2 | VPR3SIND VFIN @FMV

3 | VPR/PS 1P IND VFIN @FMV

4 | VPS3SIND VFIN @FMV

“Otros sindromes clinicos variados en los
gatos de este estudio no se relacionaron
con la presencia del ADN de la bacteria en
la sangre o en la boca, al igual que otros
autores que tampoco encuentran
resultados concluyentes”

“Para medir el EPC se han desarrollados
distintos instrumentos entre los que
destaca el Practice Environment Scale
Nursing Work Index (PES-NW!I) por su
solidez metodoldgica y que se encuentra
validado para el entorno espafiol en AP”

“Encontramos ademds asociacion entre
AV menores de 3 meses de vida y flujos
AV menores de 500 ml/min.”

“En el anexo 1 se muestra el contenido
completo de la guia a excepcion de 4

ES-EU

30

16

40

25

PT-EU

28

26

15
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asuntos no incluidos en el trabajo, dado
que no se encontro evidencia en la
literatura analizada en relacion a...”

“un estudio aleatorizado no ha
5 | VPCPMS @IMV @#ICL-AUX< | encontrado diferencias significativas en el 30 5
resultado final entre pacientes

monitorizados y no monitorizados”

“Ademads, estos miRNAs se encontraron

6 | VPS3PIND VFIN @FMV 26 -
sobreexpresados en las muestras
osteopordticas del array...”
“En cambio, los pacientes tratados con FL

7 | VIMPF 3P IND VFIN @FMV en todos los intervalos de distancia, 11 9

excepto en uno, las medianas se
encontraban por debajo de los 30
Minutos...”

8 | VPCPF S @IMV @H#ICL-AUX< ”Tamg)én:l ndo se encontrou qua/quer i 17
associagdo entre macrossomia e

sindrome de aspiracéo meconial”

“El presente estudio se disefid para
determinar la probabilidad de encontrar
lesiones coronarias significativas...”

9 | VINF @IMV @#ICL-P< 13 2

“A diferenca encontrada em rela¢do a
10 | VPCPFS @IMV @HICL-N< idade (p<0,001) justifica-se pela diferente 15

fa