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Resumo 

O Sistema nervoso é, indiscutivelmente, o mais complexo na fisiologia mamífera, 

apelando muitos a aventurarem-se na sua compreensão. Uma das suas características 

fundamentais consiste na sinalização rápida e eficiente com a qual os diferentes neurónios 

comunicam entre si. Como tal, a análise eletrofisiológica da atividade neuronal possui um 

papel fundamental na área das neurociências. De entre as técnicas usadas para o seu 

estudo, a aplicação de MicroElectrode Arrays (MEAs) oferece um método robusto para 

monitorizar, não invasivamente, a atividade eletrofisiológica de populações neuronais in 

vitro com alta resolução espaciotemporal. Consequentemente, é considerada uma técnica 

excelente para analisar as dinâmicas de atividade neuronal ao longo de extensos períodos 

de tempo, e estudar o efeito na atividade neuronal de perturbações às condições 

fisiológicas, sejam estas causadas por alterações no ambiente ou pela adição de agentes 

exógenos. É amplamente reconhecido que a atividade neuronal in vitro é afetada por 

perturbações na temperatura durante a gravação, e que, as populações neuronais 

apresentam ciclos de atividade com períodos que duram de entre segundos a horas. No 

entanto, estas particularidades estão ainda vagamente caracterizadas. Com isto em mente, 

desenvolvemos duas abordagens complementares para caracterizar melhor a atividade 

eletrofisiológica de populações neuronais in vitro. Por um lado, avaliamos o efeito da 

temperatura na atividade neuronal com foco em: a) caracterizar e otimizar o controlo de 

temperatura no sistema MEA, e b) gravar e analisar a atividade elétrica de culturas 

neuronais primárias do hipocampo a condições fisiológicas (37°C) e de hipertermia (39°C). 

Por outro lado, exploramos a presença de padrões temporais de atividade elétrica em 

culturas neuronais pela execução de gravações de longa duração (24 horas) a diferentes 

fases de maturação da rede neuronal (Dias em vitro (DIV) 7 e 14). 

Durante este trabalho demonstramos que a temperatura medida no meio celular 

dentro de um MEA é inferior à temperatura imposta ao sistema de gravação MEA2100. 

Posteriormente, demonstramos de forma clara que um aumento de 2°C acima da 

temperatura fisiológica leva a uma diminuição significativa da atividade neuronal, no 

entanto, os mecanismos responsáveis por esta diminuição necessitam de ser melhor 

investigados. Além disso, observamos que a atividade neuronal gravada ao longo de 24 horas 



 

 

a DIV 7 e 14 varia imensamente ao longo do tempo, revelando a ausência de padrões de 

atividade neuronal nesses DIVs. Estas observações dificultam a caracterização de um tempo 

de gravação ótimo para descrever a atividade neuronal ao longo do tempo, realçando a 

necessidade de um cuidado rigoroso na delineação de experiências de eletrofisiologia. Como 

tal, especial atenção deve ser prestada à duração de gravação e ao intervalo entre 

gravações consecutivas, de acordo com o objetivo da experiência e do DIV da cultura.  

 



 

 

Abstract 

The nervous system is, undoubtedly, the most complex in mammalian physiology, 

appealing many to endeavour in its understanding. One of its fundamental characteristics 

relies on the fast and efficient electrical signalling through which neurons communicate. 

Thus, the electrophysiological analysis of neuronal activity has a fundamental role in the 

field of neurosciences. Among the techniques developed for its study, the application of 

MicroElectrode Arrays (MEAs) offers a robust method to monitor, non-invasively, the 

electrophysiological activity of in vitro neuronal populations with a high spatiotemporal 

resolution. Therefore, it is an excellent technique to analyse the dynamics of neuronal 

activity over long periods of time and study the effect on neuronal activity of perturbations 

to the physiological conditions, either due to alterations in the environment or by addition 

of exogenous agents. It is generally acknowledged that neuronal activity in vitro is affected 

by perturbations on the recording temperature and that neuronal populations present cycles 

of activity with periods that span from seconds to hours. However, these features are not 

yet well characterized. With this in mind, we developed two complementary approaches to 

further characterize the electrophysiological activity of in vitro neuronal populations. On 

one hand we evaluated the effect of temperature on the neuronal cultures, with focus on: 

a) the characterization and optimization of the temperature control of the MEA system, and 

b) recording and analysis of the electrical activity of primary hippocampal neuronal cultures 

at physiological conditions (37°C) and hyperthermic conditions (39°C). On the other hand, 

we explored the presence of temporal patterns of electrical activity in neuronal cultures 

by conducting long-term recordings (24 hours) at different network maturation stages (Day 

in vitro (DIV) 7 and 14). 

During the course of this work, we revealed that the temperature measured in the 

medium of the MEA chip is lower than the temperature set in the MEA2100 recording 

System. Then, we have clearly shown that an increase of 2°C above the physiological 

temperature leads to a significant decrease of neuronal activity, however, the mechanisms 

behind this reduction need to be further investigated. Besides, we observed that the 

neuronal activity recorded over 24h at DIV 7 and DIV 14 changes vastly over time, unveiling 

the absence of patterns of neuronal activity at such DIVs. This hinders the characterization 



 

 

of an optimum recording time to describe neuronal activity across time, stressing the need 

to carefully design electrophysiological experiments. In such way, particular attention 

should be given to the recording duration and the interval between recordings, while 

bearing in mind the objective of the experiment and the DIV of the cultures. 
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Chapter 1  

Introduction 

The human nervous system is a highly complex structure responsible for countless 

body functions. It consists of organized signaling pathways that are responsible for the rapid 

exchange of information inside the Central Nervous System (CNS), which comprises the 

brain and spinal cord, but also for its communication with the Peripheral Nervous System 

(PNS). 

The PNS essentially works as an interface for the CNS with the rest of body, allowing 

for the sensorial acquisition of environmental information, either internal or external, and 

the motorial execution of voluntary and autonomic tasks. Such mechanisms allow 

homeostatic and endocrine maintenance, as well as reflex movements and deliberate 

physical actions. Accordingly, the remarkable range of human behavior depends on the 

sophisticated brain that constructs our perception of reality, selecting and memorizing cues 

from the environment, constantly learning, and both consciously and unconsciously molding 

our behavior. The human brain is a network of approximately 86 billion of interconnected 

neurons, the basic unit of the brain, and roughly the same number of glial cells, which offer 

metabolic and structural support, as well as a regulatory role in neuronal activity. 

Therefore, trying to comprehend how the combined activity of all different cell types 

results in such a wide range of functions is an endearing, yet extremely challenging, 

endeavor that continuously captivates scientists1–3.  

The fundamental activity of neurons relies on the generation and propagation of 

electrical signals through which these encode information and communicate with each 

other and different organs in the body. These electrical signals, or action potentials (APs), 

are the result of a choreographed activity of ion channels, a class of integral membrane 

proteins. It is remarkable how the different patterns of ion channels expression mediate 

membrane excitability and response to stimuli, as distinct combinations in morphologically 

similar cells may lead to single APs or sequences of APs with both constant or varying firing 
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rates, and thus conveying distinct information. Additionally, channels vary in the factors 

that control their gating, granting another degree of complexity to the system. Some will 

react to the binding of chemical ligands, while others are voltage or mechanosensitive. For 

example, some ion channels, such as Transient Receptor Potential Vanilloid 4 (TRPV4), are 

temperature sensitive, changing their voltage gating membrane potentials according to 

temperature shifts1,2.  

Electrophysiology allows for the application and development of functional analysis 

methodologies that enable the study of a wide range of neuronal activity. However, 

practical and ethical limitations in the analysis of the in vivo brain often hamper informative 

manipulations. Therefore, the use of in vitro cultures, although presenting the typical 

translational limitations, offers less complex and more accessible models that have granted 

valuable insights into the understanding of neuronal activity4,5. Thus, such models can be 

coupled to electrically sensitive devices such as microelectrode arrays for the investigation 

of the mechanisms underlying neuronal communication, pathophysiological conditions, and 

the neurotoxicity of drugs. Indeed, MEA technology allows for the non-invasive acquisition 

of spatiotemporal information of the neuronal networks, granting researchers with the tools 

for the development of new methodologies and experiments for further comprehension of 

the nervous system in normal and pathophysiological states6,7.  

1.1 - Motivation 

Even though the cellular environment and stimuli are significantly different from 

the brain physiology, in vitro cultures of neurons retain the fundamental 

electrophysiological properties of the tissue of origin, representing a reductionist model for 

the study of neuronal networks when coupled with MEAs8. These are well established for 

the study of pathologies with underlying network disorders, such as epilepsy, a condition 

characterized by seizures that result from an increased synchronization of excitatory 

neurons5. Moreover, the evaluation of the neurotoxic effect of different chemicals is also a 

recurrent application and there are reports of interlaboratory reproducibility supporting 

this methodology9,10.  

Temperature is a variable known to interfere with the dynamics of neuronal 

activity. Impairments in memory, attention and information processing have been 

associated with acute episodes of hyperthermia, and worse outcomes correlate with 

prolonged exposures and extreme temperature increases11. In vitro, both hypothermic and 

hyperthermic conditions have shown to result in neuronal activity depression12,13. However, 

there is limited information defining such alterations and temperature control during 

experimental designs is often unspecified. Therefore, an exploration of the effect of a 

pathophysiological temperature on neuronal activity would be a valuable reference for a 

proper experimental analysis.  
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Concerning the analysis of neuronal activity, it usually relies on the quantification 

of the frequency of action potentials, or spikes, and the occurrence of synchronized spiking 

events, or bursts. Additionally, there is a wide range of metrics based on these events which 

allow for a detailed assessment and comparison of activity dynamics within neuronal 

cultures. However, the activity patterns of the neuronal network change substantially with 

time during in vitro maturation. The initial period, until around 7 days in vitro, is 

characterized by the modulation and shaping of synaptic connectivity and therefore 

presents less overall activity. After a period of maturation, at between 2 and 3 weeks the 

cultures typically display more stable firing patterns14–16. On top of that, there is evidence 

that neuronal populations display cycles and fluctuations of activity levels with periods that 

span from seconds to hours. The description of these putative patterns of activity will be 

very relevant to better understand neuronal network dynamics, with additional implications 

in the design and analysis of MEA-based experiments. 

1.2 - Objectives 

Although in the last couple of decades the use of MEAs chips in the study of neuronal 

activity in vitro has grown substantially, there are still important aspects of culture 

dynamics that were not properly addressed. Having this in mind, the main goal of this 

dissertation is to better characterize the activity of in vitro neuronal cultures by assessing 

the effect of temperature on such activity and exploring the activity dynamics over 24h 

periods. 

For this purpose, the first part of the work will be focused on the optimization of 

the temperature control of the experimental setting and the characterization of the impact 

that pathological temperatures, such as observed in hyperthermia, have on the neuronal 

activity. The second part of the work will explore the intrinsic dynamics of neuronal activity 

in neuronal cultures during the course of 24h at DIV7 and DIV14, aiming at detecting 

potential patterns of activity and identify the minimal recording time that better represents 

such dynamics.  

In order to achieve this, we will record the activity of primary embryonic 

hippocampal neuronal networks on 6-well MEAs via the in vitro recording system MEA2100 

(Multi channel Systems). 





 

 

Chapter 2  

“Electrophysiology” 

2.1 The basis of neuronal electrical activity 

The neuron is the fundamental building block of the nervous system. It provides the 

organism with complex, fast signaling networks capable of conducting electric signals, that 

can travel at rates of 100 m/s, over long distances. Although there are about 100 different 

types of neurons, most follow the same morphological display: a cell body, or soma, that 

processes and integrates information and gives rise to two distinct types of processes, or 

neurites: dendrites and axons. Dendrites span out in a tree-like manner and are typically 

the site of stimulation incoming from other neurons. The axon is a tubular structure that 

can extend over 2 meters and functions as the transmitting element of the neuron. Branches 

of the axon may connect with up to 1000 neurons through cell-cell junctions, called 

synapses. An electrical signal is typically integrated in the dendrites and propagated along 

the axon, without attenuation, until it is transmitted to another neuron, or other type of 

cell.1,2 

The ability of the neuron to conduct electric signals stems from the flow of ions 

across the cell membrane. The separation of extracellular and intracellular space creates 

a membrane potential due to the different ion concentrations and their charge. This 

unequal distribution of ions such as Sodium (Na+) and potassium (K+), under normal 

circumstances, creates a membrane resting potential of about -65 mV, indicating that the 

intracellular medium is more negative than the extracellular. Therefore, when stimuli 

destabilize this equilibrium above a certain threshold, the cell generates an AP, an all-or-

none impulse.1,2,17 Despite the broad range of sensorial inputs and functions of the nervous 

system, the AP is a highly stereotyped event, meaning that the signals generated from 

different stimuli are identical. This highlights a key feature of brain function, that the 
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information transmitted is not determined by the shape of the signal but from the signaling 

pathway it assumes.1 

This section seeks to provide sufficient knowledge about how neurons generate and 

propagate APs, the fundamental unit of communication of the nervous system, and how the 

molecular composition of neurons impacts their functioning. Hopefully, this will help in the 

posterior understanding of how electrophysiological recordings present a relevant tool for 

a better comprehension of the dynamics of neuronal networks.  

2.1.1  Neuronal Membrane  

To understand the function of neurons, it is necessary to understand the structure 

and function of the membrane and its associated proteins. The neuronal membrane consists 

of an impermeable 5 nm thick lipid bilayer with transmembrane proteins embedded in it. 

These proteins can be either ionic channels or ionic pumps and allow for the ion flow across 

the membrane and maintenance of the resting membrane potential. Ion channels are pores 

that confer semi-permeability to the membrane by allowing the passage of specific ions at 

rates of up to 100 million ions per second, in just a single channel. These can be passive 

channels, which means that the permeability does not change, or active channels. Active 

channels dwell both in open and closed states, and this change may represent the effect of 

the membrane potential, ionic concentrations, or the presence of ligands. Ionic pumps form 

channels that transport certain ions across the membrane by consuming ATP. This process, 

contrarily to ion channels where ions flow unimpeded through a continuous gap, involves 

conformational changes that result in considerably slower rates of passage.1 

Regarding the concept of resting membrane potential, it is necessary to 

comprehend the forces that play upon the ions. The intracellular and extracellular space 

are filled with several ions, both negative anions, such as chloride (Cl-), and positive cations 

including K+, Na+, calcium (Ca2+) and magnesium (Mg2+), at different concentrations. Since 

there are both non-uniform concentrations and electric charges, that produce an electrical 

field, the flow of ions is governed by a combination of diffusion and electrical drift. 

Diffusion consists of the flow of particles according to the concentration gradient and, 

therefore, an ion would flow down from the higher concentration to the lower 

concentration. However, considering the electrical charge of the different ions gives rise 

to another phenomenon, the electrical drift, that consists in the movement of charged 

particles in an electric field, according to the potential gradient.2,17 

To a better gasp of this situation, it is better to imagine a hypothetical cell 

separated from the outside with an impermeable membrane. Inside the cell, there is a 

concentrated potassium solution that consist of equal numbers of K+ and anions A-, while in 

the outside the same solution is present but diluted. Despite the existence of a 

concentration gradient across the membrane, there is no movement due to its 
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impermeability. However, there is no potential difference across the membrane as both 

solutions are electrically neutral due to the ratio of K+ to A- being 1. Now, one should 

consider that at one point the membrane is inserted with protein channels only permeable 

to K+, meaning this cation is free to move through the membrane but not A-. Initially, 

diffusion plays a role and K+ ions pass through the channels down the concentration 

gradient. Since A- does not move, the inside of the cell starts to acquire a net negative 

charge and, as the opposite occurs in the outside, a potential difference is established 

across the membrane. As this potential grows, the electric force starts to pull K+ back into 

the cell with more strength. Thus, at one point, the electrical force pulling K+ inside exactly 

counteracts the force of diffusion, meaning that an equilibrium potential is established.17 

To calculate the equilibrium potential for any sole ion, one can use the Nernst equation: 

 

𝐸𝐸𝑋𝑋 =
𝑅𝑅𝑅𝑅
𝑧𝑧𝑋𝑋𝐹𝐹

ln
[𝑋𝑋]𝑜𝑜𝑜𝑜𝑜𝑜
[𝑋𝑋]𝑖𝑖𝑖𝑖

(1) 

 

where, Ex is the equilibrium potential, or Nernst potential, for the membrane-permeable 

ion X. R stands for the universal gas constant, t is the temperature in Kelvins, zx is the 

charge of the ion, F is the Faraday’s constant and [X]in and [X]out reflect the ion 

concentration inside and outside of the cell, respectively.  

However, in the complex physiology of the neuron, there is a need to understand 

the interactions in a membrane that is permeable to more than one ion. Therefore, we can 

resort to the scheme in Figure 1 for an easier understanding of this scenario.  

 
Figure 1 – Representation of diffusion and electrical drift in two membrane-permeable 
cations (the anions are ommited for symplification).  
The grey arrow represents the net flow due to diffusion and the blue arrow the flow due to 
the electric field. (a) Ion flow according to concentration gradient. (b) The generation of 
an electrical potential across the membrane. The net flux of one ion is oppositely equal to 
the net flux of the other. Adapted from Sterrat et al., 201117.  
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Considering that both sides of the membrane contain a solution of two different 

membrane-permeable cations, K+ and Na+, with the depicted ratios (as in a typical neuron), 

but also membrane-impermeable anions, that although omitted in order to simplify, confer 

an initial electrically neutral state to each of the sides of the membrane. Since the 

concentration difference is bigger for K+ than Na+, according to Fick’s law, which states 

that larger concentration gradients lead to larger fluxes, the flux of K+ down its gradient 

potential is bigger than the flux of Na+ (Figure 1a). Accordingly, there is an increase in 

positive charge in the right side of the membrane, creating an electric field that causes 

electrical drift of both cations to the left. Thus, resulting in a decrease of the net flux of 

K+ and an increase of the net flux of Na+, eventually attaining equal, but opposite 

magnitudes (Figure 1b). In this state there is no net flux of charge, the charge on each side 

of the membrane is constant and so is the membrane potential. However, there is still a 

diminishing flow of the ions across the concentration gradient until both sides are equal and 

the membrane potential eventually reaches zero. In a neuron, the presence of ionic pumps 

prevents this effect.17 Finally, it can be deduced that, in this case, the resting membrane 

potential lies somewhere between the potassium and sodium equilibrium potentials.  

To quantitatively predict the resting potential of the membrane, we can first use 

the Goldman-Hodgkin-Katz (GHK) current equation to predict the current (I) of a specific 

ion (X) across the cell membrane for a specific value of membrane potential (V), per unit 

area of membrane (in cm-2): 

 

𝐼𝐼𝑋𝑋 = 𝑃𝑃𝑋𝑋𝑧𝑧𝑋𝑋𝐹𝐹
𝑧𝑧𝑋𝑋𝐹𝐹𝐹𝐹
𝑅𝑅𝑅𝑅

�
[𝑋𝑋]𝑖𝑖𝑖𝑖 − [𝑋𝑋]𝑜𝑜𝑜𝑜𝑜𝑜𝑒𝑒−𝑧𝑧𝑋𝑋𝐹𝐹𝐹𝐹 𝑅𝑅𝑅𝑅⁄

1 − 𝑒𝑒−𝑧𝑧𝑋𝑋𝐹𝐹𝐹𝐹 𝑅𝑅𝑅𝑅⁄ �  (2) 

 

where Px stands for the permeability of the membrane to the chosen ion.17 Also, it should 

be noted that this equation was developed considering that the ions cross the membrane 

independently and that the electric field within the membrane is constant. By defining I, 

the membrane current, as 0 and solving (2) for voltage, the GHK voltage equation for the 

reversal potential, the membrane potential at which the current reverses direction, is 

obtained (in this case, for a membrane permeable to K+, Na+ and Cl-): 

 

𝐸𝐸𝑚𝑚 =
𝑅𝑅𝑅𝑅
𝐹𝐹

ln
𝑃𝑃𝑁𝑁𝑁𝑁[𝑁𝑁𝑁𝑁+]𝑜𝑜𝑜𝑜𝑜𝑜 + 𝑃𝑃𝐾𝐾[𝐾𝐾+]𝑜𝑜𝑜𝑜𝑜𝑜 + 𝑃𝑃𝐶𝐶𝐶𝐶[𝐶𝐶𝐶𝐶−]𝑖𝑖𝑖𝑖
𝑃𝑃𝑁𝑁𝑁𝑁[𝑁𝑁𝑁𝑁+]𝑖𝑖𝑖𝑖 + 𝑃𝑃𝐾𝐾[𝐾𝐾+]𝑖𝑖𝑖𝑖 + 𝑃𝑃𝐶𝐶𝐶𝐶[𝐶𝐶𝐶𝐶−]𝑜𝑜𝑜𝑜𝑜𝑜

. (3) 

2.1.2 Hodgkin-Huxley model 

The first quantitative description of the active mechanisms governing an AP 

originates from a series of five papers lead by Hodgkin and Huxley (HH), published in 1952 
18–22. At the time, the concept of ion channels was yet to be established. Little was known 

about the properties of the membrane, and the varying concentration of ions on both sides 
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had only been recently associated with nervous impulses. Thus, the authors aim was to 

uncover the laws governing the movement of ions across the membrane during electrical 

activity. For such purpose, the newly developed voltage clamp method was employed in 

the giant axon of a squid, as it is large enough (up to 1 mm in diameter) to be inserted with 

the two necessary electrodes. One was used to record the membrane potential and the 

other to electronically compare this value with a desired “control voltage” and, 

subsequently, inject the necessary current to reach this control voltage. In this way, they 

were able to access the dynamics of membrane current at different values of membrane 

potential. 

To facilitate the interpretation of the Hodgkin-Huxley model, the equivalent 

electrical circuit for a compartment of the cell membrane proposed by the authors is shown 

in Figure 217. 

 
Figure 2 – The Hodgkin-Huxley equivalent circuit model for a compartment of cell 
membrane.  
Adapted from Sterratt et al., 201117. 

In this model, the cell membrane is represented by a capacitor (Cm) since it 

accumulates charge. The membrane current, I, can be carried either by charging the 

membrane capacity, as capacitive current (Ic), or by the flow of ions, which is presented as 

a resistance and battery in series. The latter comprises three different ionic currents, the 

sodium current, INa, the potassium current, IK, and the leak current, IL, resulting from the 

flow of chloride and other ions. These ionic currents for a certain ion X can be calculated 

in a simplified equation of (2): 

 

𝐼𝐼X = 𝑔𝑔X(𝐹𝐹 − 𝐸𝐸X) (4) 

 

where gx is the conductance per area unit (mS.cm-2) for a certain ion, and the difference 

between membrane potential and equilibrium potential of the respective ion, (V-EX), 

corresponds to the electrochemical driving force acting on the ion. It is relevant to note 

the arrow above the sodium and potassium resistors, meaning that these are altered with 
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voltage, which we now know to translate as voltage-gated ion channels. The elementary 

equation that corresponds to the equivalent electric circuit is: 

 

𝐼𝐼 = 𝐼𝐼c + 𝐼𝐼i (5) 

 

where Ii corresponds to the sum of ionic currents and Ic is given by the product between the 

membrane capacitance and the rate of change of voltage, as shown in the following 

equation: 

 

𝐼𝐼c = 𝐶𝐶m
d𝐹𝐹
d𝑅𝑅

. (6) 

 

Once the authors discovered the voltage-induced variability in conductance for 

sodium and potassium, it was necessary to establish adequate equations to fit this behavior 

over time 17,22,23. Thus, they conducted experiments with different values of clamp voltage. 

To isolate the current corresponding to each ion, the ion substitution method was used 17,18. 

Initially, the extracellular concentration of sodium is lowered by partial replacement with 

impermeant choline ions. Then, the current is recorded under clamp voltage conditions in 

choline water and in sea water. Assuming that ions cross the membrane independently, the 

current carried by Na+ differs, but stays the same for the other ions. Thus, the current 

measured in both media can be used to determine the sodium current and, consequently, 

the potassium current by subtracting the sodium current and the leak current, obtained 

with (4). 

For potassium, the conductance behavior best suited an exponential to the fourth 

power as depicted below: 

 

𝑔𝑔K = �̅�𝑔K𝑛𝑛4 (7) 

 

where ḡ is the maximal conductance and n is a dimensionless variable which can vary 

between 0 and 1. The authors suggest a physical basis for the model that gives n a palpable 

definition22. They introduce the idea of the existence of gates in the membrane, which can 

be in an open or closed state, and that this change is controlled by a number of gating 

particles, that also vary between an open or closed state, depending on the membrane 

potential. For a potassium ion to flow, all the gating particles in the gate need to be in 

their open state. Thus, the gating variable n can be defined as the probability of a sole 

gating particle to be in its open state and nx as the probability of the gate to be open, 

where x is the needed number of gating particles for each gate, which in the case of 

potassium is 4. 
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Regarding sodium conductance, the fit was somewhat different since, at a fixed 

voltage, the conductance initially rose but then suffered an exponential decay, an 

inactivation, as named by the authors22. To represent this change in the model, an 

inactivation state variable, h, was introduced. Thus, the equation that more adequately 

shows the sodium membrane conductance is: 

 

𝑔𝑔Na = �̅�𝑔Na𝑚𝑚3ℎ (8) 

 

where, m is the homologous for n in (7) and both m and h are voltage dependent. 

Finally, and considering all the equations mentioned in this subsection, the 

Hodgkin-Huxley equation for the variation in time of membrane potential in a small part of 

the squid giant axon is: 

 

𝐶𝐶𝑚𝑚
𝑑𝑑𝐹𝐹
𝑑𝑑𝑅𝑅

= −�̅�𝑔L(𝐹𝐹 − 𝐸𝐸𝐿𝐿) − �̅�𝑔Na𝑚𝑚3ℎ(𝐹𝐹 − 𝐸𝐸𝑁𝑁𝑁𝑁) − �̅�𝑔K𝑛𝑛4(𝐹𝐹 − 𝐸𝐸𝐾𝐾) + 𝐼𝐼LC. (9) 

 

Since this equation represents only a portion of the axon, ILC states the contribution of the 

axial current from regions bordering this part of the axon. If a continuous model of the axon 

is to be considered, this current can be replaced by the second derivative of the membrane 

potential with respect to space, 𝑑𝑑
4𝑅𝑅a

𝜕𝜕2𝐹𝐹
𝜕𝜕𝑥𝑥2

, where d is the diameter of the axon, R is the axial 

resistivity and x the position along the axon 17,22. 

In summary, the observed pattern for the AP corresponds to Figure 3 and can be 

described over several phases 1,24. 

 
Figure 3 – The action potential and separate behavior of Na+ and K+ channels.  
Adapted from Kandel et al, 20131. 

The initial point recalls for the concept of resting membrane potential which, as 

explained before, is about -70mV in a typical neuron. The presence of a stimulus can result 

in hyperpolarization (increased intracellular negativity) or depolarization (decreased 
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intracellular negativity). The general response to these inputs is graded, however, when a 

depolarizing stimuli reaches a certain threshold (tipically around -50mV), an AP is triggered. 

This corresponds to a rapid further depolarization to a positive value peak and is entirely 

driven by the activation of voltage-gated sodium channels and a subsequent influx of Na+, 

caused by the strong driving force. The next phase represents a repolarization to the resting 

potential and is governed by two factors. The inactivation of all sodium channels at the 

peak of the AP and the opening of voltage-gated potassium channels. The opening of these 

also happens when the threshold is surpassed, but is considerably slower than that of sodium 

channels. The outflux driving force for K+ is initially driven by the concentration gradient 

and then, as the cell becomes more positive, also by an electrical gradient. Finally, a small 

phase of hyperpolarizing afterpotential, right before returning to baseline, happens due to 

the delay in closing of potassium channels and is counterbalanced by the work of sodium-

potassium pumps (Figure 3). Another important concept is the refractory period, which is 

characterized by the amount of time necessary for the membrane to be ready to fully 

respond to a second stimulus. It comprises an absolute refractory period, corresponding to 

depolarization and repolarization, where it is impossible to generate a new AP. And a 

relative refractory period, occuring during the hyperpolarizing afterpotential, where the 

threshold is higher and the peak of the AP reaches a lower value. 

Since these papers were published, several more ion channels, with different 

controlling properties, have been discovered and studied in a variety of neurons. However 

limited, the Hodgkin-Huxley equations still provides a foundation for the development of 

computational neuroscience models and the understanding of the function of the nervous 

system 24.  

2.1.3 Temperature effect on neuronal activity 

In their experiments, Hodgkin et al. reported on how temperature affects neuronal 

activity during voltage clamp recordings18. In sum, variations in temperature affect the ion 

channel gating kinetics, as well as the maximum ion channel conductance, hence resulting 

in alterations in the generation, propagation, and shape of action potentials25.  

Such temperature dependence can be quantified by making use of the Q10 

temperature coefficient: 

 

𝑄𝑄10 =
rate at 𝑅𝑅 + 10°C

rate at 𝑅𝑅
, (10) 

 

providing the change in rate, of a specific property, for a 10°C increase in temperature, 

T17,26. 
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In equations (7) and (8), three state variables were introduced that describe the 

behavior of sodium and potassium conductances and represent the state of the ion channel 

– n is the gating variable that corresponds to the level of activation for the potassium 

channel, and m and h for the activation and inactivation, respectively, of the sodium 

channel. The rate at which these variables change over time is governed by the following 

equations17: 

 
d𝑛𝑛
d𝑅𝑅

= 𝛼𝛼n(1 − 𝑛𝑛) − 𝛽𝛽n𝑛𝑛;       𝛼𝛼n = 0.01
(𝑣𝑣 + 55)

1 − 𝑒𝑒(−(𝑣𝑣+55) 10)⁄ ;             𝛽𝛽n = 0.125𝑒𝑒(−(𝑣𝑣+65) 80)⁄ ; 

 
d𝑚𝑚
d𝑅𝑅

= 𝛼𝛼m(1 −𝑚𝑚) − 𝛽𝛽m𝑚𝑚;           𝛼𝛼m = 0.1
(𝑣𝑣 + 40)

1 − 𝑒𝑒(−(𝑣𝑣+40) 10)⁄ ;         𝛽𝛽m = 4𝑒𝑒(−(𝑣𝑣+65) 18)⁄ ;          (11) 

 
dℎ
d𝑅𝑅

= 𝛼𝛼h(1 − ℎ) − 𝛽𝛽hℎ;         𝛼𝛼h = 0.07𝑒𝑒(−(𝑣𝑣+65) 20)⁄ ;             𝛽𝛽h =
1

𝑒𝑒(−(𝑣𝑣+35) 10)⁄ + 1
; 

 

where the variables αX and βX are rate coefficients that depend on the membrane potential, 

v, at the given time, and X corresponds to the fraction of gating particles X in the open 

state while (1-X) represents the fraction in the closed state. The rate of transition from a 

closed state to an open state is governed by α while β reflects the opposite change. For the 

temperature variation, if we consider that for a temperature T1, the voltage-dependent 

rate coefficients are α(V,T1) and β(V,T1), their values at another temperature, T2 can be 

obtained in17: 

 

𝛼𝛼(𝐹𝐹,𝑅𝑅2) = 𝛼𝛼(𝐹𝐹,𝑅𝑅1)𝑄𝑄10
𝑅𝑅2−𝑅𝑅1
10  and 𝛽𝛽(𝐹𝐹,𝑅𝑅2) = 𝛽𝛽(𝐹𝐹,𝑅𝑅1)𝑄𝑄10

𝑅𝑅2−𝑅𝑅1
10 (12) 

 

In their studies, Hodgkin et al. estimated the Q10 for the gating rates to be around 3, a value 

that is now known to be normal for ion channels, which reflects a 3-times increase in gating 

activation rates for each 10°C increased26. On the other hand, the Q10 for conductance is 

comparably less temperature-sensitive, usually presenting values of around 1.2 to 1.526. 

The variation with temperature for the maximum channel conductances can be 

calculated in a similar way as above. For a specific ion X, if the maximum conductance at 

one temperature is ḡX(T1), at another temperature it will be given by17: 

 

g�X(𝑅𝑅2) = g�X(𝑅𝑅1)𝑄𝑄10
𝑅𝑅2−𝑅𝑅1
10 . (13) 
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2.1.4 Thermo Sensitive Ion Channels 

Although ion channels are ubiquitously influenced by the thermal conditions of its 

environment, some classes of these proteins are distinctively suited for perception of 

temperature variations.  

2.1.4.1 Transient Receptor Potential ion channels 

The mammalian transient receptor potential (TRP) family of ion channels consists 

of 28 proteins that have been described in barely all body tissues and are known to play a 

key role in the interpretation of environmental or endogenous stimuli27. TRPs are cationic 

channels with varying ion selectivity profiles that act as a transducer for such inputs by 

generating cell depolarization through the modulation of intracellular ionic concentrations. 

In fact, most TRP channels are characterized as polymodal, i.e., prone to activation by 

more than one type of stimuli.  

The discovery of the TRP family started when, in 1969, a fruit fly Drosophila 

spontaneous mutant was observed to be transiently sensitive to light stimuli in contrast to 

the steady response typical to the wild type counterparts - blindness in the presence of 

constant bright light. This atypical response was found to stem from a malfunctioning ion 

channel and triggered the search for proteins with similar functions27. Hitherto, 6 

mammalian subfamilies have been identified: TRPC (canonical), TRPV (vanilloid), TRPM 

(melastatin), TRPP (poly-cystin), TRPML (mucolipin) and TRPA (ankyrin). In general, these 

are assembled as six transmembrane domains (S1-S6), with a pore-forming loop between S5 

and S6, and N- and C- intracellular termini (Figure 4). 

Some TRPs can be functionally distinguished as thermosensitive, covering 

responsiveness to a wide range of temperatures. The vanilloid TRP channels are especially 

relevant in this context as some of its members present Q10 values ranging from 10 to 4028. 

Initially, TRPVs were believed to be thoroughly thermosensitive, however, and although 

TRPV2-6 present more than 50% homology to TRPV1, they do not all react to temperature27. 

TRPV1-4 are all thermosensitive nonselective cationic channels and can be found in the 

CNS, whereas TRPV5 and TRPV6 are unresponsive to heat, highly selective for calcium and 

there is no evidence for their expression in the CNS27,29. 

The founding member of this subfamily, TRPV1, was first reported as responsive to 

the active ingredient in chilies, capsaicin, a vanilloid-like molecule, hence the name. 

Although these are mostly represented in nerve extremities and accepted to assume a 

nociceptive function, including temperatures in the noxious range (>42)29, higher densities 

of these channels have also been reported in brain neuronal populations, with a role in 

excitation30. Channels encoded by trpv1 gene in hypothalamic vasopressin neurons were 

shown to be intrinsically thermosensitive both in vitro and in vivo31. This conclusion stems 
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from the observation that an hyperthermic state was associated with depolarization and an 

increase in AP firing rate of central vasopressin neurons. Additionally, trpv1 knock-out mice 

were unable to elicit a typical vasopressin response, which is involved in the 

thermoregulatory response to hyperthermia, therefore eliciting their thermosensitive 

contribution to homeostasis. However, TRPV1 knockout mice are apparently unaffected in 

their capability to sense acute heat stimuli, meaning that TRPV1 is not the sole heat 

receptor.  

2.1.4.2 TRPV4 is associated with modulation of activity due to 
temperature changes in hippocampal pyramidal neurons 

Another relevant thermosensor in this family is TRPV4, which has a Q10 of ~2032. It 

is described in the literature to be affected by temperatures in the range of ~25 to ~40°C, 

according to different cell types. Remarkably, this ion channel is widely expressed in 

membranes spanning most bodily systems, epithelia, musculoskeletal tissues and 

vasculature33. TRPV4 has been shown to accumulate in the soma of immature hippocampal 

neurons but not at post-synaptic locations34. However, during maturation, these would start 

to exhibit TRPV4 clusters in the dendrites and post-synaptic locations. Furthermore, TRPV4 

in dissociated hippocampal pyramidal neurons has been described to be activated at 

temperatures approaching physiological values (almost 34°C)35. Interestingly, studies in 

humans determined 33°C as a critical temperature for brain functioning as temperatures 

below would start to cause cognitive dysfunctions36. 

 
Figure 4 – The effect on TRPV4 by diverse stimuli is sensitized by protein kinases.  
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TRPV4 displays the typical structure of TRPs, with 6 transmembrane domains (S1-S6, from 
left to right) and a pore between S5 and S6. The different stimuli shown in orange boxes 
are associated with different sensitizing protein kinases, in green, by connecting arrows. 
Furthermore, arrows also indicate what motifs the protein kinases affect in TRPV4. The 
sensitizing protein kinases include serum glucocorticoid protein kinase-1 (SGK-1), cyclic-
AMP dependent protein kinase A (PKA), protein kinase C (PKC) and SRC family kinases (SRC). 
Adapted from Darby et al, 201637.    

TRPV4 is encoded by the canonical sequence and consists of 871aa. It is nonselective 

for cations but presents higher permeability for calcium ions38. This selectivity is modulated 

at the pore formed between S5 and S6 by the residues Asp672 and Asp682. Similarly to other 

members of the vanilloid subfamily, the N- terminus of TRPV4 consists of six ankyrin repeat 

domains (ARDs), which modulate protein-protein interactions, as well as interactions with 

activation ligands such as phosphatidylinositol-4,5-biphosphate (PIP2) and calmodulin32. 

Before the first ARD locates a proline-rich domain, which is implicated in 

mechanosensitivity and cytoskeletal remodeling. On the other hand, the C- terminus 

contains other functional domains such as a TRP box, a calmodulin-binding site, and a PDZ-

binding like motif. Gain and loss of function mutations in the TRPV4 gene are linked to 

several inherited human diseases39. The range of mutable motifs results in highly variable 

phenotypes, including skeletal dysplasias, such as congenital distal spinal muscle atrophy 

and scapuloperoneal spinal muscular atrophy, and sensorimotor neuropathies, alike 

Charcot-Marie-Tooth disease type 2C, which is characterized by vocal cord paralysis, 

compromised respiratory and urinary functioning, as well as hearing loss.  

Regarding animal models for translational studies, there exist knockout mice for 

TRPV432. These are characterized by significantly decreased theta-frequency 

electroencephalography (EEG) activity when compared with wildtype mice. Additionally, 

TRPV4KO mice are fertile animals but carriers of multiple altered phenotypes, including 

reduced water intake and larger bladder capacity, higher blood osmolality and impaired 

vascular function, as well as compromised responsiveness to thermal and mechanical 

stimuli. Interestingly, compared to the wild-type counterparts, these mice are resistant to 

obesity when fed on a high-fat diet, even with similar rationing and physical activity. 

Furthermore, in behavioral tests, these specimens have shown reduced depression-like and 

social behaviors40. 

Although TRPV4 was initially described as an osmosensor, it is now also known to 

be responsive to mechanical signals, alongside temperature (Figure 4). The synergistic 

effects of different stimuli on TRPV4 activation has been studied for the combination of 

temperature with other stimuli. Remarkably, TRPV4 response to heat is exacerbated in 

hypoosmotic solutions and reduced in hyperosmotic solutions41. More recently, temperature 

has been shown to play an exacerbating role in mechano-sensitivity of TRPV4 in Müller glial 

cells, as cells at physiological temperature had a significantly potentiated mechanosensing 

activity of TRPV4 when compared to cells at 25°C42. 
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Additionally, until now, 38 TRPV4-binding proteins have been identified, covering 

functions in the regulation of its activation, heteromerization, ubiquitination and 

trafficking32. Initial reports of unsuccessful heat activation in inside-out patches of HEK293 

cells lead to hypothesize on the dependence of endogenous signals for heat activation43. 

This was later confirmed as TRPV4 activation was completely recovered in the presence of 

PIP2
44. Furthermore, a mechanism by which heat activates TRPV4 seemingly lies on an 

aromatic residue at the N-terminus of S345. The replacement of Tyr-555 with phenylalanine 

did not affect the heat activation of TRPV4 but, when replaced by Alanine the response was 

strongly impaired. Furthermore, the same study uncovers the independent activation of 

TRPV4 by different stimuli by showing that knock-out cells for Tyr-555 were still responsive 

to hypotonicity. Additionally, mutations in other aromatic and hydrophobic residues 

spanning subunits 4 to 6 have been correlated with a decrease in TRPV4 sensitivity to 

heat46,47. Several studies have covered the role of post-translation modification of TRPV4 by 

enzymatic agents and its sensitizing effects on a range of different stimuli. Remarkably, 

sensitization to heat has been described by two additional mechanisms, phosphorylation of 

the residue Ser 824 of TRPV4 by a SGK1 and the phosphorylation of  tyrosine 110 and 805 

by Src48,49.  

RN1734 was the first identified antagonist of TRPV4, seemingly inhibiting the 4α-

PDD mediated activation, which follows the same post-translational mechanism as heat 

activation, as seen in Figure 450. It has an IC50 in the range of 2-6 μM and, notably, displays 

a high selectivity profile for TRPV4 over other TRP channels. However, it may have off-

target effects when at higher concentrations. In a study of the regulatory effect of TRPV4 

in the GABA-activated current (IGABA) in hippocampal pyramidal neurons, the addition of 

RN1734 was shown to block almost completely the inhibition of IGABA caused by TRPV4 

agonists51. Furthermore, the application of TRPV4 agonists has also been shown to 

significantly reduce the delayed rectifier potassium current in hippocampal pyramidal 

neurons but, such effect was also blocked by the addition of TRPV452. 

Shibasaki et al. have produced a series of highly relevant studies for the 

understanding of TRPV4 temperature regulation in neuronal populations. In their initial 

approach, using patch-clamp technology, the group described in dissociated hippocampal 

neurons how, at around 33°C, there is an increase in intracellular calcium concentration, 

which is not seen in the absence of extracellular calcium or the presence of ruthenium red, 

a pan-TRP inhibitor. Furthermore, they quantified the resting membrane potential in 

wildtype and TRPV4KO cells at 25°C and 37°C and, while indistinguishable at the first 

temperature, wildtype neurons presented more depolarized at 37°C (~5.7mV). Accordingly, 

ruthenium red was applied to wildtype cells and a hyperpolarization of the resting 

membrane potential by ~5.0mV, similar with the difference between wildtype and 

TRPV4KO, supported the involvement of TRPV4. Finally, the authors observed that, for the 
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same current injection, the 5mV depolarization of the resting membrane potential lead to 

repetitive action potentials in wildtype neurons, whereas only a few were seen in TRPV4KO 

cells, even though the cells had indistinguishable dendritic morphology, synaptic marker 

clustering and synaptic currents.  

The same group has studied the association of TRPV4 with temperature variations 

and different disorders. In one study, the authors developed an in vitro model of ischemic 

stroke-induced edema where it was observed that hyperthermia induced swelling via TRPV4 

activation and, subsequently, that brain edema following acute brain injury was repressed 

in TRPV4KO male mice in vivo53. More recently, they generated both wildtype and TRPV4KO 

mice models of partial epilepsy and detected larger frequencies of epileptic EEG in wildtype 

mice, indicating the involvement of TRPV4 in epilepsy progression54. Additionally, it was 

detected that the temperature in epileptogenic zones was significantly increased by 1°C in 

comparison to control mice, which could explain the increased frequency of epileptic 

discharges due to neuronal hyperactivity. To assess the effect of TRPV4, the authors 

employed a brain cooling treatment, which resulted in a more substantial reduction of 

epileptic discharges in wildtype than TRPV4KO, suggesting that TRPV4 activation 

exacerbates epilepsy, but there are also TRPV4-independent mechanisms involved. Finally, 

the injection of a TRPV4-specific inhibitor into the epileptogenic zone significantly 

decreased epileptic frequency and amplitude in wildtype, but not in TRPV4KO individuals. 

Both studies support the relevance of TRPV4 in the impact of heat on neuronal activity and 

its inhibition as a mechanism for neuroprotection in different temperature-related 

disorders. 

2.2 Recording neuronal activity 

The hope to decipher the bioelectrical code underlying human nature is a most 

significant driving force motivating scientists for the development of new technologies. A 

fundamental work in the origins of electrophysiology comes from Luigi Galvani in the end 

of the 18th century55,56. He applied the term “animal electricity” for the results of his 

experiments, where he studied the behavior of the inferior limbs of dissected frogs when 

submitted to electrical stimulation. In these, he reported on the relationship between the 

intensity of stimulation and muscle contraction, the refractory phenomenon and also the 

first demonstration of the propagation of an action potential by attaching the sciatic nerve 

of two frog legs and observing that the stimulation of one, results in muscle contraction of 

both. Additionally, he speculated on the disequilibrium of charges in the neuronal tissue 

and the necessary existence of specific pathways for electric current flow. 

About a century later, scientists started adventuring on the in vivo observation of 

electrical activity in the living brain57 and, in 1929, Hans Berger reported on the first EEG 

and the non-invasive recording of electrical activity in the human brain58. Although the EEG 
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and other recording techniques such as magnetoencephalography and functional magnetic 

resonance imaging present a valuable tool for the study of some diseases and responsiveness 

to stimuli, its functionalities are limited by a low spatial resolution59,60. Additionally, the 

experimental freedom of in vivo investigations of the brain is strictly hindered by practical 

and ethical limitations, favoring the use of representative simpler models5.  

The creation of the voltage-clamp technique allowed for the pioneering works of 

Hodgkin and Huxley to culminate in the ionic theory of membrane excitation55,61. Their 

quantification of ionic currents across putative ion channels was confirmed with the 

development of the patch clamp technique, by Neher and Sakmann, in the late 1970s62. In 

this method, an electrode inside of a glass micropipette filled with an electrolyte solution 

is brought to close contact with a tiny patch of membrane of an isolated cell62. The presence 

of another electrode in the bath solution surrounding the cell serves as a reference for 

recording the potential inside of the cell. Additionally, the solution filling the pipette and 

the bath can be modulated according to the endpoint of the experiment and, as in the 

voltage-clamp technique, this method grants experimental control of the membrane 

potential, which allows the characterization of voltage dependent membrane 

currents55,61,63. This method can be modulated for a range of possible configurations in order 

to offer different insights at a cellular, or single ion channel level2,63. When sufficient 

suction is applied to rupture the membrane and the electrode is directly connected to the 

intracellular space of the cell, the configuration is called a whole-cell patch clamp and it 

is possible to measure the overall electrical properties of the membrane. Although this 

technique is undeniably essential for electrophysiology, it is technically challenging to 

implement and unfeasible for stimulation and recording of hundreds of individual neurons 

simultaneously. Moreover, membrane rupture for intracellular recordings can change the 

internal media and, along with stimulation, it causes a great impact in the cell viability, 

rendering it impossible for long-term studies63. A way to overcome the limitations imposed 

by this technique relies on the utilization of non-invasive, extracellular MEAs that enable 

long-term recordings and stimulation of large cell populations7.  

2.2.1 Microelectrode Arrays 

The first MEA was introduced by Thomas et al. in 197264. The authors’ aim was to 

design an approach that could capture long-term (days or weeks), multisite electrical 

activity in a convenient, non-invasive manner. Thus, a 2 by 15 array of 30 microelectrodes 

was created and tested by recording events on cultured embryonic chick heart cells. In 

1980, Pine65 reported on the correlation of simultaneous recordings of intracellular and 

extracellular action potentials, further establishing the MEA recording technique as 

valuable tool for the study of the dynamics of neuronal cultures. In this study, the activity 

of dissociated rat superior cervical ganglion neurons was recorded with a newly-developed 
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MEA with 32 microelectrodes that could capture signals of cells at a maximal distance of 40 

µm from the electrode, with a good signal-to-noise ratio (SNR). To allow for the correlation, 

individual cells near electrodes were recorded and stimulated with a penetrating 

intracellular micropipette. In the following years, the increasing reports on MEAs usage was 

noticeable and, alongside an overall technological and scientific progress, also was their 

quality and efficacy66,67. The first commercially available MEA systems appeared in the 

1990s and, although some researchers build their own accordingly to specific experimental 

purposes, many resort to these well-established, commercial models (Figure 5).  

MEAs are the result of a carefully designed process of micro-fabrication, consisting 

in a layered composition of microelectrodes, insulator and conductor layers, and a 

substrate6,7,56,68. The choice of materials is of utmost importance, not only for the best 

efficacy in signal acquisition but also considering the necessary close contact with the type 

of biological tissue to be recorded. Therefore, and ideally, these should all be nontoxic, 

and present good biocompatibility and adhesive properties. The electrodes are made of 

corrosion-resistant metals such as gold (Au), platinum (Pt) or titanium nitride (TiN), which 

prolongs the life, and allows for reuse, of MEAs. Each electrode diameter usually ranges 

between a few tens of micrometers, and these are insulated from each other, for example 

by silicon nitride (SiN). Finally, the substrate is typically made of a material like glass, 

which allows for good transparency and the observation of live cells under conventional 

microscopy.  

Since the pioneering studies, planar MEAs have been employed for multiple types 

of neural network preparations ranging from dissociated cell cultures to organotypic 

cultures and acute brain slices68. These extracellular microelectrodes can capture both 

local field potentials (LFPs), which reflect the electric potential of the media, and 

extracellular action potentials (EAP), the abrupt changes in the extracellular potential 

caused by a spike in a near cell7. Apart from passive recording, MEAs are also capable of 

enticing and control neuronal activity by the delivery of targeted electrical stimuli. The 

fact that these are not induced directly in the cell represents one advantage of these 

systems, as it prolongs their viability. Furthermore, when environmental variables such as 

temperature and pH are controlled, cultured neurons can maintain an electrically active 

network for more than a month68. Thus, this technology offers a convenient spatiotemporal 

recording platform suited for a range of applications including neurotoxic drug testing, 

characterization of single-unit and network neuronal activity, and synaptic plasticity. 

However, these systems also present some disadvantages comparatively to intracellular 

ones56. They record only extracellular signals and, as the coupling between the cell and the 

electrode is weaker, the SNR is far inferior. 
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Figure 5 – Commercially available 6-well MEA from Multi Channel Systems used on this 
work.  
6-well MEAs have six separate culture chambers, each with 42 recording electrodes. From 
Multi Channels Systems (https://www.multichannelsystems.com). 

2.2.2 Extracellular Action Potential 

The extracellular potential Vout of a spiking neuron modeled as a point source can 

be approximated from Coulomb’s law69,70: 

 

𝐹𝐹𝑜𝑜𝑜𝑜𝑜𝑜 =
𝐼𝐼

4π𝐷𝐷𝐷𝐷
, (14) 

 

where I is the amplitude of the point source current, σ symbolizes the conductivity of the 

extracellular space, and D represents the distance from the source to the recording point. 

However, considering the propagation of the action potential along the axon, whose length 

is significantly superior to the transactional radius, a model resembling a cylinder would 

better approximate the extracellular potential arising from a neuron than a point source. 

Thus, the line source approximation (LSA), which simplifies the three-dimensional 

representation of the distribution of membrane current, gives the following solution for the 

extracellular potential69,70: 

 

𝐹𝐹𝑜𝑜𝑜𝑜𝑜𝑜 =
𝐼𝐼

4π𝐷𝐷Δ𝑠𝑠
log �

√ℎ2 + 𝑟𝑟2 − ℎ
√𝐶𝐶2 + 𝑟𝑟2 − 𝐶𝐶

� , (15) 

 

where Δs is the length of the axon, r is the radial distance from the axon, h is the longitudinal 

distance from the end of the axon, and l = h + Δs is the longitudinal distance from the origin 

of the axon. In a practical sense, the wave form of the EAP will assume varying shapes 

depending on the position of the neuron and its relative position to the electrode. This 

https://www.multichannelsystems.com/
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perspective is easier to understand through the work of Gold et al.71, where a model of the 

time course of the extracellular potential during an action potential is simulated with the 

NEURON simulation environment72 (Figure 6). Additionally, in vivo simultaneous recordings 

of intracellular and extracellular activity of CA1 pyramidal neurons are compared with the 

predictions from the model, which is based on the same cells and includes 12 different 

voltage-gated ion channels modeled using the HH formalism71.  

 
Figure 6 - Simultaneous recording and simulation of intracellular and extracellular 
activity of CA1 pyramidal neurons.  
A) EAPs in the diagonal section crossing the soma and the location of the electrode (black 
dotted line). B) Comparison of the EAP simulated for the estimated electrode position and 
the recording. C) Comparison of recorded and simulated intracellular potential in the 
proximal apical trunk. D) Details of simulation for each compartment. First column 
represent the membrane potential for each location, while the second column gives the 
shape of the membrane current. Third column corresponds to the role of the current of 
different ions in the formation of the action potential. The three distinct phases of the EAP 
result from the changing dominance of ion currents. The last column represents the 
conductivity for the current of these ions. Adapted from Gold et al, 200671.  

Figure 6(A) displays a grid of EAPs relative to the position of the neuron and it can 

be seen that the shape of the waveform is proportional to the total membrane current, 

Itotal, represented in the second column of Figure 6(D), for the corresponding compartment, 

indicated by the white line directed at the respective row. Figure 6(B) is composed by two 

representations of an EAP, one real and one simulated. The black dotted line presents an 

enlarged image of the EAP the location indicated by the white dotted line in Figure 6(A) 

and how the simulated EAP (black line) can be superimposed. It is noticeable that the shape 

of the EAP shows three distinct phases, a brief positive peak, a sharp negative peak, and a 

longer positive period, slowly decaying back to rest. This triphasic shape is predicted by the 

model of sinks and sources for the flow of current in the extracellular environment73. When 

an axonal membrane is depolarized, it creates a potential difference between the 
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depolarized region and the neighboring resting zone, causing current to flow inward to the 

depolarized, or sink region. Thus, if there is an electrode adjacent to the axon in the sink 

region, it will capture a negative signal comparing to another distant electrode. On the 

other hand, the source corresponds to the neighboring area of the sink region and provides 

a source of current in that direction. Therefore, if there was an electrode adjacent to this 

area, it would record a positive signal in comparison to another distant electrode. Finally, 

the triphasic shape of the EAP can be explained by the propagation of the sink, represented 

by minus signs, along the axon membrane as exemplified, in a purely illustrative way, in 

Figure 773. If there is a stationary electrode adjacent to the axon, towards which the action 

potential is propagating, it will first capture a positive signal resulting from the source 

region. Then, a negative potential is recorded as the sink region arrives the position close 

to the electrode until, at last, the membrane repolarizes, serving once again as a source 

and providing a positive signal.  

 
Figure 7 – Representation of the triphasic waveform of the EAP generated by the source 
and sink model in an isolated neuron.  
(A) The region underneath the electrode is acting as a source and therefore records a 
positive potential comparing to a distant reference electrode. An AP can be seen 
approaching this area from the left, represented with minus signals. (B) When the 
membrane depolarization reaches the region of the recording electrode, a negative 
potential is recorded. (C) After the passage of the AP, the recorded region acts once again 
as a source, resulting in a positive potential. Adapted from Heinricher, 200473. 

The simultaneous recording of intracellular and extracellular potentials from a 

motor neuron of cat ventral horn is presented in Figure 874. One can observe the 

complementing shapes of the peaks and how the long positive period in the EAP corresponds 

to membrane repolarization. It is important to remark the different scales for both 

recordings. Since intracellular action potentials can only be detected intracellularly, the 

recording signal is considerably stronger than for an EAP, which, as shown in Figure 6 and 
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described in (15), gets weaker with distance from the cell. Thus, to appropriately detect 

an EAP, the electrode should be in a closely surrounding area of the spike origin (<100μm)7.  

 

 
Figure 8 – Simultaneous intra- and extracellular recordings of a spike showing the 
temporal relation of the recorded potentials.  
The difference in scale of the two recordings should be noticed. Adapted from Terzuolo and 
Araki, 196174.  

2.2.3 Technical Considerations of MEA based recordings 

2.2.1.1 Noise and Signal to Noise Ratio 

The SNR ratio can be simply defined as the comparison between the level of a 

desired signal, the meaningful information, to the level of background noise. It is a key 

measurement for the quantification of the performance of electrophysiological recording 

devices and, thus, an overall goal of MEA fabrication methodologies consists in achieving 

higher SNR values, with a typical target ratio of 5:1 or higher7. There are, for example, 

several methods described for the modulation of electrode impedance values during MEA 

production, as attaining low electrode impedance translates in higher SNRs6. Accordingly, 

it is utterly important to uncover and distinguish all possible sources of noise, understanding 

how and when it interferes with the signal, and ultimately allowing for the development of 

proper solutions. 

 

• Biological noise   

The electrode recording environment, either physiological or physiologically 

simulated, sustains electrical activity that may go beyond the ideally desired for direct 

analysis. This biological, or background noise, reflects the presence of electrical activity of 

other nearby cells, ionic activity, and also synaptic noise resulting from the inherently 

random nature of synapses. Therefore, the development of models that better simulate the 

variables that affect recording quality allow for a performance improvement of spike sorting 
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algorithms75–77. In such cases, the LFP is usually considered as background noise and so 

filtered out7. 

 

• Electrode-electrolyte interface noise. 

Another source of noise arises from the liquid-metal interface. At frequencies below 

10 Hz, charge and mass transfer processes in the electrode generate noise with a steep roll 

of 1/ƒ or even 1/ƒ2 78. Whereas for higher frequencies, more relevant to electrophysiology, 

thermal noise has been shown to play a bigger part79. 

 

• Device noise 

The design of the amplifier system, especially the front-end amplifier, should be 

carefully planned as it presents another source of noise. So, the aim is to guarantee that 

the signal acquisition system does not hinder the performance of the system due to noise7. 

Another hardware concern relies on the design of the analog-to-digital conversion (ADC) 

system. It originates quantization noise as a consequence of the signal discretization error. 

It is usually approximated as 1 √12⁄  times the magnitude of the least significant bit. The 

minimal resolution for the ADC in a MEA is typically 8-bit but, if the system employs an off-

chip ADC, the resolution is usually 16-bit or higher7. Finally, the power supply also provides 

noise in the 50/60 Hz bandwidth, which is mainly picked up at the connection between the 

electrode and the amplifier, due to the latter’s high impedance for that range of 

frequencies80. Thus, a common strategy to reduce this type of noise consists in minimizing 

the distance between the electrode and the amplifier.  

2.2.1.2 Effect of electrode size and density 

Larger electrodes have a higher probability of being physically closer to neurons 

and capture higher-amplitude spikes81. At the same time, these electrodes can capture 

signals from more neurons simultaneously82, which will result in a lower SNR. This effect is 

termed spatial averaging and reflects the blurring of high-amplitude, localized events with 

nearby small amplitude signals83. Additionally, size variation also has an impact in the 

impedance of an electrode and, consequently, in signal-attenuation, which is measured as 

the ratio between the impedance of the electrode and the amplifier7. In practice, electrode 

size is inversely proportional with signal-attenuation83,84. The probability of an electrode to 

be at the right spot to provide an optimal measure of EAPs can be solved with two possible 

strategies83. Considering the aspects discussed above, one can either resort to large 

electrodes, which have a higher probability of being near the activity source and, therefore, 

capture higher-amplitude signals, but at the expense of averaging the signal of various 

neurons. Or rely on dense arrays of smaller electrodes, which suffer a higher signal-
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attenuation, but possess an increased probability of one to be in the right spot and show 

reduced averaging effect. 

Finally, the size of electrodes has been reported in a wide range throughout 

literature, varying from 5 to 120 μm in diameter68. More recently, Viswam et al.83 reported 

a combined experimental and computational approach that elucidates on the matter using 

dissociated cell cultures and both organotypic and acute brain slices. Their results point 

out a dependence according to the nature of the signal, the relative position between the 

electrode and the signal, and the level of background activity. In sum, for small, localized 

axonal EAPs, the ideal size ranges between 1 μm x 1 μm to 16 μm x 16 μm, whereas for 

large perisomatic EAPs, it would be around 8 μm x 8 μm to 32 μm x 32 μm. 

2.2.4 Analysis of MEA electrophysiological data - extracting 
relevant metrics  

The treatment and processing of raw data obtained from MEAs is necessary as it 

allows the extraction of relevant electrophysiological information from otherwise distorted, 

convoluted, and noisy signals70. In the first place, the raw data needs to be filtered as a 

way to obtain higher SNR and reduce false positive rates. This can be achieved by applying 

a bandpass filter, usually with bandwidth of 200 - 3500 Hz, which allows the removal of 

low-frequency components such as LFPs and noise. It should be noted that filtering can 

result in an alteration of the shape of the detected EAP due to the addition of phase 

distortion.  

Spikes are the main unit underlying activity-describing metrics and, therefore, 

spike detection reflects a fundamental process. The most common method relies on using 

an amplitude threshold, which the signal has to cross to be considered a spike85. A high 

threshold value can result in the exclusion of valid spikes, while the choice of a low 

threshold is more probable to capture all significant events, but at the expense of also 

detecting false positives. Thus, it may not be a good option to choose an absolute potential 

value, but instead, use a threshold relative to a number, n, of standard deviations (SD) 

above the root mean square (RMS) of the baseline noise7,16. Typically, n is calculated 

dynamically over 500 ms and the threshold used in most studies range from 5 to 6 SD, though 

values of just 3 SD or up to 8 SD have been reported. Finally, after spike detection there is 

usually a phase of spike sorting in signal processing methods, allowing the categorization of 

spikes due to their shape and the identification of neuronal networks accordingly. However, 

this process is not relevant in the context of this work, which relies on the characterization 

of the longitudinal patterns of spikes. Mean firing rate (MFR) describes the ratio of total 

spike counting to the duration of the recording. Novellino et al. described the MFR as the 

best metric to represent electrophysiological activity in toxicology studies10. In this study, 

the methods of tissue culture, activity recording, and analysis were compared between 
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different laboratories. Among other parameters tested, MFR was found to be the most 

consistent metric of activity due to its pharmaco-sensitivity, easiness to extract, 

robustness, and effectiveness independently of the method applied by each laboratory. 

Accordingly, the use of this metric has been the most commonly reported in the 

methodology of MEA experiments16.  

A burst is a phenomenon that describes intermittent periods of increased spiking 

activity. These episodes can be either characterized in a single neuron, and it has been 

established how different phenotypes provide different bursting behaviors, or as a 

simultaneous activity across a neuronal network86. Bursting activity has been associated 

with several physiological functions such as information transport, as it is believed to be a 

more efficient method than single spikes, motor pattern generation, and network 

development and synchronicity in dissociated cell cultures. Additionally, it has been 

associated with memory, reward-oriented and exploratory behaviors in vivo, as well as a 

relevant information for the study of pathological conditions. There is still a lack of 

agreement towards the correct description of a burst and, although there are several 

techniques proposed to the identification of these, there is no single method that has been 

widely implemented. Some of these techniques rely, for example, in imposing a threshold 

for the interspike interval (ISI), which, similarly to the case of spike detection, improves 

when the applied parameters are adaptively chosen. Several other parameters can be 

analyzed as a function of spiking and bursting, depending on the experiment to be made87. 

These include the duration of a burst, the number of spikes in a burst and the ratio of these 

against all spikes, the interburst interval (IBI), and more complex measures regarding 

network function. 

2.3 Practical Applications of MEAs 

Owing to the electrical excitability of neurons, MEAs have been applied in a wide 

range of experimental designs in order to better understand the mechanisms underlying 

how the nervous system works. The observation of the evolving electrical activity, 

throughout time, in cultured neuronal populations, allows for a better gasp at temporal 

signatures of the developmental process of neuronal networks15. These networks of 

interconnected neurons usually display synchronous and oscillatory behavior, which are 

altered in the existence of pathological conditions such as epilepsy, autism, schizophrenia, 

and other neurological diseases. Furthermore, the nervous system is also especially 

sensitive to drugs, toxins, and other chemicals. Thus, MEAs have been widely used as a way 

to evaluate how different compounds alter neuronal communication, providing a powerful 

tool for screening such compounds in their potential to induce neurotoxicity or 

developmental neurotoxicity88. Apart from the observations of biochemical neuroactive 

agents, MEAs also offer a valuable tool to better understand how other variables, imposed 
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by our physiological boundaries, regulate the nervous system. As explained before, 

temperature has an undeniable impact in the generation and propagation of APs. There are 

several clinical conditions characterized by a temperature impact. For example, excessive 

exposure to high temperatures can lead to a heat stroke. Extreme febrile and hyperthermic 

states result in impairments in the regulation of body temperature. Additionally, it can also 

be caused by the consumption of certain compounds, such as some neuroactive agents. 

Thus, it is fundamental to further understand the influence of temperature variations in 

neuronal activity.  

In a recent study, Zwartsen et al. reported on the exacerbation effect of an 

hyperthermic state in the alterations of neuronal activity caused by psychoactive drugs in 

vitro89. Cortical rat neurons were cultured and grown on MEAs, and the pipeline of the 

experiment consisted of the observation of the effect of acute (30 min) and prolonged (4.5 

h) drug exposure, at 37°C and 41°C, and a following 19 h period, at 37°C, of drug washout 

before a final recovery measurement. At 37°C, both acute and extended exposure to 

relevant doses for recreational use of cocaine, MDMA and TFMP inhibited neuronal activity. 

While at 41°C, also methamphetamine produced an inhibitory effect, and these were in 

general more pronounced, and less prone to fully recover when compared to normothermia.  

Nevertheless, the first outcome of this study, regarding temperature-evoked 

differences in neuronal activity, is a remarkable contribution to the field since the 

information available concerning the sole effect of hyperthermia in the electrical activity 

of neurons in vitro is scarce. After an acute exposure to an increased temperature, a 

significant reduction in weighted MFR, weighted mean burst rate (wMBR) and weighted 

mean network burst rate (wMNBR) can be seen. Accordingly, but to a lesser degree, the 

(network) burst duration and ISI between (network) bursts also decreased. This tendency 

was only counteracted by a significant increase in the (network) IBI and its variation 

coefficient, which is a measure of burst rhythmicity. At the end of the prolonged exposure, 

the neuronal activity at 41°C was mainly similar to the observations after acute exposure, 

while at 37°C several parameters were altered, especially regarding burst activity. Notably, 

after the recovering period, both conditions converged to a similar pattern, with a 

significant change in IBI, (network) burst duration, and network ISI89.  

Another relevant study showed that a temperature increase to up to 40°C was 

reported to cause spreading depressions in rat hippocampal slices in vitro90. These are 

characterized by reduced spontaneous electrical activity, slow ion flow across the 

membrane, and negative potential changes. 

2.3.1 Impaired thermoregulation 

Body temperature is controlled by the brain. It integrates the sensorial inputs of 

the environment and subsequently applies adapting effector mechanisms in order to 
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produce, maintain or dissipate heat91. Nevertheless, since considerable amounts of heat are 

generated by the high levels of neuronal and metabolic activity, the brain itself is tightly 

regulated to maintain its own homeostasis. Thermorecording studies conducted in rodents, 

cats, dogs, and primates reveal a relatively large range of physiological variations in brain 

temperature, from 3 to 4°C91. Interestingly, it has been shown in mice that the body 

temperature between a sleeping state and wakefulness increases by around 2°C, whereas 

brain temperature only increases by around 0.8°C54. However, in situations of increased 

bodily heat production and/or insufficient heat dissipation, temperatures can rise above 

physiological limits, resulting in a state of hyperthermia.  

The CNS is known to be particularly vulnerable to hyperthermia. This rise in 

temperature can have infective and non-infective causes and worse clinical outcomes are 

usually associated with the duration of the episode, as well as with higher temperatures11. 

Non-infective manifestations may result from drug intake or heat illness, which is associated 

with extreme environmental conditions or demanding physical activity. The cellular 

mechanisms by which elevated temperatures induce neuronal clinical repercussions are 

unclear but are likely to be the consequence of a combination of factors, including the 

production of reactive oxygen species, hypoxia, and excitotoxicity. Hyperthermia can boost 

tissue metabolic rate, increasing the production of reactive oxygen species, and lower 

oxygen solubility, possibly resulting in hypoxia, which is specially a problem in in vitro 

preparations where oxygenation may already be minor92. Excitotoxicity is caused by 

excessive exposure to excitatory neurotransmitters, such as glutamate11, which can turn 

neurons more passive towards calcium influx, thus altering electrochemical gradients. 

The clinical outcomes associated with elevated body temperatures involve neuronal 

dysfunction, seizures, irreversible brain damage, coma, and death. Even acute and mild 

cases can cause cognitive impairment, which may, in some instances, turn permanent. The 

most common long-lasting dysfunctions associated with hyperthermia occur in the 

cerebellum11. Although hyperthermia and fever do not encompass the same molecular 

processes in the induction of increased brain temperature, both can cause seizures. Febrile 

seizures result from infection-induced fevers that go above 38°C and represent the most 

common cause of seizure in young children, affecting 3 to 5% of the pediatric population. 

Furthermore, magnetic resonance imaging shows occasional evidence of hippocampal 

atrophy after prolonged and local febrile convulsions93. Animal models have shown that 

seizures can be induced during development without necessarily being affected by 

infection, therefore implying that seizures can be triggered solely by a temperature 

increase in the developing brain94. Both in vitro and in vivo studies point to a hyperthermia-

induced hippocampal modification of neuronal excitability in immature rats, which may 

facilitate the development of epilepsy later in life95,96.  
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Currently, the standard of care for conditions characterized by disrupted 

thermoregulation consists in targeted temperature management, which comprises distinct 

strategies aiming to maintain a specific body temperature, along with medication97. 

Therapeutic hypothermia is the most effective neuroprotective strategy and has been 

employed in response to hyperthermic and hyperpyretic clinical scenarios resulting, for 

example, from ischemic strokes, traumatic brain and spinal cord injury, heat stroke, or 

infections of the CNS. This strategy may exert its therapeutic effects through different 

mechanisms, such as reduced brain inflammation and intracranial pressure, decreased brain 

cell apoptosis induction and necrosis, diminished production of free radicals and overall 

brain metabolism. An interesting remark can be done about the study reported by Curran 

et al.98, where they evaluated the effect of high temperatures in children within the autism 

disorder spectrum. Apparently, during febrile states, some children display less unusual 

behavior, which may imply a beneficial effect in the compromised neuronal activity 

sustained during disorder development.  



 

 

Chapter 3  

Materials and Methods 

3.1 Electrophysiological system overview 

Multi-Channel Systems (MCS, Reutlingen, Germany) is one popular choice of 

manufacturer for electrophysiology systems that, along with in vivo and patch clamp 

systems, provides systems for the in vitro analysis of extracellular recordings.  

This project was conducted using solely the MEA2100-System, which comprises two 

main components, a headstage and an interface board. The headstage (Figure 9(1)) is the 

core element of the system as it houses the MEA, and is responsible for data acquisition, 

signal amplification and also contains a stimulus generator to enable the targeted 

stimulation of the culture. Amplification is performed before the acquisition by an amplifier 

built-in the headstage, which is closer to the source and therefore ensures low noise levels. 

The system has a default hardware gain of 10 and a large resolution of 24 bits. It has an 

integrated A/D converter which allows data acquisition with changeable parameters 

through the software. The MEA2100-System is considered the most flexible system of the 

bunch, considering it offers various contact units for different MEAs (Figure 9(5)), with 

changeable headstages either for one 60, 120 or 256-electrodes’ MEA or two 60-electrode 

MEAs per headstage, and a modified set for perforated MEAs is also available. It is in the 

MEA that the recording process starts. These consist of a glass substrate of 5x5 cm with 

electrodes embedded in it. The electrodes typically measure between 10 to 30 µm and are 

displayed in a square grid, with an interelectrode spacing of 30 to 700 µm. The cells, or 

tissue slices, are cultured directly on the MEA, which can have a plastic ring to serve as a 

culture chamber. The headstage also has three integrated stimulus generator units that 

allow for the application of monophasic or biphasic rectangular pulses, as single pulses, or 
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pulse trains. Additionally, the MEA electrodes can be individually selected for stimulation, 

which can either be in current or voltage mode. The headstage is connected to the interface 

board, which receives the electrophysiological signals. Here, there is a Digital Signal 

Processor (DSP), a component which can assume the detection and analysis of signals 

directly, instead of the standard interfacing with the data acquisition computer. This 

change offers the possibility for real-time signal detection, filtering, and analysis of the 

acquired data, alongside optional stimulation.  

It is critical to note beforehand the right placement position for each type of MEA 

chip, considering that these are not rotationally symmetrical. For example, for 256 

electrode 6-well’ MEAs, the engraved serial number can be a useful marker. For its correct 

orientation, the MEA should be placed in a way that the serial number locates to the top 

left corner, when assuming a frontal view to the headstage opening side. Furthermore, the 

placed MEA should be pushed towards the bottom left corner in order to secure proper 

connection and readings. 

 
Figure 9 – The MEA2100 system headstage with an adapted stage top incubator for the 
maintenance of temperature and CO2 concentration.  
1) MEA2100 system headstage. 2) Ibidi stage top incubator lid. 3) 3D printed adapter for 
the proper connection between the incubating system and the MEA headstage. 4) 3D printed 
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support customized for the Ibidi lid. 5) Headstage plate where the MEA chip is housed, 
which allows for temperature control. 

3.1.1 Data acquisition software 

Additionally, it is fundamental to introduce the necessary software to interact and 

analyze the recording signals. The main interface to work with the MEA2100 system is the 

Multi-Channel Experimenter, which allows to monitor the data in “real-time” and modify 

the experimental protocol by changing, for example, the threshold for spike detection or 

the applied filter in the acquisition setup.  

The graphical interface is very user-friendly and offers a simple functional principle 

for the experimental design. The necessary instruments can be dragged from the left side 

of the panel to the white panel and linked together (Figure 10). These instruments have 

color coded ports, which are displayed either on the upper or lower side, according to the 

input or output flow of data, respectively. The color code represents different data types 

that can only be connected together when matching, except for the grey recorder input, 

which accepts any kind of data input. Furthermore, each instrument has an independent 

control window tab which can be accessed with a double-click. 

 

 
Figure 10 – Layout of MEA experimenter for the recording setup used in the 

work. 
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The same experimental design was systematically used throughout this project. It 

consisted of four distinct instruments, sequentially connected in the following order – 

MEA2100 (Data Sources), Filter (General), Spike Detector (Neuro) and Recorder (Recorder) 

(Figure 10). In the selected instruments there are, in total, 6 different color ports, excluding 

the grey recorder input. The MEA2100 has 4 possible data outputs: Blue, concerning 

electrode raw or filtered data, green for analog data, red for digital data and pink for 

trigger events. Regarding the spike detector, it has two output options: Orange, which 

concerns spike data, i.e., a fragment of data around the detected spike, and yellow, 

regarding just the time stamp of each spike. In this project, the connections were all blue 

to blue, except for the spike detector output, which was connected to the recorder through 

the yellow, or time stamp, port.  

Once properly connected, some options had to be changed in the control window 

tab for each instrument. Starting with the MEA2100, the sample rate was set to 10 kHz if 

not the default value. Additionally, in the MEA configuration panel below, the MEA layout 

was changed for the 6-Well-S layout (Figure 10). Regarding the filter settings, there is the 

option to select the type of filtering method. In this case, the digital filter implemented 

was a second order high pass filter with a cut off frequency of 200 Hz, which does not 

interfere with the EAP frequency band (200 – 3500 Hz). In the spike detector control 

window, the selected detection method was always “Threshold”, and both boxes for rising 

and falling edge were ticked and their values set to plus and minus 5 standard deviations. 

Detection by threshold means that, for each individual channel, the threshold is calculated 

by multiplying the chosen standard deviation by the noise. Once the “estimate” button is 

pressed, the threshold is calculated over the next 500 ms. One should always pay attention 

to the resulting threshold because, if there is spiking activity during the calculating 

duration, the threshold may be calculated with a wrong baseline (higher than it should be 

because of spikes) and, therefore, need to be calculated again. As for the recorder, it was 

used to change the file name and establish a timer for the desired recording duration.  

Finally, there is another essential program in the Multi Channel Suite package, the 

Multi Channel DataManager. It allows for the conversion of the data files recorded with the 

Experimenter into other file extensions. Indeed, all data files recorded were converted to 

the HDF5 file extension, which makes it easier to import by MATLAB in order to perform 

data analysis. 

3.1.2 Temperature control MEA2100-System and ibidi stage top 
incubator 

Temperature is a critical factor to control during the experimental design. 

Variations in temperature are known to affect cell activity and viability, representing a 

particular frailty for this system, especially during longer recordings. Hence, an external 
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temperature controller (TC02) from Multi Channel Systems was connected to the MEA2100 

system headstage, which has a heating element right below the MEA (Figure 9(5)). This 

element was set for 37°C, unless otherwise specified for specific purposes. The TC02 is 

equipped with PT100 sensors, providing the highest available accuracy for very precise 

temperature recordings. However, heating the MEA solely from below will lead to a vertical 

temperature gradient and condensation of cell medium. In order to solve this problem, an 

adapted external stage top incubator from ibidi was used (Figure 9(2)). The Heating and 

Incubation Systems (ibidi Stage Top Incubation System, ibidi GmbH) allow for an 

environment more similar to physiologic conditions by active humidity control as well as 

temperature and CO2. Therefore, and unless specified otherwise, the glass lid is set to 42°C 

to prevent condensation, and CO2 is sustained at 5%. Additionally, the ibidi Heating system 

has a type K thermocouple (TC-K, +/- 2.2°C) external temperature sensor, which was used 

to measure and help control the temperature in the medium inside the MEA. All these 

systems have computer softwares that allow for online control of all settings and data 

recording for monitoring long-term experiments. 

3.2 Electrophysiology recordings 

3.2.1 6wells MEAs 

Throughout the present project we used MEAs with 256 electrodes, evenly split 

across 6 wells, which allow for six separate cultures in each MEA and each experiment 

repetition (Figure 5). 256-6wellMEAs are comprised of 252 recording electrodes, six for 

reference, which are located around each block, and four ground electrodes. The 

electrodes are made from TiN with a SiN isolator and embedded in a transparent glass 

substrate of 49 x 49 x 1 mm, delimited by a 10 mm high macrolon ring with six round 

chambers. Each well has 42 electrodes displayed in a 7 x 6 grid, granting 200 µm center-to-

center distance between each 30 µm electrode. Such diameter results in an impedance of 

less than 100 𝐾𝐾𝐾𝐾. Additionally, there is a double layer of contact pads around the rim of the 

MEA, which are made of transparent indium tin oxide (ITO) and provide contact to the signal 

amplifier.  

3.2.2 Preparation of MEA for cell culture  

3.2.2.1 Surface coating 

For the preparation of MEAs for cell culturing, these must initially go through a 

process of surface coating. First of all, the MEAs undergo a step of plasma cleaning. Then, 
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these are incubated overnight at 37°C with 0.01 mg/ml poly-D-Lysine (PDL, Corning) diluted 

in sterile water, then washed at least 3 times with sterile water and left to completely dry 

under sterile conditions. Subsequently, the MEAs were incubated at 37°C with 5 μg/ml 

laminin isolated from mouse Engelbreth-Holm-Swarm sarcoma (Sigma-Aldrich Co.) diluted 

in Neurobasal medium, for at least 2h, before being removed in the moment immediately 

preceding cell seeding.  

3.2.2.2 Cell culture 

The hippocampal neuronal cultures were prepared by Dr. Miguel Aroso (NCN, i3S) 

and José Mateus (NCN, i3S). Experimental procedures involving animals were carried out 

following current Portuguese laws on animal care (DL113/2013) and the European Union 

Directive (2010/63/EU) on the protection of animals used for experimental and other 

scientific purposes. The experimental protocol (reference 0421/000/000/2017) was 

approved by the ethics committee of the Portuguese official authority on animal welfare 

and experimentation (Direção-Geral de Alimentação e Veterinária). All possible efforts 

were made to minimize the number of animals and their suffering.  

The cell culturing experimental procedures were performed according to the 

following protocol: 

Primary embryonic rat hippocampal neurons were isolated from Wistar rat embryos, 

which were removed from the pregnant rat at Embryonic Day 18 (E18).  

The following tissues were dissected in 5 ml of Hank’s Balanced Salt Solution (HBSS) 

(Cytiva HyClone™, Thermo Fischer Scientific), without Ca2+ and Mg2+, which would inhibit 

the action of the Trypsin used in the following step. A trypsin solution is prepared by 

dissolving 7.5mg of Trypsin in 5 ml of HBSS and, at last, sterilized by filtering with a 0.22 

μm filter. 2.3 ml of the trypsin solution were then added to the HBSS containing the 

hippocampal tissue for enzymatic digestion and  incubated for 15 min at 37°C, except for 

a brief agitation every 5 minutes.  

Subsequently, the supernatant was discarded, and the tissue fragments were 

washed once with 5 ml of a trypsin inactivation solution composed of 10% (v/v) heat-

inactivated fetal bovine serum (hiFBS) (biowest, LabClinics) in HBSS, and twice with HBSS 

to remove hiFBS from the solution. Finally, the supernatant was once again discarded and 

replaced with 5 ml of a Supplemented Neurobasal medium (Gibco, ThermoFischer 

Scientific), containing 2% (v/v) B27 (supplement to support growth and viability of 

hippocampal and other CNS neurons), 0.5 mM glutamine, 1% (v/v) penicillin/streptomycin 

(P/S, 10,000 units /ml penicillin and 10,000 μg/ml streptomycin) (Gibco, ThermoFischer 

Scientific), and 1% (v/v) amphotericin B (Cytiva HyClone™, Fisher Scientific).  

At this point, the tissue was further dissociated with the mechanical aid of a 5 ml 

plastic pipette and, sequentially, the suspension was filtered with a 40 μm nylon strainer 
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(Falcon, Enzifarma), to exclude remaining tissue clumps. Then, 10 μl of the cell suspension 

are mixed with 10 μl of HBSS and 10 μl of trypan blue (0.4% (w/v)) (Sigma-Aldrich Co.) to 

prepare for the counting of viable cells. The trypan blue exclusion assay allows for the 

identification of viable cells because only cells with compromised membranes are 

permeated by the dye. Accordingly, 5x104 viable cells suspended in 200 μl of the 

Supplemented Neurobasal medium were seeded in each well of the previously coated 6-

well MEA. Independently of the experiment recording protocol, during the intervening 

period, the cultures were always kept in a humidified incubator at 37°C, supplied with 5% 

CO2 and subjected to medium replacement every 2/3 days. 

3.2.3 Temperature Experiments 

3.2.3.1 System temperature calibration 

Headstage plate temperature was incremented by 1°C every 20 minutes, starting 

at 37°C and finishing at 45°C. Throughout the whole time, the temperature in the medium 

inside a random well of the 6 well MEA was measured with an external temperature sensor, 

TC-K, connected to the ibidi Heating System. To start with the 1°C increment in the 

headstage plate temperature, the recording temperature in the medium was first left to 

stabilize at the initial 37°C. The temperature data of both the headstage plate temperature 

and the temperature measured inside the medium were monitored every 10 seconds with 

the softwares associated with both the TC02 from Multi Channel Systems and the ibidi 

heating system, and later used for the system calibration.  

3.2.3.2 Temperature impact on neuronal electrophysiology.  

Recordings were conducted with cells at DIV18. The headstage plate temperatures 

were set to 42°C and 45°C in order to replicate physiological (37°C) and hyperthermic 

(42°C) conditions in the medium throughout the whole recordings. The temperature inside 

the medium was left to stabilize before recording neuronal activity in each condition.  

Additionally, we observed that the TC-K sensor was evoking an intercalating 

biphasic noise signal. Therefore, the temperature in the medium was only measured until 

the recording started and right after it finished. Electrophysiology was recorded for 1 hour 

in each condition.  
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3.2.3.3 Selective Inhibition of TRPV4 activity. 

Electrophysiology experiments of the effect of RN1734 (TRPV4 inhibitor) were 

conducted after the recordings described above. However, to restore the initial conditions, 

the headstage plate was left to cool down and, meanwhile, the MEA was kept in the 

incubator. Then, RN1734 was added to the medium and the MEA was put back in the system 

to stabilize at 37ºC in the medium. Subsequently, the experimental design was as described 

in section 3.2.1.3.   

The antagonist RN1734 was obtained from Sigma-Aldrich Co. for the selective 

inhibition of TRPV4 activity. A stock solution of RN1734 (10 mM) was initially prepared in 

DMSO. For any experiment, an aliquot of the stock solution was first diluted in HBSS (1:10) 

and, subsequently, 4 μl of this solution were added to the medium (400 μl), in order to get 

the desired concentration of RN1734 (10 μM) and also, ascertain that the final concentration 

of DMSO in the medium during the electrophysiological recordings was 0.1% or less.  

3.2.3.4 Activity Metrics 

Excluding the synchrony measure, which is directly given for the whole well, the 

first step was to calculate the mean of each metric for every active electrode and, 

subsequently, the mean for each well. Then, for each of the following activity metrics, the 

values for the physiological condition (37°C without RN1734) were considered as 100% and 

the values for the other conditions were calculated as a percentage of those values 

((parameter at condition/parameter at baseline (37°C without RN1734))*100) for each well. 

Finally, the mean of the percentage variation for each condition was calculated from all  

considered wells, or cultures (N = 19 for hyperthermia experiments without RN1734, N = 14 

for hyperthermia experiments with RN1734 and N = 5 for TRPV4 temperature activation 

experiment with RN1734). Outliers were removed with the MATLAB function ‘rmoutliers’, 

where an outlier can be defined as a value more than 1.5 interquartile ranges above the 

upper quartile or below the lower quartile of the data.  

Regarding the definition of each metric, some important remarks should be 

considered. Active electrodes were selected as those which had a minimum firing frequency 

of 0.1 Hz. The firing rate, in Hz, is calculated by dividing the number of detected spikes by 

the duration time of the recordings, in seconds. The burst rate is calculated in a similar 

manner, only considering the number of bursts instead of the number of spikes. A burst was 

defined as a group of spikes with at least two consecutive spikes with a maximum time 

delay of 10ms between such spikes detected in the same electrode. Interburst interval 

reveals the period between the end of a burst event and the beginning of the next one. 

Finally, the synchrony measure uncovers the level of synchrony of the neuronal network 

according to temporal fluctuations of a global variable, such as instantaneous spike activity, 
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as it is the case in this project. Therefore, in a synchronous state there are observable, 

well-defined global variations whereas, in an asynchronous state, the variance of such 

variable decreases/approaches a time-independent limit as the population grows. The 

variance, σ2, of a random variable V is calculated as the squared deviation of its averaging, 

at a given time, t: 

𝜎𝜎𝑉𝑉2 = 〈[𝑉𝑉(𝑡𝑡)]2〉𝑡𝑡 − [〈𝑉𝑉(𝑡𝑡)〉𝑡𝑡]2 20 

Furthermore, the synchrony quantification, X, can be normalized by the average 

fluctuations of such variable for each culture, in order to return a value between 0 and 1, 

corresponding to a totally asynchronized spiking behavior and a state of full synchrony, 

respectively:  

𝑋𝑋2(𝑁𝑁) =
𝜎𝜎𝑉𝑉2

1
𝑁𝑁∑ 𝜎𝜎𝑉𝑉𝑖𝑖

2𝑁𝑁
𝑖𝑖=1

21 

The representation of the evolution for each metric between conditions was 

represented as a spider plot adapted from the following - Moses (2021). spider_plot 

(https://github.com/NewGuy012/spider_plot), GitHub. Retrieved September 15, 2021.  

3.2.4 Statistical analysis 

Statistical analyses were performed on MATLAB using the Paired Sample t-Test, 

which allows to identify statistical differences between measurements taken from the same 

population at two different conditions. Differences between groups were considered 

statistically significant when p < 0.05. 

3.2.5 Activity patterns in long duration recordings 

The experiments for long-term dynamics of neuronal networks were conducted with 

cells at DIV 7 and 14. After placing the MEA in the system, as in common practice, the cells 

were left to stabilize its activity before starting the recordings. For these experiments, the 

temperature in the headstage plate was kept at 37°C. Additional recording settings were 

kept as described in section 3.1.1.



 

 

Chapter 4 

Results and Discussion 

4.1 Cell medium temperature calibration during 
electrophysiological recordings 

In order to properly access the impact of temperature in the electrophysiological 

activity of cultured hippocampal rat neurons, it is first necessary to verify if the cell 

cultured MEA is correctly maintained at physiological temperatures throughout the 

recording duration and, ultimately, if hyperthermic conditions (39°C) can be kept in a 

controlled, replicable manner.  

Thus, the starting point was to record the real temperature in the cell medium 

inside the MEA during a typical protocol. MEAs are kept in an incubator, at 37°C, during the 

intervening period and immediately put in the headstage of the MEA2100 system when taken 

out to start each experiment. The desired temperature is controlled by two different 

elements in our electrophysiological apparatus, one connected to the headstage and an 

adapted external stage top incubator. Typically, the headstage is set to 37°C and the stage 

top incubator to 42°C in order to prevent a vertical temperature gradient and, 

consequently, condensation.  

The temperature in the medium was then monitored with a TC-K sensor and left to 

stabilize at the desired physiological temperature. However, such conditions were not 

attained as the temperature tended to stabilize at around 33,6/34°C after a reasonable 

amount of time (30 minutes). Furthermore, we sought to understand what temperature 

would be recorded in the medium inside the MEA when inducing an hyperthermic state. The 

headstage heating plate was set to 40°C and, after a similar stabilizing interval, the 

temperature was observed to tightly fluctuate around 35,5°C.   
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At this point, it was fundamental to validate the accuracy of the TC-K temperature 

sensor and verify the accordance between the temperature set to the headstage plate and 

the real temperature at its MEA-contacting surface. 

Therefore, a convenient way to test the TC-K sensor at physiological temperature 

was to use a calibrated incubator. The sensor was placed inside the closed incubator at 

37°C and left recording for an hour (Figure 11). As it can be seen, the temperature seems 

to oscillate around 36.7°C, which, although not parallel with the input, is clearly closer to 

that value (< 0.5°C) than it was in the experiment above (> 3°C), meaning that the accuracy 

of sensor is not significantly compromised. Additionally, it should be noted that this 

thermosensor has an associated error of ±2.2°C which, although substantial, does not 

explain the difference between the temperature set in the headstage plate and the one 

measured in the medium inside the MEA.  

 
Figure 11 – Comparison between the incubator temperature and the temperature 
registered in the sensor. 

Subsequently, it was logical to verify that the headstage heating plate was working 

correctly. Thus, the thermo sensor was attached to the MEA-contacting surface of the 

headstage and the recorded temperature was tested according to the input. It is important 

to mention that the solid-on-solid interface between the sensor and the plate lacks 

appropriate heat insulation and, therefore, the recorded temperature will, inevitably, be 

slightly lower than the input (Figure 12). 

 
Figure 12 – Comparison of the temperature set in the MEA recording system and the 
temperature recorded by the sensor while in contact with the heating plate.  
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As shown in Figure 12, the temperature measured with the sensor is loosely similar 

to the input and accurately follows the 1°C increasing steps, meaning that the heating plate 

of the headstage is working properly.  

Considering the previous results, how the sensor and the heating systems are 

apparently working properly, one can assume that the incompatibility between the desired 

and the recorded temperature may be due to insufficient insulation and heat dissipation. 

Thus, it was then necessary to establish a correlation between the temperature imposed by 

the system and the “real” recorded temperature in the medium inside the MEA, as well as 

to understand the time scale necessary for such condition to stabilize or, at least, vary 

insignificantly for the experiment duration.  

Thus, the following experimental design consists of continuously recording the 

temperature in the medium inside the MEA, while incrementing 1°C in the headstage plate 

every 20 minutes, from 37°C to 45°C (Figure 13(A)). 

Before each repetition of the experiment, the MEA was taken from the incubator, 

immediately put on the MEA2100 system, and left for 30 minutes to stabilize thermically. 

The starting recorded temperature was quite homogenous throughout repetitions: 33.76°C 

(±0.09°C). It should be noted that longer stabilizing intervals could indeed lead to an 

increase in the temperature reached, although slow and therefore impractical for typical 

experimental designs, which frequently last for periods shorter than 20 minutes16.  

A tendency for an increase of discrepancy between the temperature recorded by 

the sensor and the temperature set in the heating plate can be noted throughout stages. 

This difference was determined for the last value measured in the medium before the 

increase in temperature at the headstage plate. In average, for each 1°C increase, the 

recorded temperature would only increase 0.68°C ± 0.09°C. Such tendency highlights the 

relevance in understanding what mathematical model better fits the data as a predictor for 

future experimental designs (Figure 13(B)). A linear regression seems to perfectly fit the 

data, returning a high R2 value, which represents smaller differences between the observed 

data and the fitted values, and more precise predictions. Attending to the proposed 

experiments, the fitting equation can now be used to know at what temperature the plate 

should be to attain both 37°C and 39°C at the cell medium inside the MEA. Respectively, 

the returned values are approximately 41.7°C and 44.7°C.  
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Figure 13 – Calibration of temperature control in the MEA system.  

A) Comparison between the temperature set in the headstage plate and the “real” 
temperature recorded in the medium inside the MEA for 1°C incrementing steps every 20 
minutes. The temperature at the left of each dotted line corresponds to the difference 
between the headstage temperature and the mean temperature in the sensor (mean of all 
repetitions) immediately before increasing temperature. B) Linear regression of the 
relation between the temperature at the plate and the temperature reached in the 
medium. C) Representation of the tau value for each temperature transition.  

Right after each 1°C increment in the system (Figure 13(A)), one can observe that 

the recorded temperature repeatedly presents a faster increase in the first minutes and 

then tends to assume a slower increasing pace while seemingly reaching a stabilizing 

plateau. This profile, which can be observed for each temperature transition (Figure 14), 

fits the following exponential equation:  

𝑦𝑦 = 𝑎𝑎 ∗ �1 − 𝑒𝑒(−𝑥𝑥 𝑡𝑡𝑡𝑡𝑡𝑡⁄ )� + 𝑐𝑐; 

The tau value is defined as the time interval necessary for the temperature to reach 

2/3 of its maximum value, i.e. the stabilizing temperature. Thus, for each 20-minute time 

interval of temperature transition in each repetition, the tau value was extracted and 

shown in Figure 13(C). During the first two temperature transitions, the tau value is 

observably higher than for the remaining transitions, which display more similar values. 



44  Results and Discussion 

 

However, this difference is not considerably significant since all values are almost contained 

in a 1-minute interval. Therefore, we recommend a 10-minute interval (slightly above the 

maximum tau observed) between the setting of a new temperature and the beginning of 

the recording. 

 
Figure 14 – Exponential fit to a representative temperature increase in the cell medium 
over 20 minutes.  
The chosen profile represents the increase in temperature in the cell medium for the 
transition between 44°C and 45°C.  

4.2 Impact of hyperthermia on neuronal activity  

Once understood the correlation between the temperature set at the MEA2100 

system and the temperature measured at the cell medium inside the MEA, our aim was to 

observe the impact of hyperthermic conditions in the electrophysiology of cultured 

hippocampal rat neurons. 

Thus, the established experimental design consisted of consecutive recordings of 

electrophysiology at physiological temperature (baseline) and the hyperthermic state, 

39°C, for 1-hour periods. To achieve these temperatures at the cell medium inside the MEA, 

the temperatures in the system was respectively set to 42°C and 45°C. Prior to each 

recording moment, either at the start of the experiment or during the heating phase, the 

culture was first left to reach the desired temperature.  

The effect of heating in electrophysiology was accessed through the computation 

of a variety of activity characterizing metrics.  

Figure 15 depicts a representative profile of the heating effect in the MFR recorded 

at each electrode for all the wells in a MEA (Figure S1-Figure S3 for other MEAs). For every 

well, the number of electrodes considered corresponds to the total of active electrodes in 

either one or both conditions, even if below the established minimal firing rate threshold, 
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0.1Hz, for one of the temperatures. In general, the MFR of each population decreases by 

approximately half of its initial value. This tendency can be clearly followed at each 

electrode level and, even though plenty electrodes display comparably reduced firing rates, 

these would, almost invariably, decrease further at 39°C, even to the point of no recordable 

activity. These results suit the scarce literature regarding the impact of temperature 

increase in hippocampal neurons, where a decrease of neuronal activity was shown by 

optogenetics, but not electrophysiology12. Recently, Zwartsen et al. studied the impact of 

heating in the electrophysiology of rat primary cortical cultures in vitro. Similarly to our 

results, here they showed a depression in the MFR of the cultures by approximately 25% 

both during acute exposure (30 min) to increased temperature as wells as after a prolonged 

period of exposure (4.5 h)89. However, it is necessary to retain that the temperature 

mentioned as hyperthermic was 41°C.  

 
Figure 15 – The effect of hyperthermic conditions (39°C) in the MFR for all wells of an 
MEA (15-04-2021).  
All electrodes active for one or both conditions were considered. * Indicates a temperature-
induced significant difference (p < 0.05). 

Furthermore, we explored the effect of an hyperthermic state in other 

characterizing metrics of neuronal activity. Figure 16 shows the distinctive variation profiles 

for each metric in the 6 populations of a 6-well MEA (Figure S4-Figure S6 for other MEAs). 

The evolution is displayed as the percentage variation from each parameter at 39°C to the 

parameter at baseline, 37°C, which is normalized as 100%.  

Firstly, one can notice that the number of active electrodes is either maintained or 

decreases throughout conditions. As seen in Figure 16, the firing rate considerably 

decreases to values between 25% and 50% lower than those at the baseline condition, and 

this tendency is tightly followed by the bursting rate. This fact elucidates a trait in the 

variation profile as, even though there is a decrease in overall activity, the firing rate and 

burst rate are kept at a similar ratio. Only in well C do both metrics decrease more than 
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usual, but it should also be noticed that the number of active electrodes in this well is 

considerably lower, which insinuates an overall activity depression in this culture.  

 
Figure 16 – Effect of an increase in temperature (39°C) on a set of activity-
characterizing metrics for each well in an MEA (15-04-2021).  
The evolution is displayed as the percentage variation from each parameter at 39°C to the 
parameter at baseline, 37°C, which is normalized as 100%. 

Regarding the bursting activity itself, we proceeded to the observation of both the size of 

each bursting event and the interburst interval, which are two relevant traits of the 

information conveyed in the electrical activity of neurons. In three cultures (well C, A and 

E), burst sizes are loosely similar between conditions, however in well D, B and F, there is 

an increase of at least 50%. Concerning interburst intervals, there is no apparent pattern in 

its variation throughout conditions. It can be maintained at slightly similar values as in well 
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D and E or increase considerably. In well B there is an exaggerated rise in the values of 

interburst interval, which may be explained by the temporal disposition of the activity. At 

37°C, the bursting activity may have been condensed in a continuous interval, or present 

throughout the whole recording. In contrast, 39°C may have been characterized by several, 

substantially distant, discrete periods of activity that may have influenced an increase in 

the mean of all interburst interval values for that well. Finally, the synchronicity of the 

cultures either registered an increase of up to 50% or maintained the baseline value.  

At this point, to properly evaluate the impact of hyperthermic conditions on the 

electrophysiology of dissociated rat hippocampal neurons, the mean of the data regarding 

each metric of each culture (well) for both conditions were gathered and, once again, 

compared as the percentage of variation between the baseline (37°C) and 39°C. This  data 

corresponds to a total of 19 individual wells across 4 different MEAs and is displayed in 

Figure 17, as the mean of the variation percentage in all cultures, with the color filled area 

representing the respective standard deviation.  

 
Figure 17 – The effect of an hyperthermic condition (39°C) on neuronal activity.  
The data from each repetition was joined together as the mean value for each metric. The 
effect of heating is displayed as the percentage variation from each parameter at 39°C to 
the parameter at baseline, 37°C, which is normalized as 100%. The value of these 
percentages and respective SD is shown below each metric. The color filled area represents 
the respective standard deviation. * Indicates a temperature-induced significant difference 
(p < 0.05). 
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In general, with the increase in temperature, there was a discernable tendency for 

the number of active electrodes to decrease (-32.9% ± 28.1%), possibly reflecting the overall 

reduction of the activity due to heating, as stated in literature12. It should be kept in mind 

that only electrodes with activity superior to a 0,1 Hz threshold are considered. Our results 

show a significant decrease of the firing rate by 33% (±36.3%), which is in accordance with 

Zwartsen et al., where the firing rate was reduced by approximately 25% both during a 

period of acute exposure and after a prolonged exposure, as stated before.  

Additionally, in our results, the only other metric that suffers a considerable 

reduction is the burst rate. The 42.6% (±36.9%) difference is in accordance with the overall 

reduction of activity in the cultures but shows a larger reduction than that described in 

literature. The effect of an acute exposure to 41°C was sensibly half the percentage 

registered by us and, after a prolonged exposure the difference was considerably higher, 

as they only measured a 5% difference between the baseline condition and 41°C.  

The burst size represented the biggest increase in the metrics we calculated - 47.2% 

(±99.0%) – however, the value of the standard deviation is remarkably broad, and it should 

be noted that the burst size can, with a considerable probability, be lower than that of the 

baseline. There are no corresponding studies in literature but, Zwartsen et al. did measure 

the variation of a similar metric, the burst duration (average time between the first and 

last spike inside a burst, in seconds). Interestingly, in their experiments, the burst duration 

always decreased with the increase in temperature. Additionally, in our results, the mean 

interburst interval value increased 16.6% but also presents a wide standard deviation, 

±58.3%, which encompasses values below the baseline. Zwartsen et al. registered an 

increase in the interburst interval superior to our results, but then again, these values are 

contained in the wide range of the standard deviation. Finally, we describe an overall 

increase in the synchronization of the network by 28.0% (±28.1%). 

In sum, when comparing the electrical activity of primary hippocampal neuronal 

networks at a physiological temperature (37°C) and hyperthermia (39°C), we could observe 

an overall reduction of activity due to heating. 

4.3 Molecular mechanisms of temperature’s effect on 
neuronal activity – Inhibition of TRPV4 by RN1734 

The molecular mechanisms by which hyperthermia alters normal neuronal activity 

are still scarcely understood. This effect is believed to have multiple pathways, but one 

plausible mechanism to participate in such impact revolves around the action of ion 

channels of the TRP family. TRPV4 is expressed in hippocampal neuronal populations, where 

it has been described to have a temperature activation threshold of around 34°C34,35. By 

employing whole-cell patch clamp, it was found to be involved in neural excitability through 

the modulation of the resting membrane potential. The normal resting membrane potential, 
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when compared with the application of ruthenium red, a pan-TRP inhibitor, or TRPV4KO 

cells, was considerably more depolarized and therefore more prone to elicit spiking events. 

Furthermore, the same effect was later confirmed in hippocampal granule cells of slice 

preparations, and a reduction of activity in EEG was also observed in TRPV4KO mice40. 

Consequently, we sought to explore the influence of TRPV4 as a transducing agent of 

heating into the dynamics of extracellular electrophysiology in in vitro dissociated rat 

hippocampal cultures.  

To verify the possible action of TRPV4 in the reduction of neuronal activity due to 

heating, we used a specific antagonist - RN1734 (10 µM). After the proceedings described 

before, there was an initial cooling step where the temperature in the headstage plate was 

set to 42°C and the temperature in the medium inside the MEA was left to stabilize once 

again at 37°C. Then, the inhibitor was added to the cultures and the activity was recorded 

as already described. 

The activity profiles of the 3 different conditions - 39°C, 37°C + RN1734 and 39°C 

+ RN1734 – are also shown, in Figure 18, as the percentage of variations relative to the 

baseline condition of 37°C and the respective standard deviations. For this analysis, we 

considered a total of 14 wells distributed across 4 MEAs. Firstly, the variations observed at 

39°C were clearly consistent with the results mentioned above, presenting only a 

substantially wider range of values for the interburst interval. However, the presence of 

RN1734 lead to an almost complete cessation of activity at both temperatures tested: at 

37°C the firing rate got close to a 70% reduction (± 22.9%) and close to 80% (± 12.9%) at 

39°C. 

Following the same tendency of the firing rate, the burst rate suffered a decrease 

of about 90% at 37°C + RN1734 and almost complete at 39°C + RN1734, where only one 

bursting event was registered throughout all wells. This fact justifies the inexistence of 

standard deviation values in the burst size scale for this condition, as well as the interburst 

interval value, which is, understandably, 0. At 37°C + RN1734, the interburst interval took 

a disproportionately large increase due to the spacing between the scarce bursting events, 

which saw a considerable diminution in its rate. However, the burst size was kept similar 

to the baseline condition(90,4% ± 42.5%). Finally, at 37°C + RN1734, the synchronization of 

the network had an increase of 43.4% (± 88.3%), although with a wide range of standard 

deviation, while at 39°C + RN1734, the increase was considerable accentuated (240.7% ± 

123.8%). 

In sum, the inhibition of TRPV4 led to a large diminution of activity, which is more 

pronounced with heating. Therefore, the normal functioning of TRPV4 is not the main 

reason for the activity reduction registered when increasing temperature. 
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Figure 18 – Comparison of the activity profiles between baseline (37°C) and three 
different conditions: 39°C, 37°C + RN1734, 39°C + RN1734.  
The data from each repetition was joined together as the mean value for each metric. The 
effect of heating is displayed as the percentage variation from each parameter at one of 
the three conditions (39°C, 37°C + RN1734, 39°C + RN1734) to the parameter at baseline, 
37°C, which is normalized as 100%. The value of these percentages and SD is shown below, 
or at the side of each metric, accompanied by the color representing each condition. In the 
39°C + RN1734, burst related metrics have no SD, this is due to fact that there was only 
one burst event across all cultures. The color filled area in the graph represents the 
respective SD. * Indicates a temperature-induced significant difference (p < 0.05). 

As described in literature, the activation temperature for TRPV4 in hippocampal 

neuronal cells is close to 34°C and therefore, the application of RN1734 in a culture at a 

temperature lower than that would ideally have no discernable effect35. Thus, we 

conducted a smaller experiment where the temperature in the headstage plate of the 

electrophysiology system was set to 35°C in order to record the activity at 32°C in the 

medium inside each well of the MEA. The MEA was left to stabilize at the desired 

temperature and its activity recorded for one hour before adding RN1734 and record 

another hour. 

Figure 19 depicts the profile of the percentage of variation and respective standard 

deviation. In sum, there is a considerable decrease in the number of active electrodes and 

an even more accentuated reduction in the firing rate and burst rate. Burst size and 

synchrony are loosely similar to the baseline condition but the interburst interval shows a 

large increase, which is expected due to the diminution of the burst rate.  



Results and Discussion  51 

 

Considering the selectivity of RN1734 towards TRPV4 and the application of the 

concentration standardized across literature (10 µM), one would not expect such a 

reduction of neuronal activity. Thus, we are left questioning the reference activation 

temperature for TRPV4 and the possibility for it to be lower than assumed. For hippocampal 

neurons, as observed by Shibasaki et al through Ca2+ fluorescence imaging, heat-evoked 

increase in cytosolic Ca2+ caused by TRPV4 was seen at 33.7°C but not at the inferior 

temperature step shown (30.3°C)35.  

 
Figure 19 – Effect of RN1734 on neuronal activity at 32°C (below the expected 
activation temperature of TRPV4).  
The effect of heating is displayed as the percentage variation from each parameter at 32°C 
+ RN1734 to the parameter at baseline, 32°C, which is normalized as 100%. The value of 
these percentages and respective SD is shown below each metric. The color filled area 
represents the respective standard deviation. * Indicates a temperature-induced significant 
difference (p < 0.05). 

4.4 Search for patterns of activity in long-term recordings 

As previously stated, there is no literature regarding long-term dynamics of primary 

neuronal cultures on MEAs. Understanding possible patterns of activity  would be of great 

assistance in the identification of ideal recording intervals, i.e., the smaller interval which 

is representative of the cultures activity for the whole day, for cultures at different stages 
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of maturation – DIVs. Past studies on longer recordings done by our group did hint the 

possibility to discern certain patterns of activity, however, these observations were not 

performed in a systematized way. 

Thus, in this part of the dissertation, we sought to identify such specific dynamics 

of activity. We conducted 24 hours recordings of electrophysiology on primary hippocampal 

neuronal cultures at both DIV 7 and 14, stages which were chosen according to the known 

distinct activity profiles. Typically, at DIV7, the network is still in its maturation phase, still 

establishing synaptic connections and, therefore, exhibiting less electrical activity. On the 

other hand, at DIV14, cultures are usually already at a more mature stage that is 

characterized by more constant firing patterns14–16. 

For our initial approach, we started by observing the raster plot – the display of 

spiking activity registered by the electrodes over time – in search for visual cues of 

periodicity (Figure 20(A)). Subsequently, and to help visualize possible patterns, the activity 

was submitted to subsampling to obtain a “spike train” – the concatenation of all spiking 

events in all electrodes of a well for a specified time window (Figure 20(B)). Furthermore, 

these spiking counts for each interval were subjected to a convolution step, where the 

subsampled profile is filtered in order to identify the instantaneous firing rate for each well 

(Figure 20(C)). Throughout all the following experiments, related to the analysis of long 

duration recordings, we only considered wells where more than 10% of all electrodes were 

active. 

At this point, we applied a Fourier Transform to the instantaneous firing rate to try 

to discern a possible set of frequencies composing the signal, which would correspond to 

patterns of network activity. Unexpectedly, this approach was not successful as no apparent 

patterns of activity were to be found across cultures in different MEAs for both DIV 7 and 

14. Perhaps, this reflects the ongoing maturation of neuronal network. Although these are 

more developed at DIV14, and present more consistent firing events when compared with 

DIV7, there is the possibility that putative patterns of activity may only be found at later 

stages of maturation.  

Moreover, to account for the possibility of periodicity of activity to arise only at 

certain phases of the recording, we implemented another approach. Its concept consisted 

on the division of the recording in equal time intervals and to subject each to an 

autocorrelation. More precisely, assuming 1 hour intervals, the instantaneous firing rate 

profile for each hour would slide on itself in both directions intending to find overlapping 

moments. To account for profiles that could be lost when splitting the intervals – imagining 

the possibility of important information to exist between the ending of an interval and the 

beginning of the consecutive one -, this autocorrelation was applied at time marks 

corresponding to half the considered interval for analysis, in this case, 30 minutes. This 

methodology was applied covering a wide selection of time intervals, ranging from 1 minute 
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to 6 hours. Unfortunately, we were once again unable to identify any relevant, and 

consistent pattern in the neuronal activity (Figure S12-Figure S14). 

 
Figure 20 - Representative activity for 1 hour of DIV14. 
A) Raster plot for all active electrodes of chosen well (Well B 09042021 DIV 14). Spike train 
with 200 Hz subsampling. C) Instantaneous firing rate.  

4.5 Identification of ideal recording intervals  

Thus, we started a new approach to analyze the 24 hours recordings and try to 

determine what would be the most appropriate recording interval to represent the neuronal 

activity over the 24 hours of that DIV. 

The starting point for this new strategy consisted on the division of the whole 

recordings in equal intervals, and the calculation of the MFR for such intervals. The time 

intervals selected were – 1, 5, 15, 30, 60 and 180 minutes – and its representation can be 

seen in Figure 21 and Figure 22 for a well chosen from each MEA at DIV7 and DIV14, 

respectively. For example, for 1 minute intervals, the whole recording was divided in the 

1440 minutes that compose 24 hours and, subsequently, the MFR for each electrode was 

calculated for each minute.  

One advantage of this approach relies on how it helps clarify the activity profile for 

each culture and to observe the variations in the MFR over consecutive intervals and across 

distant timepoints. It can be noticed how, in general, there is a higher variation in the MFR 

of consecutive intervals according to how small the interval is. More precisely, for 1 minute 

intervals, it is highly likely to find a MFR profile that changes considerably from minute to 
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minute. Therefore, one can say that this interval is sensible to the “local” variations of the 

activity. Meanwhile, as we consider longer intervals, the variation profiles get tempered 

since these durations contain the wide variations registered for 1 minute intervals and, 

thus, more subtle outlines of the MFR evolution can be seen.  

Furthermore, when looking at the bigger picture, one can notice the existence of 

whole-recording tendencies, such as increasing or decreasing profiles of activity (Figure 21, 

Figure 22 and Figure S7-Figure S11 (supplementary figures for all wells of all MEAs analyzed). 

These vary considerably both in cultures on the same MEA as well as across MEAs. At DIV7, 

cultures are especially prone to display distinct profiles. In the chosen well from each MEA 

(Figure 21), one can see both increasing (1st profile) and decreasing (2nd profile) global 

tendencies of the MFR over the recording time, or, as observed in the 3rd profile, for 

considerable periods of time there is little to no activity, but these are intercalated with 

transient peaks of intense network activity. Meanwhile, for DIV 14 (Figure 22), although the 

activity also presents increasing and decreasing profiles, these are objectively more 

constant around its average value, and some cultures even present steady activity profiles. 

Furthermore, one can observe that the MFR values are, in general, higher at DIV14 when 

compared to DIV7. These differences between different days of culture may be explained 

by the developmental process of neuronal cultures in vitro.  

Typically, at DIV7, the network is still in its maturation phase, still establishing 

synaptic connections and, therefore, exhibiting less electrical activity. On the other hand, 

at DIV14, cultures are usually already at a more mature stage that is characterized by more 

constant firing patterns14–16. 
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Figure 21 – Examples of profiles of MFR of different intervals for 24 hours at DIV 7. 
These are representative of the different activity patterns observed in the 24h recordings 
at DIV 7. 
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Figure 22 - Examples of profiles of MFR of different intervals for 24 hours at DIV 14. 
These are representative of the different activity patterns observed in the 24h recordings 
at DIV 14. 

At this point, it was necessary to further analyze the data and attempt to 

objectively identify what would be the most appropriate recording duration to represent 

the activity of the 24 hours in each of the culture days. Thus, we proceeded to study, in 

two different manners, how the activity for each of the chosen time intervals varies 

throughout the whole recording.  

Hence, before starting such analysis, there was an initial step of normalization of 

the data according to the MFR of the whole 24 hours. In this way, the data from each 

different culture can be directly compared and considered all together for prospective 

studies.  

4.6 Duration of recording to best capture neuronal activity 
across time 

Here, our objective was to comprehend how similar the activity in one interval is 

to any other random interval of the same duration. Thus, after obtaining the values 

corresponding to the normalization of the data for each DIV (Figure 23(A) and Figure 24(A)), 

we proceeded to visualize the data as a distribution of the normalized MFR (Figure 23(B) 
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and Figure 24(B)) through a boxplot chart. For each DIV, only one well is shown as 

representative of the whole data.  

One can observe that, for DIV7, there is a wider distribution of the MFR when 

compared to DIV14. This tendency is perceptible for every considered time interval as both 

the box-delimited quartiles and the whiskers representing the last non-outlier values 

presented a narrower distribution. Meaning that a random value of the MFR for any interval 

has a higher probability to be closer to the median MFR of said interval for the 24 hours at 

DIV14 when compared to DIV7.  

 
Figure 23 – Normalized MFR at DIV 7.  
A) Profile of normalized MFR. B) Box chart distribution of normalized MFR. The MFR of each 
interval was normalized to the MFR of the 24 hours.  



58  Results and Discussion 

 

 
Figure 24 - Normalized MFR at DIV 14. 
A) Profile of normalized MFR. B) Box chart distribution of normalized MFR. The MFR of each 
interval was normalized to the MFR of the 24 hours.  

Furthermore, in order to quantify and ultimately compare these results, we 

calculated the coefficient of variation (CV) of each data set. The coefficient of variation is 

a relative measure of dispersion of a probability distribution, used to evaluate the precision 

and repeatability of a measurement and is calculated as the ratio of the standard deviation 

to the mean. That is, the lower the standard deviation of the data when compared to the 

mean, the lower the coefficient of variation, which translates in a higher probability of any 

point of the data set to be nearly representative of the overall data. In turn, a higher ratio 

of the standard deviation to the mean will result in higher values of the coefficient of 

variation, meaning that there is a lower probability of any data point to be representative 

of the whole data.  

In this case, since we normalized the MFR of all intervals against the global 24h 

firing rate mean, the mean of each interval is now equal to 1 and, therefore, the coefficient 

of variation will be equal to the standard deviation. After calculating the coefficient of 

variation for each culture/well, all values were drawn together according to the respective 

DIV and time interval (Figure 25). 

At DIV7, one can immediately spot a narrowing tendency of the distribution, which 

results from the typically inconsistent MFR profiles, however the median coefficient of 

variation is similar for each time interval (close to 50%). In sum, this indicates that, at DIV7, 

for all intervals, each measurement of activity will, most probably, be considerably 
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separated from the real value and reflect the high instability of the firing rate profile. 

Therefore, care should be taken when comparing the activity of neuronal cultures between 

DIVs at this culture stage or even, at the same DIV but with a long interval between 

recordings (ex. 6h interval between recordings).  

At DIV14, the median of the distribution of the coefficient of variation is lower 

when compared with DIV7. It lies mostly below 30%, except for the 1-minute interval, where 

it is closer to 40%. This lower value reflects the fact that at DIV14 the neuronal activity is 

more stable when compared with DIV7, thus each sampling (represented here by each time 

interval) will be closer to the true value of the MFR.  

 
Figure 25 – Coefficient of variation for each recorded well and interval at DIV 7 and 14. 

Additionally, one should notice a slight tendency for the distribution to widen 

according to the increasing interval duration at this DIV. This indicates that the CV of longer 

intervals has a higher variability across MEAs, and it is justified by the different profiles of 

firing rate observed and exemplified on Figure 24(A) (see also Figure S10Figure S11).  

Nevertheless, the observations made here should be further investigated, in order 

to assure that the instability of the profile of firing rate observed is due to the intrinsic 
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activity of the cultures and not caused by the recording conditions. The MEA recording 

system is not provided with a complete incubation system able to maintain a controlled 

atmosphere. For this we had previously adapted an incubation system from a microscopy 

setup (ibidi stage top incubator) to be able to maintain the cells for such long periods of 

time while recording. Although we did not observe any problem in the viability of the 

cultures, slight changes to the atmosphere (e.g. CO2 concentration, medium evaporation) 

during the recordings might account for some of the changes in activity observed across 

time. 

4.7 Duration of recording to best capture neuronal activity 
for consecutive recordings 

Finally, we set to investigate the change of activity between consecutive data 

points for each interval, or, in another words, verify the stability of activity between two 

consecutive intervals. This kind of information is extremely helpful when planning 

experimental designs involving the assessment of acute treatments, e.g., drugs with 

instantaneous effect, to assure that the possible effect caused in the network activity is 

related with the treatment and not with intrinsic changes on the activity of the network.   

Hence, we started by calculating the differences in the normalized MFR between 

consecutive intervals of the same length. That is, for the 1440 1-minute intervals that divide 

the 24 hours, we calculated the absolute difference between the normalized MFR of the 2nd 

interval and the 1st interval, between the 3rd interval and 2nd interval and so on until there 

were 1439 values. This process was applied to all time intervals of all cultures and a 

representative profile can be seen in Figure 26(A) and Figure 27(A) for DIV7 and DIV14, 

respectively.  
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Figure 26 – Consecutive differences of normalized MFR at DIV 7.  
A) Profile of consecutive differences of normalized MFR. B) Box chart distribution of such 
differences. 

It should be noted beforehand that the differences profiles have apparently shorter 

spans according to the increasing length of the time interval. That is, for the 180-minutes 

intervals, the value corresponding to the difference between the 2nd and the 1st point is 

represented at the location of the 2nd value (3 hours), while the last value, corresponding 

to the difference between the 8th and 7th values, is represented at the 7th position (21 

hours).  

There are some considerable differences when observing both profiles. One can 

notice a larger range between the differences registered in 1-minute intervals at DIV14 

when compared to other time intervals (Figure 27(A)). However, at the 1st value for 180 

minutes and the 2nd for 60 minutes, the respective values are disproportionally higher due 

to the influence of the decreasing global tendency of the activity, especially seen in the 

initial part of the recording. These discrepancies between time intervals can be more easily 

seen in Figure 27(B) where the distribution of the total differences values for each interval 

are shown.  

At DIV7, the differences appear in loosely similar ranges for all intervals, meaning 

that, for all intervals, there are more identical consecutive variations of the MFR, which 

corroborates what is seen in the profiles of Figure 21 (Figure 26).  
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Figure 27 - Consecutive differences of normalized MFR at DIV 14.  
A) Profile of consecutive differences of normalized MFR. B) Box chart distribution of such 
differences. 

Finally, we calculated the median of all differences values for each interval in each 

well of each DIV. The median was used instead of the mean considering how this metric is 

more resistant to the presence of particularly dissonant events. Consequently, the medians 

were joined together according to the interval and the DIV, and its distribution is shown in 

Figure 28. Thus, we were hoping to conclude on the most appropriate recording interval in 

which one can obtain the least variation to the immediately consecutive one.  

At DIV7, there is no significant variation between intervals, except for 180 minutes. 

Meaning that, between two consecutive 180-minutes intervals, the activity of that culture 

is expected to vary more than in any other time interval. This effect is mostly caused by 

the global variations present in most profiles. Additionally, one can identify 5-minutes 

intervals as the smallest interval with lower median, which reflects its preferable use, at 

DIV7, for acute assays.  

For cultures at DIV14, the observable profile is considerably different. There is, 

however, still an influence of the global variations of network activity that equally affects 

the variation at 180-minutes intervals. The big difference towards DIV7 relies on the fact 

that 1-minute intervals appear to be the least optimal to ensure that the activity between 

two consecutive intervals is similar. This effect is related to the wide local variations seen 
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in Figure 22. The 5-minutes time intervals are affected in the same manner but to a lesser 

extent. Finally, the 15 and 30 -minutes intervals present similar median values (around 

0.03) and thus, for practical reasons, the smaller interval should be considered as the 

optimal one. In sum, at DIV14, the time interval presenting less variation in normalized MFR 

for consecutive intervals, is that of 15 minutes.  

Figure 28 - Distribution of the median of all consecutive differences of normalized MFR 
obtained from all recorded wells at DIV 7 and 14. 
 



 

 

Chapter 5 

5.1 Concluding Remarks   

One of the most valued advantages of MEAs relies on the capacity to simultaneously 

perform non-invasive recordings and long-term following of neuronal cultures. For this 

reason, there has been an increase in use of MEA-based assays in the field of neurosciences. 

However, this technique still faces unresolved challenges. Here, we focused on temperature 

impact on neuronal activity and on the description of the dynamics of neuronal activity over 

continuous long-term recordings. 

In the first part of the work, after verifying that the temperature set in the MEA2100 

recording system was considerably different from the temperatures registered in the 

cellular medium, we performed a calibration of the recording system in order to know the 

relation between the set temperature and the “real” cellular medium temperature. 

Furthermore, we have also demonstrated that a 10 min interval is sufficient for the culture 

medium to stabilize when the temperature is raised in 1ºC.  From the study of the 

alterations in electrophysiology of neuronal cultures recorded at physiological (37°C) and 

hyperthermic (39°C) conditions, we determined that the increase of the culture 

temperature leads to a significant reduction of both the firing and burst rate. Although the 

molecular mechanisms that relate changes of temperature with neuronal activity are not 

well characterized, we selected the TRPV4 ion channel as a potential target. This channel 

is temperature sensitive, changing the voltage gating membrane potentials according to 

temperature shifts. However, the inhibition of this channel resulted in a higher reduction 

of neuronal activity at all temperatures measured. Thus, we concluded, that TRPV4 is most 

probably not directly involved in the reduction of activity related with the increase of 

temperature. 

Regarding the investigation of activity patterns in 24h recordings at DIV 7 and 14, 

we could not find any discernable periodicity in the activity profiles, which can, perhaps, 

be associated to the ongoing, yet incomplete, maturation process at such DIVs. In line with 

this, the activity profile observed at DIV 14 is more stable when compared with DIV7, as it 

would be expected due to network maturation. Nonetheless, we sought to identify the most 
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appropriate recording interval at both DIVs by determining the variability between the firing 

rate determined at a certain time interval and the overall mean firing rate calculated for 

the entire recording session (24h). The appropriate recording interval will, ideally, 

minimize the sampling error and capture accurately the activity of the culture at a given 

DIV. Thus, we divided all recordings in different time intervals (1, 5, 15, 30, 60 and 180 

minutes), and calculated the mean firing rate for each interval. The analysis of the 

coefficient of variation of the firing rate for each interval revealed that, at DIV 7, the longer 

the recording the smaller the CV across cultures, while, for DIV14, there is no apparent 

difference from the 5 minute interval to the higher ones, indicating that the sampling error 

will be similar regardless of the recording time chosen. Thus, decision on the best recording 

interval to capture the activity of cultures should be taken according to the needs of the 

protocol. Yet, further experiments should be performed to better characterize the stability 

of activity across the 24h to make sure that the observed profiles are not the result of any 

limitation of the incubation system of the MEA recording system (e.g. CO2 stability, control 

of medium evaporation).  

At last, we assessed the stability of the recorded firing rate in consecutive intervals. 

Here, the lower the difference in activity of consecutive intervals the most stable is the 

activity at that time frame. For DIV 7, the lower median values of those differences were 

found at intervals of 5 and 15 minutes and, at DIV14, the lower values were found at 

intervals of 15 and 30 minutes. Thus, our recommendation is to use such recording time 

intervals when studying acute perturbations to neuronal cultures around such DIVs. 

5.2 Future Perspectives 

Throughout this dissertation we were able to enrich our knowledge on the activity 

of primary hippocampal neuronal cultures studied with MEAs and, remarkably, provide 

valuable insights into the optimization of future experimental designs. However, some key 

points can be detailed as essential to improve. The incubation system used throughout 

recordings to help maintain the desired conditions should be further characterized as to, 

for example, assure the stability of the atmosphere, especially during long recordings and 

experiments with higher temperatures. The activity of TRPV4 should be characterized more 

effectively, possibly with the addition of an agonist to the experimental design. Finally, 

regarding the identification of temporal patterns of activity in the neuronal networks, 

additional DIVs should be tested, specifically at later stages of maturation where the 

activity is known to be more stable. 
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Supplementary Information 

 
Figure S1 - The effect of hyperthermic conditions (39°C) in the MFR for all wells of an 
MEA (15-06-2021).  
All electrodes active for one or both conditions were considered. * Indicates a temperature-
induced significant difference (p < 0.05). 

 
Figure S2 - The effect of hyperthermic conditions (39°C) in the MFR for all wells of an 
MEA (15-06-2021(2)).  
All electrodes active for one or both conditions were considered. * Indicates a temperature-
induced significant difference (p < 0.05). 
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Figure S3 – The effect of hyperthermic conditions (39°C) in the MFR for all wells of an 
MEA (30-06-2021).  
All electrodes active for one or both conditions were considered. * Indicates a temperature-
induced significant difference (p < 0.05). 

 
Figure S4 - Effect of an increase in temperature (39°C) on a set of activity-
characterizing metrics for each well in an MEA (15-06-2021).  
The evolution is displayed as the percentage variation from each parameter at 39°C to the 
parameter at baseline, 37°C, which is normalized as 100%. 
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Figure S5 – Effect of an increase in temperature (39°C) on a set of activity-
characterizing metrics for each well in an MEA (15-06-2021(2)).  
The evolution is displayed as the percentage variation from each parameter at 39°C to the 
parameter at baseline, 37°C, which is normalized as 100%. 
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Figure S6 - Effect of an increase in temperature (39°C) on a set of activity-
characterizing metrics for each well in an MEA (30-06-2021).  
The evolution is displayed as the percentage variation from each parameter at 39°C to the 
parameter at baseline, 37°C, which is normalized as 100%. 
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Figure S7 - Profiles of normalized MFR for all wells in an MEA at DIV 7 (02-04-2021).  
Active Electrodes: 5 Well D; 1 Well C; 6 Well B; 3 Well A; 5 Well F; 6 Well E. 
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Figure S8 - Profiles of normalized MFR for all wells in an MEA at DIV 7 (16-04-2021).  
Active Electrodes: 12 Well D; 22 Well C; 14 Well B; 11 Well A (should be ignored); 17 Well 
F; 18 Well E. 
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Figure S9 - Profiles of normalized MFR for all wells in an MEA at DIV 7 (30-04-2021).  
Active Electrodes: 14 Well D; 10 Well C; 6 Well B; 1 Well A; 6 Well F; 7 Well E. 
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Figure S10 – Profiles of normalized MFR for all wells in an MEA at DIV 14 (09-04-2021).  
Active Electrodes: 21 Well D; 9 Well C; 25 Well B; 12 Well A; 11 Well F; 14 Well E. 
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Figure S11 - Profiles of normalized MFR for all wells in an MEA at DIV 14 (23-04-2021).  
Active Electrodes: 32 Well D; 40 Well C; 30 Well B; 27 Well A; 26 Well F; 25 Well E. 
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Figure S12 – Autocorrelation.  
Representative autocorrelation profile seen in one well (DIV14 – 09042021 well D). 1 hour 
autocorrelation at each 30 min time mark. Lags represent the time deviation of each profile 
from itself. Colorbar for reference of correlation. No correlation will be close to 0, while 
max correlation is at 0.6.  
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Figure S13 – Autocorrelation 5 hours.  
Representative autocorrelation profile seen in one well (DIV14 – 09042021 well D) for the 
first 5 hours. 1 hour autocorrelation at each 30 min time mark. Lags represent the time 
deviation of each profile from itself. Colorbar for reference of correlation. No correlation 
will be close to 0, while max correlation is at 0.6. 
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Figure S14 – Autocorrelation 1 hour.  
Representative autocorrelation profile seen in one well (DIV14 – 09042021 well D) for the 
first hour. 1 hour autocorrelation at each 30 min time mark. Lags represent the time 
deviation of each profile from itself. Colorbar for reference of correlation. No correlation 
will be close to 0, while max correlation is at 0.6. At 0 s lag there is an expected max 
correlation evidenced by the dark red line. 
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