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Abstract

Multiscale modeling has proven to be a very useful tool in the production of new manufacturing
methods, in the development of quality products, reducing production costs, and creating new
materials. The need to improve some characteristics of this process drive the motivation for the
current study that was developed at the Faculty of Engineering of the University of Porto (FEUP)
together with INEGI - Institute of Science and Innovation in Mechanical and Industrial Engineer-
ing. The work developed in the thesis is complementary with a broader project (msCore) 1 that
aims at the development of a multiscale analysis model for advanced material manufacturing.

Therefore, the main goal of this work is to build a multiscale approach to derive macro prop-
erties of Duplex Stainless Steel from experimental images of the microstructure. In this way, this
study uses image processing tools to recognize the different phases in the microstructure and adapt
them to a file format that allows the integration to a finite element software. In turn, having this
file, micro properties are homogenized to obtain information regarding the macroscale properties
of this material.

In order to develop the referred software, a bibliographic study was made in order to observe
similar problems and their resolutions. The advantages and disadvantages of different authors’
studies were taken into account. The limitation regarding microstructure analysis of the material
was addressed with a script made in Matlab that identifies the features in the microstructure image
and converts them into numerical data to be used in a Finite Element software. One of the main
issues that the msCore project presented was the transcription of the visual experimental data into
a model for numerical simulation. A Python script is used to extract the needed information from
the results simulations obtained using ABAQUS commercial software. Thereat, another Matlab
script was created to obtain the homogenization of the properties and predict the elasticity matrix
for the material in the microstructure.

In order to evaluate the developed software, a case study is presented. The steps of microstruc-
ture analysis, Finite Element simulation, and assembly of the elasticity matrix with real images of
the microstructure of a Super Duplex Stainless Steel sample were applied. The results demonstrate
the influence of the percentage of each phase present in the microstructure in the elastic material
properties. The influence on inelastic material properties should be addressed in future work.

Keywords: Image Segmentation, Homogenization, FEM, Duplex Stainless Steel

1Project NORTE-01-0145-FEDER032419 - "msCORE - Multiscale methodology with reduced ordering of models
for advanced materials and processes and Project POCI-01-0145-FEDER-032466 - NanosFLiD"
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Resumo

A modelagem multiescala tem se mostrado uma ferramenta muito útil na produção de novos méto-
dos de fabricação, no desenvolvimento de produtos de qualidade, reduzindo custos de produção e
criando novos materiais. A necessidade de melhorar algumas características deste processo mo-
tivou o presente estudo que foi desenvolvido na Faculdade de Engenharia da Universidade do Porto
(FEUP) em conjunto com o INEGI - Instituto de Ciência e Inovação em Engenharia Mecânica e
Industrial. O trabalho desenvolvido na tese é complementar a um projeto mais amplo (msCore)
2 que visa o desenvolvimento de um modelo de análise multiescala para fabricação avançada de
materiais.

Portanto, o objetivo principal deste trabalho é construir uma abordagem multiescala para
derivar macro propriedades do Aço Inoxidável Duplex a partir de imagens experimentais da mi-
croestrutura. Desta forma, este estudo utiliza ferramentas de processamento de imagens para
reconhecer as diferentes fases da microestrutura e adaptá-las a um formato de arquivo que per-
mite a integração a um software de elementos finitos. Por sua vez, de posse desse arquivo, as
micropropriedades são homogeneizadas para se obter informações a respeito das propriedades da
macroescala desse material.

Para avaliação do software desenvolvido, é apresentado um estudo de caso. Foram aplicadas as
etapas de análise da microestrutura, simulação de Elementos Finitos e montagem da matriz de elas-
ticidade com imagens reais da microestrutura de uma amostra de Aço Inoxidável Super Duplex.
Os resultados demonstram a influência da porcentagem de cada fase presente na microestrutura
nas propriedades elásticas do material. A influência nas propriedades do material inelástico deve
ser abordada em trabalhos futuros.

Keywords: Segmentação de Imagem, Homogeneização, FEM, Aço Inoxidável Superduplex

2Projeto NORTE-01-0145-FEDER032419 – “msCORE - Multiscale methodology with model order reduction for
advanced materials and processes and Project POCI-01-0145-FEDER-032466 – NanosFLiD”
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Chapter 1

Introduction

Engineers are always searching for tools that allow the development of better products with faster

and cheaper manufacturing processes. Material and geometry are some of the points of great

interest with regard to the quality of products. Physical tests and simulations developed by specific

software are constantly used to analyze the mechanical properties of a given geometry. These

analyses are made considering a homogeneous material at the macroscale and have proven to be

successful in predicting failure in project without increasing too much the cost of production.

When it comes to microscale, the heterogeneous nature of the material has a deep impact

on the mechanical properties of the product. Thus, multiscale material modeling technics come

into place used to understand the relationship between the microstructure of the material and the

final mechanical behavior. Financial motivation is one of the main reasons for the advance of

multiscale modeling in the industrial sector. This sector focuses mainly on the reduction of product

cost provided by multiscale modeling by avoiding trial-and-error interaction, innovating in the

material and process design, reducing the scale of experimental testing, to name a few. Moreover,

the accurate prediction of the multiscale modeling increases quality, performance, and reliability

of the product [41]. The first challenge for multiscale material modeling is microstructure analysis.

The accuracy of the multiscale modeling relies on the quality of the microstructure analysis of the

material. For complex microstructures, the process of identifying the important information about

a certain material can be often slow and labor intensive [24]. Identifying different features such as

grain size and the present phases, helps to understand the mechanical properties of the material.

Microstructure characteristics are commonly difficult to interpret and required intensive working

hours from an expert material scientist. Often, not to rely only on a personal visualization, image

analysis softwares are used to facilitate and improve the process. These commercial softwares

provide some tools to segment an image into different groups and regions of interest but they often

lack in the automation part of the process and repeatability of results.

Characterization of microstructural features may be used not only for multiscale modeling but

1



2 Introduction

it also may play an important role in microstructure control during manufacturing. In this case,

several analyzes are made regarding different points in a part and the different processes to which

the product is subjected, such as, heat treatment, welding process, and so forth. All this analysis

may cost too much personal time. In order to meet different needs and objectives, there is a re-

quirement for new data processing technics that reduce time and human error. Besides that, other

features can be included in the program such as to transform the visual data information into files

that can be further analyzed by a finite element software, observe the main distribution of a partic-

ular phase as well as its percentage, among others. In order to accomplish these requirements, the

developed software should have a simple and open-source code so that future investigations can

adapt and improve it as necessary.

In particular, Duplex Stainless Steel (DSS) is of interest for the present work. This alloy

presents a microstructure composed mainly of two phases, Austenite, also called the γ-phase and

Ferrite, known as the δ -phase in nearly equal amount. Due to its higher mechanical and corro-

sion resistance, DSS is widely explored in the literature as it going to be presented in chapter 2.

Both wrought and cast duplex stainless steel have their strengths and weaknesses depending on

the application. The current work is mainly focused on sand casting duplex stainless steel, for

which, cooling during manufacturing or heat treatment may be critical. If not done properly, the

cooling process of the DSS can result in precipitate phases that are harmful to the material. There-

fore, monitoring and control of the microstructure of the material throughout these processes are

fundamental for the quality of the final product.

The motivation for the current work comes from a project that aims at a multiscale model to

describe the behavior of the Duplex Stainless Steel alloy 25Cr-7Ni-Mo-N. The use of commercial

software in relation to the recognition of the phases present in the microstructure has reveled some

drawbacks during the analysis of the microstructure. This thesis proposes a simple program to

overcome the challenges of microstructural analysis, identifying the characteristics within the mi-

crostructure without any further user intervention. In addition, it presents a solution that facilitates

the transcription of experimental visual data in a file that can be used for numerical simulation

such as Finite Element Analysis (FEA). It is important for this work that the program developed

should be easy to understand so that it can be applied to different characteristics of the microstruc-

ture and ensure that in future work different image processing techniques can be incorporated to

improve the automation of the analysis.

As a result, the developed approach comprises 4 stages. A threshold segmentation technic

is used to divide the image into different phases and create three different layers with each one

of them. These layers are then converted to a binary image to make it easier for the program to

recognize the borders of the bodies formed by each phase and transform the visual boundaries

of the image into numerical data. These numerical values correspond to the coordinates of the

pixel bellowing to the border of the body. With these values, in a second stage, the program

is capable of converting it into a CAD file allowing the analysis in the finite element commercial
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software Abaqus, which constitutes the third stage. Finally, different simulations are made with the

imported file regarding the boundary conditions and loads, these simulations are better explained

in chapter 6. From the results obtained from the Finite Element Analysis, it is possible, using the

theory explained in chapter 4, to obtain the elasticity matrix of the material at the macroscale.

1.1 Document Structure

This thesis is divided into eight chapters and in addition, it includes at the end, reference section

and an appendix with the codes used in the developed program. The division of each chapter is

made in the following manner:

Chapter 2

In chapter 2, the characterization of the material properties regarding the nanoscale, microscale

and macroscale is addressed. The influence of the crystalline structure in the average size and

shape of grains is pointed out. Additionally, the role of the composition of the microstructure in

macroscale properties and their connection is presented. Finally, the phase transformation process

and respective characteristics are described, in particular for the Duplex Stainless Steel.

Chapter 3

Chapter 3 outlines the importance of a well-executed analysis of the microstructure. Methods

based on direct human observation require time and experience to be performed, and, for this

reason, computational methods to overcome this limitation are presented. Image segmentation

is a digital image processing technic that is the main focus of the current work. Different meth-

ods can be incorporated to obtain the best result in extracting the information contained in the

microstructure, and thus some of them are described in this chapter.

Chapter 4

The finite element method is a key feature in the complete approach developed in this thesis,

used at two different times. This chapter briefly describes the formulation of the strong and weak

form of the equilibrium equation for structural problems, followed by the respective finite element

discretization that is used in the elastic deformation problem solved by Abaqus software. In a

second step, the theory involving the isoparametric elements is presented, as it will be used to

build the script that will assemble the elasticity matrix.



4 Introduction

Chapter 5

In chapter 5, a more detailed description of the image segmentation technique used is presented. At

this point, a step-by-step procedure on how the images are treated and how the processes regarding

the phase segmentation function work, are described. Then, the process of recognizing the borders

and converting them into a CAD file is explained.

Chapter 6

Chapter 6 focuses on the simulation performed by the Abaqus software on the new microstructure

file. This chapter describes how the files are imported in Abaqus and all the processes of assigning

the material to each one of the phases, generating the mesh and evaluating it, and finally assigning

the boundary conditions and loads applied to the model.

Chapter 7

In chapter 7, real images obtained from a Super Duplex Stainless Steel specimen are used to

illustrate the developed methodology. From the two different technics used to obtain the images,

optical microscopy and scanning electron microscope results for the percentage of the phases are

shown. Furthermore, the rest of the procedure is applied to six images and the results of the

Abaqus simulation and elasticity matrix obtained for each one of the images are explored and

discussed.

Chapter 8

In this chapter the conclusions regarding the software developed in this thesis are presented and

discussed, along with some suggestion for improvement for future work. General observations are

made mainly about the algorithm used and the additional functionality that the in-house software

has compared to commercial software.



Chapter 2

Material Properties

A good characterization of material properties is essential to solve virtually any engineering prob-

lem. These properties may be affected at different instantiations such as the nano, micro, or

macroscale. Regarding the nanoscale, size, shape, and direction of atoms may be pointed out,

while at the macroscale materials are often treated as a continuum exhibiting relevant structural

properties, such as tensile strength, elasticity modulus or thermal conductivity, just to name a

few. Intermediate scales may also be defined and thus are termed mesoscales (e.g. polycrystalline

structures). Therefore, in this chapter, the most relevant aspects of multi-scale material modelling

of steels will be addressed, in particular of duplex stainless steels (DSS).

2.1 Crystalline structure

In general, the finer scale addressed when studying the behavior of metallic materials is the

nanoscale. Here, the type of bond between atoms define their interactions. Thus, there are three

different types of interactions, as follows [1]:

• Ionic bond, an electron is transferred to other atom

• Covalent bond, two atoms can share a pair of electrons

• Metallic bond, the electrons form a kind of sea or cloud, that is, electrons are shared by all

of the atoms

As the name suggests, metallic bounds are those present in metals, explaining their general

behavior. Regularity in the spacial arrangement of atoms results in typical crystalline structures.

For metals there are three main common structures: Face-Centered Cubic (FCC), Body-Centered

Cubic (BCC) and Hexagonal Close-Packed (HCP) [23], as demonstrated in figure 2.1.

5
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(a) BCC Crystal Structure. (b) FCC Crystal Structure. (c) HCP Crystal Structure.

Figure 2.1: Crystalline Structures.

Nevertheless, crystalline structures always contain imperfections, namely as vacancies, self-

interstitials, impurities, and dislocations [23]. Thus, materials are rarely single crystals, but com-

posed of many small crystals termed grains. Naturally, grain boundaries are present wherever

there is contact between different grains or some atomic mismatch. Thus, shape and average size

of grains as well as their mutual interactions affect the mechanical properties, which are reflected

at the macroscopic scale [23, 40]. Consequently, microstructure examination is essential for a

good characterization of material performance at all scales. [27, 34, 55].

2.2 Iron-based alloy

Due to its mechanical properties and good cost-quality relation, steel has been used in a vari-

ety of applications over the years, in several industries such as manufacturing, automotive and

construction. [14, 21, 57, 74]. Steel is composed mainly by iron and carbon, nonetheless, differ-

ent alloying elements are added to this base composition to meet the constant demand for better

fracture, corrosion or fatigue resistance, weldability or other manufacturing characteristics [74].

Chromium, nickel, molybdenum, niobium are examples of such alloying elements, resulting in

several complex steel compositions [33, 46].

As the basic steel alloy is composed of iron (Fe) and carbon (C), it may display three al-

lotropic variants, namely, two with a crystalline structure body-centered cubic (BCC), alpha and

delta, also called α-ferrite and δ -ferrite, and one with faced-centered cubic (FCC) structure, named

austenite or gamma (γ) phase [46]. Moreover, strength and hardness of the material increase with

the increasing carbon concentration, while corrosion resistance is gained through the addition of

chromium and other elements, which promote stabilization of the ferrite and austenite phases.

Corrosion resistant steels form the Stainless Steel group, which is described in the following sub-

section.
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2.3 Stainless Steel

Stainless Steel is a group of iron-based alloys with higher corrosion and long-lasting corrosion

resistance [14]. It is characterized by predominance of chromium, with a minimum weight per-

centage equal to 11 wt% Cr, and may be improved by addition of nickel and molybdenum. Due to

its wide range of mechanical properties and corrosion resistance, stainless steels have numerous

applicabilities [23], from structural components, oil and gas industry, aerospace components, to

chemical industry, food, pharmacy, and so forth.

This type of alloys is often classified accordingly to its microstructure composition.Therefore,

stainless steels are classified as Martensitic, Austenitic, Ferritic, or a combination of the last two

called Duplex Stainless Steel.

Austenite stainless steel are composed of austenite (or γ phase) and have a Face-Centered

Cubic structure. Typically, Ni is added to base composition of Fe-C to stabilize the austenitic

structure [46]. This type of steel is used in extreme temperature environments.

On the other hand, ferrite stainless steel is composed of δ or ferrite phase and body-centered

cubic crystal structure (BCC). This type of steel is characterized by 12 to 30 wt% Cr while C

levels are kept at a minimum, to avoid the formation of austenite. One of the advantages of ferrite

stainless steel is the corrosion resistance due to its high Cr-contents.

Finally, duplex stainless steels possess a microstructure with balanced Ferrite (BCC) and

Austenite (FCC) content [65], which provides a higher resistance to stress corrosion cracking

and higher strength when compared to austenitic stainless steels [30]. This type of structure is

obtained adding Cr and Mo to promote ferrite stabilization together with the addition of Ni to

promote the formation of austenite. Other alloying elements such as Si, Al, Mn and N may also

be present. This high alloy content is responsible by the exceptionally good combination of corro-

sion resistance and high tensile strength, nevertheless, during processing or heat treatment, it may

result in precipitation of detrimental intermetallic secondary phases [71].

2.4 Duplex Stainless Steel (DSS)

As described in the previous section Duplex Stainless Steels (DSS) possess a balanced mix of

ferrite (δ -ferrite) and austenite (γ-austenite) phases in their microstructure, stabilized mainly by

chromium, nickel, and molybdenum. This work focus on a particular casting Duplex Stainless

Steel alloy 25Cr-7Ni-Mo-N, which presents two times more mechanical resistance when compared

to a normal austenite steel [6]. It is constituted by 25% Cr 7.5% Ni 3.5% Mo 0,25% N each one

playing an important role in the mechanical and thermal properties of the material (see table 2.1).
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C Si Mn Ni Mo Cr Cu W N
0.015% 0.5% 0.5% 7.5% 3.5% 25.0% 0.75% 0.75% 0.25%
Table 2.1: Nominal chemical composition of cast DSS 25Cr-7Ni-Mo-N [68]

It possesses a microstructure with a ferrite base and austenite islands of various morphologies

aligned in a certain orientation, as can be observed in figure 2.2

One of the most attractive characteristics of the cast duplex stainless steel (DSS) is the combi-

nation of specific strength, resistance to stress corrosion crack, lower cost, and resistance to pitting

and crevice corrosion. The proper assessment of these properties requires an analysis at the micro

and macro scales, as provided on the following sections.

2.5 Phase transformation

The final microstructure of a steel alloy is dependent on the thermal history throughout the fab-

rication process. During processes like casting, heat treatment, welding and so forth, material

undergoes different thermal cycles which affect the number and type of microstructural features,

their proportion and composition [28]. A particularly relevant example of phase transformation

for DSS is the formation of austenite phase. Verily, DSS start solidification with 100% ferrite,

however, upon cooling, austenite nucleates predominantly at ferrite grain boundaries, following

favorable crystallographic orientations inside of the grains. Moreover, the final duplex microstruc-

ture is strongly dependent on the solidification sequence, e. g., while wrought DSS exhibits a

ferrite matrix with austenite islands aligned to a certain direction, cast DSS contains austenite

islands with varied morphologies [46, 49].

These transformations not only affect the δ/γ balance in the microstructure but also may lead

to the formation of additional phases due to the high alloy content. These phases exhibit a rela-

tively complex transformation kinetics and generally deteriorate the mechanical properties of DSS

[68], some properties of these phases are shown in table 6.1. Therefore, to successfully address

DSS performance under certain loading and environmental conditions it is essential to character-

ize secondary phases and their respective transformation kinetics. In this way, in the following

subsections, the main secondary phases present in 25Cr-7Ni-Mo-N steel alloy are characterized.

It follows a description of the essential transformation kinetics mechanisms and ways they may

be accessed, in particular Time-Temperature-Transformation Diagrams and Continuous-Cooling-

Transformation Diagrams.
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Figure 2.2: Sample of a microstructure image of the DSS.

2.6 Secondary phases

Due to the high amount of alloying elements presented in the duplex stainless steel, this material

is prone to the formation of complex precipitation. A schematic Time-Temperature-Precipitation

(TTP) diagram, shown in figure 2.3, demonstrates the correlation between alloy elements and ag-

ing time and temperature. Among these intermetallic precipitates, σ and χ phases are of particular

interest, because these have been associated with drastic deterioration of the mechanical properties

of the material. These phases usually result from improper cooling of the material in the temper-

ature range of 600ºC to 1000ºC. In this way, understanding the characteristics and kinetics of σ

and χ phases is fundamental to properly design manufacturing processes and heat treatments.

2.6.1 σ Phase

Sigma phase is an intermetallic precipitation phase with a tetragonal crystallographic structure

that precipitates due to an eutectoid transformation mechanism [50, 13, 22]. The precipitation of

σ phase and its distribution along the microstructure of the material depends on the temperature

[59], as shown in the phase diagram in figure 2.4

2.6.2 χ Phase

Precipitation of the χ-phase may occur in austenitic, ferritic, and duplex stainless steels. χ-phase

only occurs in ternary and quaternary systems [33] contrary of the σ -phase that can be present in

binary Fe-Cr system. The precipitation of the χ-phase in thermodynamically not stable [59] and

may transform itself in σ -phase. Several studies [8, 39, 33, 68, 59] show that the precipitation
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Figure 2.3: Schematic Time-Temperature precipitation diagram [26].

Figure 2.4: Phase diagram for 70% Fe in ternary Fe-Cr-Ni diagram [12].
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Figure 2.5: Growth and Nucleation rates by temperature [17].

and distribution of the χ-phase depends on the temperature. Additionally it occurs for lower aging

times when compared to subsequently earlier precipitation of σ -phase, where the concentration of

the first is reduced in favor of the second. In this way, DSS microstructure becomes a mixture of

γ-phase, δ -phase, σ -phase and χ-phase.

Besides the formation of the intermetallic phases σ -phase ans χ-phase, other precipitation like

γ ′-phase, tertiary austenite (γ3), and chromium nitrites [37, 42, 61, 68] can be observed after aging

at high temperatures. However, these phases have not been observed in the particular alloy studied

in this work, and therefore their detailed description will be omitted.

2.7 Kinetics

2.7.1 Transformation sequence

Phase transformation in DSS depends on several mechanisms, namely, atomic diffusion, nucle-

ation and growth. Diffusion is the most fundamental transformation mechanism, consisting in

movement of certain atoms across the crystal lattice. It may be affected by concentration gradients,

being inversely proportional to the atomic weight; alternatively, it may be affected by temperature

and defects in the material such as dislocation and vacancies [46].

Next, in the onset of precipitation, nucleation consists on the formation of small groups of

atoms into stable nuclei. [11]. After stabilization these nuclei start to grow, starting the growth

phase. This growth depends on the cooling temperature as well as on the nucleation process (2.5).

Multiple microstructural features may be created during a certain thermomechanical process

mainly due to different phase transformations. Properties related to the material can be explained
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Figure 2.6: Fe-Cr-Ni phase diagram [59].

firstly by the composition of the present phases, together with their specific characteristics such

as crystalline structure, and physical properties. Secondly, the distribution of these phases in the

microstructure, their shapes, sizes, orientation, and interactions must also be inspected. Therefore,

phase diagrams are a fundamental tool to understand the microstructural constitution. They show

the relationship between the different phases in an equilibrium condition [52]. An example of this

type of diagram is illustrated in the figure 2.6, displaying the different phases that may form in

the ternary Fe-Cr-Ni system. A part of this diagram was used in section 2.6.1 to demonstrate the

influence of temperature in phase transformation.

Nevertheless, as phase transformations are dynamic phenomena, depending on the thermal

history of the processes, the information displayed by phase diagrams is complemented with in-

formation gathered in other types of diagrams. In this respect, time-temperature-transformation

(TTT) diagrams and continuous-cooling-transformation (CCT) diagrams provide critical informa-

tion to understand the phase transformation characteristics [47].

The difference between these two diagrams can be observed in the figure 2.7 where the TTT

and CCT curves for Duplex Stainless Steel 2205 are plotted together showing the transformation

for 1, 3, 5, and 10% σ -phase.

2.7.2 TTT - Time-Temperature-Transformation diagram

Time-Temperature-Transformation is a type of transformation diagram that relates temperature

versus the time required for an isothermal phase transformation to occur. This type of diagram is

critical to control the properties of a variety of materials. The outcome of an isothermal transfor-

mation through time results in a C-shape curve that predicts, at a fixed temperature, which fraction
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Figure 2.7: Time-Temperature-Transformation (TTT) and Continuous-Cooling-Transformation
(CCT) curves for duplex stainless steel 2205 [25].

of the phase is going to transform over time, and is called the isothermal transition (IT) diagram.

Transformation is faster in the so-called nose of the curve [47]. Taking into account different tem-

peratures, the percentage of transformation versus the logarithm of the respective occurrence time

results in an S-shaped curve, as illustrated in figure 2.8

For convenience, curves with different amounts of transformed material are plotted. They are

generated from several isothermal experiments over a period of time. The amount of transformed

material for each temperature and each time provides the data to construct the Time-Temperature

Treatment diagram [68] (See figure 2.9).

2.7.3 CCT - Continuous-Cooling-Transformation

Continuous-Cooling-Transformation diagram relates both time and transformation changes un-

der a continuously decreasing temperature, unlike the Time-Temperature-Transformation, which

refers to isothermal aging. Therefore, CCT curves are widely used in industries for heat treatment

and welding [47].

CCT diagrams are formed by plotting a series of cooling curves relating temperature in the

y-axis and time in the x-axis as is shown in the figure 2.10. CCT curves also show the starting and

finishing temperatures for the transformation [77]. In order to obtain the data needed to build the

CCT diagram, a large number of experiments are required just like for the TTT diagram. For both

graphs the image analysis process is fundamental to obtain the data needed to construct them.
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Figure 2.8: Isothermal fraction transformation versus logarithm of time [23].

Figure 2.9: TTT curves for σ -phase precipitation [68].
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Figure 2.10: CCT Example [62].

2.8 Precipitation during fabrication and heat treatment process

As previously explained, due to the high content of alloy elements present in their composition,

duplex stainless steel are prone to the formation of undesirable secondary phases causes by im-

proper cooling during a heat treatment or fabrication processes.

Various experimental procedures with different setups are reported in the literature, as for

instance, the isothermal aging proposed by [68], where the amount and distribution of secondary

phases where observed to construct the TTT diagram shown in figure 2.9. From this diagram it

can be observed that the time needed for the formation of the σ -phase decreases with the increase

of temperature.

Observing the diagram for the Duplex Stainless Steel 2205 in figure 2.7 it becomes clear that

a rapid cooling rate in higher temperatures is essential to avoid formation of precipitates. Even

at the faster cooling rate presented in the mentioned graph, overcome in a 5% σ -phase formation

when it reaches somewhere close to 10 minutes of cooling. The study of the behavior of the

material at different temperatures is the main tool to prevent the formation of precipitates and,

therefore, is of primordial importance the observation of the CCT and TTT diagrams for a proper

design of manufacturing and heat treatment procedures. The current work focus on the casting

manufacturing processes, more specifically sand casting process.
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Figure 2.11: Illustration of casting process.

2.9 Sand Casting Process

Casting is a manufacturing process in which a liquid metal is poured into a mold and left to solidify

(see figure 2.11). Secondary phase precipitation is especially influenced by the thickness of the

mold and the respective molding material [68]. In general, in sand casting components, a slower

cooling rate is obtained when compared to cast in permanent mold [73]. And thus the formation

of intermetallic phases may be unavoidable. In this case, an analysis of the microstructure of the

cast part is needed after its manufacturing, highlighting the proper distribution, amount and type

of the formed phases.

With the information of the microstructure a correction process, such as heat treatment, can

be developed to ensure the quality of the piece. This can be done, for example, by increasing the

temperature to a point where only ferrite (δ -phase) and austenite (γ-phase) coexist. This biphase

region is achieved usually in temperatures higher than 1100ºC [56]. After that, a drastic cooling

is needed to sustain the microstructure and avoid the formation of undesirable secondary phases

[38]. After the heat treatment, another microstructure analysis is necessary to evaluate the success

of the treatment.

2.10 Macroscale properties

As discussed so far, the amount, shape, size and distribution of the secondary phases, have dif-

ferent impacts in the finished piece. In this way the intrinsic relationship between the microscale

properties and the macroscale properties of the material becomes clear.

For example, the volume percentage of the σ -phase strongly affect toughness of the material

[54, 15] due to its bad deformability [59]. Toughness is a property related to the ability of the



2.10 Macroscale properties 17

Figure 2.12: Stress-Strain curve [4].

material to plastically deform without fracturing. It is easy to observe the toughness of material in

its stress-strain curve. This property is proportional to the area below the stress-strain curve (see

figure 2.12). Moreover, the increase of σ -phase in general, decreases plastic properties in general

for duplex stainless steel [71].

Hardness is another mechanical property that is influenced by the amount of precipitation in

the composition of the microstructure. Hardness is the ability of a material to resist deformation

[66]. This is an important characteristic for components such as rolling bearing, and gears [7].

The influence of the percentage of precipitation, up to level 5% of σ -phase, in the hardness is

minimal [54]. But other studies [47, 54] have demonstrated that, once this threshold is overcome,

hardness increase following the σ -phase formation.

In addition to the mechanical properties directly affected by the formation of secondary phases,

residual stresses may be generated during the cooling process. Regions with different cooling rates

within the same piece result in regions with different specific volumes leading to those residual

stresses. Especially for sand casting parts, residual stresses may be observed during the cooling

process of the material inside the mold, and may even remain at room temperature if the material

yield limit is reached, affecting the results for future heat treatment [56]. Moreover, residual stress

can cause distortion in the final product [20], and eventually lead to brittle fracture in the part [72].



18 Material Properties

Figure 2.13: Impact of Sigma concentration [71].

Having highlighted the main features of DSS, in the next chapter the main tools for microstructure

analysis will be presented.



Chapter 3

Microstructure Analysis

A good analysis of the microstructure of the material after the manufacturing process and eventual

heat treatments is indispensable to predict the behavior and quality of the finished piece. Control

of the microstructure requires knowledge of the phases that compose it, as well as knowledge of

their impact in the macroscale, due to their composition, shape, particular properties, and quanti-

ties. This knowledge is essential for several manufacturing methods, allowing an optimization of

material properties regarding a specific application [32].

Complex microstructures can lead to a slow, expensive, and time-consuming analysis, witch

reflects directly on the cost of the product. A standard analysis of the material structure was

developed by the American Society for Testing and Material (ASTM), as the streamline method

for measuring the grain size, called ASTM E112, and measurement of the volume fraction based

on the point counting called ASTM E562 . The latter, for example, uses the percentage of points

in a image that fall in a given phase to give the percentage of that phase [24]. Nevertheless, as

has been said, the amount of time and experience required to apply these manual methods is very

expensive. Therefore, to overcome this limitations, some computer programs are currently used to

improve the speed and repeatability of existing manual analysis methods [24], such as OOF and

ImageJ described next.

OOF is a public domain software used to investigate properties of microstructure as second

phases, cracks, pores, and others, through tools that allow the user to graphically select features

in the microstructure image and assign properties to it [5]. The main drawback of this program

is the time-consuming process of the tools presented by OFF to designate the properties of the

different phases in the microstructure, driving a need to better automation of the entire process

of image segmentation. In addition OOF allows the construction of FEM meshes, but because it

is a program focused on image analysis, this tool does not contain the additional resources that

specific FEM programs have.

19
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ImageJ is also a public domain program that allows editing, analyzing and processing images.

Unlike the OOF software, which has the specific purpose of evaluating microstructures, ImageJ

can calculate pixel values and user-defined selection areas, as well as can be used in standard

image processing tools, such as edge detection and filtering [2]. All of these features can be of

great help in the image analysis process, but they do not contribute to the automation of the process

when it comes to processing multiple images in a fast and accurate way.

Both commercial softwares have limitations regarding the requirements of this project, witch

justify the development of an in-house software. Thus, the next section presents an overview of

some of the techniques that can be used to overcome the necessities of the current work.

3.1 Image Segmentation

Image segmentation is a method that may be used to investigate features contained in microstruc-

ture images. It is a digital image processing technic for partitioning a digital image into mul-

tiple segments in order to recognize them as objects. It is widely used in biology research

[16, 31, 36, 58] to determine boundaries and locate objects. There are many studies with dif-

ferent methods and technics for image segmentation [9, 29, 35, 75, 76], though most of them can

be classified into three different groups namely, characteristics feature threshold, edge detection,

and region extraction [35].

These three groups are vast, reflecting a large amount of research on image segmentation car-

ried throughout the years, from them several methods have emerged. Within this, seven different

categories may be highlighted [64]:

• Characteristics Feature Threshold



• Histogram thresholding

• Clustering

• Fuzzy approaches

• Neural network and

Generic Algorithm

• Region Extraction


• Region growing, region

splitting and merging

• Physical model-based

• Edge Detection { • Edge-based
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Figure 3.1: Histogram of a microstructure image.

The choice between methods that better address a particular problem with smaller computa-

tional cost is not an easy task. Nevertheless, several approaches can be combined in an image

segmentation problem to obtain high-quality results.

3.1.1 Image Segmentation Technics

One of the most used and simultaneously simplest methods of image segmentation is thresholding

[9]. It consists of selecting threshold values, which allow the conversion of the image into a binary

image [69]. These threshold values may be by manually chosen or a threshold algorithm may

be used to compute them automatically. For noiseless images with a uniform background, the

first methods can be applied, but for most cases, it becomes cumbersome [70]. Therefore, a most

sophisticated approach has to be implemented using, for instance, a histogram of the target image.

A histogram (figure 3.1) plots the distribution of the pixel intensity, and may be used to observe

the distribution of values between background and bodies. From these values, it is possible to

segment the image into different groups of pixels, one for the background and another for the

body group. Some iterative processes can be applied to define clear values and overcome problems

such as noisy images. For example, a threshold initial value can be chosen manually for a first

segmentation of the image into a background and bodies pixel groups, and, after that, an average

of the previous values is computed and a new threshold value is calculated. The process is repeated

with the new value until convergence is reached [70].

The segmentation performed by the threshold value is of binary type, assigning values of 0

or 1 to each pixel group. This binary segmentation algorithm can be used in various applications

together with some cleanup technics, but it has its limitations when applied to multi-class datasets
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Figure 3.2: Clustering example [44].

[67]. For this reason, thresholding is commonly used as a first step for the image segmentation

process, corresponding to separate the background pixels from the rest of the image [10].

Clustering is another powerful technic for image segmentation that can be described as "the

process of organizing objects into groups whose members are similar in some way" [48]. Some of

the most common clustering methods are k mean, improved k mean, fuzzy c mean and improved

fuzzy c mean [64].

The simplest clustering method is the k mean. It is a partitioning method that finds the best

k partition of the various objects in the image [53]. It is based on the similarity between objects,

calculating the Euclidean distance between the k initial centroid, previously chosen, and each

sample, and assigning the sample one by one to the k cluster [45, 51]. In other words, it tries to

assign one point to the closest cluster based on the sum of the square distance from the cluster’s

centroid. Some input data and the desired clustering for it are shown in the figure 3.2.

Another important region-based method to image segmentation is the Watershed Algorithm

[19]. In this case, the image is thought of as being a topographic landscape composed with valleys

and peaks [60] depending on the intensity of the corresponding pixel, where bright points are

assigned to peaks and dark points to valleys [63]. With the brightness of each pixel representing

its height, the Watershed Algorithm determines the line that goes through the top. One of the

bigger problems with this algorithm is oversegmentation [18, 24], nevertheless, it can be overcome

by applying morphological filter [18]. The most basic morphological operators are Dilatation

and Erosion, operators that act in the input image by basically adding or removing pixels to the

boundaries of objects in the image. Applying dilatation to an image, it makes objects more visible

and fills small holes in it, while using erosion operator removes small islands and bodies clearing
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(a)

(b)

Figure 3.3: Classical segmentation technique using morphological operators.

substantive objects. A classical segmentation using morphological operators is presented by [18],

where through the images, the process of segmentation of the bodies become clear. This process

is illustrated in figure 3.3.

This example demonstrate how to handle oversegmentation problem by taking the watershed

of the original image, the watershed of its gradient, and showing the segmentation result and

minima of the original image 3.3a. After that, this filtered image is used. The minima of the

filtered image are displayed in the first picture of figure 3.3b, followed by the new influence zones

and finally the segmented image after all the process.

All segmentation technics have their own advantages and drawbacks, making them useful to a

specific image segmentation problem. In general, different methods can be used in a stack form,

together with pre- and post-processing technics to overcome the challenges of image segmentation.

The current work proposes a script that is easy to understand and that can be modified according

to specific needs, which will be presented on chapter 5.
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Chapter 4

FEM - Finite Element Method

Finite Element Method (FEM) is a powerful numerical tool that may be used to solve differential

equations that describe diverse physical phenomena [43]. For this particular case, the FEM is used

in the computed simulation to solve the stress analysis of the proposed multiscale model. Basically,

the domain of the problem is divided into a mesh that contains a number of finite elements attached

to each other by nodes. The main interest of the problems are the unknown variables contained in

the nodes of the mesh.

Several factors influence the number of nodes and elements inside the mesh. The correlation

between precision and the computational cost is one of the main factors. Nevertheless, the geom-

etry and complexity of the problem in analysis, act proportionally in relation to size and quantity

of elements.

In this chapter the basic features of the FEM are outlined. Furthermore, as the FEM is also

employed for multiscale analysis purposes. Therefore, the homogenization method used to derive

elastic properties at the macroscale from microstructural features is explained.

4.1 Formulation

The Finite Element Method in this section is formulated from the strong form, the governing

equation of the problem, and the weak form, which is an integral form of this equation [43]. En-

gineering problems are often stated using differential equations. In particular, structural problems

are described by the following equation:

∇.σ −b = 0 (4.1)

25
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Figure 4.1: (a) Domain of the problem and (b) traction vectors acting on the infinitesimal element
in a 2D problem [43].

where b is the body force vector and σ is the tensor stress acting on an infinitesimal element.

Also called strong form, this equation presented together with the boundary conditions, re-

flects the balance of internal and external forces of the body illustrated in the figure 4.1. A brief

explanation of this is presented in section 4.1.2.

4.1.1 Kinematics

The problem addressed in the current work focus mainly in the linear relationship between the

stress and strain, which is called constitutive equation. Thus the constitutive equations for elastic-

ity at the macroscale is given by:

σ = Dε (4.2)

where σ is the vector, that represent the force components per unit area acting on the plane

in the 2D case. D is called elasticity matrix, that is a 3x3 matrix for a 2D problem, whether one

assumes plane stress or plane strain condition. For isotropic materials, the elasticity matrix D is

written as

D =
E

1−υ2

1 υ 0

υ 1 0

0 0 (1−υ)/2

 (4.3)

for plane stress, and for plane strain it has the following form:
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Figure 4.2: Element elongation.

D =
E

(1+υ)(1−2υ)

1−υ υ 0

υ 1−υ 0

0 0 (1−2υ)/2

 (4.4)

in turn, ε is the strain vector that is defined as the ratio of the elongation δ e by the original

length, where the subscript e in the equation is related to the element:

ε
e =

δ e

le (4.5)

Each segment has an original length of ∆x and ∆y and the elongation of it is represented by the

difference between displacements in apposite edges of the infinitesimal element ux(x+∆x,y)−
ux(x,y) and uy(x,y+∆y)−uy(x,y) for x a y direction respectively. So the strain becomes:

εxx = lim
∆x→0

ux(x+∆x,y)−ux(x,y)
∆x

=
∂ux

∂x
(4.6)

εyy = lim
∆y→0

uy(x,y+∆y)−uy(x,y)
∆y

=
∂uy

∂y

The shear strain γxy is related to the angle change in between the two unit vectors in the x and

y directions, as follows:

γxy = lim
∆x→0

uy(x+∆x,y)−uy(x,y)
∆x

+ lim
∆y→0

ux(x,y+∆y)−ux(x,y)
∆y

=
∂uy

∂x
+

∂ux

∂y
(4.7)
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And thus, strain is assembled in the vector form as:

ε =

εxx

εyy

γxy

 (4.8)

Knowing that for a two dimensional problem the displacement vector is composed for the two

components in the direction x and y,

u =

[
ux

uy

]
(4.9)

the strain vector described in 4.9 can be written in terms of the derivatives of displacement

ε = ∇su = ∇s

[
ux

uy

]
(4.10)

where ∇s is a symmetric gradient matrix operator, given by:

∇s =


∂

∂x 0

0 ∂

∂y
∂

∂y
∂

∂x

 (4.11)

4.1.2 Equilibrium Equations

Considering the body on equilibrium shown on figure 4.1, the equilibrium equations for the ele-

ment can be written as [43]

−−→σ x

(
x− ∆x

2
,y
)

∆y+−→σx

(
x+

∆x
2
,y
)

∆y (4.12)

−−→σy

(
x,y− ∆y

2

)
∆x+−→σy

(
x,y+

∆y
2

)
∆x

+
−→
b (x,y)∆x∆y =

−→
0
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Dividing the equation 4.12 by (∆x∆y) and taking the limits as ∆x→ 0 and ∆y→ 0, the follow-

ing equations are obtained:

lim
∆x→0

−→
σx
(
x+ ∆x

2 ,y
)
−−→σx

(
x− ∆x

2 ,y
)

∆x
=

∂
−→
σx

∂x
(4.13)

lim
∆y→0

−→
σy

(
x,y+ ∆y

2

)
−−→σy

(
x,y− ∆y

2

)
∆y

=
∂
−→
σy

∂y
(4.14)

So, the equilibrium equation becomes

∂
−→
σx

∂x
+

∂
−→
σy

∂y
+
−→
b =
−→
0 (4.15)

It should be noticed that vectors −→σx, −→σy, and
−→
b are composed as follows:

−→
σx =

[
σxx

σxy

]
(4.16)

−→
σy =

[
σyy

σxy

]
(4.17)

−→
b =

[
bx

by

]
(4.18)

Thus, in terms of components, the equilibrium equations are given by:

∂σxx

∂x
+

∂σxy

∂y
+bx = 0 (4.19)

∂σyx

∂x
+

∂σyy

∂y
+by = 0 (4.20)

Then, assembling the linear system of equations in matrix form by introducing the following

symmetric gradient matrix operator from 4.11
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∇
T
s =

[
∂

∂x 0 ∂

∂y

0 ∂

∂y
∂

∂x

]
, σ =

σxx

σyy

σxy

 (4.21)

it becomes

∇
T
s σ +b = 0 (4.22)

4.1.3 Strong and Weak Form

In order to define the boundary conditions the domain boundary is divided into two different parts:

one part of the boundary where prescribed tractions are applied, denoted by Γt , and another part

where displacements are prescribed, denoted by Γu. These are complementary boundaries, thus:

Γu∪Γt = Γ Γu∩Γt = 0 (4.23)

The boundary conditions of the traction boundary may be written as

σx.n = tx and σy.n = ty on Γt (4.24)

And for the displacement as

u = u on Γu (4.25)

Summarizing everything the strong form for the linear elasticity problem can be defined as

(a) ∇.σ +b = 0 on Ω

(b) σ = Dε

(c) σx.n = tx and σy.n = ty on Γt
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(d) u = u on Γu

The weak form is an integral form of equation (a), obtained by multiplying it by an arbitrary

weight function, w, and integrating over the domain [43], as follows:

−
∫

Ω

(∇.σ)wdΩ =
∫

bwdΩ (4.26)

The constitutive law 4.2 and the relation between the strain and the displacement 4.10, demon-

strate that (∇.σ) have second order derivatives of the unknown u, thus, applying the Green Theo-

rem

∫
Ω

(∇.σ)wdΩ =
∫

Ω

σ∇wdΩ−
∫

Γ

(σn)wdΓ (4.27)

Where the quantity (σn) is known as the traction or stress vector. In this way, equation 4.26

can be written in the weak form as:

∫
Ω

∇wσdΩ =
∫

Γ

wtdΓ+
∫

bwdΩ (4.28)

4.1.4 Finite Element Discretization

In order to solve equation 4.28 it is necessary to define trial functions, which depend on the type

of element in which the domain is discretized. Considering the domain Ω with boundary Γ dis-

cretized with two-dimensional three-node triangular elements, as illustrated in figure 4.3, for tri-

angular element with nodes 1, 2 and 3 as shown in the figure 4.4, the nodal displacements are:

u =



ux1

uy1

ux2

uy2

ux3

uy3


(4.29)
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Figure 4.3: Finite element discretization in two dimensions.

Figure 4.4: A Single Triangular Element.
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The interpolation process of the displacement field can be done by the interpolation functions,

usually called shape functions. So the finite element approximation of the trial solution and the

weight function on each element can be, respectively expressed by:

[
ue

x

ue
y

]
=

[
N1 0 N2 0 N3 0

0 N1 0 N2 0 N3

]


ue
x1

ue
y1

ue
x2

ue
y2

ue
x3

ue
y3


= [N][ue] (4.30)

[
wx wy

]T
=



wx1

wy1

wx2

wy2

wx3

wy3



T 

N1 0

0 N1

N2 0

0 N2

N2 0

0 N2



T

= [w]T [N]T (4.31)

Now the displacement can be related to strain

[ε] =

εxx

εyy

γxy

=


∂ux
∂x
∂uy
∂y

∂uy
∂x + ∂ux

∂y

 (4.32)

Substituting the shape functions in the vector for each one of the nodes of the element.

ε =

 ∑
ne
i=1

∂Ni
∂x uxi

∑
ne
i=1

∂Ni
∂y uyi

∑
ne
i=1

∂Ni
∂y uxi +

∂Ni
∂x uyi

 (4.33)

The strain vector can be written as
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∂N1
∂x 0 ∂N2

∂x 0 ∂N3
∂x 0

0 ∂N1
∂y 0 ∂N2

∂y 0 ∂N3
∂y

∂N1
∂y

∂N1
∂x

∂N2
∂y

∂N2
∂x

∂N3
∂y

∂N3
∂x





ux1

uy1

ux2

uy2

ux3

uy3


→ [ε] = [B][u] (4.34)

For the derivatives of weight functions

(∇w)T = (Bw)T = wT BT (4.35)

Therefore, the integral over the domain of an element for the weak form presented before can

be written using the equations 4.35, 4.34, 4.31 ,and 4.30, as:

nel

∑
e=1

weue
[∫

Ωe
BeTDeBedΩ−

∫
Γe

t

NeTtdΓ−
∫

Ωe
NeTbdΩ

]
= 0 (4.36)

Discarding the trivial solution

wu = 0 (4.37)

The stiffness matrix is identified as being

K =
∫

Ω

BTDBdΩ (4.38)

And the external force matrix is

Fext =
∫

Γt

NTtdΓ+
∫

Ω

NTbdΩ (4.39)

So the equation can be written as
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Fext = Ku (4.40)

4.2 Triangular Element

Results coming from the finite element analysis of a particular element corresponds to the displace-

ment calculated in the nodes of this element. After that, the stress and strain can be calculated for

the integration points that the element contains. Abaqus calculates and interpolates the results to

present the user with the value of interest that would be the stress and strain on the element nodes.

The image 4.4 illustrates the triangular three-node element with nodes numbered counterclock-

wise and with two degrees of freedom. This is a linear displacement element [43] that is used in

the current work.

4.2.1 Isoparametric Element

Typically in FEM isoparametric elements are used, in which the displacement field and geometric

coordinates are approximated using the same shape function. Furthermore these shape functions

are defined in a local set of coordinates where integrations are performed using Gauss quadrature.

The mapping process to a different set of coordinates is illustrated in figure 4.5.

4.2.2 Shape Functions

Assuming the cartesian coordinate system for the triangle element, the mapping coordinate system

represented by ξ and η is chosen such that the coordinates of the nodes 1, 2, and 3 are (0,0), (1,0)

and (0,1) respectively, this system maps the irregular triangular element to a regular shape. As it

stated before the same shape functions are used to interpolate the node values of displacement (or

coordinates) to the Gauss Point of the element following the equations 4.41 and 4.42

ux = N1ux1 +N2ux2 +N3ux3 (4.41)

uy = N1uy1 +N2uy2 +N3uy3 (4.42)

where the shape functions are define as
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Figure 4.5: Mapping the Triangular Element.

N1 = 1−ξ −η (4.43)

N2 = ξ (4.44)

N3 = η (4.45)

4.2.3 Jacobian

As it was pointed the isoparametric elements allow the use of regular elements described in the

natural coordinate space composed by ξ and η . In order to obtain the results in the real space the

Jacobian is used. The Jacobian is a matrix that relates the real space coordinates and the natural

space coordinates. The Jacobian is defined as follows:

∂Ni

∂ξ
=

∂Ni

∂x
∂x
∂ξ

+
∂Ni

∂y
∂y
∂ξ

(4.46)

∂Ni

∂η
=

∂Ni

∂x
∂x
∂η

+
∂Ni

∂y
∂y
∂η

(4.47)

in matrix form

 ∂Ni
∂ξ

∂Ni
∂η

=

 ∂x
∂ξ

∂y
∂ξ

∂x
∂η

∂y
∂η


︸ ︷︷ ︸
Jacobian Matrix

 ∂Ni
∂x

∂Ni
∂y

 (4.48)
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4.2.4 Gauss Quadrature

Equations 4.38 and 4.39 requires numerical integration. Gauss Quadrature is a numerical integra-

tion technique very efficient for polynomial functions [43], so it is especially adequate for FEM

employing polynomial approximation functions. In the this integration procedure such integral is

approximated by a set of weights and integration points, which are chosen so the higher possible

polynomial is integrated exactly. In the case of the three nodes triangular element, only one inte-

gration point, or Gauss Point, is required to produce accurate integration for the shape functions

used. The integration formula is given by:

I =
∫

Ωe
f (ξ ,η)dΩ

e =
ngp

∑
i=1

f (ξ ,η)Wi|Je(ξ ,η)| (4.49)

Therefore, the numerical form of the element stiffness matrix becomes:

Ke =
∫

Ωe
BeTDeBedΩ =

∫ −1

1

∫ −1

1
BeTDeBe|J|dξ dη (4.50)

=
2

∑
i=1

2

∑
j=1

WiWj|Je(ξiη j)|BeT(ξiη j)DeBe(ξiη j) (4.51)

For the present work, this equation is solved by the Abaqus software. The real interest in the

development of the Finite Element Method is to find the elasticity matrix for the macro mate-

rial under study, based on the results of stresses obtained by Abaqus for a representative volume

element of the microstructure (RVE).

4.2.5 Homogenization Method

Micromechanics accounts explicitly for the heterogeneities within the microstructure of a given

material. Nevertheless, at a higher length scale, the material in question may be treated as a

homogeneous continuum. Therefore, the finite element formulation presented constitutes the base

to homogenize the micro properties of the material and obtain the respective macro properties.

Considering a representative volume, which captures the essential features of the microstructure

in study, the average stress and strain tensors are given by:
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σi j =
1
V

∫
V

σi jdV (4.52)

εi j =
1
V

∫
V

εi jdV (4.53)

where V designates the volume of the RVE. These average tensors may be related in order to

calculate a macro elasticity matrix:

σ = Dε (4.54)

alternatively in matrix form:

σ11

σ22

σ12

=

D11 D11 D13

D21 D22 D23

D31 D32 D33


ε11

ε22

γ12

 (4.55)

The finite element formulation defined in the previous sections may be used to calculate each

element of the D matrix. For this, the RVE is discretized into a finite element mesh and appropriate

boundary conditions are applied. For instance, to calculate the elements in the first column of the

matrix D, an unitary deformation is applied to the RVE in the x-direction, as follows:

σ11

σ22

σ12

=

D11 D12 D13

D21 D22 D23

D31 D32 D33


1

0

0

 (4.56)

After matrix multiplication the following equations are obtained:

σ11 = D11 (4.57)

σ22 = D21 (4.58)

σ12 = D31 (4.59)

The above equations may be solved using the FEM, as follows. Firstly, each stress component

is calculated at the element level. The stress at each Gauss point is interpolated from the nodal
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values using the shape functions of the element. For the triangle presented in section 4.2.2 the

values for the weight and the quadrature points are 1
2 and 1

3 respectively. Then, the contributions

of all elements are averaged and thus, for an applied displacement in x-direction, the global stress

equations become:

De
11 =

1
V

nelem

∑
i=1

(σ e
11,1N1 +σ

e
11,2N2 +σ

e
11,3N3)∗W ∗det[J] (4.60)

De
22 =

1
V

nelem

∑
i=1

(σ e
22,1N1 +σ

e
22,2N2 +σ

e
22,3N3)∗W ∗det[J]

De
12 =

1
V

nelem

∑
i=1

(σ e
12,1N1 +σ

e
12,2N2 +σ

e
12,3N3)∗W ∗det[J]

Where D11 represent the first element of the elasticity matrix D, nelem is the number of elements

in the finite element mesh, σ e
11,1 is the stress in the x-direction in node 1, σ e

11,2 in node 2, and σ e
11,3

in node 3. W is the weight and det[J] is the determinant of the jacobian. This method can be

sequently applied to calculate the remaining elements of the elasticity matrix. As a result, the

presented formulation will be used in further steps.
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Chapter 5

Matlab Code and Image Processing

This thesis is inserted in a broader project, which aims building a multiscale model to describe

the behavior of DSS. One of the cornerstones within this larger project is the transcription of vi-

sual experimental data into data that can be used for numerical simulation, in particular in FEM

simulations. In order to achieve this goal, a software which recognizes relevant features in im-

ages of material micro structures was developed. Moreover, a whole procedure to convert the

relevant information into a finite element mesh was also implemented. In turn, the finite element

meshes representative of the microstructure of the material are instrumental to establish a relation

between relevant micro features and the macro properties of the material. Thus, in this chapter the

developed methodology is described.

The proposed method entails several steps. It starts by a complete image first analysis based on

a multilayer image segmentation method. This step is followed by a segmented imaged analysis in

order to optimize the process. Finally, a methodology to convert the segmented images in relevant

finite element meshes is proposed. The whole process is applicable to any kind of images, however

this project targets optical microscopy images and scanning electron microscope (SEM) images.

A schematic diagram of the process described in this section is illustrated in figure 5.1. It

shows that the program starts by importing the entire image, after that a quality check is made and

the result demonstrates the need for some pre-processing by filters on the image. After that, the

full image passes through the processes of phase segmentation and the respective percentages are

stored. A section of the image is cropped and the same process of phase segmentation is applied

comparing the results of the percentage of each phase of the sectioned image with the previous

results for the full image. If the percentages do not match, the sectioning of the image is done

again. With the same percentage for each phase, the body recognition can be made and DXF files

are generated. All this steps are going to be detailed in the next sections.

41
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Figure 5.2: Layer scheme with the three phases.

5.1 Complete Image First Analysis

A microstructure contains several important information regardless of the material. One of the

main characteristics that can be observed in the microstructure is the percentage of each phase. In

order to calculate the phase percentage, an image segmentation script was created. This script is

based mainly on the threshold segmentation technic. This technic, as it was described in section

3.1.1, is a simple way to separate the image into two groups, bodies and background. To take

advantage of threshold technic simplicity and apply it to generate three different groups, a mul-

tilayer stacking was created. In this way, two phases correspond to two different layers and the

background corresponds to the last phase, as illustrated in figure 5.2.

Two different threshold values are chosen manually to impose limits between one phase and

the other

(σ − phase)
darker

< (δ − phase)
middle

< (γ− phase)
lighter

(5.1)

These threshold values are based on the values of the pixels in the image for a grayscale.

An example of how the pixels are evaluated is shown in figure 5.3. The maximum value in the

grayscale is 255 assigned to the white color, and the minimum is 0 assigned to black color. This

values can be easily be inverted to cover images with reverse shades of gray.

Then, segmentation is done by evaluating each pixel value with respect to the previously im-

posed limits. Image 5.4 shows how pixels are assigned into three different groups.
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Figure 5.3: Pixels values in a gray scale.

Figure 5.4: Pixels values assigned to a particular phase.
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Figure 5.5: Image segmentation for section A - γ-phase(Red), δ -phase(Green), σ -phase(Blue).

This initial process is applied to several microstructure images as described in the particular

case study of this thesis. The result of this segmentation for the first image is shown in figure 5.5.

5.2 Sectioned Image Analysis

In this section, the pre-processing tools used, Matlab script, and functions created to analyze the

microstructure image are going to be briefly described. It is worth mentioning that the entire

process described from now on for a section of the image was also performed for the complete

image in order to obtain the values presented in the table 7.1.

5.2.1 Pre-processing

First, the size of the analyzed image is reduced by selecting a region with equal percentages of the

phases as the original image. (See image 5.6)

Figure 5.6: Pixels values assign to a particular phase.
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Figure 5.7: Pre-processing result.

A pre-processing procedure was applied to the image in the Krita software [3]. This is a free

and open-source raster graphics editor with a wide range of tools and filters. The image was

uploaded to the software and an enhancement sharpening filter was applied, this filter increases

the contrast between the different shades of gray. If needed, manual adjustment can be performed

through the histogram of the picture. The result of the pre-processing procedure is shown in figure

5.7

5.2.2 Phase Segmentation Function

The enhanced image is stored in a variable inside the main script of the program. To get rid of the

unwanted channels present in the RGB image file, this image is converted to a grayscale format.

This creates a matrix whose size equals the size of the image and containing all the values of the

pixels. Still, in the main function, the threshold values are manually assigned.

The phase segmentation function is called from the main function passing as parameters of

the grayscale matrix and the threshold limits. The elements of the matrix are compared with the

threshold values and separated into three different groups. These groups can be interpreted as

being a matrix containing only the elements, or pixels, that correspond to one particular phase,

and the rest have a value equal to zero. Finally, a particular color is assigned to the non-null pixels

that corresponds to the phase where they belong, namely, blue for σ -phase, red for γ-phase, and

green for δ -phase, as illustrated in figure 5.8. When submitting the microstructure image to this

process the result displayed in figure 5.9 is achieved.

The results of this process in the microstructure image are shown in figure 5.9.

Moreover, the outputs of the segmentation function are three matrices, one for each phase,

appended to a list. These matrices are interpreted as layers that, stacked on top of each other,

create the entire image with the segmented phases, as shown in figure 5.10.
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Figure 5.8: Schematic of the segmentation of the matrix containing the pixels.

Figure 5.9: Phase color assignment for the microstructure image.
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Figure 5.10: Segmented image with color assign to the different phases.

5.2.3 Body Recognition

Body recognition plays a fundamental rule within the whole microstructure analysis process. In

fact, the main difference between the current work and the analyzed bibliography is the recognition

of the bodies belonging to each of the phases and subsequent creation of a sketch file capable of

being imported to a FEM software. First, the recognition of the bodies is done by a function that

takes as parameters the list containing all matrices created in the previous section, and the phase

of interest. For instance, let’s focus on the γ-phase shown in figure 5.11, the layer correspondent

to this particular phase is selected from the list of matrices.

Firstly, the layer is converted into a binary image with bodies in white and background in

black. This approach, in which phase images are regarded as layers, allows a simplification in

the shapes of the bodies by filling the holes inside of them. Then, the boundaries of these bodies

are recognized by a Matlab build-in function that returns the coordinates of the pixels that belong

to the body/background border as a 2x2 matrix for each body. Finally, the output for the body

recognition function is a matrix with boundary points x and y coordinates, the number of objects

Figure 5.11: γ-phase layer.
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Figure 5.12: All bodies in γ-phase layer.

on the layer, and their area.

5.2.4 CAD Files

Now the CAD (Computer-Aided Design) file can be created from the coordinates of the points

that compose the border of the body. This file is created by connecting all border pixels with a

line using a function that takes as parameters the X and Y coordinates and has as output one file,

saved in DXF format, for each object. This format allows a simple connection with Abaqus since

this file format can be directly imported into the software. The construction of the bodies together

is illustrated in image 5.12

It is worth mentioning that because of the layer scheme used so far, the procedure for creating

sketches is used only with the σ -phase and γ-phase. Due to the arrangement of the phases in the

microstructure, it can be considered that the δ -phase is a background matrix where the two other

phases are spread, as was illustrated in figure 5.2. Upon completing the procedures described in

the chapter, the FEM simulation follows, as explained in the next chapter.
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Chapter 6

Abaqus Simulation

After recognizing all the relevant features in the experimental microstructure images, and acquir-

ing the DXF files, these can be used to construct the model that is going to be simulated in Abaqus

software, in order to obtain the stresses values discussed in section 4.2.4.

6.1 Importing Sketch

The DXF files can be directly imported to Abaqus as sketches to be assembled. A critical issue was

observed in this part of the study. Once the construction of the DXF files is made by connecting

two consecutive points in the border with a line, the sketch on Abaqus is established by several

lines leading to a high number of nodes/elements and very high computational cost. This becomes

a problem when the mesh for these bodies is created. To overcome this issue, a spline is created

connecting all the points by a single line, this process is illustrated in figure 6.1.

The number of elements and nodes in the sketch decreases and, additionally, the body shape is

smoothed, and the control over the mesh is improved significantly as shown in figure 6.2, increas-

ing simulation accuracy. Also with this modification, a smaller number of nodes can be created

reducing the computational cost drastically.

6.2 Assemble and Material Assignment

Once the sketches are imported they are assembled creating one part to γ-phase and one part to

σ -phase. For the δ -phase, a rectangle part with the microstructure image dimensions is drawn

in the Abaqus part creation section. All these three parts are merged together to build the model

displayed in figure 6.3
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Figure 6.1: Spline sketch creation.

Figure 6.2: Difference in mesh before and after spline creation.
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Figure 6.3: γ-phase, δ -phase and σ -phase merged in one model.

As it was mentioned before, each phase has different mechanical properties. The Young’s

Modulus and Poisson’s Ratio are summarized in table 6.1

Table 6.1: Phase properties of different phases of DSS

Phase
Young’s

Modulus [GPa]
Poisson’s

Ratio
γ-phase 189 0.3

δ -phase 220 0.3

σ -phase 201 0.3

Three different materials where created on Abaqus and, each phase was assigned to them, as

figure 6.4 shows.

6.3 Mesh

Once the material properties are assigned, the mesh of the microstructure can be created as shown

in figure 6.5.

This mesh is constructed from triangular elements with a variable global size, depending on

the microstructure analyzed. To determine the optimal size for the element, a node of interest was

selected, aiming at a critical point in the simulation. The results for the main stress were obtained

from this node. Then the global size of the element was reduced from the initial mesh until the

values of stress in the selected node reaches convergency (figure 6.6).
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Figure 6.4: Material Assignment.

Figure 6.5: Mesh of the microstructure model.
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Figure 6.6: Mesh optimization graph.

Another important achievement of this study is that with the division between the phases well-

delimited, elements of the mesh do not cross between phases, as illustrated in figure 6.7, without

the need for any further action. In commercial softwares, to overcome this kind of problem, the

shapes of the bodies are distorted so that the elements do not cross the boundaries between them.

6.4 Boundary Conditions and Load

Based on the theory presented in chapter 4, three different simulations are required to construct the

elasticity matrix for the 2D model. One for the x direction tension, one for the y direction tension,

and one for the shear loading. The last one has to be divided into two different simulations to

capture all the needed values. In this way, four different setups were created, with different loads

and boundary conditions, as illustrated in figure 6.8

Following the theory presented in section 4.2.5, the loads for the four simulations described

vary according to the size of the image under analysis. Making the total displacement equal to

the elongation of the part under study, the deformation becomes unitary for the main direction

of the simulation as shown on 4.56 system of equations, this allows that with the calculations

presented in the same section, it is possible to obtain the elasticity matrix D. More details about

the assembling of the elasticity matrix are going to be addressed in the next sections.
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Figure 6.7: Detail on mesh through different phases.

Figure 6.8: Load and Boundary Conditions.
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6.5 Post-processing Python Script

The four simulations described in the previous sections result in four different ODB format files

created by Abaqus, containing all the information regardless of the simulation. A python script

is developed aiming to extract the needed information from the ODB file. This script extracts

the initial and final coordinates to all nodes inside the mesh. As also extract the stress in every

direction.

This information is store in a CSV (Comma-Separate Values). Where the first column is the

number of the nodes, the second, third, and fourth columns store the S11 (x-direction stress), S22

(y-direction stress), and S12 (shear stress) respectively. And the last four columns hold the x and

y initial and final coordinates of the nodes.

6.6 Elasticity Matrix D

Again, the Matlab software is used to create a post-processing program that read the results store

in the CSV file and the theory from chapter 4 is applied to construct the elasticity matrix D.

This task was divided into different functions improving the computational time and allowing a

generalization of the program for future use with different types of elements and shape functions.

6.6.1 Symbolic Jacobian Matrix

To make it easier for future use of different shape functions, the Jacobian matrix is calculated

in a symbolic way in the first step and later the values for the variables are substituted. In the

main script, the results of the four simulations stored in the CSV file are converted into an array

of numbers. After that, the shape functions are declared. The shape functions and the type of

the element are the parameters of the functions that construct the symbolic Jacobian matrix, this

function is based on the theory presented in the section 4.2.3. So far the only element used is the

triangular 3-node element. The Jacobian build function performs the differentiation of the shape

functions with respect to ξ and η and then, depending on the element, build the symbolic jacobian

matrix, its symbolic determinant, and the shape functions with the respective numerical values of

ξ and η already substituted.

6.6.2 Jacobian Matrix Numerical Determinant

The program uses another function to substitute the numerical values of the initial and final co-

ordinates obtained from the CSV file for each node, into the variables of the symbolic equation
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created from the determinant of the Jacobian matrix. This function returns an array containing the

numerical values of the determinant for each element present in the mesh.

6.6.3 Assembling Elasticity Matrix D

The construction of the elasticity matrix D is also done in a separate function and also depends on

the type of element used. The values of stress, obtained from the CSV file, and the values of the

determinant of the Jacobian matrix, calculated in the previous function, are used in the formulation

introduced in equation 4.60 to calculate each element in the D matrix. Finally, the 3x3 elasticity

matrix is stored in a text file.

A schematic diagram of the process described in chapter 6 is illustrated in figure 6.9. The

process consists of, at first, importing the DXF file created, described in chapter 5, as a sketch to

Abaqus software. This files is used to carry the simulation based on the boundary conditions and

loads described in section 6.4. After that, Abaqus provides the user a ODB file containing all the

results of the simulation, this file is processed by a python script that extract only the necessary

results. These results are them used in a Matlab script that creates the Jacobian matrix, evaluate

the node results, and assemble the elasticity matrix based on the equations 4.60. Next chapter

illustrates the whole methodology by applying it to a case study.
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Chapter 7

Case Study

Real images are taken from a C-shape part made of Super Duplex Stainless Steel (SDSS). These

images are obtained from two different technics optical microscopy images and scanning electron

microscope (SEM) images, which are used to illustrate the developed methodology.

7.1 Problem Description

The specimen used in this case study is a sand casting Super Duplex Stainless Steel poured in a

C-shape model. The C-ring specimen, shown in figure 7.1, due to its geometry exhibits different

cooling rates along its shape causing a non-uniform phase distribution.

Different microstructures along the sample were captured by dividing the C-ring into 6 parts

named from A to F. Differences in the areas of these sections cause a reduction in the cooling rates

from the smaller (A) to the bigger one (F). A sample from each section was analyzed on optical

microscopy. The microstructure of each one is displayed in figure 7.2, where can be observed

the three phases present in the material. In the microscopy images the lightest shade of gray

corresponds to the γ-phase (Austenite), the middle shade to the δ -phase (Ferrite), and the darkest

to sigma precipitation. These images can be observed in figure 7.2. In the images obtained with

scanning electron microscope this shades are inverted as it is shown in figure 7.3. The almost

white color corresponds to the χ-phase precipitations, that was not observed in the microscopy

images, and the lightest shade of gray corresponds to σ -phase precipitation. The middle tones

that are suppose to be between the γ and δ phases are not so well contrasted in the SEM images.

So for these images only the precipitations of the two different χ-phase and σ -phase was taking

into consideration. Because of this, it was only possible for the SEM images to be analyzed by

the segmentation process of the program and the percentage of the precipitations was taking as a

result.
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Figure 7.1: C-ring specimen (dimensions in [mm]).

Figure 7.2: Microstructure of the 6 parts obtained from the C-ring - microscopy images.
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Figure 7.3: Microstructure of the 6 parts obtained from the C-ring - SEM.
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For the microscopy images, 6 different microstructures, one for each section of the C-ring,

were analyzed and the respective percentage of each phase are displayed in table 7.1.

Table 7.1: Percentage of phases on sections A to F

Section A Section B Section C Section D Section E Section F
γ 49.46% 48.32% 55.34% 44.20% 62.92% 55.34%

δ 2.06% 3.13% 7.76% 2.98% 12.97% 19.45%

σ 48.48% 48.55% 36.90% 52.82% 52.82% 25.21%

For the SEM images various microstructures were obtained for each section, an average per-

centage of each image made and the results are presented in the table 7.2

Table 7.2: Percentage of precipitates on sections A to F

Section A Section B Section C Section D Section E Section F
σ 10.89 % 11.97 % 20.19 % 13.94 % 16.32 % 21.76 %

χ 0.69 % 0.36 % 0.16 % 0.95 % 0.47 % 0.007 %

For the six images made from microscopy, the next steps of the studies were applied. After

the segmentation of the phases, the recognition of the bodies, and the creation of the CAD files,

the simulation made by the finite element software Abaqus had very consistent results with the

expected for this material. Some of the results are displayed in figures 7.4 to 7.7

Figure 7.4: Results for the simulation in X direction.
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Figure 7.5: Results for the simulation in Y direction.

Figure 7.6: Results for the simulation in shear.
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Figure 7.7: Results for the simulation in shear.

The elasticity matrices obtained for each section of the C-ring specimen are shown in the table

7.3.

Table 7.3: Elasticity Matrix for all sections on C-ring specimen (GPa)

Section A Section B Section C

226.39 67.96 0.86 225.52 67.59 0.24 222.31 66.68 0.24

67.84 226.61 0.57 67.58 225.39 0.12 66.67 222.57 0.02

1.58 0.72 79.31 0.36 -0.16 79.00 0.38 -0.04 77.81

Section D Section E Section F

224.25 67.35 -0.19 218.30 65.56 -0.21 220.15 66.11 0.14

67.35 224.90 -0.21 65.54 218.30 -0.18 66.11 220.59 0.01

-0.21 -0.27 78.57 -0.28 -0.30 76.46 0.23 0.05 77.13

From the results regarding the percentage of each phase compared with the elasticity matrix

obtained for the six sections of the C-ring, can be observed that with the increasing of the σ -phase

precipitation the δ -phase suffers a reduction in their percentage while, in turn, the γ-phase does

not undergo significant changes. This change results in a reduction of the values of the diagonal

line of the elasticity matrix. Knowing the Poisson’s ratio for the material it is possible to estimate

the values for the Young’s modulus using the equation presented in 4.3, the results can be seen in
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Table 7.4: Young’s modulus (E) for each section of the C-ring (MPa)

Section A Section B Section C Section D Section E Section F
E 206014.9 205223.2 202302.1 204067.5 198653 200336.5

the table 7.4

These values are consistent with the expected results, where they lie between the limits of

a material that is composed only of the ferrite phase (δ ) and a material composed only of the

austenite phase (γ) in its microstructure according to the values presented in the table 6.1. Higher

values obtained for Young’s modulus represent a more fragile material, but this is not the single

factor. It was widely discussed in the literature review section that the increase in precipitates in

the material’s microstructure reduces its resistance to deformation. As only elastic properties were

analyzed in the present study, it was not possible to conclude this statement yet.
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Chapter 8

Conclusion

8.1 Results and Discussions

The image segmentation code developed in Matlab was able to separate the three different phases

that compose the microstructure of a DSS, as well as, calculate the percentage of each of the

phases. The main difference between the developed program and existing softwares is the ability

to create a 2D CAD file ready to be used in a commercial finite element software. In addition,

the simplicity presented by the code, allows it to be modified to meet different uses and needs.

From small modifications, the current script can extract different features from the images. Some

limitations in the program could be observed. The quality of the image directly affects the results

and the need to pre-process it with filters and other techniques.

For future work, automation for the selection of threshold values can be explored further. This

process would reduce the time needed for analysis and the need for more detailed pre-processing

for the image. The limitations regardless of the quality of the image can be overcome by the

use of different image processing tools, as the morphological operator’s dilatation and erosion, to

clear the images from undesirable noises. Different image segmentation technics, like watershed

algorithms, can be also used for a more automatic process in the image analysis. It is worth

mentioning that with the continuous development of image recognition by Artificial Intelligence

technologies, this process as a whole can be automated, increasing the speed with which images

are processed and the accuracy of results.

8.2 General Observations

The results obtained from this work allow the following conclusions.
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1. A simple threshold algorithm used based on the pixel values of the grayscale image of a

microstructure was able to accurately segment the existent phases γ , δ , and σ . The use

of this algorithm can be explored to detect other types of features in the microstructure

with small adjustments to the threshold values. This script can be also modified with more

sophisticated technics to overcome problems with automation of the process and the need

for pre-processing to improve the image.

2. The creation of a CAD file for future analysis in specific Finite Element programs greatly

facilitates the structural analysis of the material. It allows the creation of a better mesh

and better simulations. Future works can go deeper into the development of better tools for

creating sketches, bringing them together before importing them into the FEM program and

using splines for their construction, avoiding the need for future conversions.

3. The use of Abaqus as a finite element analysis program allowed easy integration with a

script developed in Python to extract the results of the simulations.

4. This work was successful in creating a fundamental unity of multiscale analysis. The whole

methodology integrates identification of microstructural features and respective homoge-

nization to derive macroscopic properties.

5. The aforementioned multiscale unit is essential in the study of DSS as the precipitation of

secondary phases may severely deteriorate their mechanical properties.



Appendix A

Matlab Segmentation Code

A.1 Main Program

1 %%

2 clc; clear; close all;

3

4 %% Read the microstructure image

5 I = imread(’microstructureA_01.png’);

6

7 % Converting to gray scale

8 I = rgb2gray(I);

9

10 [nn, mm] = size(I);

11

12 % Threshold values

13 limSigma = 80;

14 limDelta = 230;

15

16 [RGB_Phases, RGB_Tol, RGB_Delta, RGB_Gamma, RGB_Sigma] = phaseSeparation(Image,

limSigma, limDelta);

17

18 %% Bodies recognition

19 phase = ’gamma’;

20

21 [B, n, A] = meshBody(RGB_Phases, phase);

22

23 k = [];

24 Atot = 0;

25

26 % Percentage of Phase

27 per = (Atot/(nn*mm)) * 100;
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28 disp(’\n Percentage of phase: ’);

29 disp(per);

30

31 % Noise reduction

32 for i = 1:length(A)

33 if A(1,i) > 10

34 k(end+1) = i;

35 Atot = Atot + A(1,i);

36 end

37 end

38

39 numBodies = length(k);

40

41 for n=1:numBodies

42 b = B{k(n)};

43 plot(b(:,2), b(:,1), ’LineWidth’, 2), hold on, grid off

44 set(gca, ’YDir’,’reverse’)

45 set(gca,’XTick’,[], ’YTick’, [])

46 xlim([0 mm])

47 ylim([0 nn])

48 end

49

50 for n = 1:numBodies

51 fileName = sprintf(’%s_body_%d’, phase, n);

52 fullFileName = fullfile(’dxfFiles\’, fileName);

53 writeDXF(fullFileName, B{k(n)}(:,1), B{k(n)}(:,2));

54 end

A.2 Phase Segmentation Function

1 function [X_RGB, X_RGB_Tol] = phaseSeparation(X_, limSigma, limDelta)

2

3 % Compare threshold values

4 X_Sigma = X_ >= limSigma;

5 X_Delta = X_ < limSigma | X_ >= limDelta;

6 X_Gamma = X_ < limDelta;

7

8 % Call function to assign color

9 RGB_Gamma = colorAssign(X_Gamma, ’r’);

10 RGB_Delta = colorAssign(X_Delta, ’g’);

11 RGB_Sigma = colorAssign(X_Sigma, ’b’);

12

13 % List with results

14 X_RGB = {RGB_Sigma RGB_Gamma RGB_Delta};

15 X_RGB_Tol = RGB_Sigma + RGB_Gamma + RGB_Delta;
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16

17 figure()

18 subplot(1,2,1)

19 imshow(X_RGB_Tol), hold on

20 grid on

21 subplot(1,2,2)

22 imshow(X_)

23

24 end

A.3 Color Assignment Function

1 function [RGB_Image] = colorAssign(Xdata, color)

2

3 red = 0;

4 green = 0;

5 blue = 0;

6

7 if color == ’r’

8 red = 255;

9 elseif color == ’g’

10 green = 255;

11 elseif color == ’b’

12 blue = 255;

13 end

14

15 [fil, col] = size(Xdata);

16 RGB_Image = zeros(fil,col, 3);

17 [posX , posY] = find(Xdata==0);

18 numIter = size(posX,1)*size(posX,2);

19

20 for ii = 1 : numIter

21 RGB_Image(posX(ii),posY(ii), 1) = red;

22 RGB_Image(posX(ii),posY(ii), 2) = green;

23 RGB_Image(posX(ii),posY(ii), 3) = blue;

24 end

25

26 end

A.4 Body Detection Function
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1 function [B, n, Areas] = meshBody(RGB_Phases, phase)

2

3 if phase == ’sigma’

4 index = 1;

5 elseif phase == ’gamma’

6 index = 2;

7 elseif phase == ’delta’

8 index = 3;

9 else

10 disp(’There is no phase with this name’)

11 end

12

13 I = RGB_Phases{index};

14

15 figure()

16 subplot(2, 2, 1)

17 imshow(I)

18

19 BW = im2bw(I);

20 subplot(2, 2, 2)

21 imshow(BW)

22

23 subplot(2, 2, 3)

24 imshow(BW)

25

26 BW = imfill(BW, ’holes’);

27

28 subplot(2, 2, 4)

29 imshow(BW);

30

31 measurements = regionprops(BW, ’Area’);

32 Areas = [measurements.Area];

33

34 [B,L,n,A] = bwboundaries(BW);

35

36 fprintf(’Number of objects: %f’, n)

37 end

A.5 Create DXF file Function

1 function [] = writeDXF(name, x, y)

2

3 fileName = sprintf(’%s.dxf’, name);

4
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5 file = fopen(fileName, ’w’);

6

7 fprintf(file, ’0\n SECTION\n 2\nENTITIES\n 0\n’);

8 for i = 1:(length(x) - 1)

9

10 % Create a new line element in the file

11 fprintf(file, ’LINE\n 8\n 0\n’);

12

13 % First coordinate

14 fprintf(file, ’10\n %.10f\n 20\n %.10f\n’, x(i), y(i));

15

16 % Second coordinate

17 fprintf(file, ’11\n %.10f\n 21\n %.10f\n’, x(i+1), y(i+1));

18

19 fprintf(file, ’0\n’);

20 end

21

22 fprintf(file, ’ENDSEC\n 0\nEOF\n’);

23 fclose(file);

24 end



76 Matlab Segmentation Code



Appendix B

Python Script

B.1 Extract Results Python Script

1 from odbAccess import *

2 import odbAccess

3 import os, glob

4

5 ## Get the values in the nodes

6 def nodeValues(odbFile, nodeNumber, instanceName, outFile):

7

8 # Geometry assembly

9 assembly = odbFile.rootAssembly

10

11 # Grab node

12 node = assembly.instances[instanceName].getNodeFromLabel(nodeNumber)

13

14 # Stress Field

15 stressField = odbFile.steps.values()[-1].frames[-1].fieldOutputs[’S’]

16

17 # Stress in the evaluated node

18 stressNode = stressField.getSubset(region=node, position=ELEMENT_NODAL)

19

20 str11 = stressNode.values[0].data[0]

21 str22 = stressNode.values[0].data[1]

22 str12 = stressNode.values[0].data[3]

23

24 outFile.write(’\n %5s, %15s, %15s, %15s,’ %

25 (nodeNumber, str11, str22, str12,))

26

27 xyFinal = odbFile.steps.values()[-1].frames[-1].fieldOutputs[’COORD’]

28 xyInit = odbFile.steps.values()[-1].frames[0].fieldOutputs[’COORD’]
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29

30 xyNodeFinal = xyFinal.getSubset(region=node)

31 xyNodeInit = xyInit.getSubset(region=node)

32

33 xNodeFinal = xyNodeFinal.values[0].data[0]

34 yNodeFinal = xyNodeFinal.values[0].data[1]

35 xNodeInit = xyNodeInit.values[0].data[0]

36 yNodeInit = xyNodeInit.values[0].data[1]

37

38

39 outFile.write(’%20s, %20s,’ % (xNodeInit, yNodeInit))

40 outFile.write(’%20s, %20s’ % (xNodeFinal, yNodeFinal))

41

42

43 return ([str11, str22, str12])

44

45

46 ############################################################################

47

48 instanceName = ’ALLPHASES-1’

49

50 filePath = os.getcwd()

51 OdbFiles = glob.glob(’*.odb’)

52

53 for file in OdbFiles:

54

55 # Name each .odb file

56 fileName = file

57

58 # Assign each odb file

59 odbFilePath = filePath + ’/’ + fileName

60 odbFile = odbAccess.openOdb(path=odbFilePath, readOnly=True)

61

62 # Create a outFile for each .odb

63 nameOutFile = ’Results’ + fileName[0:-4] + ’.csv’

64 outFile = open(nameOutFile, ’w’)

65

66 outFile.write(’\n %5s, %15s, %15s, %15s, %20s, %20s, %20s, %20s’ %

67 (’Node’, ’S11’, ’S22’, ’S12’, ’X_init’, ’Y_init’, ’X_final’, ’

Y_final’))

68

69

70 assembly = odbFile.rootAssembly

71 nodes = assembly.instances[instanceName].nodes

72 numNodes = len(nodes)

73

74 for n in range(numNodes):

75

76 ## Take each node number
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77 nodeNumber = nodes[n].label

78

79 stress = nodeValues(odbFile, nodeNumber, instanceName, outFile)

80

81 odbFile.close()

82 exit()
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Appendix C

Matlab Post-processing Codes

C.1 Main Program

1 %%

2 clc; clear; close all;

3

4 %%

5 X = readtable(’ResultsX.csv’, ’HeaderLines’,2);

6 Y = readtable(’ResultsY.csv’, ’HeaderLines’,2);

7 Z1 = readtable(’ResultsZ1.csv’, ’HeaderLines’,2);

8 Z2 = readtable(’ResultsZ2.csv’, ’HeaderLines’,2);

9

10 X = table2array(X);

11 Y = table2array(Y);

12 Z1 = table2array(Z1);

13 Z2 = table2array(Z2);

14

15 %% Shape Functions

16 syms xi eta

17

18 N = [1-xi-eta, xi, eta];

19

20 %%%%%%% Jacobian Build %%%%%%%

21

22 % 3 Nodes Triangular Element = triangle3nodes

23 [detJ, dN, N, w] = jacobian_build(’triangle3nodes’, N);

24

25 %% Jacobian Matrix and D assemble

26

27 S11 = 2;

28 S22 = 3;
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29 S12 = 4;

30 xIni = 5;

31 yIni = 6;

32

33 [detJ, node1, node2, node3, numElem] = node_jac_matrix(X, detJ, xIni, yIni);

34

35 D = assemble_D (N, node1, node2, node3, X, Y, Z1, Z2, detJ, numElem, ...

36 S11, S22, S12, w);

37

38 %%%%% Write txt file

39 writematrix(D,’ElasticityMatrix.txt’, ’Delimiter’, ’tab’);

C.2 Symbolic Jacobian Function

1 function [detJ, dN, N, w] = jacobian_build(elemType, shapeFunc)

2

3 syms xi eta

4

5 N = shapeFunc;

6 dN = zeros(2,size(N, 2));

7

8 for i = 1:size(dN, 2)

9 dN(1,i) = diff(N(i), xi);

10 dN(2,i) = diff(N(i), eta);

11 end

12

13 %% 3 Nodes Triangular Element

14 if elemType == ’triangle3nodes’

15

16 syms x1 x2 x3 y1 y2 y3

17

18 w = 1/2;

19

20 d = [x1, y1;

21 x2, y2;

22 x3, y3;];

23

24 J = dN * d;

25 detJ = abs(det(J));

26

27 N = double(subs(N, {xi, eta}, {1/3, 1/3}));

28 end

29

30 end
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C.3 Jacobian Determinant Evaluation Function

1 function [detJ, node1, node2, node3, numElem] = node_jac_matrix(X, detJnum, xIni,

yIni)

2

3 syms x1 x2 x3 y1 y2 y3

4

5 Nodes = readtable(’node.csv’);

6

7 numElem = height(Nodes);

8

9 % Node number

10 node1 = table2array(Nodes(:,2));

11 node2 = table2array(Nodes(:,3));

12 node3 = table2array(Nodes(:,4));

13

14

15 for i=1:numElem

16 detJ(i) = double(subs(detJnum, {x1, y1;

17 x2, y2;

18 x3, y3}, {X(node1(i),xIni), X(node1(i),yIni);

19 X(node2(i),xIni), X(node2(i),yIni);

20 X(node3(i),xIni), X(node3(i),yIni)}));

21 end

22 end

C.4 Build Elasticity Matrix Function

1 function [D] = assemble_D(N, node1, node2, node3, X, Y, Z1, Z2, detJ, numElem, ...

2 S11, S22, S12, w)

3

4 % Position of the nodes

5 coord = [X(:,5) X(:,6)];

6

7 % Size of the image and the total Area

8 maxX = max(coord(:,1));

9 maxY = max(coord(:,2));

10 A = maxX*maxY;

11

12 D = zeros(3,3);

13

14 %%% For 3 Node Triangle %%%

15 for i=1:numElem
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16 % First Column

17 D(1,1)=D(1,1)+((X(node1(i),S11)*N(1) + ...

18 X(node2(i),S11)*N(2) + ...

19 X(node3(i),S11)*N(3)) * ...

20 w * detJ(i));

21 D(2,1)=D(2,1)+((X(node1(i),S22)*N(1) + ...

22 X(node2(i),S22)*N(2) + ...

23 X(node3(i),S22)*N(3)) * ...

24 w * detJ(i));

25 D(3,1)=D(3,1)+((X(node1(i),S12)*N(1) + ...

26 X(node2(i),S12)*N(2) + ...

27 X(node3(i),S12)*N(3)) * ...

28 w * detJ(i));

29 % Second Column

30 D(1,2)=D(1,2)+((Y(node1(i),S11)*N(1) + ...

31 Y(node2(i),S11)*N(2) + ...

32 Y(node3(i),S11)*N(3)) * ...

33 w * detJ(i));

34 D(2,2)=D(2,2)+((Y(node1(i),S22)*N(1) + ...

35 Y(node2(i),S22)*N(2) + ...

36 Y(node3(i),S22)*N(3)) * ...

37 w * detJ(i));

38 D(3,2)=D(3,2)+((Y(node1(i),S12)*N(1) + ...

39 Y(node2(i),S12)*N(2) + ...

40 Y(node3(i),S12)*N(3)) * ...

41 w * detJ(i));

42 % Third Column

43 D(1,3)=D(1,3)+(((Z1(node1(i),S11)*N(1) + ...

44 Z1(node2(i),S11)*N(2) + ...

45 Z1(node3(i),S11)*N(3)) * ...

46 w * detJ(i)) + ...

47 ((Z2(node1(i),S11)*N(1) + ...

48 Z2(node2(i),S11)*N(2) + ...

49 Z2(node3(i),S11)*N(3)) * ...

50 w * detJ(i)))/2;

51 D(2,3)=D(2,3)+(((Z1(node1(i),S22)*N(1) + ...

52 Z1(node2(i),S22)*N(2) + ...

53 Z1(node3(i),S22)*N(3)) * ...

54 w * detJ(i)) + ...

55 ((Z2(node1(i),S22)*N(1) + ...

56 Z2(node2(i),S22)*N(2) + ...

57 Z2(node3(i),S22)*N(3)) * ...

58 w * detJ(i)))/2;

59 D(3,3)=D(3,3)+(((Z1(node1(i),S12)*N(1) + ...

60 Z1(node2(i),S12)*N(2) + ...

61 Z1(node3(i),S12)*N(3)) * ...

62 w * detJ(i)) + ...

63 ((Z2(node1(i),S12)*N(1) + ...

64 Z2(node2(i),S12)*N(2) + ...
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65 Z2(node3(i),S12)*N(3)) * ...

66 w * detJ(i)))/2;

67 end

68

69 D = D/A;

70

71 end
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