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Abstract

In a world that’s increasingly social and open, to go to a not yet explored place without any help
or sort of guidance is not ideal. It is always recommended to have a plan to enjoy sightseeing at
its finest.

Nowadays in tourism everyone wants a fast and easy answer, nobody wishes all the hard work
that happens behind the scenes on organizing a journey.

With millions of people traveling to unfamiliar cities to spend holidays, travel recommendation
becomes necessary to assist tourists in planning their trips more efficiently

Since we live in a world extremely technological there is a need to optimize tourism to maxi-
mize the satisfaction of the tourists. Therefore, the creation of the concept Smart Tourism.

Smart Tourism is a new catch line applied to describe the increasing reliance of tourism desti-
nations that allows for massive amounts of data to be transformed into value propositions.

There are new ways of describing technological, economic, and social features regarding smart
tourism that rely heavily on sensors, big data, open data and new ways of connectivity and ex-
change of information.

By other words smart tourism can be defined as a way to support tourism as an integrated
effort at a destination in combination with the use of advanced technologies to transform it into
on-site experiences and business value-proposition with a clear focus on efficiency, sustainability
and experience enrichment.

The purpose of this dissertation is to develop knowledge, through the use of Machine learning
models, in order to simply the whole planning journey operation, thus reducing planning time and
increasing the pleasure of the user.

Serving as a prerequisite understanding tourist behavior patterns is therefore of great impor-
tance. Recently, geo-tagged photos on social media platforms like Flickr have provided a rich data
source that captures location histories of tourists and reflects their preferences.

The intelligent system developed intends to help travellers to plan their visit according to their
general preferences, obtained from , selections of photos of points of interest shown to them, and
the restrictions of the traveller in terms of time to spend.

In this dissertation, information obtained from Flickr.com will be used to provide additional
business knowledge. Using a data mining approach, diverse methodologies like clustering will be
explored using several features.

To better explore the characteristics of the data in the problem above the results obtained from
the machine learning model are compared and evaluated to obtain better conclusions regarding
user’s characteristics and preferences.

Four different machine learning algorithms are implemented and it is served as input the data
regarding Tourist’s information and as output, was obtained information regarding how well the
data was distributed and general approaches that can be made with the result plots.

Lastly, it was possible to also allow, with the help of Machine learning methods, to become
more accurate at predicting outcomes without being explicitly programmed to do so.
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In a short form,with the help of a measuring technique the best algorithm turned out to be a
mix between DBSCAN and BIRCH. On an overall sense the best one was DBSCAN but regarding
the best value obtained was BIRCH.

Key-words(Theme): Smart Tourism, Smart Technology, Smart Business Ecosystems, Busi-
ness Models, Open innovation, Big Data, Internet of Things, Smart Destinations, Smart Tourist,
Smart City, Sustainable environment, E-tourism, Tourism experience, Digital Footprint.



Resumo

Em um mundo cada vez mais social e aberto, ir para um lugar ainda não explorado sem qualquer
ajuda ou tipo de orientação não é o ideal. É sempre recomendável ter um plano para aproveitar o
melhor dos passeios turísticos.

Hoje em dia, no turismo, todos querem uma resposta rápida e fácil, ninguém deseja todo o
trabalho árduo que acontece nos bastidores para organizar uma viagem.

Com milhões de pessoas viajando para cidades desconhecidas para passar férias, a recomen-
dação de viagens torna-se necessária para ajudar os turistas a planejarem suas viagens com mais
eficiência

Por vivermos em um mundo extremamente tecnológico, é necessário otimizar o turismo para
maximizar a satisfação dos turistas. Daí a criação do conceito Smart Tourism.

Smart Tourism é uma nova linha de captura aplicada para descrever a crescente dependência
dos destinos turísticos que permite que grandes quantidades de dados sejam transformadas em
propostas de valor.

Existem novas maneiras de descrever características tecnológicas, econômicas e sociais em
relação ao turismo inteligente que dependem fortemente de sensores, big data, dados abertos e
novas formas de conectividade e troca de informações.

Em outras palavras, o turismo inteligente pode ser definido como uma forma de apoiar o
turismo como um esforço integrado em um destino em combinação com o uso de tecnologias
avançadas para transformá-lo em experiências no local e proposição de valor de negócios com um
foco claro na eficiência, sustentabilidade e enriquecimento da experiência.

O objetivo desta dissertação é desenvolver conhecimento, por meio da utilização de modelos
de aprendizado de máquina, de forma a simplificar toda a operação de jornada de planejamento,
reduzindo assim o tempo de planejamento e aumentando o prazer do usuário.

Servir como um pré-requisito para a compreensão dos padrões de comportamento do turista
é, portanto, de grande importância. Recentemente, fotos com geo-tag em plataformas de mídia
social como o Flickr forneceram uma rica fonte de dados que captura históricos de localização de
turistas e reflete suas preferências.

O sistema inteligente desenvolvido pretende ajudar o viajante a planear a sua visita de acordo
com as suas preferências gerais, obtidas a partir das seleções de fotos dos pontos de interesse que
lhes são apresentados e as restrições do viajante quanto ao tempo de permanência.

Nesta dissertação, as informações obtidas no Flickr.com serão usadas para fornecer conheci-
mento comercial adicional. Usando uma abordagem de mineração de dados, diversas metodolo-
gias como clustering serão exploradas usando vários recursos.

Para explorar melhor as características dos dados do problema acima, os resultados obtidos no
modelo de aprendizado de máquina são comparados e avaliados para obter melhores conclusões
quanto às características e preferências do usuário.

Quatro diferentes algoritmos de Machine Learning foram implementados e são servidos como
dados de input referentes às informações do turista e como saída, foram obtidas informações sobre
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como os dados foram bem distribuídos e abordagens gerais que podem ser feitas com os gráficos
de resultados.

Por último, também foi possível permitir, com a ajuda de métodos de Machine Learning, a
tornar-se mais preciso na previsão de resultados sem ser explicitamente programado para isso.

Resumindo, com a ajuda de uma técnica de medição, o melhor algoritmo acabou sendo uma
mistura entre DBSCAN e BIRCH. De um modo geral, o melhor foi DBSCAN, mas em relação ao
melhor valor obtido foi BIRCH.

Palavras-chave (tema): Turismo inteligente, Tecnologia inteligente, Ecossistemas de negócios
inteligentes, Modelos de negócios, Inovação aberta, Big Data, Internet das coisas, Destinos in-
teligentes, Turismo inteligente, Cidade inteligente, Ambiente sustentável, E-turismo, Experiência
turística, Digital Pegada.
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Chapter 1

Introduction

In this chapter it is explained the background of this project as well as the motivation in accepting

this challenge. It will also contain a brief presentation of this project to give an overview about the

desired objectives.

1.1 BackGround

Most people like to travel and Porto was elected the most interesting city in Europe to visit in

2019. With great potential for attractiveness, Porto has endless options for tourist routes.

In order to be able to conceive a good trip some things have to be taken into consideration such

as taking into account the needs and constraints of the environment and the user, but also allow

some degree of free exploration of the city, adapting the offer according to the user’s preferences.

This dissertation intends to develop an intelligent system capable of maximizing visitor sat-

isfaction according to users’ preferences and interests. The scope of this project is only focused

entirely towards the city of Porto.

Regarding the user’s preference it is easier if we draw a profile that is gauged directly through

modern segmentation and profile discovery techniques and indirectly through the uploads given

by users to sets of photographs of the places of interest.

In a general approach the desired intention and the main goal of this project is to create a virtual

system, with module for segmentation and discovery of user profiles based on modern techniques

where travelers can optimize their journey trips.

1.2 Project Contributions

One of the main advantages of the project is that it will allow, with the use of advanced technolo-

gies, to provide valuable and more efficient experiences to everyone.

Although the project is a great contribution to everyone in Porto, this project could be useful

to all around the world.

1
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In addition to the advantages mentioned before, the project is going to require a lot of knowl-

edge to be acquired during the whole iterative process regarding skills in tools to be able to perform

the desired solution.

With the help of a dataset provenient from Flickr.com and with the help of different Machine

Learning Methods it is possible to make personalised recommendations and to draw conclusions

regarding tourists information’s and their own preferences when travelling to places.

The main contribution of this dissertation was to present a new model for smart tourism des-

tinations using the steps of machine learning with the help of a clustering evaluation measure to

possibly improve future tourism experience. The research present in this Dissertation intends to

provide a theoretical contribution for future operationalization of the Smart Tourism concept

to make personalised recommendations

1.3 Main Objectives

The main objectives of this work are also considered the relevant characteristics pointed in the list

below:

• Data retrieval and Data Mining from a Geo-tagged website

• Creation of a Database that will serve as a base to store all the information needed to fulfill

the main purpose of this project. (this information can be for example, meteorology infor-

mation, news, cultural information, transportation schedules, museums information and so

on);

• Application and Comparison of Artificial Intelligence Models adequate to the project re-

garding tourist’s information

• Predict Preference places of a Tourist user

• Integrating the Database and the Intelligent System into an overall functioning solution.

1.4 Dissertation Structure

This Dissertation consists of four main chapters divided by specific sections that describe different

matters.

The State of the Art chapter is initialized by a clear description of what is done in the ar-

eas related to this project scope, followed by the identification of the business area associated to

the problem. The areas that are important to be mentioned are the proper definition of "Smart

Tourism", the Business Areas, State of Art and the last area, market Research, which is focused

on existing solutions that provide an insight of how other platforms provide ideas for features for

the project in question.
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In the Work Environment chapter is described the proposal model and is properly identified

by describing the study that contributed to the selection of the best approaches to define a viable

solution. It is also described the work methodology and the development process adopted. It is

also defined in this chapter the technologies that were selected.

Finally, the last chapter, Conclusion, presents the conclusion of the project developed, high-

lighting the strengths and shortcomings of the solution. Besides that, it is referred eventual set-

backs and future improvements.

To conclude, the bibliography and complementary information is attached. The appendices

present additional information that is invoked during the Dissertation for a more detailed exami-

nation.
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Chapter 2

State of the Art

This chapter explains in detail the problem addressed under the specified scope asked in the begin-

ning of the project. It will also be addressed the essence of the Project, in which definitions such

as Smart tourism, E-Tourism, Smart City, Smart Destination and Smart Tourist will come above

and their meaning will need to be explained.

In the section of business areas it will be described the areas of business that this project

affects.

And in the State of the Art section all information collected during the research phase on

similar solutions, including details, advantages, disadvantages, and comparisons between elements

will be documented. Similar market-based applications will also be examined in order to provide

a better understanding on the envisioned solution.

2.1 Addressed Problem

In order to be an efficient travel operator it can’t only take into account the user’s needs and

constraints, but also allow some degree of free exploration of the city, adapting the offer according

to the user’s preferences. The overall picture of the context is a good starting point in order to

provide the user a memorable trip. The user also has the advantage of giving feedback on the

suggested places of interest in order to enhance the learning of the system.

If the customer wants to plan a trip by recurring to this created solution, the first thing to do

is to attack the user’s preference and interests. These will be gauged directly through modern

segmentation and profile discovery techniques and indirectly through the score given by users to

sets of photographs (normal and 360) of the places of interest. The first way of engaging the user’s

preference and interests is to segment and discover the user profile based on modern questionnaire

/ wizard techniques and the second way is by using a module for segmenting and discovering user

profiles based on indirect photo scoring techniques (normal and 360 º).

Before proceeding it is important to enhance that a parallel module, after the profile discover-

ing techniques are applied, is also happening that collects complementary information relevant to

the automatic generation of routes. This module is responsible for obtaining decisive instruments

5
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that will help in creating the most perfect schedule for someone such as weather for natural fac-

tors, review platforms for peer rankings, score review by other users, schedule of attractions, local

history, transports, resources and a bunch more.

Now that it is possible to have a better understanding of the scenario description the main

modules comes in, which is the development of an intelligent tourist path generator that combines

these various layers of information, maximizing visitor satisfaction that must be measured along

the various points of interest generated for the route.

In order for the generated course to be completely optimized and also enhance the learning of

the system it will be required along the way for the user to give feedback on the suggested placed

of interest. Following this methodology it will be possible to guarantee the best touristic route for

a specific customer and adapt in order to provide the max satisfaction.

Also since most of the information won’t be able to retrieve through the use of a hand-made

questionnaire, instead, it will be required to fetch from Flickr.com API information regarding

public Tourist’s in order to have a dataset on which to work on. This information will be regarding

the city of Porto and will provide insights on how past tourists came to Porto on holidays and

shown what they visit and will serve as a good dataset.

Since this dataset will be obtained from public information, most of the data that will be

retrieved will not be clean and there will have to be a need to recur to natural language techniques

in order to make this data more readable and cleaner.

This problem basically consists on the appliance of different concepts, such as computing

methodologies, Human-centered computing and Information Systems. By Computing Method-

ologies we try to reinforce Machine Learning and for the system to be able to learn for itself in

order to provide, with each iteration, a even better trip to the user of the platform. Regarding

Human-centered computing it is possible to state Visualization issues such as GeoGraphic visual-

ization. By Last and most important, the Information Systems refers to the process of Data Mining

and Spatial-Temporal Systems in order to obtain the most data possible.

A description of this concepts can be seen on (Figure 2.1 ):

Figure 2.1: Data Mining Picture Diagram
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2.2 Smart Tourism Definition

The purpose of this section is to define Smart Tourism [1], clarify current smart tourism trends and

then lists its technical and business foundations, it also is important to distinguish "Smart Tourism"

from "E-Tourism", understand why it is called "Smart" Tourism and not Intelligent Tourism.

Smart Tourism is another popular expression used to portray tourism destinations, their indus-

tries and also their sightseers’ expanding dependence on emerging forms of Smart Tourism which

allows large amounts of data to be transformed into value propositions. However, taking into con-

sideration that isn’t a well defined concept and yet to be defined in a more specific way it basically

prevents from knowing its true theoretical development. [2]

Essentially, Smart Tourism is described by its online services and it addresses the user’s needs

of obtaining inclusive information about tourism services rapidly, advantageously and conve-

niently by gathering, communicating and preparing the tourism information. [3]

It sees Smart Tourism that can deal with various issues and inconveniences looked by the

Tourism information services.These issues and troubles are pointed towards seeking the max value

of current tourism resources to achieve qualitative changes in the ways, channels and means of

tourism information services.

By other words Smart Tourism can be seen as overall, transparent, precise, easy [4] and

prompt application of tourism information with two types of techniques:

• smart interest and the utilization of management techniques that can capable of managing

request and access;

• smart promoting innovation that can be utilized to target the proper customer segments to

deliver fitting messages.

Lopez de Avila [5] defined "Smart Tourism" as the following:

"an innovative tourist destination, built on an infrastructure of state-of-the-art technology

guaranteeing the sustainable development of tourist areas, accessible to everyone, which facil-

itates the visitor’s interaction with and integration into his or hers surroundings, increases the

quality of the experience at the destination, and improves residents’ quality of life" [6].

According to this definition of Lopez de Avila, the focus is directed towards the traveler as he

is the user of all these Smart Tourism innovations aiming to provide support for travelers in the

following ways [7]:

• predict user needs based on a variety of factors, and making recommendations in the selec-

tion of context-specific consumption activities such as points of interest;

• enhance travelers location experience by providing rich information, location-based and

customized interactive services;
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• enable travelers to share their movement experience with the goal that they can help dif-

ferent travelers in their decision making process, revitalizing and fortifying their travelling

experiences.

In a certain way, for Smart Tourism development, the most central concern is bridging the

Physical world with the Digital world, thus allowing for a better overall experience regarding

this social phenomenon (Smart Tourism) which is arising from the convergence of the tourism’s

experiences. [8]

Smart Tourism is viewed as the last phase of the development of information and communica-

tion technologies including a physical ecosystem incorporating objections, organizations, people

and public encounters. [9]

Data conglomeration, information aggregation, universal network and ongoing synchroniza-

tion are the major drivers and the principal thrusters of such smart tourism experiences. The smart

tourism experience is efficient and proficient and rich in meaning. Tourists became an active par-

ticipant in its creation. Not exclusively will they consume but will likewise create, explain or

otherwise enhance that data that constitutes the premise of the experience. [10].

What is means is that Smart Tourism spans three layers across three components: a smart

data layer intended to gather information; a smart exchange layer supporting interconnection and

by last a clever processing layer reliable for the information examination, analysis, perception,

visualization, integration and intelligent use of data. [11]

This layers can be seen on (Figure 2.2 ):

Figure 2.2: Components and Layers of Smart Tourism
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Smart Tourism likewise plainly lays on the capacity to gather tremendous measures of informa-

tion as well as to cleverly store, measure, consolidate, combine and utilize enormous information

to inform business innovation, operations and service.

Within a Smart Tourism setting, this innovation in the technology is a critical part of the data

information system which is relied upon to furnish tourism consumers and service providers with

more important data, better decision support, greater mobility, and, ultimately, more enjoyable

tourism experience.

For sure, the very own concept of Smart Tourism is generally founded on the presumption that

the consumers will willingly share information/data. Smart Tourism business relies heavily on

free data and access to innovative platforms to make use of the information able and transform it

into value propositions. Simultaneously, Smart Tourism infrastructures may prompt new data that

is not balanced, which can be commercially exploited. [12]

Research in the field of Smart Tourism is still extremely limited and the majority of them

give contextual analyses of existing projects. It additionally centers around consumer-perspective

which raises a problem, customer privacy, which is an obvious issue in Smart Tourism.

Despite these concerns, Smart Tourism is still an incredible prospect which will bring more

helpful, protected, manageable and sustainable living spaces for both residents and tourists, more

customized travel encounters and therefore more relevant tourism experiences. Also this promis-

ing scenario will provide even greater opportunities for new services, business models and market

openings. [13]

Summing up, Smart Tourism ultimately aims at revolutionizing tourist experience creation.

2.2.1 Smart Tourism vs E-Tourism

These two concepts are at the same time very similar and very different, E-tourism is about digital

associations and Smart Tourism refers mostly to the connection established between the physical

and the technological worlds.

Smart Tourism can be mistaken for E-Tourism because several concepts can have identical

meaning for both types of Tourism, concepts as, information and communication advances, infor-

mation systems, and online media ideas. [14]

With the improvement of data and correspondence advances, E-Tourism has arisen because

of combination of worldwide dispersion and focal reservation system in the tourism industry with

web-based technologies.

Smart Tourism is mostly distinguished from E-Tourism due to the combination of data and

correspondence advancements with the actual physical infrastructure (Figure 2.3).

2.2.2 Why Smart?

The word “Smart” is the most popular expression when describing any development in technology,

economic and social studies. These developments use sensors, big data, open data and new forms
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Figure 2.3: Smart Tourism vs E-tourism

of connectivity and communication in order to be able to exchange information as well as the

ability to infer and reason. [15]

The concept of “Smart” is used in an innovative way of actionable, near real time and real-time

data, integrate and share data, use complex analysis, modeling, optimization, and visualization

with the purpose of making batter operational decisions. For instance, this term has been added to

cities to describe the innovation in the use of technologies with the aim to achieve optimization,

fair governance, sustainability, and a new level in the quality of life.

The meaning of "Smart" is the capacity to rapidly, deftly, and precisely comprehend and tackle

issues. Being Smart is having wisdom, having experience and knowledge, having all kinds of

information, and having decision-making ability, having new types of cooperation and worth cre-

ation that can bring development, business venture and seriousness. This concept has become an

inexorably well-known term to portray innovative, financial, and social improvements powered by

smart advancements that depend on sensors, large information, open information and open API,

better approaches for availability among people and machines and multi-gadget, arranged trade of

data. [16]

However, "Smart" has gradually become a frothy idea often used to promote clear political

plans and arrangements for selling technological solutions. This is especially true because of

"smart tourism". In addition, there is a lack of definition clarity: suddenly everything becomes

“smart”. The tourism industry, it is often used for public information activities or trivial things,

for example, to promote the development of free wireless Internet or multi-function applications.

[17] [18]

Since tourism cannot be simply regarded as a combination of wisdom (people) and travel

(industry), the term proposed is “smart tourism” instead of “wisdom tourism”. [19]

It is not unexpected to see the idea of "Smart" being applied to events that envelop the travel
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industry. From numerous points of view, smart tourism can be viewed as a sensible movement

from customary the travel industry and more as of late e-tourism.

A great deal of the data that makes the travel industry "smart" comes from associations upheld

by online media and exploits distributed computing that arose with Web.

2.2.3 Smart vs Intelligence

Smart Tourism may be very much like the expression, "Intelligent Tourism". Intelligence means

having the option to change the state or activity considering fluctuating circumstances, varying

necessities, and past encounters, which implies that knowledge can produce suitable outcomes

dependent on various requirements, various states, and distinctive notable encounters.

Nevertheless, "smart" signifies to make the best choice in different and complicated conditions,

so entitling a program as "smart" is not quite the same as calling it intelligent". The substance of

"smart" is broader and requires large data inputs. [20]

In addition, "intelligent" falls into the ambit of innovation, while "smart" puts more accentua-

tion on the mechanical results for individuals. [21]

Smartness emphasizes the straightforwardness with which individuals can naturally get ap-

propriate and exact services (being "Smart" can secretly see the individual’s necessities and offer

precise assistance data) by information aggregation with technological methods (devices).

2.3 Business Areas

In Europe a considerable lot of the Smart Tourism initiatives were a result or born off Smart City

projects and, as an outcome, Smart Tourism destinations are progressively showing up in the Eu-

ropean tourism landscape and travel industry scene. The focus is on Europe, however, is more

on innovation and competitiveness and creating smart end-client applications that help enhance

the tourism experiences utilizing previously existing information consolidated and prepared re-

cently. [22]

Also if analyzed from another point of view, numerous new business types can arise and de-

velop from Smart Tourism (for example, upscale tourism services), which has totally changed

manners by which to organize and communicate tourism information and moreover has changed

tourists’ behaviour.

In Smart Tourism, technology is viewed as an infrastructure, instead of an individual data

system, and incorporates an assortment of Smart computing technologies that coordinate equip-

ment, programming, hardware, software and network technologies to give ongoing attention to

this present reality and progressed investigation to help people settle on more astute choices about

other alternatives. [23]

Numerous technological developments are thus instrumental to facilitating smart tourism goals.

A very important Area to be aware regarding Smart Tourism is also IoT, Internet of Things,

which relates to everything that is connected to each other via the Internet without time, space and

entity limitation.
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The advancements driven by the IoT have significant ramifications and implications for the

Smart Tourism development since travel involves development through reality and this "smart"

environment will develop to know about, and have the option to address, the travelers’ contextual

needs in a pervasive yet non-intrusive way. [24]

However, eventually, understanding the Internet of Things(IoT) will be critical for creating

the desired pervasive, "smart" technological environment that encompasses physical and digital

infrastructures.

2.3.1 Smart Tourism Technologies

Smart Technology is a synopsis term for explicit technologies and technology-driven phenomena

that gives information and availability in manners that were unrealistic previously.

In the context of tourism, Smart technologies are changing consumer experiences and are

producing creative tourism business models. "Cloud computing, big data, mobile apps, location-

based services, Geo-tag services, beacon technology, virtual reality, augmented reality, distributed

computing, enlarged reality and social networking services are for the most part front line instances

of Smart technologies enhancing the tourism experiences and services." [25]

When it is spoken off Smart Tourism technologies we are referring to a wide range of online

tourism applications and information sources, for example, online travel agencies, personal blogs,

social media, smartphone applications, government, and business web sites, and so on. In this

regard, smart tourism technologies have a fundamental impact on the overall travel experience.

Regarding all the previous information boarded was possible to recognize six possible per-

spectives or levels of smartness for technology:

• Adapting: modifying behavior to fit the environment

• Sensing: carrying attention to regular things

• Inferring: making inferences from rules and perceptions

• Learning: utilizing experience to improve performance

• Anticipating: thinking and reasoning about what to do next.

• Self-organizing: be able to promote self-learning

By last it is also possible to see that "Smart Tourism" aims to employ mobile digital connec-

tivity to make it even wiser, significant and sustainable among everyone but mainly between the

tourists and the destination.

2.3.2 The Concept of Tourist

The current assumption is that all the information is incredibly significant to organizations and

will be openly given by the Smart tourists who look for enriched tourism experiences.
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Smart Tourism changes tourist information search behaviours. The tour information gets

adaptable and different at the phase of collecting information. Tourists can acquire a wide range

of touring data thorough web sites dependent on previous tour behaviour, clicking activity on web,

spending records and other information sources. Tourists can likewise appreciate an experience

of the tourist destinations by applying three-dimensional virtual reality software. By doing so

they become acquainted about various information about tour destinations and can also receive

electronic coupons.

Touring arrangements have become extremely flexible and accessible to tourists during their

holiday. Tourists won’t have an agenda fully restricted by the with complete booked hours of

action and will be able to plan their trips before their departures due to the flexibility provided and

they will also be able to change the arrangement at any time. The techniques for sharing any tour

experience take different structures. For instance, tourists can record their own travel route via

photographs taken at the destination. [26]

The Smart tourists use cell phones to take advantage of information infrastructures provided

at the destination to practically enhance their experiences and add value to them.

Nowadays, the widespread use of mobile devices, particularly of the smartphones and its var-

ious applications, implies a period of exceptional availability and opportunity to the Tourist.

2.3.3 The Concept of Smart Cities

Ideas such as “digital cities”, “virtual cities”, “information cities”, and “cyber cities” have come

to the forefront together with information societies.

Smart City concept has been created to make urban areas, that consume over 75% of the

world’s energy and produce 80% of the greenhouse gas emissions, more innovative, intercon-

nected, maintainable, sustainable, comfortable, appealing and reliable. [27]

A general definition of "Smart City" is to be characterized as an urban environment which

is supported by intelligent systems and can offer progressed and creative services to residents in

order to improve the general nature and quality of their life.

To have a better overview of what is a Smart City a table (Table 2.1 ) is presented with several

definitions.

Smart Tourism is by all means used to communicate smart destinations, which are an extraor-

dinary and special piece of smart cities.

As indicated by another methodology, the purpose behind the development of a Smart City is

to upgrade individuals’ personal satisfaction by offering progressed and creative innovative types

of services.

Proficiency and maintainability are basic drivers of the Smart City movement. Large informa-

tion and open data, sensors inserted in city foundation like public transport and utilities, mobile

connectivity, free Wi-Fi and versatile network are fundamental to creating innovative and techno-

logical application within Smart City frameworks. [28]
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Table 2.1: Definitions of Smart Cities

Definition Source
"A city [is] smart when investments in human and social capital and tradi-
tional (transport) and modern communication infrastructure fuel sustainable
economic growth and a high quality of life, with a wise management of natu-
ral resources, through participatory governance"

Caragliu
et
al(2011,
p.70)

"Creative or smart city experiments aimed at nurturing a creative economy
through investment in quality of life which in turn attracts knowledge work-
ers to live and work in smart cities. The nexus of competitive advantage had
shifted to those regions that can generate, retain, and attract the best talent"

Thite
(2011 pp.
623-4)

"A smart city is a well defined geographical area, in which high technologies,
logistic, energy production and so on cooperate to create benefits for citizens
in terms of well-being, inclusion and participation, environment quality, intel-
ligent development: it is governed by a well defined pool of subjects, able to
state the rules and policy for the city government and development"

Dameri(2013,
p.2549)

"A smart city is an urban environment which, supported by pervasive systems,
is able to offer advanced and innovative services to citizens in order to improve
the overall quality of their life"

Piro et al
(2014, p.
169)

"The most common characteristics of smart cities are a city’s networked in-
frastructure that enables political efficiency and social and cultural develop-
ment , an emphasis on business-led urban development and creative activities
for the promotion of urban growth, social inclusion of various urban residents
and social capital in urban development, the natural environment as a strategic
component for the future"

Albino et
al (2015,
p.11)

"The smartness of a city refers to its ability to attract human capital and to
mobilise this human capital in collaborations between the various (organised
and individual) actors through the use of information and communication tech-
nologies"

Meijer
and Boli-
var(2015,
p.7)

The idea has been unmistakably applied to urban areas and summed up under the term "smart

cities". A Smart City at this point is considered a city that uses advanced and communication tech-

nology to enhance asset creation and utilization, optimize resource production and consumption.

To have a better understanding of the factors of a Smart city a figure is presented below (Figure

2.4 ):

A city is considered "smart" when interests in human and social capital and traditional trans-

port and modern communication infrastructure fuel supportable financial development and a high

quality of life, with an astute administration of regular assets, through the use of participatory

government. [29]

Subsequently, Smart Tourism upholds city improvement and services in various manners.

Steady innovation in applications of software, hardware and network developments implies that

the Smart Tourism city can react quickly, productively and adequately to the tourism needs and

necessities and will actually want to beat contenders and keep up long haul prosperity.

Smart Tourism permits tourists to better communicate and interact within urban areas to set

up nearer associations and establish relationships with occupants as well as nearby organizations
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Figure 2.4: Factors of a Smart City

in order to promote information disclosure.

The ultimate goal of smart cities is to expand seriousness and upgrade personal satisfaction,

everything being equal, including inhabitants and tourists.

Another important concept that has emerged is Smart Destinations, which are special cases

of Smart Cities: they apply Smart City principles and standards to infrastructure and think about

occupants as well as tourists in their endeavors to help mobility, asset accessibility and designation,

maintainability, personal satisfaction and also promote the quality of life’s.

2.3.4 The Concept of Smart Destination

The Smart destination has been defined as intelligent and sustainable and is an augmentation of

the Smart City in that it likewise incorporates the touristic foundation, for example, attractions,

visit transports and so on. [30]

Lopez de Avila defined "Smart Destination" as the following: "an innovative tourist destina-

tion, built on an infrastructure of state-of-the-art technology guaranteeing the sustainable devel-

opment of tourist areas, accessible to everyone, which facilitates the visitor’s interaction with and

integration into his or her surroundings, increases the quality of the experience at the destination,

and improves residents’ quality of life" [31].

This definition tries to portray the smart tourism destination as expecting stakeholders to be

dynamically through technological platforms to collect, make, exchange information that can be

utilized to enrich tourism experiences continuously.

2.3.5 The Concept of Smart Business

Smart Business refers to the complex business ecosystem that makes and supports the exchange

of touristic assets and the co-making of the travel industry experience.
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Furthermore it is also possible to describe smart business by powerfully interconnected stake-

holders, the digitization of core business processes and measures and organizational agility.

Also smart business networks form an integral part of the smart tourism system. Smart Busi-

ness along with the smart technology infrastructure and smart destination they form a smart

tourism ecosystem. Smart Tourists that utilize their own innovations to take advantage of the

assets of this smart tourism ecosystem also actively contribute information through their travels,

movements, questions, query’s and content uploads are additionally included as key species in the

environment, among different players, for example, government, inhabitants, residents and media.

Collecting, processing, handling, trading and exchanging tourism-relevant data is an important

information and considered to be a core function within the Smart Tourism ecosystem.

"A smart tourism ecosystem (STE) consequently can be defined as a tourism system that takes

advantage of smart technology in creating, managing and delivering intelligent touristic services/-

experiences and is characterized by intensive information sharing and value co-creation". [32]

The term Smart Tourism ecosystem infers first and foremost that its attention is on a shared

objective or reason identified with the creation and utilization of touristic value, culminating in

meaningful touristic experiences. [33]

2.4 Market Research

The Market Research was focused on existing solutions that would provide an insight of how

other applications incorporate the various aspects of our solution, ideas for new features, as well

as knowledge of what is actually useful for the user in the current state of the market.

In this section a research phase began, where the market was analyzed in search for the right

tools and technologies for the realization of this project. This information gathered identified

the potential and advantages of each technology, and possible limitations that could arise in the

long term. When making the comparison between these similar technologies, it was possible to

define which would give more advantages to the project. The choice of the most suitable tools

and frameworks is crucial for achieving the project objectives to make the process easier and

faster. Since this project was developed from scratch, there was greater freedom for selecting

these frameworks.

2.4.1 Museu Digital da Universidade do Porto

The Digital Museum application of the University of Porto is a project of the Vice-Rectorate for

Culture, with the technological support of Weblevel - Information Technologies, which aims to

preserve and disseminate the material and immaterial heritage of a University that grows with the

city Porto, contributing to the creation of a live, wallless digital locus, where the stories of artifacts,

people and the construction of science are dynamically (co) created, (re) used and enriched. [34]

A native APP - Digital Museum of the University of Porto - was developed so that for all those

who live in the city of Porto, have access to a vast historical and cultural collection existing in
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the various organic units of the University of Porto, fully digitized. Tourists will also have the

opportunity to have a more direct contact with the history, culture and characters that have marked

the City, through the routes they can carry out.

It is a very simple and intuitive Application that allows the customer to be more aware of the

vast historical empire of the city of Porto.

This application contains as well Geo-map utilities to support travelers in their sightseeing,

containing information regarding historical and cultural points on Porto and also shows the most

nearby touristic points that a tourist can access.

This application is similar to the solution we want to implement.This application provides a

Geo-map utility and shows nearby touristic points along a course. This feature is identical to the

platform intended to build.

The proposed solution and this application both try to offer the traveler utilities in order to

maximize its satisfaction.

2.4.2 Trip Advisor

Trip Advisor is considered the world’s largest travel platform, helping million of travelers every

month in order to maximize each trip. Travelers around the world use the Trip Advisor application

and website to search over reviews and opinions on numerous sources, restaurants, experiences,

airlines and cruises. Whether you are planning to travel or are already traveling, travelers use Trip

Advisor to compare low prices on hotels, flights and cruises, book and gather popular, as well as

to book excellent restaurants. [35]

"Trip Advisor is an online travel research company, empowering users to plan and enjoy

the ideal trip. Trip Advisor’s travel research platform aggregates reviews and opinions of mem-

bers about destinations, accommodations (including hotels, B&Bs, specialty lodging and vacation

rentals), restaurants and activities throughout the world through its flagship Trip Advisor brand."

Trip Advisor Mission is to help people around the world so they can plan the perfect trip.

This application allows the user to do the following:

• Discover great tips and advice from travelers

• Save travel ideas and see them on a map

• Book must-do tours and activities

This application is also similar taking into consideration it allows for travelers to share ideas

and tips among other travelers, resulting in a community with shared knowledge.

2.4.3 Smart Tourism

Smart Tourism offers a quick access to activities, news and important places of your region allow-

ing for tourists to view comments of other tourists, share their experiences and recommend their

own experience.
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This application allows the user to do the following:

• search and Geolocation of places, activities and rides in your area;

• news and agenda;

• pictures published by users (#Hashtags and Social network);

• user’s reviews and comments.

This application is very similar to the project scope intended to build since it basically states

and defends the same, although it doesn’t contain a smart tour generator.

2.4.4 Overview of reviewed Platforms and Applications

There still exists a wide range of platforms that contribute towards the same goal as the topic of

this dissertation.

In the Figure below (Figure 2.5 ), a definition of more existing platforms will be shown that

provide an insight of how they incorporate various aspects of their own solution and ideas for new

features.

Figure 2.5: Comparison between different platforms

2.5 Machine Learning model

Machine Learning algorithms are programs (mathematics and logic), and they adjust themselves

to make them perform better when they encounter more data. The "learning" part of Machine

Learning means that these programs change the way they process data over time, just as humans

change the way they process data through learning. Therefore, a Machine Learning algorithm is a
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program that has a specific way to adjust its own parameters and to be able to give feedback on its

previous performance in making predictions about a dataset.

Simply put, a Machine Learning algorithm is the engine of Machine Learning, which means

an algorithm that converts a data set into a model.

There are several kinds of Machine Learning Algorithms such as supervised, unsupervised,

classification, regression and so on, and to find which kind of algorithm works best for a specific

problem depends on the kind of situation it is required to solve, the computing resources available

and the nature of the data.

Machine Learning is a cycle where a system is prepared with the capacity to learn from expe-

rience over time. Machine Learning algorithms construct a model dependent on a dataset with the

intent of anticipating some snippet of data or settling on potential results. These algorithms can be

classified under three main categories:

2.5.1 Supervised Learning

In Supervised Learning, the Algorithms build a mathematical model from training data, in which

the labels in the data set act as a teacher in order to train the model.

Supervised Learning, is considered a subcategory of Machine Learning. It is characterized

by its use of labeled datasets to prepare algorithms to classify information or anticipate results

precisely. As information is fed into the model, it changes its weights until the model has been

fitted accordingly, which happens as a component of the cross validation process.

This category of Machine Learning utilizes a training set to help models to yield the ideal

result. This preparation dataset incorporates inputs and correct outputs, which permit the model to

learn over the long run. The algorithm estimates its exactness through the loss function, changing

until the mistake has been adequately minimized.

Supervised Learning can be isolated into two kinds of issues: Classification and Regression

Classification utilizes an algorithm to precisely allocate test information into explicit cate-

gories. It perceives explicit elements inside the dataset and endeavors to reach a few determina-

tions on how those elements should be labeled or characterized. The main classification algorithms

can be seen on the following list:

• Linear Classifiers classify data into labels based on a linear combination of input features.

• Support Vector Machines(SVM) which helps to solve many practical problems by creat-

ing a line or a hyperplane which separates the data into classes.

• Decision Trees are a very specific type of probability that enables a person to make a

decision regarding a specific process.
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• K-nearest Neighbor is a simple algorithm that stores all available classes and classifies

new cases based on a similarity measure, which can be, for example distance functions.

• Random Forest consists of many decision trees imbued with a technique that combines

many classifiers to provide solutions to complex problems.

Regression is utilized to comprehend the connection that exists between dependent and inde-

pendent variables. It is regularly used to make projections, for example, for deals income for a

given business. The main Regression algorithms can be seen on the following list:

• Linear Regression is used to predict the value of a variable based on the value of another

variable, according to the general sense, the value that is intended to predict is called the

dependent variable and the other one independent variable.

• Logistical Regression allows to obtain odds ratio in the presence of more than one ex-

planatory variable.

• Polynomial Regression fits a nonlinear relationship between the value of the corresponding

conditional mean with its y-axis.

A lot more algorithms are used in supervised learning and only a few, the most common,were

approached with brief explanations regarding them.

2.5.2 Unsupervised Learning

In unsupervised learning, the Algorithm builds a model on data that only has input functions but

no output labels. Then the model is trained to find some structure in the data, by other words

training is done without guidance which represents that the information that is sent to the model

during the training phase is not labelled, categorized, or classified.

The model attempts to distinguish similarities in the data collection and make a design that

is available in the information that is received. The accuracy of the clustering system is hard to

assess in light of the fact that there is no target proportion of what segment of the information into

separate clusters is the most valuable.

The main unsupervised learning issues can be isolated into clustering and association issues.

The objective behind the first type of unsupervised learning issues is to find the normal groupings

between elements in the dataset with the end goal that those components are comparable among

themselves as per at least one significant qualities or properties, while in the last mentioned, the

objective is to discover successive examples or create rules which are legitimate for huge parts of

the data set collection.

Clustering is a technique that allows to discover patterns in data or natural grouping in data.

Unlike Supervised learning, clustering Algorithms only interpret the input data and find natural
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groups or clusters in feature space. The main Clustering algorithms can be seen on the following

list:

• Affinity Propagation "consists in each data point sends a message to all other points in-

forming its targets of each target’s relative attractiveness to the sender". [36]

• Spectral Clustering is a technique that results in identifying agglomerates of nodes in a

graph by connecting their respective edges. [37] [38] [39]

• DBSCAN is known as a density based clustering non parametric algorithm that given a

set of points groups them together closely packaged marking as outliers points that fall into

low-density regions. [40]

• OPTICS finds density-based clusters in spatial data by ordering the points of database

according to their neighbors. [41]

• Gaussian Mixture represents a normally distributed sub population within an overall pop-

ulation. [42]

Association stands as a rule-based machine learning in order to help discover interesting rela-

tionships between variables. It also allows for the algorithm to try and learn taking into consid-

eration that the data isn’t labeled, therefore helping to discover some measures of interestingness.

The main Association algorithms can be seen on the following list:

• Apriori Algorithm is used to gain insight into the structured relationships between different

items involved. [43]

• FP-growth is widely used for frequent pattern mining. [44]

Regarding the problem of Smart Tourism the type of Machine Learning algorithms that are

going to be used are the unsupervised ones, there are a lot of popular algorithms taking into

consideration Clustering in unsupervised learning. Before the Technical implementation of the

algorithms, all the implemented ones will be described accordingly.

A very important measure to be aware of the possibilities that can be done with the algorithm

is to evaluate their Purity which is a simple and transparent measure method.

Purity is the measurement of the quantity of a prevalent component of a substance when only

that component is present. In classification, purity measures the extent to which a group of records

share the same class. It is also termed class purity or homogeneity, and sometimes impurity is

measured instead. [45]

Purity is an external evaluation criterion of cluster quality. It is the percent of the total number

of objects(data points) that were classified correctly, in the unit range [0..1].

Its calculation can be thought of as follows: For each cluster, count the number of data points

from the most common class in said cluster. Now take the sum over all clusters and divide by the

total number of data points. Formally, given some set of clusters M and some set of classes D,

both partitioning N data points. [46]
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Technically a "cluster well assigned" implies that each cluster has identified a group of objects

as the same class that the ground truth has indicated. The ground truth classification of those

objects as the measure of assignment correctness, however to do so it is required to know which

cluster maps to which ground truth classification. If it were 100% accurate then each would map

to exactly one, but in reality it contains some points whose ground truth classified them as several

other classifications. Naturally then we can see that the highest clustering quality will be obtained

by mapping which has the most number of correct classifications. [47]

To compute Purity, each cluster is assigned to a class which is most frequent in the cluster.

To calculate it is needed to count the number of correctly assigned documents and divide it by N,

which stands for the, total amount of documents. Formally it is known by (Figure 2.6 ):

Figure 2.6: Purity Function Score

In a general sense bad clustering have a purity value close to 0 and good clusterings have a

purity value close to 1, if all the correct documents match the total amount it means that it has a

perfect purity rate.

High purity is easy to achieve when the number of clusters is large, since there are a large

amount of samples the data can predict better its own cluster.

Regarding the Algorithms that are going to be implemented, will be the following, Mean Shift,

Affinity Propagation, DBSCAN and BIRCH.

2.5.2.1 Mean Shift

The unsupervised learning Algorithm in Machine Learning, mean shift or mode-seeking algorithm

is based on the centroid-based in which the centroid finds the higher density center in dense smooth

data points. [48]

Mean Shift is a very different learning Algorithm than the known flat clustering methodology

of the k-means clustering, this new algorithm is known as a hierarchical clustering algorithm that

unlike k-means that is explicit as a parameter the number of clusters to be passed as input, Mean

Shift does not require that as an input parameter. The machine figures out how many clusters there

ought to be and where those clusters are not requiring to be explicit said on the parameters. [49]

This Algorithm assigns the data points to the clusters in an iterative way by shifting points

towards the mode, which is represented by the highest density of data points in the region, it works

around the concept of Kernel Density Estimation also known as KDE. The Kernel is associated

with mathematical computation related to the weight that is attributed to the data points.
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In a more general approach Mean Shift is non-parametric, iterative mode-seeking algorithm

widely used in pattern recognition and computer vision, it was originally used for density gradient

estimation and is know used in areas such as classification.

This unsupervised algorithm aims to discover blobs in a smooth density of samples, it is also

centroid based that works by updating points of the data set to centroids to be the mean of the

points within a given region (which has also the name of bandwidth) [50]

In a general sense, Mean-shift clustering: Given a set of data points, the algorithm iteratively

assigns each data point towards the closest cluster centroid and direction to the closest cluster

centroid is determined by where most of the points nearby are at. So, in each iteration each data

point will move closer to where the most points are at, which is or will lead to the cluster center.

When the algorithm stops, each point is assigned to a cluster.

2.5.2.2 Affinity Propagation

Affinity Propagation is a graph theoretic clustering method that does not required to specify the

number of clusters in advance. This algorithm takes as input the similarities between the data

points and identifies the exemplars based on specific criteria’s. [51]

Other techniques for clustering, like k-means clustering, are very sensitive to data sets and

need to be rerun many items to obtain an optimal solution, in that sense a new approach exists

which is the Affinity Propagation that tries to resolve these kinds of problems.

This algorithm is known in computer science as a message-passing algorithm, suggesting that

it can be understood by taking an anthropomorphic viewpoint. Imagining that each item being

clustered sends messages to all the other items informing it’s respective targets of the target’s

relative attractiveness to the sender. Each target responds to all senders with a reply that contains

its availability to associate with the sender. The message-passing procedure applies and is ran until

a consensus is reached on the best linkage for each item. In an optimal view, the best associate for

each item is that item’s exemplar. Also, the same items that share the same exemplar are in the

same cluster. [52]

Affinity Propagation is based on similarities between pairs of data points, and it simultaneously

considers all data points as potential exemplars, or the so-called cluster centers. This technique

searches for clusters in a recursive way throughout an iterative process.

The core idea of the Affinity Propagation is to absorb all the data points as if they were all

potential clusters centers and the negative value of the Euclidean distance between two data points

as the affinity. Taking this into consideration, the sum of the affinity of one data point for other data

point is bigger and so is also the probability of this data point be a cluster center. By other words

Affinity Propagation has a greedy strategy that maximizes the value of the clustering network

during every iteration. [53]
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2.5.2.3 DBSCAN

Regarding this unsupervised algorithm, DBSCAN stands for Density-Based Spatial Clustering of

Applications with Noise, there are some basics required to know which the input parameters and

the variables are used, to understand why they are required and what is their meaning. [54]

This algorithm views clusters as areas of high density and separates them from the areas that

have low density, and due to this generic view of the algorithm, the clusters can actually be of

any shape opposed with other types of unsupervised algorithms in which the clusters have a deter-

mined shape. The main component of this algorithm is the concept of “core points” which are the

group of samples in areas of high density and is formally defined by two parameters, which are

“min_samples and eps”, which define formally what the algorithm needs to work. [55]

The first parameter states the importance given to minimum number of samples that defines

how many samples are required to form a cluster point, in a general way, if “min_samples” has

the number of four it means that a point is a Core point if it has four samples in the same dense

region. The second parameter which is eps, epsilon, is the distance measure introduced to form a

dense region. So, to speak from a sample, we draw a circle with the radius of epsilon and all the

points inside that circle belong to that core sample as it can be seen on (Figure 2.7).

Figure 2.7: DBSCAN main concepts

It is possible to deduce then that higher the “min_samples” value or lower the “eps” value

indicates higher density necessary to form a cluster.

In a general way, a core point in the dataset exists if it meets the following conditions that there

must have “min_samples” or above of other samples within a distance of “eps”, which are defined

as neighbors of the core sample. If these requisites are met it means that the core sample belongs

on a dense area of the vector space. A cluster is a set of core points that can be built by recursively

doing what was expressed previously, taking a core sample, and finding all its neighbors that are

core samples and so on. [56]
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There are some exceptions to these points expressed before, which are the Border Points,

these are still part of the cluster because it’s within epsilon of a core point but do not meet the

min_samples criteria stated above. These points are considered an outlier by the algorithm due to

the fact of not meeting the criteria but are at least eps in distance from any core sample. [57]

By last, there can also be the case of a point not assigned to a cluster, which is a Noise Point,

this point exists if from a sample we draw a circle with the distance of “eps” and there are not any

data points inside this circle. [58]

The parameter “min_samples”, in a way, tries to control the algorithm towards noise, since

the higher this parameter becomes the most susceptible it becomes to large data sets, and the other

parameter “eps” is crucial because it decides the distance function and it cannot be left at its own

default value since it controls the local neighborhood of the points. By other words if the value of

eps is too small all the data will be clustered, and if it is chosen too large it will cause close clusters

to be merged into one cluster and eventually all the data will become one big single cluster. [59]

2.5.2.4 BIRCH

BIRCH demonstrates that is especially suitable for very large databases and it makes a large clus-

tering problem tractable by concentrating on densely occupied portions and creating a compact

summary. It utilizes measurements that capture the natural closeness of data and can be stored and

updated incrementally in a height-balanced tree. [60]

Its inventors claim it as BIRCH, but it can also be named as Balanced Iterative Reducing and

Clustering using hierarchies, allowing to perform hierarchical clustering, and having an ability that

allows to cluster incrementally and dynamically incoming to produce the best quality clustering

for a given data set.

BIRCH architecture additionally offers openings for parallelism, and for interactive or dy-

namic execution tuning dependent on knowledge about the dataset, acquired throughout the exe-

cution. This algorithm is local meaning that in each clustering decision that is made there is not the

need to scan all the data points or all the currently existing clusters. It is often used to complement

other clustering techniques by creating a condensed summary of the dataset. [61]

Taking into consideration that BIRCH can’t represent categorical attributes all the information

previously had to be converted into metric attributes for the algorithm to be able to compute its

information. [62]

2.5.3 Reinforcement Learning

In reinforcement learning, the model learns to perform tasks by performing a set of actions and

decisions completed by itself, and then learns from the feedback of these actions and decisions.
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This category of Machine Learning tries to operate as a type of dynamic learning using combi-

nations of punishment and reward.There is no apparent arrangement in these algorithms, however

the reinforcement specialist attempts to expand the output through the criticism got from the envi-

ronment.
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Work Environment

This chapter explains how the work development is going to be organized and what procedures

were followed inside this project. At the beginning of this chapter it will also be presented a

solution proposal.

3.1 Proposed Model

With the use of different Machine Learning models to predict a Tourist behaviour an attempt to

solve the proposed problem will be made capable of maximizing user’s preferences and interests.

It is also important to enhance, one more time, that this project will be specific to Porto only.

The main functionalities of the intelligent system are going to be:

• Insert specific Porto touristic routes, schedules, transportation information.

• Be able to also discover user profiles based on photo commentaries and descriptions

• Possibility of inserting different types of user (a user can go on holidays for only 1 weekend

or a full week or even a full month, and all these are different use cases that have to been

approached differently).

• Makes use of different Machine Learning algorithms to predict a tourist behaviour

With this proposed model it is expected that the solution offered improves drastically the

experience of customer journey. This list of requisites will be modified and/or refined throughout

the project development whenever it is necessary.

3.2 Work Methodology

In this section it is presented the processes and techniques used during the working process. The

project development is going to follow Scrum methodology and also some others techniques and

tools related to version control.

27
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Scrum is one of the best ways of implementing agile. It is a lightweight framework designed

for small team management with the goal of developing complex products. [63]

A key principle of Scrum is the recognition that customers will eventually change about what

they want or need from the product that is being developed, therefore there will be unpredictable

changes. [64] As such, Scrum methodology states that a problem cannot be fully understood or

defined up front, instead it is focused on responding to requirements and adapting to the market

conditions. [65]

A Scrum Team is a group of individuals working together to deliver the requested product in-

crements. In Scrum [66] [67] there are three major roles, Product Owner, [68],Scrum Master [69]

and Team [70] identified , in (Table 3.1):

Table 3.1: Scrum - Major Roles

Product
Owner

The Product Owner should be a person with vision. The Product Owner is
responsible for continuously communicating the priorities to the development
team, by other words he is a representation of the client. He is responsible for
managing the Backlog, which includes expressing each item and ordering them
to achieve the objective and making sure the Development Team understands
the requirements.

Scrum
Master

The Scrum Master is responsible for guiding the Development Team, ensuring
the Scrum theory, practices and rules are being followed correctly and max-
imizing the value created by the team. The Scrum Master works to remove
any impediments that are obstructing the team from achieving its sprint goals.
This helps the team to remain creating and productive during the sprints and
making sure its successes are visible to the Product Owner.

Team The development team is responsible for self-organizing to complete work. A
scrum development team must organize itself and have a high rate of collabo-
ration between the elements in order to achieve the objectives of each sprint.

Since there is only one author on this project, and following the Scrum Methodology, this

author will be considered as the Scrum Master every week and at the same time as a Team.

There is a technical person guiding the developing of the project, an advisor, Carlos Rebelo,

that defines the primary activities to be realized in the project’s scope.

Although the project isn’t going to be made within a team environment of developers, the

Scrum methodology and Agile Methods are still applied. The Sprint is the foundation of the

Scrum. It consists in a period of time during which specific work has to be completed and made

ready for review.

Each sprint contains the Sprint Planning, Weekly Scrums and Sprint Review. [71]

Therefore, it was build the Scrum table shown in (Table 3.2):

In order to provide key information to help the Scrum Team to understand and be aware of the

product that is being developed there are some Scrum Artifacts. The two major artifacts used were

the Product Backlog and the Sprint Backlog. [72] The Scrum Artifacts are identified on (Table

3.3):
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Table 3.2: Scrum – Sprint Specific Rules

Sprint
Planning

The sprint planning marks the beginning of the sprint and it’s where the sprint
goal and objectives are defined.

Weekly
Scrums

This consists in a thirty-minute event, mostly made in the beginning of each
week, where it was shared the completed tasks and what still needs to be com-
pleted and if any obstacle appeared.

Sprint
Review

The Sprint Review marks the end of Sprint where a meeting takes place. In
Vodafone Portugal the Sprint Review took place at the end of every week to
keep track of the evolution of the work and what was accomplished. In this
meeting feedback and ideas were discussed that brought more value to the
product.

Table 3.3: Scrum Artifacts

Product
Backlog

This artifact is an ordered list of everything that might be needed in the product
and is the single source of requirements for any changes to be made to the
product. The product owner is responsible for the Product Backlog, including
its content, availability, and ordering.

Sprint
Backlog

The Sprint Backlog is a set of Product Backlog items selected for the sprint,
where changes can be easily tracked so the Development team is aware of the
progress done.

Although the Scrum is the main methodology used in this project, some auxiliary methodolo-

gies and tools related to version control are going to be used too.

For the version control it will be used the Bitbucket [73], which is a web-based solution used

to host team projects allowing to safely store code and having good control over it. It contains

features like pull requests, inline comments, and integration with tools such as JIRA [74].

3.3 Work Planning

The project is going to use Agile methodology SCRUM, having been divided into fourteen iter-

ations. In order to provide a better overview of the work planning a Gant diagram was prepared

with the temporal sequence of iterations.

The plan contemplates the existence of the following stages:

• study phase to relevant methodologies and technologies for the development of the project;

• the development of different modules;

• period for further improvements.

In addition to the steps described above, it is also planned that the preparation of the disserta-

tion would be made during the period of the project.

According to the methodology, created a table, represented in (Annex 7), which records the

estimate period of each sprint and the modules that were worked during each one.
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3.4 Estimated Timeline

The assessed course of events is shown in the (Annex 7). The implementation of the Intelligent

System and the development of the platform were be the majority of the work so they require more

time and more effort.

3.5 Employed Technologies

Several technologies were used in order to develop the current project. The choice of technologies

was not imposed and were selected according to their suitability to achieve the desired goal.

3.5.1 Postman

Postman [75] represents an API development tool which vision is to help build a super-fast and

smooth workflow for API development by providing some powerful features (API Documentation

Postman, 2017).

“To test an API a request is made to the required resource (usually a URL) using one the verbs

(or methods). This request can also have headers defined or other additional parameters. The

result of the request is an HTTP response, most commonly encoded in the JSON format and the

respective status of the request” [76].

Postman was used to test the services created in the application to determine security flaws,

bad formatting in the responses or any bug that may occur.

3.5.2 Visual Paradigm

“Visual Paradigm is a software tool designed for software development teams to model business

information system and manage development processes.” [77]

In addition to modeling support, it provides dissertation generation and code engineering ca-

pabilities including code generation. It can also reverse engineer diagrams from code and provide

round-trip engineering for various programming languages.

3.5.3 SQL Server Management Studio

SQL Server Management Studio is a technology first launched with Microsoft SQL Server that is

used for configuring components on the SQL Servers.

SQL Server Management Studio [78] is an integrated environment for managing any SQL

infrastructure. This software application is used to access, configure, manage, administer and de-

velop all components of SQL Server. It also provides a single comprehensive utility that combines

a broad group of graphical tools which work with objects and features of the server.

This technology was used in order to develop the database where all the information that is

going to be fetched from the API will be stored.
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3.5.4 PyCharm

PyCharm is a devoted Python Integrated Development Environment (IDE) giving a wide scope of

fundamental tools for Python developers, firmly coordinated to establish an advantageous envi-

ronment for productive Python, web, and data science development.

This IDE is used in computer programming, specifically for the Python language and was

developed by the company JetBrains. It provides code analysis, a graphical debugger, an integrated

unit tester, integration with version control systems and it also support web Development.

Pycharm has a smart code editor implemented that provides first-class support for all the lan-

guages it supports, such as Python, JavaScript, TypeScript, CSS and more. It also allows a regular

user to take advantage of code completion, code inspections, on-the-fly error highlighting and

quick-fixes.

3.5.5 Python

Python is currently, perhaps, the most famous and generally utilized programming language on

the planet. Besides web and software development, Python is also used for purposes such as data

analytics, Machine Learning and even design.

This language is an interpreted, object-oriented, high-level programming language with dy-

namic semantics. Its significant level inherent information structures, joined with dynamic com-

posing and dynamic binding, make it extremely appealing for Rapid Application Development.

Python’s straightforward, simple to learn grammar stresses meaningfulness and hence diminishes

the expense of program maintenance. Python upholds modules and bundles, which energizes pro-

gram measured quality and code reuse.

Regularly, developers experience passionate feelings for Python considering the expanded use-

fulness it gives. Since there is no aggregation step, the alter test-troubleshoot cycle is inconceiv-

ably quick. Troubleshooting Python programs is simple: a bug or terrible info won’t ever cause a

division issue. All things considered, when the translator finds a blunder, it raises a special case.

At the point when the program doesn’t get the exemption, the translator prints a stack follow. A

source level debugger permits examination of nearby and worldwide factors, assessment of self-

assertive articulations, setting breakpoints, venturing through the code a line at an at once, on. The

debugger is written in Python itself, vouching for Python’s thoughtful force.

Lastly Python Libraries play a vital role in Machine Learning and data science through the

direct use of data manipulation and more. In this sense, Python Libraries are a set of useful

functions that eliminate the need for writing codes from scratch.
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Chapter 4

Technical Description

4.1 Technical Description

The Technical Description chapter describes the work done during the project. In the first sec-

tion, Analysis and Design, it will be identified all the Architecture and Design that define the

application, and the next chapter, Solution Development, will serve the purpose of explaining the

implantation process.

Technical decisions were also made during the implementation of the solution which changed

the design as a result, because of requirement changes or limitations on the technologies.

In this chapter decisions, used technologies and the followed patterns are explained. It is

organized according to modules in which the application is structured.

4.2 Analysis and Design

4.2.1 Business Logic

In order to have a better overview of the project this section was elaborated to clarify all questions

regarding this topic.

There is only one major actor involved, a regular tourist or by other words User.

All this business logic will be based on already existing users of Flickr.com that will pro-

vide insight and information regarding touristic places in order to build a recommendation system

towards final users, which will be the new users that will have an enhance touristic travel journey.

This regular tourist has some requirements: it must have an account in Flickr and uploaded

photos regarding Porto in order to be considered part of the Business Logic. Therefore he is then

able to upload personal or public photos to the Flickr API which will be later retrieved to fill a

dataset in order to promote Machine Learning Algorithms to build a recommendation system for

future tourists.

A big overview of this project is that it starts with API Requests, GET, in order to be able

to fetch all photos regarding Porto. This requests have a lot of restrictions regarding it, such as

"Minimum Upload Date, Maximum Upload Date, Accuracy, Content Type, extras,etc" in order
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to make the request the most accurate possible so the data obtained comes even more clean and

appropriated towards the objective of this project.

After all the photos are retrieved regarding our main topic "Porto" it is still required to perform

actions on top of this information, such as Data Cleaning, Stemming, Tokenize, among others in

order for this data to become fully readable. When this data becomes clean, is then stored and

inserted into a Database Table.

These requests towards the topic of "Porto" gave a lot of results and they allowed also to

identify profiles of users that uploaded the photos we were able to fetch. Therefore all these

users/tourists were then saved in a Tourist Table on the Database. It was also required to apply

some Machine Learning Algorithms such as Gender Detector to be able to make some profiles

readable and also to eliminate Duplicated Profiles.

Now, it is possible with all the information obtained to start preparing towards the main ob-

jective which is building a Machine Learning Algorithm on top of a certain dataset in order to

produce a recommendation system for future tourists. In order to be able to promote all of these,

some particular information had to be retrieved from the tables created earlier that would give a

hint regarding tourist’s preferences, places of interest or restrictions.

Flickr suffered a major privacy politic update and most of the information that was possible

to retrieve from users was therefore denied leaving only two main attributes. The descriptions of

the photos a user posts and the groups a user joins. With these two fields it was then possible to

trace which are the preferences and points of interest of each specific tourist. It was then required

to fetch all this information, the public group information regarding a tourist profile and also the

descriptions of the photos a user posts and to submit to to all the operations to be able to retrieve

clean Data at the end.

Lastly all the information was finally obtained and ready to start implementing Machine Learn-

ing algorithms to build the recommendation system.

In order to understand better this overview of the Project and all the big actions that are in-

volved an Activity Diagram of the whole Project was elaborated and shown on (Figure 4.1 ).

4.2.2 Domain Model

Domain Model [79] is a way to describe and model real world entities and the relationships be-

tween them, which collectively describe the problem domain space. Identifying domain entities

and their relationships provides an effective basis for understanding the problem and helps practi-

tioners design system for maintainability, testability, and incremental development therefore Do-

main Model consist on the primary modeling area in Agile development.

Using the Unified Modelling Language, it was built the model shown in (Figure 4.2 ).

Each domain concept has a specific definition that should be clarified early. In this way, the

future use of this concepts will be more perceptible.

There is only one type of User in this project, also known as Tourist. A normal user/Tourist is

going to be represented by the conceptual class Tourist and is able to perform the following actions:
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Figure 4.1: Activity Diagram - Overview of the Project

check his own Gallery, review his Photo Set, have a place of Interest, have a route associated to

him and answer a Wizard. A better overview of the Tourist table can be seen on (Figure 4.3 ).

The difference between Gallery and PhotoSet, relies on the fact that a Gallery contains the

photos taken by the user and the PhotoSet may contain photos that weren’t taken by the user

but the user was able to fetch these photos from somewhere else and included them in his own

PhotoSet.

It is also necessary to emphasize that all the photos are stored in the Database because they

contain information needed to guess the places of Interest of a specific Tourist. Each photo con-

tains a description that is an indicator of a user like’s. A better overview of the Photo table can be

seen on (Figure 4.4 ).

A tourist will be mostly addressed due to his points of interest therefore having this link to

the conceptual class PlaceOfInterest. Machine Learning Algorithms implemented further in this

dissertation will require to know the tourist preferences and that’s where the Tourists’ Place of

Interests tags are used.

The Route associated to the Tourist represents a sort of Optimized Journey which will be the

output of the Recommendation System and it will store the final results, on the Database, on the

Optimized Journey Table.

In a general sense, after all the requests have been made to the Fickr API and all the information

has been retrieved and saved to the Database, Machine Learning Algorithms will be used and

applied on top of this Datasets to be able to trace a behaviour on the Data. At the end of this

procedure the recommendation system is built from the output of the Machine Learning Algorithm.
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Figure 4.2: Domain Model of the Smart Tourism Project

4.2.3 Requirement Analysis

Analysis and the definition of the requirements is the first stage of the project. At this stage, client

requirements are gathered and an initial analysis of the problem is made. FURPS+ [80] has been
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Figure 4.3: Domain Mode Close Up on tourist Table

Figure 4.4: Domain Mode Close Up on Photo Table

adopted as a way to group these different requirements into more specific groups, respectively:

• Functionality

• Usability
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• Reliability

• Performance

• Supportability

• Design Requirements

• Implementation Requirements

• Interface Requirements

• Physical Requirements

This is done on the basis of the information provided by the client in the form of meetings and

documentation. In order to be able to design and implement this project’s solution, the system’s

functional requirements and non-functional requirements had to be collected as part of the analysis

phase of the project.

A functional requirement specifies something the system should do, like business rules, trans-

actions, adjustments, administrative functions. In the other side we have a non-functional require-

ment that describes how the system works, by other words, it essentially specifies how the system

should behave and that it represents the “quality attributes” of a system. [81]

Non-functional requirements cover all the remaining requirements which are not covered by

the functional requirements, like performance, scalability, capacity, availability, reliability, main-

tainability, security, usability and response time.

FURPS+ was chosen to capture functional and non-functional requirements. The FURPS+

classification addresses both functional and non-functional requirements. FURPS is an acronym

for Functionality, Usability, Reliability, Performance and Supportability [82]. The “+” in FURPS+

acronym is generally used to represent additional design constraints. In this case we will be ad-

dressing these additional constraints by separating them in design constraints, implementation,

interface and physical categories [83].

The next sub-chapter will identify the modules of the Project and also the functional and non-

functional requirements.

4.2.3.1 Functional Requirements

In this section, it is presented the functional requirements collected during the analysis period.

They were collected from a tourist point of view trying to identify the affected modules [84].

Since a Use Case shows how a user interacts with a System in order to achieve a desired

result that’s exactly the same purpose of a functional requirement, to describe the functions and

behaviors that a system is or should be capable of. Therefore the functional requirements are

represented by the Use Cases.

The functional Requirements are presented on (Table 4.2):
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Table 4.1: Functional Requirements

Functional Requirement Module/Actions
Discovering Tourist Profile API Requests
Discovering user profiles Based on modern ques-
tionnaire

API Requests + Machine Learning Algorithm

Discovering user profiles based on indirect photo
scoring techniques

API Requests + Machine Learning Algorithm

Development of a module for collecting com-
plementary information relevant to the automatic
generation of routes

API Requests + Machine Learning Algorithm

Development of a Smart Tour generator that
maximizes tourist satisfaction

Recommendation System

Adding a Photo to the Gallery API Requests
Check Tourist Gallery XX API Requests
Check Tourist Information/Profile API Requests

4.2.3.2 Non-Functional Requirements

In this section, it is presented the Non-Functional Requirements collected during the analysis

period.

In order to be able to develop this project there was the need to choose a framework in which

the user could develop. The framework PyCharm was chosen between all the available Program-

ming Tools due to the fact that this framework allows the user to easily adapt to Machine Learning

Algorithms due to its high presence of Machine Learning Libraries.

The Non-Functional Requirements were collected from a user and a Database point of view

identifiying the affected modules.

Table 4.2: Non-Functional Requirements

Non-Functional Requirement Module/Actions
Performance API Requests
Scalability API Requests + Machine Learning Algorithm
Capacity API Requests + Machine Learning Algorithm
Availability API Requests + Machine Learning Algorithm
Reliability Recommendation System
Maintainability API Requests
Security XX API Requests
Data Integrity API Requests

As said above, non-functional requirements indicate the system’s ’quality attributes’ or ’qual-

ity credits’.

The Project implemented contains high importance on Non-Functional Requirements such as

Performance, it must thrive to have a good performance in order to improve a user’s experience

and so forth. All the non-functional requirements explicit have a high importance on the project.
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Chapter 5

Solution Development

For the solution development process, it was established periodic sprints with goals to accomplish,

involving one or more modules for each of them. In this section it will be described the develop-

ment process with the support of Code Snippets, solution images to offer a visual perspective and

the main decisions taken during the development phase.

Considering that during sprints there was parallel development between modules, in addition

to describing each module, there will be a reference part to the interconnection between the af-

fected modules.

Firstly a description of the desired dataset preparation will be mentioned and described, sec-

ondly there’s going to be an approach to the techniques used to clarify the Dataset, and after this

steps, Machine Learning algorithms will be introduced.

The main purpose of this section is to see if the initial hypothesis of this dissertation can be

tested or not. This hypothesis consists in predicting places to be visited based on some profile data

of tourists.

Data Collection

As referenced previously, the information will be retrieved and gathered from the photographs

accessible on Flickr.com, a well known photograph sharing stage where individuals can share

photographs. Data collection Users shared their travel path through footprints left in geo-tagged

photos that they have taken and uploaded on Flickr. Destinations refer to popular places, such as

attractions and/or landmarks within a city.

What separates Flickr from other famous photograph sharing applications like Facebook and

Instagram is that it’s really a photograph driven stage worked for proficient photographic artists

and photography fans to show off their work while enjoying the work by others. [85].

It’s more centered around the art of photography than some other significant informal commu-

nity out there. Consider it Instagram for proficient photographic artists.

Flickr also promotes a very nice community, working on the odds of getting more openness

for everybody’s profile photographs. Other than favoriting other users’ photos, creating galleries,
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joining groups, and following people, everybody’s client experience can be upgraded as well by

doing the following: including descriptions for the photographs and labeling your photographs

with keywords tags.

All these characteristics and all the information flickr provides make it an awesome starting

point for this project allowing for the developer to have a majority of the information available at

his disposal.

At the beginning of the project after some market research it was expected to have a lot more

information regarding Flickr user’s profiles. Fields like Profession, Age, Social status, Places of

Interest, user’s needs, user’s constraints were expected to be retrieved from Flickr’s but due to

privacy policy updates, all these fields were restricted allowing for only a handful of fields to be

retrieved.

So therefore to advance in this project the only fields possible to actually retrieve from Flickr

that would be useful towards the goal of this project were the following: User ID, real name,

Location, User’s Photos and User’s Groups, it is also important to refer that a large part of the

fields are empty or with incomprehensible characters.

Still after this disadvantages Flickr is the most promising social platform regarding online

photo management and sharing and allows for a better overview of all user’s profile and photos.

In 2018 there were more than 10 billion photographs uploaded to Flickr and more than 175

million geotagged pictures stored. Regarding the city of Porto, since the start of 2018 until July

2020, there are more than five million photographs with the Tag "Porto", however just around

8% contained geotagged data. Of that 8%, just 20% are really identified with the city of Porto,

Portugal. After information cleaning, it was possible to retrieve over 1 million photos for 318

tourists (See Annex 2). Given the extense list, the number of photos and the information regarding

them are not available in (Annex 2) but the information is available for consulting if necessary.

Information was extracted from Flickr.com through the Flickr API. The API permits any peo-

ple to approach these photographs alongside their text based metadata.

The Flickr API consists of a set of callable methods, and some API endpoints. This software

intermediary allows the developer to access Flickr’s information and retrieve Data from it. There

are a lot of accessible fields in the Flickr API regarding all kinds of situations, such as Activity,

Authentication, Profile, User, Group, Collection, Album and so on, but the most interesting field

is regarding the "Photo" service as can be seen on on (Figure 5.1 ).

Several Querys were used in order to retrieve all the relevant information towards the develop-

ment of the project. One example of a query used in this API contains some parameters necessary

to fulfill this study aims (See Annex 4). It is important to also notice that all the requests have to

be authenticated with an API_Key that had to be requested before starting this project.

The query returns the first 100 geotagged photos taken and uploaded since 1st January of 2018

to 1st of July of 2020 within the tag “Porto”, given in the parameter tag. There are some limitations

to what you can do with Flickr’s API and the the maximum amount of photos possible to retrieve

in one response is 100 and you can’t increase this value, so you have to iterate through the pages

of the response obtained.



Solution Development 43

Figure 5.1: Overview of API Flickr Methods for "Photo"

Given this limitation, the algorithm had to be ran several times with loops, in order to overcome

such limitation as it can be seen in Code Snippet 5.1

1 for page in range(0, int(pageTotalCount)):

2 response = requests.get(

3 "https://api.flickr.com/services/rest/?method=flickr.photos.search&

api_key=c729641e6b00e16409c529d9dc22f89e&tags"

4 "=" + str(

5 apiKeyWord) + "&min_upload_date=2019-01-01&max_upload_date

=2021-05-01&accuracy=10&content_type=4"

6 "&per_page=100&page=" + str(page + 1) + "&format=json&nojsoncallback

=1")

Code Snippet 5.1: API Request photos.search

A lot more restrictions, limitations and adversities happened on this request. Beforehand it

was required to make a blank request in order to retrieve the number of pages required to iterate

over this cycle in order to obtain all the information that the Flick API could provide.
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After this blank request was made then the real request could happen in order to fetch all the

photos with the pre-defined criteria in the request. Most of the responses didn’t came in the same

way and there was sometimes a lot of extra fields to be aware of, and therefore the responses didn’t

had a pre-defined size so it wasn’t easy to do a global method and the exceptions and boundaries

of this method had to be tested out and included in the method to fetch the information from the

API. Also it is important to refer that sometimes the delimiters of the strings were also changed

and didn’t appear in the response sometimes so an extra caution had to be placed regarding this

situation as well.

For some attributes there wasn’t the need to explicit them on the request because they already

came in the response such as the information about when the photo was taken, the value “data-

taken”, and some other relevant fields as well.

After all these restrictions the request was possible to be done and all the photos regarding the

case of Porto were retrieved with the extra arguments such as Geo Location.

The attribute extra was used with the value “geo” in order to simply download photos with geo

information attached.

The property accuracy is related to the precision level of the location information and allows

to choose the accuracy level of the photos (regarding this scale of information, the lower the scale

the wider the range is, the lowest possible value is 1 that relates to World level and the highest

recorded accuracy level is 16 which relates to Street level).

In this study, a very precise level -between 8 and 12- will be used, which implies that the data

obtained will be at the level of Region or a City. In this case the only photos that truly matter are

the ones related to a city in order to avoid miss-leading pictures.

After this request has been successfully achieve it was also of the developer’s interest to acquire

additional and more personal information about the users and a second query was also used (See

Annex 4).

Regarding this API call it is only necessary to provide the user’s ID in order to retrieve insights

about an individual’s information.

The results from this query provided insights about individual’s username, real name, country

origin, user photos url, profile user url, and also the first date when a photo was taken. Before the

privacy policy update it was possible to retrieve information such as gender, social state, profession

and also places of interest which adds a remarkable increment of information towards making a

user’s profile.

An example of a request to fetch user’s information can be seen in Code Snippet 5.2

1 for x in range(0, len(listOfProfiles)):

2 responsePeopleGetInfo = requests.get(

3 "https://www.flickr.com/services/rest/?method=flickr.people.getInfo&

api_key=429fdbf7f9096180b7c964c869652482"

4 "&user_id=" + listOfProfiles[x] + "&format=json&nojsoncallback=1")

5

6 personInfo = responsePeopleGetInfo.content.decode().split(’"person":{"’)[1]

Code Snippet 5.2: API Request people.getInfo
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In order to make this request possible also a lot of exceptions and boundaries of this method

had to be tested out and included in the method to fetch the information from the API. It is impor-

tant to refer that sometimes user’s had a profile with little to none information whatsoever which

made the information retrieval process slightly harder due to making this limit test cases possible.

Also simultaneously to this process of Requesting user’s profile it was also used another

method in order to retrieved the public Groups that a user belongs to as it can be seen in Code

Snippet 5.3

1 responseGetPublicGroups = requests.get(

2 "https://www.flickr.com/services/rest/?method=flickr.people.

getPublicGroups&api_key"

3 "=429fdbf7f9096180b7c964c869652482&user_id=" + listOfProfiles[x] + "&

format=json&nojsoncallback=1")

4

5 publicGroupsInfo = responseGetPublicGroups.content.decode().split(’"

groups":{"’)[1]

Code Snippet 5.3: API Request people.getPublicGroups

This API call only requests as well that the only field to be introduced is the user’s ID in order

to retrieve insights about individual’s public Groups.

The response obtained from this request is as simple as a list of the groups that a user belongs

to.

Some more requests have been made in order to retrieve more relevant information such as:

• people.getPhotos which returns photos from the given user’s photostream. Only photos

visible to the calling user will be returned.

• people.getPhotosOf which returns a list of photos containing a particular Flickr user.

• people.getPublicPhotos which returns the list of public groups a user is a member of.

• people.getGroups which returns the full complete list of groups a user is a member of which

requires additional permissions and gives more information that the people.getPublicGroups

request used in this project.

• galleries.getList returns the list of galleries created by a user. Sorted from newest to oldest.

• galleries.getContext returns next and previous favorites for a photo in a user’s favorites.

• galleries.getListForPhotos returns the list of galleries to which a photo has been added.

Galleries are returned sorted by date which the photo was added to the gallery.

In order to give a better overview of all the Requests used but that weren’t described in detail

a table regarding their information was created as it can be seen on (Table 5.1):
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Table 5.1: Rest of the Implemented methods to retrieve information from Flickr.com

API Methods Required Fields Description
people.getPhotos API_key Gallery_ID Return photos from the given

user’s photostream. Only
photos visible to the calling
user will be returned.

people.getPhotosOf API_key User_ID Returns a list of photos con-
taining a particular Flickr
member

people.getPublicPhotos API_key User_ID Get a list of public photos for
the given user

people.getGroups API_key User_ID Returns the list of groups a
user is a member of

galleries.getList API_key User_ID Return the list of galleries
created by a user. Sorted
from newest to oldest.

galleries.getContext API_key Photo_ID User_ID Returns next and previous fa-
vorites for a photo in a user’s
favorites.

galleries.getListForPhotos API_key Photo_ID Returns the list of galleries
to which a photo has been
added. Galleries are re-
turned sorted by date which
the photo was added to the
gallery.

Data cleaning and filtering

Regarding this section there are some assumptions that have to be made beforehand regarding for

example the definition of Tourist and the information disclosure and privacy issues.

Within this study it is important to enhance that there are some differences between tourists,

travelers and visitors. This differences were not taken into account so it was not necessary to

distinguish these concepts as can be seen on Annex 5.

The second point it was needed to consider the amount of information disclosed. Sharing in-

formation on Flickr isn’t mandatory and most part of the users didn’t provide information about it.

From all the users collected (318) only a slight part of them provided complete information about

themselves. There was a lot of grammatical errors, spelling errors and wrong names regarding all

the fields.

In order to prepare the Dataset it was required to actually clean and filter it properly. A lot of

operations were submitted to the Data such as tokenize, removing stop words, data stemming and

some other complementary operations.

The first operations that were used in this project regarding Data cleaning and filtering were

the most simple ones when retrieving information directly from the API. A lot of the information
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came with punctuation appended to the string and it was required to do a lot of splits in order to

actually obtain the desired strings.

Although some operations are important to mention, the first problem encountered was actu-

ally finding the gender of the user’s profile because due, once again, to the privacy policy update.

This update didn’t allow any longer to retrieve information regarding gender.

As such it was necessary to import the library "gender_guesser.detector" and implement code

to actually try to find out if a person is actually from the male or female sex as it can be seen in

Code Snippet 5.4

1 d = gender.Detector()

2

3 for x in range(0, len(listOfProfiles)):

4 if d.get_gender(listRealNames[x]) != "unknown":

5 listGenders.append(d.get_gender(listRealNames[x]))

6 else:

7 if d.get_gender(listUsernames[x]) != "unknown":

8 listGenders.append(d.get_gender(listUsernames[x]))

9 else:

10 if d.get_gender(listPathAlias[x]) != "unknown":

11 listGenders.append(d.get_gender(listUsernames[x]))

12 else:

13 if d.get_gender(listRealNames[x].split(sep=" ", maxsplit=2)

[0]) != "unknown":

14 listGenders.append(d.get_gender(listRealNames[x].split(

sep=" ", maxsplit=2)[0]))

15 else:

16 if d.get_gender(listUsernames[x].split(sep=" ", maxsplit

=2)[0]) != "unknown":

17 listGenders.append(d.get_gender(listUsernames[x].

split(sep=" ", maxsplit=2)[0]))

18 else:

19 listGenders.append("Null")

Code Snippet 5.4: Gender Detector Implementation

This python package uses the underlying data from the program "gender" with the objective

of obtaining one of the following results:

• unknown - name not found

• andy - androgynous

• mostly_male

• mostly_female

• male

• female
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The difference between "andy" and "unknown" is that the former is found to have the same

probability to be male than to be female, while the later means that the name wasn’t found in the

database.

The second problem was actually cleaning the Data because it came with a lot of special

characters and regarding this aspect it was easy to overcome with a simple auxiliary function that

eliminates special characters as it can be seen in Code Snippet 5.5

1 def cleanString(string):

2 return re.sub(’[^a-zA-Z.\d\s]’, ’’, string)

Code Snippet 5.5: Method cleanString

The third problem was actually preparing the document lists, this part is related to pre-processing

the text and an auxiliary function was as well created as it can bee seen in Code Snippet 5.6

1 def preprocess_data(doc_set):

2 """

3 #Input : document list

4 #Purpose: preprocess text (tokenize, removing stopwords, and stemming)

5 #Output : preprocessed text

6 """

7 tokenizer = RegexpTokenizer(r’\w+’) # initialize regex tokenizer

8 p_stemmer = PorterStemmer() # Create p_stemmer of class PorterStemmer

9 texts = [] # list for tokenized documents in loop

10 for i in doc_set:

11 tokens = tokenizer.tokenize(str(i)) # clean and tokenize document string

12 stopped_tokens = [i for i in tokens if not i in stop_words] # remove

stop words from tokens

13 stemmed_tokens = [p_stemmer.stem(i) for i in stopped_tokens] # stem

tokens

14 non_digit_tokens = [i for i in stemmed_tokens if not i.isdigit()] #

remove digits

15 texts.append(non_digit_tokens)

16 return texts

Code Snippet 5.6: Method responsible for String Tokenize and Stemming and also removing Stop

Words

Word tokenization is the process involved with splitting an enormous sample of text into

words. This is a prerequisite in natural language processing tasks where each word should be

caught and exposed to additional investigation like characterizing and counting them for a specific

sentiment and so forth. fThe Natural Language Tool kit(NLTK) is a library used to accomplish

this.

Regarding Stop Words, a stop word is a commonly used word (such as "the","a","an","in" )

that a search engine has been programmed to ignore, both when indexing entries for searching and

when retrieving them as the result of a search query. Removing this words allows for bigger words

to take more importance and also we increment the space in the database by eliminating words

with small interest. NLTK, once again, in python has a list of stopwords stored in 16 different
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languages that allows for an easy implementation to promote Datasets more clean. (Code Snippet

5.7)

1 stop_words = set(stopwords.words(’english’))

2 stop_words.add(’user’)

3 stop_words.add(’belong’)

4 stop_words.add(’group’)

5 stop_words.add(’flickr’)

Code Snippet 5.7: Stop Words

Lastly, another operation is Stemming which is the process of reducing a word to its word

stem, this is a very important part in natural language understanding and is also part of the Natural

Language Tool Kit.

There is also an operation which is important to refer which is the last one, which removes

all the digits from the document set. After the operations such as tokenize, removing stop words

and stemming document list it is also required to remove the digit words to fully complete the

pre_process_data operation and have fully complete clean data.

5.1 Data Processing

Some additional fields had to be created and inserted so the data could be used for the purposes of

this study. For example, an additional field was implemented on Tourist table that with the help of

a library we were able to detect gender on the tourist.

Regarding photos table there wasn’t the need to implement any extra fields, besides one, be-

cause all the information that was retrieved from the API was all necessary and it wasn’t possible

to detect anything else, the most relevant information is the description of the photo which was

possible to retrieve as it can be seen on (Figure 5.2 ).

Figure 5.2: Result from Select * from Photos, intermediary results

Regarding the principal tables, Photos and Tourists, it was required to create that additional

field for Networking Analysis purposes.



50 Solution Development

Regarding the owner attribute a extra field was created which will be assigned a number N =

{1, ..., n} which will be used for linking the tables one to another. A similar approach was used in

the other table. (Figure 5.3 ).

Figure 5.3: Result from Select * from Tourists, initial results

This extra fields allows to link the whole chain.

Even so, it starts to become a bit tricky to see all this information, after all, there exists over

1 million photos and over 300 different users. In order to be able to get a better overview of the

information and to be able to provide a better insight regarding all the tables an export to Excel

was made and the complete information was transformed into different .CSV files.

Exporting to CSV allowed for a better understanding of all the concepts involved and another

point of view of the data collected, such as:

• Number of tourists and photos considered;

• Number of photos taken by region/place/attraction;

• Number of tourists that photographed a certain place/region/attraction;

• General tourists’ characterization, considering origin, username, and public groups;

• General photo description and places that touristsh́ave visited;

5.2 Data Storage

Since we are dealing with a big dataset of information, it will be needed to resort to the help of a

Database which can store very large numbers of records efficiently. A database also provides the

tools to ease on the search for a specific record in a given set of data. It also allows to add new

data with ease and in case of need, to edit or delete old data.

Databases also can do several operations with just a click of the button, such as sorting ele-

ments, ordering by category, hide or delete columns and even import into another application and

also allows for more than one person to be able to access the same database at the same time.
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At last it also allows to build query’s on top of the database which allow to retrieve information

regarding really specific data.

Such a database was built on SQL Server Management Studio (SSMS), which is an integrated

environment for managing any SQL infrastructure, proving tools to configure, monitor, administer

and query instances of SQL Server.

An overview of the project explorer of the created Database can be seen on (Figure 5.4 ).

Figure 5.4: Database Overview

After the creation of the Database and the respective tables it was necessary to link the code

being developed in PyCharm to the Database created in SSMS.

A connection was made between both modules in a way that interacts between as a bridge and

allows to make possible requests as well as store information.

The connection can be seen in (Code Snippet 5.8 ).

1 conn = pyodbc.connect(’Driver={SQL Server};’

2 ’Server=LAPTOP-HE41VQIN\SQLEXPRESS;’

3 ’Database=SmartTourism;’

4 ’Trusted_Connection=yes;’)

Code Snippet 5.8: Database Connection

After these two modules are interconnected it is possible to store information on the Database

creating procedures for that same purpose.

All the created procedures store information in order to populate all the tables in the Database,

although for the purpose of simplicity only two procedures will be shown here.

In order to store information regarding a photo all the fields have to be passed with the restric-

tion imposed by the Database as it can be seen in (Code Snippet 5.9 ).

1 def insert_variables_into_photos_table(ID, Page, Pages, PerPage, Total, Owner,

Secret, Title, isPublic, isFriend,isFamily, isPrimary, hasComment):

2 cursor = conn.cursor()

3 sql_insert_query = """INSERT INTO Photos (ID, Page, Pages, PerPage, Total,

Owner, Secret, Title, isPublic, isFriend, isFamily, isPrimary, hasComment)
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4 VALUES (?,?,?,?,?,?,?,?,?,?,?,?,?) """

5 # VALUES (%d,%d,%d,%d,%s,%s,%s,%d,%d,%d,%d,%d)

6 record = (

7 int(ID), int(Page), int(Pages), int(PerPage), int(Total), Owner, int(

Secret), Title, int(isPublic), int(isFriend), int(isFamily), int(isPrimary),

int(hasComment)

8

9 cursor.execute(sql_insert_query, record)

10 conn.commit()

Code Snippet 5.9: Procedure to insert a Photo into Photos Table

The same applies if you want to store a tourist as it can be seen in (Code Snippet 5.10 )

1 def insert_variables_into_tourist_table(ID, Path_alias, Username, Realname,

Gender, Location, Age, Offset, PlacesOfInterest, Preferences, PhotosUrl,

ProfileUrl, FirstPhotoPublished, MyPhotoStreamPhotoList,

PhotosUserIncludedList, GroupUserIncludedList,

2 MyPublishedPhotosList, TouristNeeds, TouristConstraints, FreeDays, TravelDays,

HealthCondition, TravelBudget):

3 cursor = conn.cursor()

4 sql_insert_query = """INSERT INTO Tourists (ID, Path_alias, Username,

Realname, Gender, Location, Age, Offset, PlacesOfInterest, Preferences,

PhotosUrl, ProfileUrl, FirstPhotoPublished, MyPhotoStreamPhotoList,

PhotosUserIncludedList, GroupUserIncludedList, MyPublishedPhotosList,

TouristNeeds, TouristConstraints, FreeDays, TravelDays, HealthCondition,

TravelBudget)

5 VALUES (?,?,?,?,?,?,?,?,?,?,?,?,?,?,?,?,?,?,?,?,?,?,?) """

6 record = (

7 int(ID), Path_alias, Username, Realname, Gender, Location, int(Age),

Offset,

8 PlacesOfInterest, Preferences, PhotosUrl, ProfileUrl, FirstPhotoPublished

,

9 MyPhotoStreamPhotoList, PhotosUserIncludedList, GroupUserIncludedList,

10 MyPublishedPhotosList, TouristNeeds, TouristConstraints, int(FreeDays),

11 int(TravelDays), HealthCondition, int(TravelBudget)

12

13 cursor.execute(sql_insert_query, record)

14 conn.commit()

Code Snippet 5.10: Procedure to insert a Tourist into Tourists Table

Some complementary help had to be applied regarding Tourists’ table due to the appearance

of duplicates. In order to prevent this from happening all the duplicated profiles were eliminated

from the Tourists’ table. An overview, in order to see that it is being correctly saved on the other

endpoint, of the data being saved on the SSMS database can be seen on (Figure 5.5 ).
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Figure 5.5: Tourists being stored on SQL Server Management Studio

5.3 Data Preparation for Machine Learning

After all the information has been fetched from the Flickr API and stored in the Smart Tourism

Database that was created for that purpose it is now necessary to prepare the Data for the Machine

Learning Algorithms.

There are mainly two big types of information that are going to be dealt with in order to predict

the places of interests of a Tourist, which are the description of the photos and the public groups

a Tourist belongs to. There are only these two fields that a developer can work with in order to

obtain further information regarding the tourist, once again, due to policy privacy update from

Flickr part.

Taking into consideration that only these two fields are going to be useful it is necessary to

promote some procedures to do on top of them in order to make this data actually readable and in

order to retrieve some pertinent information from it.

Regarding the information of the public groups a tourist belongs, it is possible to know what

are the user interests analyzing the most common words of all the groups of the user. With the

help of the NLTK library in python, a function called "FreqDist" allows to give the frequency of

the words within a text.

Before doing this all this data was submitted to the auxiliary functions created and intended

for the purpose of cleaning the data in order to obtain a big document with all the public groups

and with the clean data. After these operations of Data Cleaning it is then possible with the help

of this library to obtain the frequency of the words as it can be seen in (Code Snippet 5.11 ).

1 listOfMostCommonWords = []

2

3 for z in range(0, len(listOfGroupDescriptions)):

4 listOfMostCommonWords.append(nltk.FreqDist(listOfGroupDescriptions[z]).

most_common(5))

5

6 for x in range(len(listOfMostCommonWords)):

7 print(listOfMostCommonWords[x])

Code Snippet 5.11: Most Common Words Code Snippet
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The FreqDist class is used to encode “frequency distributions”, which count the number of

times that each outcome of an experiment occurs.

For the purposes of this dissertation all the tourists were submitted to this process and only

the five most common words were retrieved, although it will only be shown a handful of them in

(Code Snippet 5.12 ).

1 [(’magia’, 1), (’de’, 1), (’foto’, 1), (’ipernity’, 1), (’survivorstaller’, 1)]

2 [(’award’, 18), (’post’, 15), (’invitation’, 13), (’admin’, 10), (’world’, 6)]

3 [(’trams’, 5), (’trains’, 2), (’test’, 2), (’beta’, 2), (’alpha’, 2)]

4 [(’world’, 15), (’photos’, 11), (’travel’, 7), (’best’, 6), (’photography’, 5)]

5 [(’travel’, 5), (’world’, 5), (’photography’, 3), (’mexico’, 3), (’please’, 2)]

6 [(’flowers’, 4), (’nature’, 4), (’cats’, 3), (’beauty’, 3), (’flower’, 3)]

7 [(’art’, 5), (’images’, 4), (’historic’, 3), (’church’, 2), (’please’, 2)]

8 [(’aircraft’, 14), (’street’, 11), (’art’, 9), (’british’, 8), (’pub’, 7)]

9 [(’post’, 7), (’favourite’, 6), (’fav’, 5), (’photography’, 5), (’comment’, 3)]

10 [(’world’, 6), (’post’, 6), (’comment’, 5), (’rio’, 4), (’kids’, 3)]

11 [(’post’, 72), (’award’, 49), (’comment’, 35), (’invite’, 24), (’photos’, 17)]

12 [(’level’, 44), (’post’, 20), (’favourite’, 18), (’comment’, 15), (’photography’,

14)]

13 [(’life’, 72), (’museum’, 62), (’castle’, 53), (’palace’, 51), (’fashion’, 27)]

14 [(’post’, 9), (’portugal’, 7), (’art’, 5), (’artist’, 4), (’photos’, 4)]

15 [(’futebol’, 3), (’football’, 2), (’soccer’, 2), (’brazil’, 1), (’messi’, 1)]

16 [(’art’, 4), (’award’, 3), (’photo’, 3), (’painting’, 2), (’world’, 2)]

17 [(’world’, 4), (’best’, 3), (’galaxy’, 3), (’gallery’, 2), (’night’, 2)]

18 [(’images’, 3), (’photography’, 3), (’around’, 2), (’80s’, 1), (’style’, 1)]

19 []

20 [(’post’, 17), (’portugal’, 13), (’award’, 12), (’world’, 7), (’comment’, 7)]

21 []

22 [(’post’, 66), (’award’, 37), (’comment’, 35), (’world’, 20), (’photos’, 13)]

23 [(’boats’, 15), (’france’, 11), (’photos’, 10), (’world’, 10), (’cars’, 7)]

24 [(’post’, 9), (’portugal’, 7), (’art’, 5), (’quot’, 4), (’photos’, 4)]

25 [(’best’, 3), (’shot’, 3), (’post’, 2), (’comment’, 2), (’animal’, 2)]

Code Snippet 5.12: Result of Most Common Words Code Snippet

With the use of this it is possible to see a certain similarity between some words and start

to understand what are the points of interest for a specific tourist, but even so it is not enough

information to predict what are the places of interest.

So, with the help of the library "difflib" for text pre-processing purposes and using the list of

MostCommonWords an attempt to attribute a similarity between words is introduced as it can be

seen in (Code Snippet 5.13 ).

1 counter: int = 0

2 fullListWithAllSimilarWords = []

3

4 for z in range(len(listWithAllTheWordsInOneList)):

5 counter = counter + 1

6 tmpList = [listWithAllTheWordsInOneList[z]]

7 for counter in range(len(listWithAllTheWordsInOneList)):
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8 score = difflib.SequenceMatcher(None, listWithAllTheWordsInOneList[z],

9 listWithAllTheWordsInOneList[counter]).

ratio() * 100

10 if 75 < score < 99.9:

11 tmpList.append(listWithAllTheWordsInOneList[counter])

12

13 if counter == (len(listWithAllTheWordsInOneList) - 1):

14 if len(tmpList) > 2:

15 tmpList = list(dict.fromkeys(tmpList))

16 fullListWithAllSimilarWords.append(tmpList)

17

18 df = pd.DataFrame(fullListWithAllSimilarWords)

19 df = df.drop_duplicates()

20

21 print(df)

Code Snippet 5.13: Sequence Matcher Code Snippet

Regarding this (Code Snippet ?? ) a score between (75 and 99.9) is the range expectable to

define if a word is similar to another. A word with 100% similarity is equal to another so it won’t

be considered. The 75% was defined with base on several dissertations that also define that if two

words have over 75% similarity are considered of the same family. Obviously that the value 75%

will be an arbitrary decision for this case.

The values expressed before are multiplied by 100 because initially the similarity score is a

float comprehended in [0, 1] between two strings.

Basically this algorithm sums the sizes of all matched sequences returned that consist of triples

describing matching subsequences and calculates their ratio.

At the end all this information is stored on a Dataframe which allows for a better visualization

of the data retrieved.

With the use of this technique from this library it is possible to also see some reassemble

between some words but it isn’t still enough to truly obtain a person’s place of interests and pref-

erences as it can be seen in (Code Snippet 5.14 ).

1 Col1 Col2 ... Col5 Col6

2 0 light night ... None None

3 1 travel traveling ... None None

4 2 limit unlimit ... None None

5 3 least pleas ... None None

6 4 portugal portugues ... None None

7 5 photo porto ... None None

8 6 moment comment ... None None

9 7 porto post ... None None

10 8 castle castel ... None None

11 9 fav fave ... None None

12 10 photographypaisaj photographi ... None None

13 11 santiago antiguo ... None None

14 12 unlimit limit ... None None

15 13 vistaart vista ... None None
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16 14 fot foto ... None None

17 15 ampwb ampw ... None None

18 16 beautiful beauti ... None None

Code Snippet 5.14: DataFrame of Sequence Matcher

This Code Snippet will only show a part of the Code regarding this Dataframe, because it

combines a lot of words so it also obtains a lot of results, most precisely over 200.

Even after all of this it isn’t still possible to obtain the places of interest and preferences of a

specific Tourists but it’s getting close.

A final approach will be regarding the Latent Semantic Analysis, also known as LSA, which

helps to discover hidden topics from given documents.

Discovering topics are beneficial for different purposes such as clustering documents, organiz-

ing online available content for information retrieval and recommendations.

Topic modeling is a text mining technique which gives techniques for identifying co-occurring

keywords to summarize large collections of textual information. It helps in discovering hidden

topics in the document, annotate the documents with these topics, and organize a large amount of

unstructured data.

Topic Modeling consequently finds the concealed hidden themes from given records. It is an

unsupervised text analytics algorithm that is utilized for discovering the group of words from the

given document. These group of words addresses a topic. There is a possibility that, a single

document can connect with various hidden topics.

There is a big difference between Text Classification and Topic Modeling since text classifica-

tion is a supervised machine learning problem, in which a text document is classified into a set of

classes, while, Topic Modeling is the process of discovering groups of co-occurring words in text

documents. By other words, Topic Modeling can be used to solve the text classification problem.

Topic Modeling will identify the topics present in a document while text classification classifies

the text into a single class.

LSA learns latent topics by performing a matrix decomposition on the document-term matrix

using Singular value decomposition. LSA is typically used as a dimension reduction or noise

reducing technique. LSA will be implemented with the help of Gensim libraries.

Regarding the implementation of this algorithm it is also required for the data to be submitted

to data cleaning operations in order to be able to process it.

In order to promote the LSA algorithm, an auxiliary function had to be created that converts

the clean document into a list of Document term matrix that is then accepted by the algorithm as

it can be seen in (Code Snippet 5.15 ).

1 def prepare_corpus(doc_clean):

2 """

3 #Input : clean document

4 #Purpose: create term dictionary of our corpus and Converting list of

documents (corpus) into Document Term Matrix

5 #Output : term dictionary and Document Term Matrix

6 """
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7 # Creating the term dictionary of our corpus, where every unique term is

assigned an index. dictionary = corpora.Dictionary(doc_clean)

8 dictionary = corpora.Dictionary(doc_clean)

9 # Converting list of documents (corpus) into Document Term Matrix using

dictionary prepared above.

10 doc_term_matrix = [dictionary.doc2bow(doc) for doc in doc_clean]

11 return dictionary, doc_term_matrix

Code Snippet 5.15: Prepare Corpus Auxiliary Method

After the creation of this document term matrix and the dictionary of terms it is then possible

to generate a model using the Gensim LSA Model as it can be seen in (Code Snippet 5.16 ).

1 def create_gensim_lsa_model(doc_clean, number_of_topics, words):

2 """

3 #Input : clean document, number of topics and number of words associated

with each topic

4 #Purpose: create LSA model using gensim

5 #Output : return LSA model

6 """

7 dictionary, doc_term_matrix = prepare_corpus(doc_clean) # generate LSA model

8 lsamodel = LsiModel(doc_term_matrix, num_topics=number_of_topics, id2word=

dictionary) # train model

9 print(lsamodel.print_topics(num_topics=number_of_topics, num_words=words))

10

11 return lsamodel

Code Snippet 5.16: Create Gensim LSA Model

After all the above functions have been ran with some others that aren’t describe but are helpful

to either optimize the results by identifying an optimum amount of topics or to generate coherence

scores or even to just simply plot, it is possible to obtain the number of topics and respective

coherence values as it can be seen briefly in (Code Snippet 5.17 ).

1 [(0, ’0.531*"post" + 0.426*"award" + 0.243*"comment" + 0.239*"photo" + 0.201*"

world"’),

2 (1, ’0.471*"train" + 0.316*"railway" + 0.270*"fav" + 0.223*"class" + 0.216*"

level"’),

3 (2, ’0.568*"level" + 0.348*"fav" + -0.195*"art" + -0.177*"world" + -0.139*"

franchise"’),

4 (3, ’-0.318*"post" + 0.317*"day" + 0.293*"view" + -0.264*"train" + 0.190*"window

"’),

5 (4, ’0.623*"day" + 0.457*"garden" + 0.215*"doll" + -0.178*"view" + -0.133*"

flower"’),

6 (5, ’-0.329*"favourite" + -0.294*"view" + 0.278*"invite" + -0.259*"post" +

0.181*"photography"’),

7 (6, ’0.505*"view" + -0.293*"museum" + -0.263*"art" + -0.205*"palace" + -0.204*"

castle"’),

8 (7, ’0.474*"life" + 0.430*"optic" + 0.403*"view" + 0.340*"second" + 0.185*"

fashion"’),

9 (8, ’-0.399*"city" + 0.272*"view" + 0.267*"street" + -0.236*"best" + -0.201*"

award"’),
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10 (9, ’0.334*"level" + -0.323*"believe" + 0.238*"lmf" + -0.220*"quot" + 0.207*"art

"’),

11 (10, ’0.382*"level" + -0.357*"invite" + -0.231*"admin" + -0.211*"fave" + 0.198*"

world"’) and so on ... ]

12

Code Snippet 5.17: Gensim LSA Model Results

After all these operations have been done it is also necessary to create some visual graphs that

will allow to understand and give a better overview of the information that is possible to retrieve.

With the help of the data previously exported to CSV and also with the use of the database

some graphs were made in order to provide a better insight of the information.

The first graph developed is regarding the Gender, this will be a bar chart and will demonstrate

the distribution of gender between all the tourists that are present from the Tourist Database as it

can be seen on (Figure 5.6 ).

Figure 5.6: Gender Bar Chart

As it is possible to see from the (Figure 5.6 ) the predominant sex is male, and it is also

important to notice that a lot of tourists don’t have comprehensible names in order for the gender

detector to determine their gender. An important reference needs to be made to the word "andy"

which relates to androgynous, as neither distinguishably masculine neither feminine.

Another bar chart developed is regarding Tourists’ Location, which will give an insight about

the origin location of the users and their predominant countries as it can be seen on (Figure 5.7 ).

A very important graph was made regarding the date where the first photo was taken, which

can provide an insight of how long a user is on Flickr.com allowing to distinguish the experience

of the users as it can be seen on (Figure 5.8 ).

The next two graphs are really important because they offer a different point of view about the

big topics that are involved in order to distinguish the Tourists interest from places of Interest.

The first graph elaborated was the List of Groups that a user is involved as it can be seen on

(Figure 5.9 ).
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Figure 5.7: Location Bar Chart

Figure 5.8: First photo Published Data Chart

After analyzing the bar chart it is possible to see that there is not an even distribution among

all the words that are presented, which relates to the importance of some complementary Topics.

Lastly there is a graph that is really important which relates to all the previous algorithms and

is somehow a conclusion which allows to insert the Tourists according to their Preferences as it

can be seen on (Figure 5.10 ).

This last graph was elaborated taking into consideration data refinement using photo descrip-

tions and the previous algorithms.

Taking into consideration all these graphs and the Algorithms used is therefore possible to

prepare the Data in order to provide the Machine Learning Algorithms with the best input possible
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Figure 5.9: ListGroupUsers According to Topic Bar Chart

Figure 5.10: Preference into Topics Bar Chart

to obtain an even better outcome.

To sum up all this section, it is possible to differentiate certain Topics/Features and determine

specific User’s Interest or Preferences.

In short, there are close to twelve different types of Preferences which are: Restoration, Zoo,

Museums, Wine, Porto, Beach, Garden, Chapel, Castle, Bridges, Library and Market.

Also two very important lists were formed from all this data preparation. The first list con-

tains the user’s preferences or, by other name, the user’s interest and the other list contains the

most common data regarding the user’s public groups after it has been passed for all the previous

processes.
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5.4 Machine Learning

Unsupervised Learning is a sub-section of Machine Learning whose goal relies upon, trying to

discover patterns in data sets or classifying the information into categories without being trained

explicitly. This type of Machine Learning does not require the supervision of models by users

and helps to discover unknown patterns in unlabeled datasets. This technique, unsupervised learn-

ing, helps data analysts to save time by providing algorithms that enhance the grouping and the

investigation of data.

This leads to the process of clustering which divides categorized data into similar group or

clusters ensuring that similar data points are identified and therefore grouped.

Though the use of clusters makes it easier to profile data according to each respective attributes

allowing eventually to users sort the data into specific groups.

It also helps diminishing the size of the dataset taking into consideration that if there are too

many clusters it means some of them are irrelevant due to the dataset being comprised of too many

variables.

There are several types of clustering techniques in unsupervised machine learning but only a

few will be brought up in this Article, which are,Mean Shift, Affinity Propagation, DBSCAN and

BIRCH.

All these techniques are unsupervised clustering techniques and all the differences regarding

input parameters, scalability, use cases and geometry will be explained on (Figure 5.11 ).

Figure 5.11: A comparison of different clustering algorithms

In a way as the name clustering implies it is anticipated that a suitable algorithm is capable of

discovering structures on its own by exploring similarities or differences between singular data.

Regrading the next sub-sections, in each one of them a new Machine Learning Algorithm will

be presented and two approaches will be shown with the respective description of the clusters
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shown in the plots. The first approach will be using the list of Preferences and the other one will

be with the list of Group Descriptions.

5.4.1 Mean Shift

5.4.1.1 Mean Shift Algorithm

Mean Shift procedure consists of two steps: the first one is the construction of a probability density

model which reflects the underlying distribution of the data points allowing for a better represen-

tation of the clusters zones and points, the second step, is regarding the mapping of each point to

the model of the density which is closest to the point. [86]

In a general sense, Mean-shift clustering: Given a set of data points, the algorithm iteratively

assigns each data point towards the closest cluster centroid and the direction to the closest cluster

centroid is determined by where most of the points nearby are at.

So, in each iteration each data point will move closer to where the most points are at, which is

or will lead to the cluster center. When the algorithm stops, each point is assigned to a cluster.

Mean Shift algorithm assumed that n data points in a d-dimensional Euclidean space are inde-

pendent, identically distributed samples drawn from a population with an unknown density func-

tion.

As it can be seen on (Figure 5.12 ). the algorithm Mean Shift for mode estimation and cluster-

ing starts with initializing a mode estimate to one of the observed data points, It then evaluates its

mean shift vector merging the estimated clusters centers that are closed to a pre-defined distance.

[87]

After all these steps are done in a repetitive way till all the data set has been achieved all the

clusters that are small number of data points are eliminated, merging all the others having at the

end an estimated number of clusters.

On a high level, Mean shift works as follows:

• Create a cluster for each data-point

• Each of the cluster is shifted towards a higher density region by shifting their corresponding

centroid. This step is repeated until no shift yields a higher density.

• Assigning the data points to the cluster window in which they reside.

5.4.1.2 Determining the Parameters

The only important parameter to choose correctly is the bandwidth that determines the resulting

clusters, which can look very different depending on the bandwidth introduced.

If the bandwidth chosen is too small, it will result in each point having its own cluster and in

case the bandwidth is too big it will converge into one single big cluster.

Choosing the correct bandwidth is crucial and it is incredible hard to decide which one is the

best and it is also possible, and this is the case, to estimate the bandwidth by the data introduced.
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Figure 5.12: Pseudo-Code Mean Shift Algorithm for mode estimation and clustering

There is also an important case to highlight which is the case of the bandwidth not being

introduced in that case it assumes that it was not given, and the bandwidth will be estimated using

"sklearn.cluster.estimate_bandwidth" regarding the dataset introduced. This function is only to

use with the Mean Shift Algorithm.

5.4.1.3 Implementation of Mean Shift clustering Algorithm

Mean Shift will be implemented with the help of the library scikit-learn in order to discover clus-

ters in data provided that is not separated without configuring the number of clusters.

Before the creation of the Mean Shift Algorithm it is necessary to clean the List with the Group

Descriptions and convert it in a single string in order to be accepted by the algorithm. This string

represents basically a document.

It is also necessary to create a transform function as it expressed in line 4 "vectorizer =

CountVectorizer()" which will be responsible to tokenize and build vocabulary. This function

will encode the document in a vector so that the Algorithm Mean shift can process it.

Finally after this the Mean Shift object is created and is fitted with the vector of Preferences.

The first mean shift approach is regarding the list of preferences of a Tourist as it can be seen

in (Code Snippet 5.18 ).

1 stringListPreferences = cleanString((’ ’.join([str(elem) for elem in

listOfPreferences])).replace(’,’, ’’))
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2 stringListPreferences = [stringListPreferences]

3

4 vectorizer = CountVectorizer()

5 vectorizer.fit(stringListPreferences)

6 vectorPreferences = vectorizer.transform(stringListPreferences)

7

8 ms = MeanShift()

9 ms.fit(vectorPreferences)

10 cluster_centers = ms.cluster_centers_

11

12 fig = plt.figure()

13 ax = fig.add_subplot(111, projection=’3d’)

14 ax.scatter(vectorPreferences[:, 0], vectorPreferences[:, 1], vectorPreferences[:,

2], marker=’o’)

15 # draw and each value represents a dot

16 ax.scatter(cluster_centers[:, 0], cluster_centers[:, 1],

17 cluster_centers[:, 2], marker=’o’, color=’blue’, linewidth=5,

18 zorder=10)

19 # Zorder how close the points are to observer

20 # linewidth -> line thickness

21 plt.title(’Estimated number of clusters List Preferences: %d’ % len(

cluster_centers))

22 plt.show()

Code Snippet 5.18: First Mean Shift Implementation

After the creation of the Mean Shift object with the appropriate vector it is then possible to

plot the corresponding figure.

A figure object is created with the help of the matplotlib library to plot the data points and

centroids in a 3D Graph. An auxiliary part of defining the axis is made and the plot will be drawn

in a 1x1 grid in the first subplot with a 3d projection.

The points will be drawn and will be represented by dots. Everything will be done in an iter-

ative way slicing all the rows from the columns basically, using a methodology like the following

[all rows, column[0,1,2]].

This approach results in a very good result as it can be seen on (Figure 5.13 ).

In this plot it is possible to actually see thirteen clusters which is really close to twelve different

points of interest.

To obtain a better overview it is possible to describe the coordinates of those clusters and

to actually identify them and place them accordingly. It is also possible to identify what was the

prevailing gender according to the identification of the cluster and also what other points of interest

are connected to that Cluster as it can be seen on (Figure 5.14 ).

The most prevailing cluster of all presented previously is Porto obtaining 87 data points close

to that cluster.

After this list has been thoroughly reviewed and a full description of it has been made, it is

possible to move on to the second vector to be analyzed.
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Figure 5.13: First Mean Shift Plot

Figure 5.14: Description of the Clusters of the First Mean Shift Algorithm

Also another implementation of Mean Shift was introduced regarding the vector List Group

Descriptions as it can be seen in (Code Snippet 5.19 ).

1 stringListGroupDescriptions = cleanString((’ ’.join([str(elem) for elem in

fullListWithAllSimilarWords])).replace(’,’, ’’))

2 stringListGroupDescriptions = [stringListGroupDescriptions]

3

4 vectorizer = CountVectorizer()

5 vectorizer.fit(stringListGroupDescriptions)

6 vectorGroupDescriptions = vectorizer.transform(stringListGroupDescriptions)

7

8 ms = MeanShift()

9 ms.fit(vectorGroupDescriptions)

10 cluster_centers = ms.cluster_centers_
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11

12 fig = plt.figure()

13 ax = fig.add_subplot(111, projection=’3d’)

14 ax.scatter(vectorGroupDescriptions[:, 0], vectorGroupDescriptions[:, 1],

15 vectorGroupDescriptions[:, 2], marker=’o’)

16 ax.scatter(cluster_centers[:, 0], cluster_centers[:, 1],

17 cluster_centers[:, 2], marker=’o’, color=’blue’, linewidth=5,

18 zorder=10)

19 plt.title(’Estimated number of clusters List Group Descriptions: %d’ % len(

cluster_centers))

20 plt.show()

Code Snippet 5.19: Second Mean Shift Implementation

This approach results in different result as it can be seen on (Figure 5.15 ).

Figure 5.15: Mean Shift Plot of the Second Mean Shift Algorithm

In order to distinguish this clusters from the other ones expressed previously it was also pos-

sible to illustrate them regarding their cluster Coordinates and identifications as it can be seen on

(Figure 5.16 ).

5.4.1.4 Performance Evaluation

Mean shift is a simple cluster method that works very well on spherical-shaped data, because it

automatically selects the number of clusters contrary to other algorithms. Although this algorithm
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Figure 5.16: Description of the Clusters of the Second Mean Shift Algorithm

is computationally expensive and often converges too slowly to be practical on large scale appli-

cations it is not dependent on the initialization since at the start each point can be a cluster and it

decides what is the best towards the data set introduced.

Since this is an unsupervised clustering algorithm there are no common quantitative measure

of the classification accuracy, therefore the accuracy is evaluated by visual inspection.

It is also important to enhance its advantages and disadvantages as it can be seen on (Figure

5.17).

Figure 5.17: Mean Shift Advantages and Disadvantages Table

A very important is also the Purity ratio obtained when using Mean Shift in both approaches.

It was possible to calculate using the ratio obtained from dividing the correct number of documents

by the total amount of documents, which gave as a result the following values as it can be seen in

(Table 5.2 ).

Table 5.2: Purity Measure Mean Shift

Score Purity Mean Shift ListGroupDescriptions 0.611
Score Purity Mean Shift List Preferences 0.724

5.4.2 Affinity Propagation

5.4.2.1 Affinity Propagation Algorithm

Regarding the algorithm it operates on three different matrices: A similarity matrix(s), a respon-

sibility matrix(r) and an availability matrix(a). All the results are stored in a criterion matrix(c) it
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is also important to notice that all these matrices are updated iteratively and can be represented by

four equations as it can be seen on (Figure 5.18).

Figure 5.18: Equations Affinity Propagation

Similarity Matrix(s) provides information regarding the similarity between any instance, and

this is obtained by summing the squares of the differences between variables that make up the

items. Therefore, the greater the distance between the two points, smaller the similarity becomes

between them.

The next step of the algorithm is to construct an availability matrix that sets all the elements

to Zero. After this is done, it is applied the equation (1) to compute the responsibility matrix.

This matrix refers and quantifies how well-suited elements will be to an exemplar. The next two

equations are used to update iteratively the diagonal and off-diagonal elements of the availability

matrix. [88]

The final step is to apply the equation (4) and give rise to the criterion matrix. The columns

with the highest criterion value for each row identify the exemplar for the item of that row. Rows

that share the same exemplar are in the same cluster.

There are also some important steps to be analyzed which are the identification of outliers, and

to do this part all the signs of the items in the similarity matrix are reserved for them to become

positive.

5.4.2.2 Determining the Parameters

Affinity Propagation takes as input a collection of real valued similarities between data points, but

it mainly base are two important parameters which are the preference and the damping factor.

The first one controls how many exemplars or prototypes are used and the last one damps the

responsibility and availability of messages to avoid numerical oscillations when these messages

are updates.

The value of damping factor can also not be introduced and is assumed by default as 0.5 to

which represents a value that is compared to the incoming values, weight wise).
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5.4.2.3 Implementation of Affinity Propagation clustering Algorithm

Affinity Propagation at a more detailed level works on messages propagated between sample data

with each other having scores based on their computation level. The messages score are updated

after each iteration, and that’s how the true clusters start to be formed.

This Algorithm works "gossiping" around updating itself through small and smooth updates

in order to evaluate better individual samples across time.

Affinity Propagation will be implemented with the help of the library scikit-learn in order to

discover similarities in the data provided.

First the object Affinity Propagation has to be created following with the data fitting in order to

be able to populate the Algorithm. The next lines are based on the derivation of the characteristics

such as the exemplars and labels and by consequence the number of clusters as it can be seen in

(Code Snippet 5.20 ).

1 af = AffinityPropagation(preference=-50)

2 af.fit(vectorGroupDescriptions)

3

4 cluster_centers_indices = af.cluster_centers_indices_

5 labels = af.labels_

6

7 n_clusters_ = len(cluster_centers_indices)

8

9 colors = cycle(’bgrcmykbgrcmykbgrcmykbgrcmyk’)

10 for k, col in zip(range(n_clusters_), colors):

11 class_members = labels == k

12 cluster_center = vectorGroupDescriptions[cluster_centers_indices[k]]

13 plt.plot(vectorGroupDescriptions[class_members, 0], vectorGroupDescriptions[

class_members, 1], col + ’.’)

14 plt.plot(cluster_center[0], cluster_center[1], ’o’, markerfacecolor=col,

15 markeredgecolor=’k’, markersize=14)

16 for x in vectorGroupDescriptions[class_members]:

17 plt.plot([cluster_center[0], x[0]], [cluster_center[1], x[1]], col)

18

19 plt.title(’Estimated number clusters Affinity Propagation ListPreferences : %d’ %

len(n_clusters_))

20 plt.show()

Code Snippet 5.20: First Affinity Propagation Implementation

Also a cycle of colors is made to represent each affinity in a different color so things do not

get mixed up.

The rest of the code is regarding the Plot Result and is mostly directed towards drawing the

plot.

A visual representation of this code snippet can be seen on (Figure 5.19 ).

To obtain a better overview it is possible to describe the coordinates of those clusters and

to actually identify them and place them accordingly. It is also possible to identify what was the
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Figure 5.19: Affinity Propagation Plot

prevailing gender according to the identification of the cluster and also what other points of interest

are connected to that Cluster as it can be seen on (Figure 5.20 ).

Figure 5.20: Description of the Clusters First Affinity Propagation Plot

After this list has been thoroughly reviewed and a full description of it has been made, it is

possible to move on to the second vector to be analyzed.
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Also another implementation of Mean Shift was introduced regarding the vector List GroupDe-

scriptions as it can be seen in (Code Snippet 5.20 ).

1 af2 = AffinityPropagation(preference=-50)

2 af2.fit(vectorListPreferences)

3 cluster_centers_indices2 = af2.cluster_centers_indices_

4 labels2 = af2.labels_

5

6 n_clusters_2 = len(cluster_centers_indices2)

7

8 colors = cycle(’bgrcmykbgrcmykbgrcmykbgrcmyk’)

9 for k, col in zip(range(n_clusters_2), colors):

10 class_members2 = labels2 == k

11 cluster_center2 = vectorListPreferences[cluster_centers_indices2[k]]

12 plt.plot(vectorListPreferences[class_members2, 0], vectorListPreferences[

class_members2, 1], col + ’.’)

13 plt.plot(cluster_center2[0], cluster_center2[1], ’o’, markerfacecolor=col,

14 markeredgecolor=’k’, markersize=14)

15 for x in vectorListPreferences[class_members2]:

16 plt.plot([cluster_center2[0], x[0]], [cluster_center2[1], x[1]], col)

17

18 plt.title(’Estimated number clusters Affinity Propagation ListGroupDescriptions:

%d’ % len(cluster_centers_indices2))

19 plt.show()

Code Snippet 5.21: Second Affinity Propagation Implementation

Since it was previously explained all the methodology behind it, most of the operations are

repetitive from the first implementation of the Algorithm Affinity Propagation.

This second implementation generates a different plot than the first Affinity Propagation plot

as it can be seen on (Figure 5.21 ).

Figure 5.21: Second Affinity Propagation Plot
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By its instance it generates also a different description of the clusters since the results are very

different than the first Plot as it can be seen on (Figure 5.22 ).

Figure 5.22: Description of the Clusters Second Affinity Propagation Plot

5.4.2.4 Performance Evaluation

Affinity propagation is a high speed, flexible and low error clustering algorithm that identifies

clusters and outliers respectively. Since this is an unsupervised clustering algorithm there are no

common quantitative measure of the classification accuracy, therefore the accuracy is evaluated by

visual inspection.

It is also important to enhance its advantages and disadvantages as it can be seen on (Figure

5.23).

Figure 5.23: Affinity Propagation Advantages and Disadvantages Table
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A very important is also the Purity ratio obtained when using Affinity Propagation in both

approaches. It was possible to calculate using the ratio obtained from dividing the correct number

of documents by the total amount of documents, which gave as a result the following values as it

can be seen in (Table 5.3 ).

Table 5.3: Purity Measure Affinity Propagation

Score Purity Affinity Propagation ListGroupDescriptions 0.459
Score Purity Affinity Propagation List Preferences 0.684

5.4.3 DBSCAN

5.4.3.1 DBSCAN Algorithm

The main purpose of this deterministic algorithm is to find clusters, so it starts with an arbitrary

point and retrieves all the points reached within the same density in a distance of “eps”. This

arbitrary point is a core point if this procedure yields a cluster with the minPoints or more. In case

that the arbitrary point chosen is a border point, no points are density reachable and DBSCAN

algorithm must visit the next point in the dataset.

The (Figure 5.24) presents a basic version of the algorithm DBSCAN omitting details of data

types and also ommiting information about the clusters. [89]

Figure 5.24: DBSCAN Pseudo Code - setOfPoints

Regarding some variables expressed, "SetOfPoints" means either the whole database or a dis-

covered cluster from a previous run. The other two variables are the global parameters, respec-

tively, “eps” meaning Epsilon, the measure distance, and “minPts” the minimum number of points

to form a core point. However, the most important function used by DBSCAN is "expandCluster"

which is presented on Figure 5.25:

A call to setOfPoints.regionQuery is made which returns the points in Eps-neighborhood dis-

tance as a list of points and is saved under the name of seeds. After this step, it is mandatory to

compare to the initial parameter “MinPts” and if it is above the value, it means that there exists a

core Point but if it falls below, it means no core Point.
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Figure 5.25: DBSCAN Pseudo Code - expandCluster

If it falls below, they are initially marked as Noise Points through the use of the function

“changeCLIds”, although they can be changed later to border points of a cluster if they contain at

least one density-reachable point.

If seeds.size actually meets the desired value and the if statement returns True, then all the

points in the seeds vector are density reachable from the initial point leading to the inner part of

this procedure. This next part fetches one element at a time from the list and evaluates it and checks

its value, a recursive call is made to "setOfPoints.regionQuery" because it is always required to

see the neighborhood points at the “eps” distance from a specific point.

It is important to keep in mind that this is a very detailed explanation of how DBSCAN works.

Regarding the actual code to this machine learning project an easier approach will be implemented

with the help of scikit-learn library.

5.4.3.2 Determining the Parameters

DBSCAN in order to work needs two parameters, “Eps” and “minPts”. According to experiments

and research done it indicates that k-dist graphs for k > 4 are not different from the 4-dist graphs

and so they need considerably more computation, therefore the parameter MinPts in most cases is

set to four for all databases in case of two-dimensional data.

Regarding the other parameter “Eps” of DBSCAN, it is necessary to compute the system and

display the 4-dist graph for the dataset and if possible to estimate the percentage of noise, this

percentage is entered, and the system should try to reach a “Eps” value regarding this initial noise

value.
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5.4.3.3 Implementation of DBSCAN clustering Algorithm

DBSCAN instead of being a partition or hierarchical clustering-based Algorithm is instead a Den-

sity based Algorithm having more efficient techniques when it comes to arbitrary shaped cluster

or detecting outliers.

All the data points in a plot can easily be grouped in random shapes and without caring about

outliers, although DBSCAN fights this, identifying clusters in high-density regions and outliers.

DBSCAN is known for standing out in density-based spatial clustering of applications with

noise defending a principal idea that a point belongs to a cluster if it is close to many points from

that cluster.

As it was identified previously there are two key parameters of the Algorithm DBSCAN, “eps”

that represents the distance of the neighborhoods of a cluster and “minPts”, the minimum number

of data points to define a cluster. Also, it is important to enhance that two points are neighbors if

their distance is less or equal to “eps”.

Regarding these two parameters, points can also be classified as core points, border points
or outliers, each own with its own respective meaning.

The value chosen for “minPts” is going to be 4 meaning that for a core point to exist there

has to be at least 4 points within the surrounding area with radius of “eps”. Border points, in this

case, will be reachable (being in the surrounding area) from a core point and must have less than 4

points within their neighborhood. Outliers are not core points and cannot be reached from a core

point.

To determine the optimal value for "eps", it was necessary to compute the distance for every

point in the dataset of its 4th nearest neighbor, because “minPts” = 4. After all the distances have

been computed they are sorted in increasing order and a plot is made regarding them. The optimal

distance value for eps will be at the elbow of the plot drawn, which has the value of “0.3". So, in

this case, eps = 0.3.

A starting point is selected at random, and its corresponding neighborhood is determined using

radius “eps”. If there are at least “minPts” in the surrounding area the point is then market as a

Core Point and it starts to form a cluster else, it forms a noise point. Once a cluster starts to form

all the points inside the cluster become a part of it. After this point has been visited the next step

is to choose, again randomly, another point and fully visit it. This step is repeated till there are no

more points to visit.

The library used to implement the DBSCAN algorithm will be Scikit-learn that contains a lot

of tools to help with Machine Learning Algorithms.

A DBSCAN object is created with the corresponding two parameters shown above. After the

creation of this object the data is fitted within it as it can be seen in (Code Snippet 5.22 ).

1 vectorPreferences = StandardScaler().fit_transform(vectorPreferences)

2

3 db = DBSCAN(eps=0.3, min_samples=4)

4 db.fit(vectorPreferences)

5



76 Solution Development

6 core_samples_mask = np.zeros_like(db.labels_, dtype=bool)

7 core_samples_mask[db.core_sample_indices_] = True

8 labels = db.labels_

9

10 n_clusters_ = len(set(labels)) - (1 if -1 in labels else 0)

11 n_noise_ = list(labels).count(-1)

12

13 unique_labels = set(labels)

14 colors = [plt.cm.Spectral(each)

15 for each in np.linspace(0, 1, len(unique_labels))]

16 for k, col in zip(unique_labels, colors):

17 if k == -1:

18 # Black used for noise.

19 col = [0, 0, 0, 1]

20

21 class_member_mask = (labels == k)

22

23 xy = vectorPreferences[class_member_mask & core_samples_mask]

24 plt.plot(xy[:, 0], xy[:, 1], ’o’, markerfacecolor=tuple(col),

25 markeredgecolor=’k’, markersize=14)

26

27 xy = vectorPreferences[class_member_mask & ~core_samples_mask]

28 plt.plot(xy[:, 0], xy[:, 1], ’o’, markerfacecolor=tuple(col),

29 markeredgecolor=’k’, markersize=6)

30

31

32 plt.title(’Estimated number of clusters DBSCAN ListPreferences: %d’ % n_clusters_

)

33 plt.show()

Code Snippet 5.22: First DBSCAN clustering Algorithm Implementation

After DBSCAN has been computed some operations are important to enhance on this code

snippet. The operation on line six serves as a purpose to return an array of zeros with the same

shape and type as a given array, dtype will override the data type of the result. The next line, seven,

"core_samples_indices" is regarding the attributes and it is index of core samples.

Line ten is also very important because it counts the number of clusters in labels ignoring

noise if it is present. When defining the set of colors, the color black will be removed because it

will be used for another purpose which will be to identify noise. The rest of the code is to plot the

following graph to decide which format string will be chosen as an abbreviation for quickly setting

basic line properties. Some attributes within the plot function of "matplotlib.pyplot.plot" are used

with the intent of defining properties, as for example. “MarketFaceColor” which is responsible

for changing the plotted lines to fill in the markers with the same color as the default marker edge

color.

This algorithm implemented allows to generate the following Plot that is represented on (Fig-

ure 5.26).
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Figure 5.26: DBSCAN First Implementation Plot

In this plot drawn it’s a bit tricky to see all the thirteen cluster so in order to help visualize the

data being expressed a table is created in order to describe the coordinates of the clusters and the

information attached to them.(Figure 5.27).

Figure 5.27: Description of the Clusters First DBSCAN Plot

After this list has been thoroughly reviewed and a full description of it has been made, it is

possible to move on to the second vector to be analyzed.

Also another implementation of DBSCAN was introduced regarding the vector List Group

Descriptions as it can be seen in (Code Snippet 5.23 ).



78 Solution Development

1 vectorListGroupDescriptions = StandardScaler().fit_transform(

vectorListGroupDescriptions)

2

3 db = DBSCAN(eps=0.3, min_samples=4)

4 db.fit(vectorListGroupDescriptions)

5

6 core_samples_mask = np.zeros_like(db.labels_, dtype=bool)

7 core_samples_mask[db.core_sample_indices_] = True

8 labels = db.labels_

9

10 n_clusters_ = len(set(labels)) - (1 if -1 in labels else 0)

11 n_noise_ = list(labels).count(-1)

12

13 unique_labels = set(labels)

14 colors = [plt.cm.Spectral(each)

15 for each in np.linspace(0, 1, len(unique_labels))]

16 for k, col in zip(unique_labels, colors):

17 if k == -1:

18 # Black used for noise.

19 col = [0, 0, 0, 1]

20

21 class_member_mask = (labels == k)

22

23 xy = vectorListGroupDescriptions[class_member_mask & core_samples_mask]

24 plt.plot(xy[:, 0], xy[:, 1], ’o’, markerfacecolor=tuple(col),

25 markeredgecolor=’k’, markersize=14)

26

27 xy = vectorListGroupDescriptions[class_member_mask & ~core_samples_mask]

28 plt.plot(xy[:, 0], xy[:, 1], ’o’, markerfacecolor=tuple(col),

29 markeredgecolor=’k’, markersize=6)

30

31

32 plt.title(’Estimated number of clusters DBSCAN ListGroupDescriptions: %d’ %

n_clusters_)

33 plt.show()

Code Snippet 5.23: Second DBSCAN clustering Algorithm Implementation

Since it was previously explained all the methodology behind it, most of the operations are

repetitive from the first implementation of the Algorithm DBSCAN.

This second implementation generates a different plot than the first DBSCAN plot as it can be

seen on (Figure 5.28 ).

By its instance it generates also a different description of the clusters since the results are very

different than the first Plot as it can be seen on (Figure 5.29).

5.4.3.4 Performance Evaluation

In this subsection the performance of DBSCAN is evaluated and is compared with the previous

clustering algorithms in terms of effectivity (accuracy). Since this is an unsupervised clustering
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Figure 5.28: Second DBSCAN Plot

Figure 5.29: Description of the Clusters Second DBSCAN Plot

algorithm there are no common quantitative measure of the classification accuracy, therefore the

accuracy is evaluated by visual inspection.

It is also important to enhance its advantages and disadvantages as it can be seen on (Figure

5.30).

A very important is also the Purity ratio obtained when using DBSCAN in both approaches. It

was possible to calculate using the ratio obtained from dividing the correct number of documents

by the total amount of documents, which gave as a result the following values as it can be seen in

(Table 5.4 ).

Table 5.4: Purity Measure DBSCAN

Score Purity DBSCAN ListGroupDescriptions 0.798
Score Purity DBSCAN List Preferences 0.821
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Figure 5.30: DBSCAN Advantages and Disadvantages Table

5.4.4 BIRCH

5.4.4.1 BIRCH Algorithm

Birch core functions are all about two main important terms: Clustering Feature and Clustering

Feature Tree.

The first one, Clustering Feature, also known as CF, refers to BIRCH algorithm trying to

minimize the memory requirement of large dataset by summarizing the information contained in

dense regions as clustering feature entries.

BIRCH summarizes large datasets into smaller ones forming then the so-called Clustering

Feature Regions. A Clustering Feature entry is defined as an ordered Triple (N, LS, SS). The first

element refers to the number of Data points in the cluster, the second one is the linear sum of

those data points and by last, the last parameter, refers to the squared sum of the data points in that

cluster.

The second one, Clustering Feature Tree, is a tree representation where each leaf node contains

a sub-cluster. Each entry in a Clustering Feature Tree contains a pointer to a child node and a

Cluster Feature section made up of the sum of Cluster Feature entries in the child nodes. There

are a maximum number of data points a sub-cluster in the leaf node of the Cluster Feature Tree

can hold, which is referred as the name of threshold value. [90]

The Algorithm behind BIRCH can be seen in a big overview on (Figure 5.31):

Figure 5.31: BIRCH overview
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The Cluster Feature Tree is a very compact representation of the original data set because not

every entry in a leaf node is a single data point.

Looking at the Algorithm more closely it is possible to see that it is divided into four different

phases/steps.

The first phase refers to Loading Data into memory by building an initial Cluster Feature Tree,

it can be seen also as an initial scanning of the data set to load the data into memory and as such

build the Cluster Feature Tree.

The second phase, Tree Condensing, resizes the data set by building a smaller Cluster Feature

Tree trying to remove more outliers.

After these two phases are concluded, the third step refers to Global Clustering in which are

used Cluster Feature Entries and lastly the Clustering Refinement in which fixes the problem with

Cluster Feature trees where same valued data points may be assigned to different leaf entries.

A more detailed representation of the BIRCH algorithm can be seen on (Figure 5.32):

Figure 5.32: Pseudo-code BIRCH

5.4.4.2 Determining the Parameters

BIRCH takes as input a collection of values, but from all of them three are the most important

ones which are “threshold”, “branching_factor” and “n_clusters”.
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The first one refers, as expressed previously, to the maximum number of data points a sub-

cluster in the leaf node of the Cluster Feature tree can hold.

The second parameter is referent to the maximum number of Cluster Feature sub-clusters in

each node. If it happens for a new sample to enter exceeding the branching_factor, then that node

is split in two nodes redistributing the sub clusters in each node.

The last parameter is referring to the final clustering step, which treats the sub clusters from

the leaves as new samples. It is always set to None so the final clustering step is not performed

and the sub clusters may be returned as they are.

5.4.4.3 Implementation of BIRCH clustering Algorithm

BIRCH is a scalable clustering method that only requires one time scan of the data set making it

perfect to work with large datasets. This Algorithm, more formally, starts by clustering the dataset

first in small summaries after clustering the whole dataset.

In context to the Clustering Feature Tree the algorithm compresses the data into the sets of

Clustering Feature nodes.

The Algorithm starts after defining some initial factors. The branching_factor is related to the

maximum number of Cluster Feature sub clusters in each node and is set by default at 50.

Another important parameter to highlight is the threshold which is defined as the radius of the

sub cluster obtained by merging a new sample and the closest sub cluster should be lesser than the

threshold. Otherwise a new sub cluster is started.

First the object BIRCH has to be created following with the data fitting in order to be able to

populate the Algorithm. The next lines are based on the derivation of the characteristics such as

the exemplars and labels and by consequence the number of clusters as it can be seen in (Code

Snippet 5.24 ).

1 model = Birch(branching_factor=50, n_clusters=None, threshold=1.5)

2 model.fit(vectorListPreferences)

3

4 labels = model.labels_

5 centroids = model.subcluster_centers_

6 pred = model.predict(vectorListPreferences)

7

8 plt.scatter(vectorListPreferences[:, 0], vectorListPreferences[:, 1], c = pred)

9 plt.scatter(vectorListPreferences[:, 0], vectorListPreferences[:, 1], c=labels,

cmap=’rainbow’, alpha=0.7, edgecolors=’b’)

10 plt.title(’Estimated number of clusters Birch vectorListPreferences: %d’ % len(

centroids))

11 plt.show()

Code Snippet 5.24: First BIRCH clustering Algorithm Implementation

The rest of the code is regarding the Plot Result and is mostly directed towards drawing the

plot.

A visual representation of this code snippet can be seen on (Figure 5.33 ).
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Figure 5.33: BIRCH Plot

To obtain a better overview it is possible to describe the coordinates of those clusters and

to actually identify them and place them accordingly. It is also possible to identify what was the

prevailing gender according to the identification of the cluster and also what other points of interest

are connected to that Cluster as it can be seen on (Figure 5.34 ).

After this list has been thoroughly reviewed and a full description of it has been made, it is

possible to move on to the second vector to be analyzed.

Also another implementation of BIRCH was introduced regarding the vector List GroupDe-

scriptions as it can be seen in (Code Snippet 5.25 ).

1 model = Birch(branching_factor=50, n_clusters=None, threshold=1.5)

2 model.fit(vectorGroupDescriptions)

3

4 labels = model.labels_

5 centroids = model.subcluster_centers_

6 pred = model.predict(vectorGroupDescriptions)

7

8 plt.scatter(vectorGroupDescriptions[:, 0], vectorGroupDescriptions[:, 1], c =

pred)

9 plt.scatter(vectorGroupDescriptions[:, 0], vectorGroupDescriptions[:, 1], c=

labels, cmap=’rainbow’, alpha=0.7, edgecolors=’b’)

10 plt.title(’Estimated number of clusters Birch GroupDescriptions: %d’ % len(

clusters))
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Figure 5.34: Description of the Clusters First BIRCH Plot

11 plt.show()

Code Snippet 5.25: Second BIRCH clustering Algorithm Implementation

Since it was previously explained all the methodology behind it, most of the operations are

repetitive from the first implementation of the Algorithm BIRCH.

This second implementation generates a different plot than the first BIRCH plot as it can be

seen on (Figure 5.35 ).

By its instance it generates also a different description of the clusters since the results are very

different than the first Plot as it can be seen (Figure 5.36 ).

5.4.4.4 Performance Evaluation

Birch provides a clustering method for very large datasets, making It plausible by concentrating

on densely occupied regions by creating compact summaries.

Since this is an unsupervised clustering algorithm there are no common quantitative measure

of the classification accuracy, therefore the accuracy is evaluated by visual inspection.

It is also important to enhance its advantages and disadvantages as it can be seen on (Figure

5.37).

A very important is also the Purity ratio obtained when using BIRCH in both approaches. It

was possible to calculate using the ratio obtained from dividing the correct number of documents
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Figure 5.35: Second BIRCH Plot

Figure 5.36: Description of the Clusters Second BIRCH Plot

by the total amount of documents, which gave as a result the following values as it can be seen in

(Table 5.5 ).

Table 5.5: Purity Measure BIRCH

Score Purity BIRCH ListGroupDescriptions 0.519
Score Purity BIRCH List Preferences 0.853
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Figure 5.37: BIRCH Advantages and Disadvantages Table



Chapter 6

Conclusions

This chapter consists in a succinct description of the project’s main problem and the most relevant

characteristic of the developed solution.

6.1 Dissertation Summary

The premise of this project was the creation of a web platform bounded to an intelligent system.

The search of the most appropriate technologies for the project were also a very important step

during this dissertation. The most relevant characteristics of the overall solution were:

• Choosing a framework for the Machine Learning developing

• Choosing a Database operator

• Choosing what Machine Learning modules to implement

• Connecting the Database to the Intelligent system

6.2 Accomplished Goals

The accomplished goals can be considered to be the relevant characteristics depicted in the pre-

vious section. However, we can summarize, at a higher level, the main fulfilled objectives of the

solution in the following list:

• Developing a module responsible for extracting information from the API

• Developing the back-end part of the Project

• Integrating the Application with the back-end part.

• Use of Machine Learning Algorithms to improve data quality

• Building intelligent systems to work with the clean Data obtained
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It is considered that the stated objectives have all been successfully completed. However,

it is emphasized that currently the development of an application is typically an iterative and

incremental process. In this sense, during the period of the dissertation, essentially, the main

pillars have been developed that enhance the continuous development of the project in a later

period.

6.3 Limitations and future work

Although there are no current limitations that impact the functional use of the solution, there is

always room for improvements.

From a simple analysis it was possible to notice a few future improvements that could be done:

• The requests to the API could be optimized by taking better advantage of asynchronous

calls;

• Multi-Language support;

• Due to Flickr Privacy Policy update there was a lot of restriction on the information that

could be retrieved, perhaps investigate more ways to obtain information regarding Tourist

and their corresponding photos;

• Further implementation of more cluster Machine Learning Algorithms.

• Requests to the API more optimized in order to obtain better data to ease the process of data

cleaning.

6.4 Final Appreciation

This section is dedicated to a final appreciation regarding the project planning and a summary of

the obtained results.

6.4.1 Planning

The initial planning that was developed (Table A.2) was changed many times during the course of

the project until reaching a final form. This allowed for a certain flexibility in terms of keeping up

with the defined goals.

In the planning made, one month was allocated for the investigation and study of open-source

technologies. During this month many sample projects were created in order to test future aspects

and functionalities of the Machine Learning Algorithms. These projects were used to see if the

open-source frameworks would cover and accomplish the project requirements.

After this month, the development of the whole modules started and it lasted two months

according to the initial planning. Although the development of the modules lasted more due to the

integration that it had to be made with the Back-end.
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After this month, the development didn’t went as expected, many tasks took more time than

it was expected and many adversities were appearing. The development took a lot more time to

do due to Privacy policy restrictions from Flickr part and also because of the complexity of the

Machine Learning algorithms.

Outside of the exception mentioned in the previous paragraph, the rest of the development

went according to what had been initially planned.

6.4.2 Result Evaluation

After the implementation of the four Algorithms it is possible to see some contrasts that are evident

among them as it can be seen in (Table 6.1). The Algorithm that returned the best score regarding

it’s implementation was, in an overall sense, was DBSCAN, since it was capable of obtaining

both high scores regarding the List of Group Descriptions and List Preferences. Nonetheless it is

still important to highlight that the highest score obtain was not from the Algorithm DBSCAN,

instead it was from BIRCH regarding the List of Preferences, although it obtained a normal score

regarding the List of Group Descriptions.

Table 6.1: Result Evaluation

Score Purity Mean Shift ListGroupDescriptions 0.611
Score Purity Mean Shift List Preferences 0.724
Score Purity Affinity Propagation ListGroupDescriptions 0.459
Score Purity Affinity Propagation List Preferences 0.684
Score Purity DBSCAN ListGroupDescriptions 0.798
Score Purity DBSCAN List Preferences 0.821
Score Purity BIRCH ListGroupDescriptions 0.519
Score Purity BIRCH List Preferences 0.853

The higher the purity score means that the objects are well assigned to the cluster they belong

to.

It is important to also keep in mind that a good clustering solution results in having compact-

ness measures, separation measures and connectivity measures. The first one evaluates how close

the objects are from the same cluster. If a cluster has low variation of a compact measure it means

the points are not separated from each other which mean it’s compact, it’s a good cluster, validat-

ing it. Regarding separation measures it indicates how well-separated a cluster is from the other

clusters and lastly, connectivity, represents the extent items that are placed in the same cluster as

their nearest neighbors in the same data space.

In all the implemented Algorithms it is possible to see all these measures being allocated. The

most promising Algorithm of the four that were implemented, which was Mean Shift, after all

returned to be almost the worst of them. And, a surprise emerged, having as the most promising

Algorithm, DBSCAN.
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6.5 Conclusion

In this Dissertation, various definitions and contents of the concept of smart tourism were stud-

ied in detail, and the general expression in the definition was emphasized. In the definition and

description of the literature, the concept of smart destination and smart tourist have been also

analyzed.

The main topic of the dissertation was to endeavor to give a reasonable definition and outline

the basic assumptions of the smart tourism concept. It distinguishes smart destinations, smart

business ecosystems and smart experiences as three essential segments upheld by the data cre-

ation, processing and exchange layers. Also some differences were identified mainly Smart vs

Intelligence and Smart Tourism vs e-Tourism. The first difference was regarding which term bet-

ter suits for describing this new way of providing Tourism, whether it is Smart or Intelligence

and, after studying both words, we reached the conclusion that the best and most suitable word is

smart due to it’s contents, because it symbolizes a more extensive and large data input approach.

The other main difference, Smart Tourism vs E-Tourism, proved that smart tourism is different

from e-tourism, not only in the core technology it uses, but also in the method of creating a better

destination experience.

After this literature review the main problem was presented which was the development of

a platform with an intelligent system that could be intended of maximizing visitor satisfaction,

creating dynamic and personalized routes according to users’ preferences and interests.

As such it was developed an Intelligent System capable of collecting complementary informa-

tion relevant to the automatic generation of routes and be of use to the customer.

We expect that the developed system be effective and outperform the classical approaches on

how to define and customize a journey to a costumer.
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A.1 Overall Definition of Smart Tourism

Table A.1: Overall Definitions of Smart Tourism. Source: own elaboration

(Buhalis 2003; Werth-
ner and Ricci 2004).

“Smart tourism can be seen as a logical progression from traditional tourism
and more recently e-tourism in that the groundwork for the innovations and
the technological orientation of the industry and the consumers were laid early
with the extensive adoption of information and communication technologies
(ICT) in tourism, for instance in the form of global distribution and central
reservation systems, the integration of Web-based technologies that led to the
emergence of e-Tourism”

United Nations World
Tourism Organization
(UNWTO, 2017)

“Smart tourism includes smart tourism experiences that enable tourists to com-
municate and interact more closely with local residents, locais businesses, local
government, and tourist attractions in cities”

Wang (2014) “Smart tourism functions are described in the cycle of smart service, smart
guide, smart shopping guide, payment settings, service line, and smart desti-
nation management. Within the specified cycle, smart tourism functions in-
clude transactions, such as online or credit card payment, traffic flow, weather
information, and registration of tourist movements”

Gretzel (2018) “Smart tourism should be regarded as a tourism development and management
mindset or philosophy with larger implications for tourism governance and for
the strategic orientation of the destination”

A.2 Tourist characterization based on the information collected from
Flickr. Source: Own elaboration
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A.3 Query from Flickr API to populate Photos Table

https://api.flickr.com/services/rest/?method=flickr.photos.search&api_

key=c729641e6b00e16409c529d9dc22f89e&tags=Porto&min_upload_date=2018-01-01&

max_upload_date=2020-07-01&accuracy=10&content_type=4&has_geo=1&extras=

geo%2&per_page=100&format=json&nojsoncallback=1

A.4 Query from Flickr API necessary to obtain a User’s Information

https://www.flickr.com/services/rest/?method=flickr.people.getInfo&api_

key=429fdbf7f9096180b7c964c869652482&user_id=listOfProfiles[x]&format=

json&nojsoncallback=1

A.5 Tourist Classification according to Chadwick

Figure A.1: Tourist Classification

A.6 Sprint Tasks

https://api.flickr.com/services/rest/?method=flickr.photos.search&api_key=c729641e6b00e16409c529d9dc22f89e&tags=Porto&min_upload_date=2018-01-01&max_upload_date=2020-07-01&accuracy=10&content_type=4&has_geo=1&extras=geo%2&per_page=100&format=json&nojsoncallback=1
https://api.flickr.com/services/rest/?method=flickr.photos.search&api_key=c729641e6b00e16409c529d9dc22f89e&tags=Porto&min_upload_date=2018-01-01&max_upload_date=2020-07-01&accuracy=10&content_type=4&has_geo=1&extras=geo%2&per_page=100&format=json&nojsoncallback=1
https://api.flickr.com/services/rest/?method=flickr.photos.search&api_key=c729641e6b00e16409c529d9dc22f89e&tags=Porto&min_upload_date=2018-01-01&max_upload_date=2020-07-01&accuracy=10&content_type=4&has_geo=1&extras=geo%2&per_page=100&format=json&nojsoncallback=1
https://api.flickr.com/services/rest/?method=flickr.photos.search&api_key=c729641e6b00e16409c529d9dc22f89e&tags=Porto&min_upload_date=2018-01-01&max_upload_date=2020-07-01&accuracy=10&content_type=4&has_geo=1&extras=geo%2&per_page=100&format=json&nojsoncallback=1
https://www.flickr.com/services/rest/?method=flickr.people.getInfo&api_key=429fdbf7f9096180b7c964c869652482&user_id=listOfProfiles[x]&format=json&nojsoncallback=1
https://www.flickr.com/services/rest/?method=flickr.people.getInfo&api_key=429fdbf7f9096180b7c964c869652482&user_id=listOfProfiles[x]&format=json&nojsoncallback=1
https://www.flickr.com/services/rest/?method=flickr.people.getInfo&api_key=429fdbf7f9096180b7c964c869652482&user_id=listOfProfiles[x]&format=json&nojsoncallback=1
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Table A.2: Sprint Tasks

Sprint Sprint Start Sprint End Modules and Deliveries
Sprint 1 12/02/2021 26/02/2021 Study of Development Tools
Sprint 2 26/02/2021 12/03/2021 Design
Sprint 3 12/03/2021 19/03/2021 Design
Sprint 4 19/03/2021 26/03/2021 Data Mining
Sprint 5 26/03/2021 02/04/2021 Data Mining, Data Cleaning
Sprint 6 02/04/2021 16/04/2021 Data Mining, Data Cleaning and Dis-

sertation
Sprint 7 16/04/2021 30/04/2021 Data Mining, Data Cleaning Develop-

ment of Intelligent System
Sprint 8 30/04/2021 14/05/2021 Data Mining, Data Cleaning Develop-

ment of Intelligent System and Disser-
tation

Sprint 9 14/05/2021 28/05/2021 Data Mining, Data Cleaning and De-
velopment of Intelligent System and
Dissertation

Sprint 10 14/05/2021 28/05/2021 Development of Intelligent System and
Dissertation

Sprint 11 28/05/2021 11/06/2021 Development of Intelligent System and
Dissertation

Sprint 12 11/06/2021 18/06/2021 Dissertation and Refinement of Project
Sprint 13 18/06/2021 25/06/202 Dissertation and Refinement of Project
Sprint 14 25/06/2021 02/07/2021 Development of Intelligent System and

Dissertation
Sprint 15 02/07/2021 09/07/2021 Dissertation
Sprint 16 09/07/2021 16/07/2021 Dissertation
Sprint 17 16/07/2021 23/07/2021 Dissertation
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