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Abstract

There has never been as much investment in higher education around the world as it has been
done in recent years and, consequently, the pressure on students to achieve good performance
and an academic degree it is on an all-time high. Regardless, failure and dropout rates in higher
education still reach up to 30% at most universities, especially in the first academic year.

Through Data Mining and Machine Learning techniques, and using data from enrolments of 8
years and 50000 students, this study seeks to obtain an understanding of the factors that lead to
academic failure at the University of Porto in a complete way and for the entire training offer of
the 1st cycle - Degree and the institution’s Integrated Master.

First, Feature Selection methods are used to identify a set with the most relevant attributes
to predict academic success. Subsequently, this attribute subset is compared with various
combinations of theoretical classes of variables - sociodemographic, related to admission, enrolment
and the student’s academic history. Then, Random Forest Classification algorithms are developed
for each set of attributes to determine, based on available data, what is the best combination of
attributes to predict academic success for the entire offering of Undergraduate and Integrated
Master courses at the Universidade do Porto.

It was determined that the most efficient set of attributes to predict academic failure contains
all 35 variables available in this study, which performed better than any other set or individual
class of attributes. In addition to the general aggregated results, the predictive models are
evaluated from two perspectives: a localized evaluation, looking at each Curricular Unit in itself
and a more complete and general evaluation, comparing the results of different curricular units,
programmes and scientific areas.

Results show that first-year curricular units and curricular units where there is a greater
balance of classes of the target variable had the best possible predictive effectiveness. In addition,
when studied separately, the most important attributes for predicting academic success are the
ones that represent the academic history of the student. The top five attributes in predictive
power considering the entirety of courses were: the Number of delayed Courses, Percentage of
programme completion, Number of Courses already enrolled, Number of delayed years and No.
of ECTS Credits to which the student has committed for the current semester.

Keywords: Data Mining, Educational Data Mining, Learning Analytics, Student Performance,
Student Achievement, Classification, Random Forest
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Resumo

Nunca se investiu tanto no ensino superior por todo o mundo como vem sendo feito nos últimos
anos e, consequentemente, nunca foi tão grande a pressão sobre os alunos para alcançar bons
desempenhos e um diploma acadêmico. Atualmente, as taxas de insucesso e abandono no ensino
superior alcançam até 30% na maioria das universidades, especialmente no primeiro ano curricular.
Através de técnicas de Machine Learning, e utilizando dados de inscrições de 8 anos e mais de
50000 estudantes, este estudo busca obter uma compreensão dos fatores que levam ao insucesso
acadêmico na Universidade do Porto para toda a oferta formativa do 1º ciclo - Licenciatura e
Mestrado Integrado - da instituição.

Primeiro, são utilizados métodos de Feature Selection para identificar um conjunto com os
atributos mais relevantes para prever o sucesso acadêmico. Em sequência, é feita uma comparação
deste conjunto com diversas combinações de classes teóricas de variáveis - sociodemográficas,
relacionadas à admissão, à inscrição e ao histórico do estudante. São então desenvolvidos
algoritmos de Classificação Random Forest para cada um deste conjunto de variáveis para
determinar, qual o melhor conjunto de variáveis para prever o sucesso acadêmico para toda a
oferta de cursos de Licenciatura e Mestrado Integrado da Universidade do Porto.

Determinou-se que o conjunto de atributos mais eficiente para prever o insucesso acadêmico
contém todas as 35 variáveis disponíveis neste estudo, que obteve melhor desempenho do que
qualquer outro conjunto ou classe individual de atributos. Além dos resultados agregados gerais,
os modelos preditivos são avaliados sob duas óticas: avaliação local, olhando para cada Unidade
Curricular e avaliação geral, comparando os resultados de diferentes Unidades curriculares, cursos
e áreas científicas.

Os resultados mostram uma maior eficácia preditiva nas unidades curriculares do primeiro
ano e naquelas onde há um maior equilíbrio de classes da variável objetivo. Quando estudados
isoladamente, os atributos mais importantes para a previsão do sucesso acadêmico são os
pertencentes ao grupo de atributos do histórico acadêmico, com destaque para o Número de UCs
em atraso, Percentual de completude do curso, Número de Unidades Curriculares já cursadas,
Número de anos em atraso e Créditos ECTS aos quais o aluno se comprometeu para o semestre
atual, que tiveram o maior poder preditivo. Foram identificadas também diferenças bastante
significativas no desempenho dos modelos entre várias unidades curriculares, cursos e áreas
científicas.

Palavras-chave: Data Mining, Educational Data Mining, Learning Analytics, Sucesso Acadêmico,
Desempenho Acadêmico, Classificação, Random Forest
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Chapter 1

Introduction

Access to education is at the forefront of most Federal Bills of Law as a basic right for every
citizen. The current Portuguese Constitution states it abundantly clear: “Everyone should be
granted access to education and culture”, in a free translation. These provisions are also clear-cut
in the Brazilian and French Constitutions, and many others. It could be a reason for debate
whether this should be explicitly recognized or not as a basic right by Law, but it’s perfectly
clear by now all over the world that quality education is a necessity as big as one could have.

That being the case, the Education sector is one of the biggest beneficiaries of investments
and public policies aimed at improving the quality of service and the quality of life for the
whole population. On average, countries currently spend 4.5 percent of their Gross Domestic
Product (GDP) and 14.5 percent of their entire public expenditure in maintaining and improving
Education, and a good chunk of this investment goes in Higher Education policies.[97]

Of the total expenditure in education, according to reports by the European Commission
with recent data, all but two member-countries of the European Union spend at least 20 percent
of their education budget on tertiary education, with some spending as much as 37 percent.[76]
In Portugal, even with the relatively low percentage of the public expenditure of 3.2 percent on
education, it means that more than 1 billion euros are allocated each year for activities such as
Research funding, financial aid for students and households in need, personnel and others, with
the intention of furthering the level of education in the country.

When it comes to the student, the investment is perfectly justifiable. Several studies have
shown a high association between educational attainment and obtaining better jobs, greater
financial success and, in general terms, a better quality of life. In practically all Organisation for
Economic Co-operation and Development (OECD) member-countries, the proportion of people
who self-report as “being satisfied with their lives” is significantly higher among those with a
higher education degree than among those who have completed only secondary education.[60]
The same report shows an even more impressive variation for Portugal, with 90% of people who
have attained higher education degrees reporting as “being satisfied with their lives”, in contrast
with only 59% for people who had only completed high-school level education.

Unemployment rates also are almost always larger for people who have not completed tertiary
education, 8 percent to 6 percent for the entire European Union. Completing college education
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also reflects higher salaries, on average. Aside from improving the financial condition of the
student and that of those around them, higher education institutions also contribute to the
preparation of citizens with a critical and free spirit, to live and work in a society that reflects
criticism and freedom of opinion.[40]

Lowering completion rates and making sure more people obtain a college degree were among
goals for the year 2020 by the European Commission[77]. In 2007, then US president Barack
Obama started a program called American Graduation Initiative whose purpose was to improve
graduation rates from 39% to 60% in the United States in a few years, investing 12 billion
dollars in this endeavour[18]. And while those goals were not fully met[71], it shows how devoted
governments and rule-makers are to this subject. Such programs and objectives are far-reaching
and crucial to improve conditions for students all over the world.

The greatest adversities faced by Higher Education Institutions (HEI) on their way to achieve
those goals are student dropout and student insuccess. Although fairly different from one another
in definition, causes and consequences, both phenomena compromise efforts, time and resources
spent by the government, private investors and members of the academia in general, and are
cause of not only budgetary but humanitarian concern.

The dropout epidemic, as some researchers have been calling it[36], is all the more problematic
when the institution is publicly funded, as it is currently the preponderant business model in
most countries. The public funding model makes up for more than half of the students enrolled
in tertiary education worldwide, despite the fact that, in some countries, more than half of
universities are privately funded. In Portugal, this number is even more pronounced, with 65% of
students currently in the tertiary level of education enrolled in publicly funded schools, according
to recent data.

Abandoning a college programme before its completion, independently of its duration, is also
dreadful for the students themselves. A student who leaves university loses their own time and
resources, which they could have invested in something else that would be of most interest or
closely related to their skills and profile. The same, but with a narrower range of consequences
can be also said in the case of academic insuccess. Even though failing a class or a period of
classes is definitely a less traumatic experience, it can also take a psychological or even physical
toll on the student, especially when there are financial issues in the picture.

Also, the issue with respect to failing a class is twofold, as it can be considered independently
or studied as a means of reaching a conclusion in a more comprehensive study, such as one
for student abandonment. In the latter case, a student who fails in a handful of Course Units
obviously feels frustrated and if this does not change, it can lead to early dropout.[4]

Most initiatives in place today to help students find their footing in higher education have
one thing in common: they start with substantial work to identify relevant factors for student
insuccess. There are a multitude of studies in the subjects of academic performance and dropout
prediction, and being such multifaceted and broad subjects, those are issues that have already
been thoroughly investigated by many viewpoints.

Studies in Brazil indicate that college students in a Brazilian HEI with lower economic statuses,
history of poor academic performance and poor participation in academic activities were among
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the ones at risk of failing or dropping out.[45] With a different scope, another study, this time
in the US observed that low motivation, economic constraints in the student’s childhood and
lack of mentorship in college all had significant statistical correlation with student dropout[56].
Such contrasting views show just how extensive the subject is and how the environment, student
background and support by the university are just some of the determining factors to identify
students at-risk.

Regardless of the approach taken and the use or not of data-oriented methods, a common
goal of all studies in these areas is to better inform higher education decision-makers, to enable
more effective policies to be created or better enforced to keep students enrolled and effectively
receiving quality training.

One challenge ever present in this type of studies is the huge amount of data available. Most
authors choose to limit their scope to only a small portion of the programmes offered by an
educational institution. Namoun and Alshanqiti, in their 2021 survey of academic performance
studies discovered that courses related to Natural Sciences, mainly those related to science,
technology, engineering and mathematics were the target of more than 50% of the studies
regarding this subject[93].

While this is a good way to present results and conclusions quickly and succinctly in projects
that have a limited scope of time and budget, it can jeopardize the applicability of such studies in a
real-world school environment. Worse yet, it can lead education managers to make institution-wise
conclusions based on facts that were only observed in a small sample of the student population
of an HEI. For that reason, it is paramount for a higher education institution offering courses in
several domains to extend this type of research to its entire course offering. Only then can it
develop effective programs that reach its entire roll of students.

The consequences of academic evasion and repeated academic insuccess can be devastating
to all people involved in the matter, therefore, those issues call for solutions. Although it is
not in the scope of this work to suggest actions that can be taken in order to prevent or deal
with the issue of student insuccess, the scientific literature shows several precedents in which
the prediction and correct identification of students at risk of failing or withdrawing from their
courses enables and facilitates actions.

Ultimately, building upon some of the most influential and latest studies in the matter, the
purpose of this work is to provide, to the best possible extent, a fresh analytical view of the factors
that most strongly influence student insuccess. In addition, it is intended to explain, based on
data provided by the University of Porto, the relationship between sociodemographic, admission-
related and journey-related attributes and both types of events, as well as the interaction between
each category of attributes.

Another important matter to look into is verifying the advance with which it is possible to
determine with good statistical confidence that a student is at risk of failing a subject or dropping
out of college. Only after obtaining a better understanding of the reasons for failure should it be
possible to identify students in difficulty early and leverage timely positive and efficient policies
in order to remedy the situation to the best extent possible.
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1.1 Research Goals

One of the goals of this work is identifying patterns to help decision-making by educational
managers in order to investigate academic insuccess of students in undergraduate courses using
data mining techniques such as feature selection from available information in academic databases,
for a better computational representation of the issue of student insuccess.

In big undertakings such as this, it is easy to lose focus and veer off course, so one key decision
made together with University personnel was to limit the scope of the study to only First Degrees
and Integrated Master’s courses. Those courses are where the students are most prone to failing
and dropping out, are the ones with the most young students - 18 to 24 years old - and are always
at the forefront of the University’s and country’s current measures for counteracting insuccess in
higher education environments. Another benefit of this structure is that those were also the most
constant types of programmes across several factors, such as approval rate, degree attainment
and duration.

The limitation of scope also allows for a clearer view of attributes and patterns, since combining
courses and programs of various types, in addition to the other inherent complexity factors, could
be another trend-smoothing element, causing the study not to present any clear conclusions.

It is intended first to carry out a stage of Feature Selection to identify the most relevant
attributes according to scientific criterion. The second part will demonstrate how we use these
attributes in the training and evaluation of a Machine Learning Classification system that allows
predicting in advance and with reasonable accuracy which students are at risk of failure.

The Machine Learning task, performance prediction, consists of a binary classification task
with a target variable indicating whether the student has been approved or not. In order to
achieve simple and straightforward evaluation despite the complexity and size of the study, some
goals were set in relation to the performance of the models, along with managers from the
University of Porto. When it comes to anticipating an event that is important and possibly as
harmful as failing or dropping out of higher education studies, it is important to pay special
attention to the positive class of the binary variable, which represent the occurrence of these two
events.

Accordingly, two of the most important measures used in the evaluation of models where
efficiency in predicting instances of the positive class is the priority: Precision and Recall. On
this study, with methodologies and knowledge available, we will seek to achieve the best Precision
and Recall possible, meaning the prediction of students who will fail - the positive class is more
important for the evaluation of the results obtained.

1.2 Research Questions

In addition to the more general objectives of identifying relevant factors and predicting academic
insuccess with data made available by Universidade do Porto, to reach more informative and
statistically significant conclusions, some more specific and quantifiable work objectives were
defined. With this study, we intend to answer the following Research Questions:
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1. What is the best combination of classes of attributes to predict academic insuccess?

2. How accurately can we identify what students are going to fail at a course at the beginning
of the semester?

3. Are there any differences in the quality of predictions based on the Curricular Year?

4. Are there any differences in the quality of predictions based on scientific area, programme
or school?

5. What are the most important individual attributes for predicting cases of academic insuccess
in higher education institutions?

1.3 Innovation

Studies of student performance prediction usually have varied and broad scopes. While some
seek to identify the most relevant factors, others focus on predicting students at risk of failure or
to suggest measures to improve student performance and/or retention.

This study aims to determine what are the most important classes of attributes to predict
student performance in an institution-wide study using information acquired from Sigarra, the
university’s Student Information System. Unlike other recent studies, ours intend to give a
overview of the entire situation of academic success at the Universidade do Porto using data
from all courses instead of a limited sample. Although we do not intend do dive deep into a pool
of almost 2000 courses, this study could certainly bring some momentum and propel subsequent
studies on the matter, especially with the framework and the data in place to do it.

1.4 Structure of the study

Chapter 2: Technical Background: Description and rationale behind Data Mining, Machine
Learning techniques, statistic modelling and model evaluation measures to serve as a
refresher for those already initiated in the subject and a quick overview for those who are
not.

Chapter 3: Related Work: We present a review of the latest advancements available in
current scientific literature in relation to the methods and objectives of the work. First, we
discuss the importance of Learning Analytics and Educational Data Mining and what each
of these generally studies. Later, we dive into some of the most influential recent studies of
performance prediction, especially in relation to the attributes deemed as most important
for predicting the occurrence of both events.

Chapter 4: Results: We present an overview of the Case Study. Data acquisition, data
preprocessing and data preparation activities are briefly discussed and we elaborate on the
findings and results obtained by the implementation of this work. We also evaluate the



1.4. Structure of the study 6

performance of models under several points of view, analysing the correctness of predictions
and computation time of each combination of variables. Moreover, final remarks, limitations
and possibilities for further studies are discussed.



Chapter 2

Background

2.1 Data Mining

There has been a enormous growth recently in data generated by everyone and collected by
companies, providers, the government and other agents. An issue with this exponential growth
in data generation is that without the appropriate tools and methods, the amount of data we
generate is much greater than our processing and analysis capacity. Physical resources for storage
and professional resources for analysing and extracting information from data are limited - and
increasingly expensive. Recent studies show that 90% of data generated by the entire history of
humanity was generated in the last two years2.1.

It is no wonder that professions such as Data Scientist, Data Analyst and other related
ones are often listed as some of the sexiest professions on the market, with high salaries and
benefits and that courses in these areas are some of the most sought after in the current industry.
technology and STEM degrees. According to studies published by United Nations Economic
Commission for Europe (UNECE), on behalf of the international statistical community, 90% of
all the data in the world has been produced over the last 2 years.[61]

Figure 2.1: Data Growth in the last few years, according to UNECE, reproduced from Javed,
2018[61]

There is no clear-cut definition to explain the term "Data Mining", however, it is certain that

7
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it does not represent the whole picture when it comes to the importance of activities generally
related to it. Tan et al., 2014[35], considers Data Mining an integral part of knowledge discovery
in databases - KDD, which is the overall process of converting raw data into useful information,
that certainly gives us more information and a better starting point to understand this area of
science.

In the same manner, there is also no consensus on the scope of the discipline it covers.
Although some people may refer to Data Mining as something more restricted, related only to
the more concrete or physical activities of obtaining and preparing data effectively similar to a
mining activity, perhaps the best definition was given by Aggarwal in his 2014 book says that
"Data mining is the study of collecting, cleaning, processing, analysing, and gaining useful insights
from data". a The concept of mining certainly plays a part when defining Data Mining and its
activities, since some of the activities in data collection and analysis are somewhat analogous to
a miner finding gold in the rivers or between the rocks. In the same way, the person responsible
for analysing and extracting information from data sometimes has to pick his/her way through
thousands or millions of records to discover patterns and to find the gold nugget, the piece of
information to support decision-making, especially when it comes to the commercial sector.

Figure 2.2: CRISP-DM framework, reproduced from Malik et al., 2018[62]

This is in line with what the CRISP-DM framework establishes. The CRISP-DM framework
is a data mining process model that is widely accepted by the industry, and describes high-level
approaches commonly used when carrying out a Data Mining project. Figure 2.2 shows an
overview of this framework.

According to Han(2014)[22] "we don’t live in the information age, but in the data age" and
this is a major point to be raised. Any device, even those that appear not to be particularly
smart by today’s definitions, is logging and sending information about its usage to someone.
However, generating this data is only the first step in making a decision or coming up with some
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relevant information.

R.L. Ackoff proposed in 1989 a model widely recognized and still used today in the field of
Knowledge Management called DIKW, which organizes the pillars of knowledge management in
a clear hierarchy.[9] As shown in figure 2.3, this hierarchy distinguishes notably the obtaining of
raw data - lower and more comprehensive level, from more organized information, something
actionable like knowledge or something more structured like Wisdom.

Figure 2.3: DIKW hierarchy of knowledge obtaining, reproduced from Rowley, 2006[9]

Although Data Mining is a comprehensive concept and one that has no fixed definition, there
are some widely accepted frameworks in the industry that define its scope and that outline
necessary and important activities to be carried out for most projects that could and should
involve some type of Data Mining.

One of the most accepted frameworks in this regard is CRISP-DM, proposed in 2000 and
which defines six major stages for a Data Mining endeavour, namely: Business Understanding,
Data Understanding, Data Preparation, Modelling, Evaluation, and Deployment. Each stage is
subdivided into several smaller activities. Although not all stages are definitive, said framework
is an excellent starting point for planning any project that has the goal of obtaining knowledge
from data.

The stages and their main objectives:

Business Understanding: Understand business needs and set clear goals for the project.

Data Understanding: Collect, describe and carry out an initial exploration of the data.

Data Preparation: Filter, transform, and integrate data in order to prepare it for the next
stage.

Modeling: Select one or more models from the various options available, build and test the
model.

Evaluation: Select one or more models from the various options available, build and test the
model.
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Deployment: Put the model into production and review project errors and successes.

The process is cyclical and no phase is final or definitive. It is very beneficial and recommended
to carry out periodic reviews of the process to feed back to the previous phases. With the
feedback of the evaluation of a model or the data obtained in the final review of the process, it is
possible to take measures to better treat the data and consequently have a better performance
at the end of the project.

This framework is also very flexible to accommodate needs from every type of technology
project. It is possible and advisable to adjust it to specific needs of each endeavour. One example
is the Deployment stage, which is usually replaced by a guided knowledge extraction process in
academic research settings.[89]

Some areas that take great benefit from Data Mining technologies are:

• Banks: identifying patterns to assist in managing relationship with customers.

• Credit Card: identifying market segments, identifying turnover patterns.

• Medicine: making more accurate diagnoses.

• Commerce and Marketing: Improving disposition of products on the shelves through
analysis of consumer patterns.

• Education: Identifying patterns for common actions, clustering students and identifying
factors influencing evasion or insuccess.

2.2 Machine Learning

Machine Learning is an area within the study of Artificial Intelligence that provides a set of
algorithms to analyse large datasets to learn and discover patterns and make predictions about
new datasets with the least human intervention possible.

Although the goals of Data Mining and Machine Learning may somewhat overlap and the two
terms are sometimes used interchangeably, there are marked differences between the two areas.
Both are analytical processes, related to the extraction of information for a specific purpose:
learning from data and with the goal of improving decision-making processes. Moreover, both
use algorithmic approaches to sift through data, different tools, and applications and require
large amounts of data to be successful[35].

2.2.1 Common Machine Learning Tasks

Supervised Learning is a broader spectrum of Machine Learning techniques that uses labelled
data to predict an outcome. As input data is fed into the model, it adjusts its weights through a
reinforcement learning process, which ensures that the model has been fitted appropriately. This
category is called Supervised because an example data set is used to learn the structure of the
groups, just as a teacher supervises his or her students towards a specific goal.
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Unsupervised Learning, on the other hand, is used to detect how data are organized and
to produce what descriptive models. An Unsupervised Learning algorithm receives unlabelled
examples and learns to detect hidden patterns based on the features of the data. Some of the
Unsupervised Learning algorithms most commonly used in Data Mining are Clustering algorithms
such as K-Means, Association Rule Mining algorithms such as Apriori ou Ecat and Principal
Components Analysis.

Clustering is a type of Unsupervised Learning method, that is, a search is made for a structure
in the data without necessarily comparing the results with pre-existing labels such as a Supervised
Learning method would perform.

The most traditional and studied branch within the Machine Learning area is that of
supervised learning methods, and the two most important tasks within this group are the
tasks of Classification and Regression.[37] With a Regression task, the purpose of the algorithm is
to develop a relationship between outputs and inputs using a continuous function to understand
how the outputs are different for a given input. Some of the possible uses of a regression method
are: (1) predicting the sales of a particular product (2) predicting the value of a property
(3) calculating the life expectancy of a country or region or (4) estimating a patient’s blood
pressure, among thousands of possibilities. In addition to these traditional methods, there are
several other types, as identified in several studies, such as Baker, Isotani and Carvalho, 2011[17].

Other Machine Learning methods present in this and other classifications are Relationship
Mining, which can be classified in four main groups. In Association Rule Mining, the algorithm
aims to observe frequently occurring patterns or associations between two or more variables in
the data, looking for “if something then something” rules.

In Correlation Mining, the goal is to find correlation between positive or negative correlations
between variables. Sequential Pattern Mining tries to find temporal sequences of events to
determine what path of student behaviours leads to an eventual learning event of interest. Causal
Mining aims to determine whether one event is causally related with another.

In the area of Data distillation to facilitate human decisions, the main objective is to present
data in a more readable and visual way to facilitate human understanding and thus support
important decisions based on the data. In addition, the data sometimes can be analysed, derived
and transformed for an ulterior purpose such as identification, classification or human labelling.
This way, data is depicted in a manner that enables a human to quickly place or classify its
features.

Lastly, Discovery with models is a twofold process where a model of a construct is developed
and validated using Machine Learning techniques and subsequently applied to data and used as
a component in another analysis. One can even argue that most data-oriented studies internally
perform Discovery with models to some extent through various activities commonly performed in
studies of this type, such as: identification of outlier values through model predictions, selecting
the variables that best explain the predicate of an analysis or analysing correlation between
attributes in cross-sectional studies.[26]
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2.2.1.1 Classification

A classification task is performed by building and training a model to learn the structure of a
data sets partitioned into groups, also called labels or classes. The model is used to estimate the
classes based on previously unseen data. A dataset with features or attributes is used to learn
and discover patterns in the data.

Figure 2.4: Classification as the task of mapping an input attribute set x into its class label y,
from Tan, 2014 [35]

Classification techniques are most suited for predicting or describing data sets with binary or
nominal categories.[35] The most common type of Classification task is the Binary Classification
with a True or False target variable. It is used, for instance, to predict if a test subject has
a disease or not, or to predict if a e-mail message is spam or not. Multi-class Classification
algorithms are present in several fields and they are used, for instance, to classify movies into
genres or to determine the species of a plant based on its characteristics.

Most classification algorithms typically have two phases: the learning step, where a classifica-
tion model is constructed learning from a training set of data. The goal in this phase is to learn
the function f ¯(X) that best explain the relationship between the feature variables X and the
binary class variable y, that can be described mathematically as:

y = f ¯(X) + ϵ

where f ¯(X) is the function representing the true (but unknown) relationship between the
feature variables and the class variable, and ϵ is the intrinsic error in the data that cannot be
modelled.

The second phase of Classification algorithms is the classification step, where the model is
utilized to predict class labels for unseen data with the same structure of attributes. Usually
called the test dataset, this set is used to estimate the accuracy of the classification rules learned
by the algorithm. If the accuracy is considered acceptable, the rules can be applied to the
classification of new data points.

There are many type of classification models available and the most well-known include
decision trees, rule-based classifiers, probabilistic models, instance-based classifiers, support
vector machines, and neural networks.

2.2.1.2 Bias-Variance Trade-off

Most classification algorithms construct a model g(X̄, D) based on some kind of modelling
assumption, e.g. a linear decision boundary, but these assumptions may not reflect the true
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model and that oversimplification brought on by the characteristics of the model, creates a bias
in the modelling process. On the other hand, even if the assumptions made by the model are
indeed correct, it is not possible to entirely capture the relationships in the data with any given
training data set. Over different instances of a training data set, the predicted class labels will
be different to an extent.

Controlling the flexibility of an algorithm is dependent on the balance between bias and
variance. Bias occurs when a Machine Learning model is unable to capture the true relationship
between the features and target of the data. Variance, on the other hand, is a result of the model
making too complex assumptions, and refers to the sensitivity of predictions to the variability of
training observations. In practical terms, a model with high variance may represent the data set
accurately but could lead to overfitting with noisy or otherwise unrepresentative training data.
Overfitting occurs when a prediction model has a good performance in the training stage, but a
low generalization ability to new data. The prediction model learns not only the general patterns
of the data, but also many specifics and noise found in the training set. It is considered that the
model did not learn the main patterns or trends of the base data, but simply “memorized” all its
cases.

In comparison, a model with high bias may underfit the training data due to a model that is
too simplistic and that overlooks regularities in the data. To cope with this issue, it is important
to build a learning algorithm flexible enough to correctly fit the data while also being sensitive
to unseen data used for prediction and estimates.

The bias-variance trade-off is a particular property of Machine Learning models, that enforces
a trade-off between how flexible the model is and how well it performs on unseen data. The
flexibility of a model describes the ability to increase the degrees of freedom available to the
model to fit to the training data.

In order to decrease the variance component of the prediction error, some methods may be
used such as: (1) implementing Ensemble learning methods, that are able to leverage on both
weak and strong learners in order to improve model prediction; (2) adding more data using a
larger training set, reducing the data-to-noise ratio. . To reduce the bias, common strategies are:
(1) changing the model to another who could better capture details in the data; (2) ensuring
data quality and that training dataset is really representative of the whole; (3) tuning model
hyperparameters like regularization and penalization for .

2.2.1.3 Decision Trees

Decision trees are a supervised learning methodology used for Classification and Regression that
predict the value of the target variable by learning simple decision rules inferred from the data
features. The data is continuously split according to a set of hierarchical decisions based on
features present in the data, and it is arranged in a tree-like structure. Internal nodes represent
the features, branches represent the decision rules and leaf nodes represent the outcome.

Decision Trees usually mimic human thinking ability while making a decision, so they are easy
to understand and to explain, even to users not familiar with Machine Learning methods. In
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addition to that, trees work greatly when there is high non-linearity and complex relationships
between dependent and independent variables, a setting that would not be ideal for a model that
assumes linear relationships in the data. However, this flexibility can also be an issue, as this
often causes an overfitted and possibly unstable model to even small changes to the data.

Algorithm 1: Generic decision tree training algorithm
Data: D

begin
Create root node containing D;
repeat

Select an eligible node in the tree;
Split the selected node into two or more nodes based on a pre-defined split
criterion;

until no more eligible nodes for split;
Prune overfitting nodes from tree;
Label each leaf node with its dominant class;

end

Popular Decision Tree algorithms are C4.5, ID3, C5.0 e CART[13]. For instance, Classification
and Regression Trees (CART) constructs binary trees using the features and thresholds that
yield the largest information gain at each node using the Gini Index as an attribute selection
measure.[96] Unlike other Decision Tree algorithms, it supports Regression tasks as well. Another
important and distinct characteristic of CART Decision Trees is that it only generates binary
splits while other algorithms are able to do multiple splits at one particular node.

There are several measures of selecting the split criterion between nodes in a Decision Tree.
Different algorithms have different choices of measure and that influences the way data runs
through the algorithm and how the splits are selected. CART, for instance, uses the Gini Index,
while C5.0 uses the Information Gain or Entropy[96].

The Gini impurity Index measures the impurity of D, of a data partition or a set of training
tuples. The Gini impurity of a classification tree node is calculated using the count of each target
category in all records corresponding to the specified node. The Gini impurities total is calculated
as a sum of squares of count proportions across all target categories per node subtracted from
one, and the result is multiplied by the number of records.[19]

To avoid overfitting and growing trees inefficiently with many unnecessary nodes, one of the
most important processes in growing Decision Trees is pruning[13]. Pruning can be done in two
ways: pre-pruning, during the creation of trees, or post-pruning after the trees are created.

Pre-pruning involves stopping the tree before it has completed classifying the training set
based on termination criterion, thus preventing the generation of non-significant branches.In
post-pruning, the tree is generated at its maximum size and then it is pruned using reliable
evolution methods. Then the best performing subtree is chosen. Pre-pruning is faster but less
efficient than post-pruning because of the risk of interrupting tree growth when selecting a
sub-optimal tree[13].
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2.2.1.4 Ensemble Methods

Different predictive models often arrive at different results due to inherent characteristics such as
their sensitivity to noise and random artefacts in the data, their ability to capture the linearity
of relationships and other specific characteristics. Also, in most cases, it is impossible for a single
model, no matter how good it is, to fully capture the nuances that exist in the data.

Ensemble learning is a machine learning paradigm where multiple models called weak learners
are trained, to solve the same problem and are then combined to get better results. The main
hypothesis is that when weak models are correctly combined we can obtain a strong learner, that
is more accurate and/or robust.

Ensemble Methods seek to increase the accuracy of predictions by reducing bias and variance,
combining the results of multiple classifiers or multiple iterations of the same classifier. Although
the functioning varies from one method to another, a weak (base) learner is commonly trained
and either: (1) new models are trained to later add the forecasts to the base model; or (2) the
same model is trained with new data, usually selected by sampling with substitution. Thus, and
with the help of a correct parameter tuning, ensemble methods reduce classification errors by
decreasing the combined model’s bias and variance.

2.2.1.5 Bagging

Bagging, or bootstrapped aggregating is an approach designed to reduce the variance of the
prediction generated by a Machine Learning algorithm.[37] The main idea behind this approach
is that, given sufficiently independent predictors, the variance of a prediction can be reduced
through a combination of bootstrapping, or sampling data with replacement, and aggregating
the predictions of several classifiers, where the dominant vote between them is reported as the
predicted class label.

Decision Trees, if grown deep enough, are great candidates for bagging, because they end up
obtaining low bias and high variance, and the bagging works by reducing the variance. An issue
with bagging, though, is that the assumption of independence of the predictors is usually not
satisfied because of correlations between ensemble components, and there are a few methods that
try to address that.

2.2.1.6 Random Forest

Random Forest is one of the most common algorithms for both Classification and Regression
tasks, especially for its robustness and resistance to noise and outliers[37]. A Random Forest is
an ensemble of Decision Trees in which randomness has explicitly been inserted into the model
building process of each decision tree.

One common issue with Decision Trees is that trees ended up being correlated with one
another, since the split choices at top levels of the tree are likely to remain approximately the
same, even with bootstrap sampling. That leads to trees having the same attributes and splits,
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Figure 2.5: Visual comparison of a Decision Tree with a representation of Random Forest
structure, reproduced from Beauchamp, 2020[72]

and hinders the possibility for error reduction that could be obtained from the bagging process
described above.

A Random Forest algorithm addresses that by increasing the diversity of the component
decision-tree models by introducing a second layer of randomness into the split criterion. Before
growing the trees, it randomly selects a subset S of attributes q and the splits are executed only
using this subset. Several trees are trained and the aggregation process is done similarly to the
stand-alone Decision Trees method, taking a majority vote to determine the predicted label in
the case of a Classification problem. This added randomness leads to less correlated component
models and therefore, less variance and better results overall.

The overall result of this approach is very sensitive to the choice of the parameter q. Higher
values of q do not generate a great improvement comparing to training a Decision-Tree on
the entire feature subset and too small q makes necessary for a larger number of ensemble
components. Additionally, dimensionality plays an important role, so much so that accuracy
gains in less-dimensional settings are reduced. Nevertheless, the Random forests approach usually
performs better than bagging and comparable to boosting, making it a great choice for Machine
Learning tasks of Medium to High complexity.

2.3 Model Assessment

The next step after building any machine learning predictive model is to evaluate how well it did
when compared to the observed values, also called “ground truth” or to any other models. The
evaluation stage is also crucial to find hyper parameters that better explain the relations in the
data without overtraining the model to a specific set of data.

Lastly, in most cases it is also useful and necessary to compare the performance of one model
to those of others built with the same data. Some models adjust fit better to a certain type of
data distribution.
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2.3.1 Data Splitting

A well-established part of model assessment lies in splitting the data in a number of segments so
the model is trained in part of the data first, and then evaluated against a new set of observations.
This procedure ensures the model is free of biases, or at least has as few and smaller biases as
possible. Furthermore, using the same portion of data to build and test a model would often
lead to an overestimation of the accuracy of the model.

It is also paramount to perform all data preparation and preprocessing techniques separately
on training and test data to prevent the occurrence of data leakage, as is also known in Machine
Learning literature when data from the training part leaks into the test part, causing test
observations to be impure. This provides an unfair advantage to the model and hinders the
assessment of its predictive ability. Data leakage can also happen when working with time-related
data, particularly when data from the future is leaked to the past.

The method of splitting the data makes for a truer test of the application of the models in a
real-world setting, since the selected models will have to deal with new and previously unseen
data. There are quite a few methods in use currently to split data for model assessment. Some
of the most commonly used, as discovered by literature review, are discussed below.

2.3.1.1 Holdout

One of the more traditional ways of preparing data for validation is the holdout method, i.e.
randomly splitting the data in two or more disjoint sets. The most usual setting is splitting the
data in two parts, called train and test sets. Commonly used proportions are 70/30 and 80/20,
with the largest number indicating the percentage of data put aside for training. The domain,
the type of data and the size of data available are all factors that may influence the size of the
split.

The first and typically largest portion of the data, often referred to as the training set, is used
for building the models initially. Only after building and tuning the parameters of the models
should the remaining data come into play, and that is the test set, a portion of the dataset that
remains untouched for most of the process and is only used for final evaluation of the selected
models.

Part of the scientific community goes further and advocates for splitting the data in three
parts, with a second part for validating and fine tuning model parameters in between train and
test sets, with relative sizes ranging from 15% to 30% of the full data.

While it is very useful to have additional data to fiddle around with parameters and build
better models, in some situations, splitting the data in several parts can also cause more harm
than good, especially when there are not many observations to start with. This exhaustive
splitting and subsequent shortness of data can result in a weak base model and an uphill battle
to achieve good results while fine tuning the model.
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Figure 2.6: Holdout methods, with and without a validation set, reproduced from Buitinck,
2013[24]

2.3.1.2 Cross-Validation

Cross-validation is a technique used for assessing how a classifier will perform when classifying
new instances of the task at hand. One iteration of cross-validation involves partitioning a sample
of data into two complementary subsets: training the classifier on one subset (called the training
set) and testing its performance on the other subset (test set).

In k-fold cross-validation, the original sample is randomly partitioned into k subsamples. Of
the k subsamples, a single subsample is retained as the validation data for testing the classifier,
and the remaining k 1 sub samples are used as training data. The cross-validation process is
then repeated k times, with each of the k subsamples used exactly once as the test data. The k
results from the folds are then averaged to produce a single performance estimation.

It is also possible to build the index for the k-number of splits based on a column or a set of
columns to ensure each k fold represents the split of the entire column to the best extent possible.
That ensures that the distribution of the dependent variable is the same throughout sets, for
better validation of the machine learning models trained.

Figure 2.7: Validation scheme for 5-fold Cross-Validation, reproduced from Buitinck, 2013[24]
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Splitting the data in K folds combines benefits of both train/test split and train/validation/test
split, since it feeds more data to the model right from the start than a 3-way split and provides
more flexibility and accountability than a 2-way split, considering it will use K times the data
actually available and the results of running the model in each split are then averaged for
maximized statistical significance.

Ultimately, a portion of the original data still remains to be seen and can be used for final
evaluation of the model before deploying it to the real world.

2.3.1.3 Time Window

A similar method of validation used when there are time-based attributes, the time window
guarantees benefits similar to the Cross-validation, making sure that the model is evaluated as it
would be in a practical environment. The main application of this method is in the validation of
Time Series data, but it can be applied to a series of other cases. It also makes it possible to
use a weight or cost-matrix to give more value to more recent predictions instead of taking the
simple average of each run of the model, especially when time-evolving data is concerned. In
such applications, a simple average of the performance of each model would sometimes not be
enough.

2.3.2 Evaluation measures

A Machine Learning predictive model does not stand alone and absolute in time, so when
necessary to compare its performance with a certain baseline or against any other challengers, one
good way to do it is through well-established evaluation metrics. These measures are adequate
ways to compare models that go beyond model-specific or data-specific characteristics such as
units, hyperparameters and size of the data.

In relation to the result generated by a predictive model, many models output numerical
scores associated with each test instance and label value. This is particularly useful for the
added flexibility in evaluating the predicted classes as positive or negative values, where the
model outputs a numerical score usually between 0 and 1, and the user may set a threshold to
determine where a prediction lies in one side or the other. The value of 0.5 is the default for all
models, but there are ways of investigating further the effect of changing this number on the
results evaluating a predictive model.

The selection of the threshold becomes critical and hugely affects the interpretation of the
results generated by a predictive model. It results in a trade-off between the number of false
positives and false negatives, as there seldom is one right threshold to be selected in a real-world
setting. However, the trade-off curve can be quantified using a variety of measures, and two
algorithms can be compared over the entire trade-off curve. Two examples of such curves are the
precision–recall curve, and the Receiver Operating Characteristic (ROC) curve.

Some of the most important aspects regarding evaluation of predictive models:
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Predicted value
Positive Negative Total

Actual value
Positive TP FN a + b

Negative FP TN c + d

Total a + c b + d N

Table 2.1: Confusion Matrix for a Binary Classification task

Confusion Matrix: Evaluating the performance of a classification model usually involves
analysing the predictive ability or correctly separating the classes of the target variable.
Using a threshold such as the default 0.5 enables the evaluation of predictions as a
binary setting, even in cases when the model outputs a numerical value as a result of its
computation.

A commonly used structure for evaluating binary Classification models is known as the
Confusion Matrix.[22]. In a Confusion Matrix, the classification results are presented as a
two-dimensional matrix, with a row and column for each class, as shown in table 2.1. There
are four possible combinations for the prediction results of a binary classifier. True Positives
(TP) and True Negatives (TN) values - the main diagonal of the matrix - correspond to
the correctly predicted values from the classification model. False Positives (FP) and False
Negatives (FN) values - the secondary diagonal - represent incorrect answers.

In addition to conveying conducive empirical results, the confusion matrix facilitates
statistical analysis of predictions, allowing the calculation of various measures of evaluating
the performance of a classification model. These measures are important mainly because
they allow a quick view of the model’s result in a single numerical component and
standardized comparisons with reference lines or with the result of other models and/or
studies.

Accuracy: The most traditional evaluation metric for Machine Learning models[31], it represents
in a very straightforward way the number of correctly predicted instances by the model in
relation to the total number of predictions. It is a useful metric when errors in predicting all
classes are equally important, but that is seldom the case when trying to predict real-world
behaviour.

Accuracy = TP + TN

TP + TN + FP + FN

Overall accuracy is an important measure for observing the quality of a model, but it must
be analysed very carefully and never in isolation. In imbalanced datasets, where most
instances belong to one class, the use of accuracy may lead to erroneous conclusions. A
classifier would be able to achieve an accuracy of 90% in a dataset where there is a 90/10
distribution of the target variable simply by predicting all values as of the majority class,
and such classifier would not be useful.[31]

Precision and Recall: Precision is the ratio of correct positive predictions to the overall
number of positive predictions. It measures the reliability, or accuracy, of the information
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extracted.
Precision = TP

TP + FP

Recall is the ratio of correct positive predictions to the overall number of positive examples
in the dataset. Recall is a measure of the amount of relevant information that the system
extracts.

Recall = Sensitivity = TP

TP + FN

Specificity: Specificity is defined as the proportion of actual negatives which got predicted as
negatives by a predictive model. This metric is a counterpart for Recall and is often used
in cases where classification of true negatives is a priority. This metric can be also called
True Negative Rate and it is defined by the following formula:

Specificity = TN

TN + FP

F1-measure: It summarizes both precision and recall in one single value, with a harmonic mean
instead of the arithmetical one, intended to penalize extreme values of one measure of the
other. The maximal value of F1 is 1.0 and is obtained when both precision and recall
are 1. The minimum value of 0 is obtained whenever one of them is 0, even if the other
one is 1. A higher F1-measure indicates greater performance, and while it does provide a
better qualification measure than any of those by themselves, it is still dependent on the
threshold, 0.5 is the default.

F1 = 2 ∗ Precision ∗ Recall

Precision + Recall
= 2 ∗ TP

2 ∗ TP + FP + FN

Kappa: A metric much more adaptable to different distributions of the dependent variable
used to evaluate predictive models is the Cohen’s Kappa coefficient. It is a statistic that
represents the level of agreement between two different classifiers, comparing the accuracy
obtained by a classifier in relation to the expected - and randomly calculated - accuracy.

Kappa = TotalAccuracy − RandomAccuracy

1 − RandomAccuracy

Total Accuracy is the notorious Accuracy used everywhere in Machine Learning and
described in formula 2.3.2 above. Random Accuracy, according to Landis, 1977[3], is
a hypothetical expected probability of agreement under an appropriate set of baseline
constraints, defined as:

RandomAccuracy = (TN + FP ) ∗ (TN + FN) + (FN + TP ) ∗ (FP + TP )
Total ∗ Total

Not only can the kappa statistic shed light into how a Machine Learning classifier performed,
the kappa statistic obtained for one model is directly comparable to the kappa statistic
for any other model used for the same classification task. Also according to [3], proposed
levels of Kappa as a measure of strength of agreement can be defined as follows:
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Kappa Statistic Strength of Agreement
<0.00 Poor
0.00 - 0.20 Slight
0.21 - 0.40 Fair
0.41 - 0.60 Moderate
0.61 - 0.80 Substantial
0.81 - 1.00 Almost Perfect

Table 2.2: Kappa Statistic - according to Landis, 1977[3]

While this is a great measure to compare the performance of Machine Learning models, it
is important to note that there are many scales and these coefficients should be compared
with parsimony, taking into consideration the domain of application and the specific study.

2.4 Data Reduction

One of the biggest issues faced in the Machine Learning domain is to determine which attributes
are the most important when undertaking any kind of predictive or analytic Data Mining task.
However, it can be cumbersome and time-consuming to find relationships in the data and generate
insights and predictions in highly-dimensional datasets, especially since more often than not, cost
and time-efficiency are valid concerns.

Smaller computing times and reduced storage size are the most obvious and quantifiable
benefits of applying dimensionality reduction techniques, but these methods may present a host
of other advantages. Data quality is usually improved, since noisy, irrelevant and redundant data
can be discovered and removed, and it also becomes clearer to visualize patterns in the data and
to present the data itself.

2.4.1 Feature Selection

By feeding only relevant and insightful attributes into a machine learning model, it is possible to
minimize computation times and make the best use of limited resources. Feature Selection is an
important part of Machine Learning tasks and looks to find the best predictor variables out of
all the variables available.

Reducing the dimensionality of the data by eliminating inappropriate attributes, improves
the performance of learning algorithms and produces a more compact representation, which also
enables an easier interpretation of the target concept, making the user focus on the most relevant
variables. [52]

With filter methods, features are selected on the basis of their scores in various statistical
tests for their correlation with the outcome variable. Filter methods are extremely diverse when
it comes to their complexity and computational costs. Most take very little time and resources
to run, such as calculating the correlation between predictors.
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Univariate feature filters evaluate (and usually rank) a single feature, while multivariate filters
evaluate an entire feature subset. Univariate filter methods consider especially two aspects:

Individual importance: The amount of information one variable by itself has in predicting
the target variable. There are several methods for identifying variable importance, such
as (1) Pearson correlation, a measure of the strength of a linear association between two
variables, usually denoted by r[33]; (2) Chi-square statistic, used to show whether or not
there is a relationship between two categorical variables, denoted by χ2. (3) Student’s-t
statistic, indicates the difference between two groups of continuous variables, denoted by t.

Redundancy: One of the most used steps in reducing the number of attributes in the feature
space and thus limiting the dimensionality of the models is removing variables that have
very strong correlation with one another. The presence of highly correlated variables, i.e.
those with an absolute Pearson’s correlation coefficient of more than 0.90[85], make it
difficult to evaluate their relative importance without running the risk of making inadequate
inferences. Hence the need for identifying such variables and removing them from the
models, to improve computation times and increase model effectiveness.

2.4.1.1 Forward and backward subset selection algorithms

Search algorithms such as the ones that use backward subset selection are multivariate computa-
tionally expensive methods, that require training and evaluating several models with different
combinations of variables. Studies such as MacFayden and Dawson, 2010[15] and Oliveira Junior,
2015[43], leverage these type of algorithms with the end goal of predicting student performance.

This technique starts by building a Random Forest model across the entire set of predictors
and it computes an importance score for each predictor. The least important predictor is then
removed from the feature subset, another model is trained, and the importance scores are
recalculated. And that process is repeated until predefined stopping criteria are met, or until the
model’s accuracy has reached its peak in comparison between subsets.

Although this process is extensive, it can be streamlined with recent algorithms, especially
with techniques such as Recursive Feature Elimination (RFE), a Non-linear multivariate method
implemented in several programming languages, which uses Machine Learning models to calculate
variable importance and determine the subset of variables that gives the best result for the
evaluation metric of choice.

RFE works as a backward elimination algorithm, which starts with the complete set of
attributes and removes the attributes that degrade the accuracy of the underlying algorithm.[95]
Just as all other backward feature selection methods, it is remarkably universal and simple in
its application. These methods are called greedy-search methods because they make the best
optimal choice at each step with the goal of this eventually leading to a globally optimum solution.
This means that the algorithm picks the best immediate output, not consider the whole set of
variables. While this does not guarantee that it will find a better solution, it is still a good choice
for finding a good set of predictor variables within reasonable time.



Chapter 3

Related Works

In this chapter, we sought to make a systematic review of the works related to this study in
terms of methods, data and objectives, drawing a relationship mainly in relation to the latest
developments in the areas of Educational Data Mining and Learning Analytics. Several recent
studies relevant to these two themes have been found and analysed, which shows that these are
hot topics in the scientific community.

Educational Data Mining (EDM) and Learning Analytics (LA) are two distinct and contin-
uously developing areas that work with educational data from all kinds of sources, but lately,
there has been a huge influx of data from social media, Student Information Systems and others
sources, so a lot of focus has been put in analysing Big Data for educational purposes.

3.1 Educational Data Mining and Learning Analytics

EDM and LA are two interdisciplinary communities of computer scientists, learning scientists,
psychometricians, and researchers from other areas with the same objective of improve learning
starting from data[84]. Educational Data Mining and Learning Analytics have a few common
goals and similar interests, but also many distinguishing differences. First, LA places more
emphasis on describing data and results using automated discovery as a tool to achieve its goal,
namely, using findings to leverage humanized judgment. Meanwhile, EDM has strong origins in
educational software and student modelling with a significant community in predicting outcomes.
With the latter, automated discovery is more highly valued and harnessing human judgment is a
tool used to achieve this goal.

Learning Analytics efforts are commonly implemented as a data-based method for detecting
at-risk students, but the possibilities go way beyond this subject. Higher education institutions
need to provide additional support, for their own benefit and that of their students, pursuing the
ultimate goal of promoting academic achievement.[80]

Methods in EDM usually aim to better understand student behaviour in their learning process
and analysing their interaction with the environment. There is also a significant and urgent need
to provide appropriate computational environments for educational data mining, offering ease of
use for each of the stakeholders involved.

24
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Figure 3.1: Google Searches for Educational Data Mining and Learning Analytics from 2015 to
2021

Figure 3.2: Educational Data Mining, Learning Analytics and closely related areas, reproduced
from Romero, 2020[84]

3.1.1 Educational Data Mining

In recent years, extensive efforts have been made to build and extend the use of Student
Information Systems within higher education institutions. The extended importance of such
systems, for one, incurred in improvements in the entire information chain, with more efficient
collection, preparation and evaluation of student-related information. This also allowed for the
application of Data Mining algorithms and methods, generation of insights and, ultimately, the
identification of relevant patterns of student and faculty behavior through state-of-the-art Data
Science algorithms.

The field of Educational Data Mining leverages this growing availability of data and seeks to
develop or adapt existing mining methods and algorithms in order to help better understand data
in educational contexts.[17] Although it is difficult to precisely determine the date of emergence
of such a comprehensive scientific area, it is noted that the first workshop in the area of EDM
was held in 2005, still part of a conference on Artificial Intelligence. This goes to show how
young this area is compared to other areas of technology.[84]

According to Romero & Ventura, 2020, Educational Data Mining can be defined as a
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combination of three major areas of science, computer science, education and statistics, as
seen in figure 3.2. Still according to researchers in the area, the scientific area most connected
with EDM is Learning Analytics.[84]

It has been historically difficult to study how much the differences between teachers and class
groups influence specific aspects of the learning experience. This type of analysis is made much
easier with educational data mining. On this subject, albeit in very different experiment settings,
studies by Gašević[91] and Finnegan[11] observed that it is difficult to find attributes that explain
extremely well relationships across different scientific areas, let alone smaller granularities, such
as programmes and courses.

3.1.2 Learning Analytics

Learning Analytics is defined as the measurement, collection, analysis and reporting of data on
the students and their learning contexts in order to understand and optimize learning and the
environment where it takes place.[46] LA makes it possible to discover the learning difficulties
that a student or group of students face in their day-to-day school activities, and suggest a
customized learning process to the specific context of the student/user.

Also used in other contexts, studies on this field are not simply focused on student performance,
but can also be used to assess Course Units, Programmes and entire Institutions. Another
important use of LA methods is to monitor and predict student development, detecting possible
issues and inadequacies in advance so that measures can be taken in order to improve results
and use of resources for all involved.

More recent even than EDM, LA is a practice that emerged just over 10 years ago. Only
in 2010 the first conference in the field was held, The International Conference on Learning
Analytics and Knowledge. However, it is an area that has attracted many very prolific researchers,
and the pool of studies in the area has been increasing every year.

Some other Learning Analytics methods are Social Network Analysis, which can be used to
interpret and analyse the structure and relationships in collaborative tasks and interactions with
communication tools [30] and Sentiment Analysis, a collection of Natural Language Processing
(NLP) procedures used to extract information from texts - structured or otherwise - to determine
the speaker’s feelings, opinions and attitude towards a particular entity. It is a scientific area
that has much to be explored[92], and through the methods mentioned, it can answer questions
related to students engagement and student feedback toward a class, course, or institution.[92][6]

3.2 Common tasks in EDM and LA

There are several tasks generally developed in EDM, notably those that result directly from the
analysis of data generated in students’ interactions with learning environments. Some of the
most used Educational Data Mining techniques are: decision trees, support vector machines,
logistic regression, Bayesian networks, linear Regression, Neural Networks, K-means algorithm,
Gaussian Mixture Model, Sequential Pattern Mining and Association Rules Mining.[30]
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These methods have a wide range of applications, for example, from categorizing groups of
students to recommending learning strategies based in specific patterns of student behavior to
predicting performance in higher education.1

A few practical challenges that are present in various educational contexts are related, for
example, to the lack of standardization of data, which ends up requiring a great preprocessing
effort.[17] In addition, in some cases it is necessary to adapt classical data mining algorithms for
the educational context, to deal with characteristics such as statistical non-independence and
data hierarchy.

In an educational context, a fairly comprehensive classification of the most common tasks
found in EDM settings was performed by Baker, Isotani and Carvalho in their 2011 work[17].

Prediction: these methods are mainly used to predict student educational outcomes, either
academic performance in terms of grade obtained, using Regression methods, or whether the
student completes the course successfully or not, through Classification methods. Prediction
methods are also used in studies that aim to predict an attribute when labelled data is not
available. For instance, that is sometimes the case when dealing with psychological factors, when
the mere fact of labelling may alter the construct being studied.

For instance, a compelling use of Classification methods was in study by Vandamme et al.[10],
where students were classified into three groups: ‘low-risk’ students, with a high probability of
succeeding; ‘medium-risk’ students, who may succeed if the university takes appropriate measures;
and ‘high-risk’ students, who have a high probability of failing or dropping out.

Clustering: a set of techniques generally used to find existing groups and patterns in the data,
for example, groups of students that behave in a similar way or that have the same attributes or
even the same marks in their exams.

Relationship Mining: aims to discover relationships between variables or sequence of
actions. In EDM, common uses would be to find rules that explain student behaviors such as “if
the student has many accumulated years then they are possibly at risk of dropping out”, and to
determine sequence of reoccurring events such as bad grades that lead to the student failing a
course to them dropping out of college.

Distillation of Data for Human Judgment: information is generated to aid human
identification and classification of student data.

Discovery with Models: many studies related to Educational Data Mining, deliberately or
not, use this technique. Hershkovitz et al.[26], conducted a study in 2013 with young students
about carelessness, generally defined as "giving the wrong answer despite having the needed
skills for answering correctly". Such behaviour is harmful to a student and can indicate cognitive
problems, influence of external factors such as pressure from parents, tutors and peers, or even
the inadequacy of the exam model for the behaviour of students. This study was carried out using
two models, comparing performance data of participants in scientific tests with psychological
assessments that had previously divided students into groups.

1More on the applications of Data Mining methods on Educational Data Mining and Learning Analytics in 3.2
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3.3 Scientific review on student performance prediction

Many studies using educational data have applied several statistical methods in order to determine
which would achieve the most accurate prediction of the intended outcome variable. The main
elements of focus in the scientific publications analysed were: student performance prediction,
and student dropout prediction.

There are a multitude of studies in the subjects of academic performance and dropout
prediction, and being such multifaceted and broad subjects, those are issues that have already
been thoroughly investigated by many viewpoints.

Some studies analyse this problem from a more social and behavioural angle, seeking a greater
understanding of the factors that lead to student dropout or academic success/failure. Others
analyse the consequences these events bring to students’ lives. A common characteristic of these
studies is the use of data from surveys answered by the students themselves[59],[41], or even
from the analysis of surveys used by the educational institutions applied to students at the time
of student dropout.

Another entirely different class of studies in methods and goals are those conducted in
Engineering and Information Sciences fields, especially with latest advances and popularization
of tools and methods for performing data-oriented analysis. While structured tabulated data has
been used for decades and statistical methods are certainly present in most scientific studies,
latest computational advancements have made it possible to analyse thousands of records and
reach conclusions in little time, something it was never thought possible only a few years ago.

3.3.1 Student performance

In educational contexts, the assessment of a student’s learning development is an indispensable
means of decision-making by the faculty regarding the continuity of the relationship and
pedagogical routine with students, and today it is seen as a fundamental part of the education
process.[53]

Regardless of the level and the age of the student, the evaluation process should focus on the
student and on verifying the evolution of cognitive and non-cognitive aspects of the individual.
Student assessment also provides a unified frame of reference for the entire educational system
and serves as a basis for defining all the precepts of the modern education system.

Student performance, when objectively defined through a numerical grade or a letter on a
scale, is an indirect measure of the student’s knowledge or proficiency for what was assessed, and
through this measure, it is inferred that there is a relationship between the student’s performance
in an assessment and the actual academic performance obtained by the student.[53]

There are several definitions of academic success in the literature, and accordingly, performance
prediction studies have varied goals and contexts.2 Broadly speaking, study success includes the
successful completion of a degree in higher education, as seen in studies based on interactions

2A more complete list of recent influential studies on Performance Prediction can be found in attachment A.1
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with activities on a Learning Management System[79] or based on a combination of work status,
academic history and demographic attributes[42].

The results of a predictive model can be used to encourage those “potentially” low-performance
students to develop a better learning strategy[27]. Faculty members and administrators can
also direct affirmative action and support for students at risk of failing or dropping out of their
Programmes, and when a student’s academic career is at stake, the sooner information is available
and accessible, the better.

Although there is a common general goal among works aimed at predicting student performance,
which is to determine which students are at risk of failing, the approaches used to achieve this
goal vary widely. The most straightforward approach is the one in which the data is in tabular
format, and there are clearly defined attributes that allow to determine if the student will fail or
succeed in a certain subject or course through training of Machine Learning Regression algorithms
or classification, as it can be seen in works by Martins et al, 2019[69], and Tomasevic et al,
2020[86]. Some authors have opted to take a different approach, predicting student performance
deriving predictors from different student behaviours, such as student procrastination patterns
of behaviour[79] or social network interaction data[20].

In the same way, using rather uniquely derived attributes such as entries in a portfolio
system[64], library book lending, cafeteria spending, and library entry frequency[87] certainly
introduce a fresh view on the subject and show that the possibilities have not been exhausted to
arrive at insightful conclusions in terms of student performance prediction.

Recent studies in student performance prediction have had varied scope, but a common
element of focus have been class imbalance in the target variable, due to the distribution of the
data[94]. Failure rates tend to vary between 15 and 30% in any given year in most countries, so
that means data for the average higher education course will be mildly unbalanced by its own
nature. Studies in the field tend to reflect this characteristic and one common step is performing
some kind of data balancing technique with good results in some studies[94][65].

Other aspects also have been explored recently, with important works using data visualization
concepts setting the stage for future studies in the field, such as Martins, 2018[63], Deng et al,
2019[66] and Kim et al. 2016[50].

3.3.1.1 Attributes

One of the common steps among all studies carried out on the topic of school dropout is the
identification of common factors and positively or negatively associated with student performance
or dropout prediction.

According to Argolo, 2017[53], determining characteristics that influence a student’s perfor-
mance can be divided into two groups: (1) student characteristics, and (2) the school environment,
which includes (a) the technical and professional specifics of the faculty and the (b) infrastructure
and mode of operation of the education institution.

In terms of academic dropout and performance prediction, as in most computational tasks, it
is often useful to split the work into smaller tasks, and thus, arranging the features available in
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the data into groups can come in handy. Grouping features makes them easier to treat, analyse
and remove if there is the need for that. When one feature group is deemed to be irrelevant or
not relevant enough, it can be eliminated altogether, helping reduce the dimensionality of the
data at an early stage, saving resources and hours of manual treatment by the user.

From the research carried out in the scientific literature, however, this is not a path followed
by many researchers, with few works performing this type of experiment. Some features are
somewhat hard to define and categorize, especially the ones that deal with behaviour and
psychological attributes. In addition to that, there is always some discretion on the part of the
researchers on how to structure the work and the data available for each study. Because of that,
studies in this field have arranged features in groups in several different ways.

The range of groups where attributes are split is varied, as there are not decisive definitions
in this subject. Some studies, such as Tomasevic, 2020[86] and Vandamme, 2007[10] opted for
a three-way split of their attributes with Demographic and Participation attributes common
between the two.

Others opt for a more unequivocal division and arrange their predictors in more specific
groups. While more groups does not equate to better information on student performance by
itself, five seems to be one of the most common numbers of groups of attributes, as found in
Martins et al, 2019[69] and Mitra and Goldstein, 2015[42].

There are many classifications of attributes currently in student performance prediction studies.
Some authors use groups found in systematic review papers, but most studies choose to define
their own classes of attributes. Through a research carried out in the scientific literature, the
attributes most used in recent studies are listed, in order of number of appearances in table 3.1.

Academic History: it consists of all academically-registered attributes that represent the
student’s journey up to the time of study in their academic path. These variables are usually
strongly related with student performance, as one student who thrives in some Course Units will
most likely succeed in others as well. Likewise, a student who succeeds in some Course Units
will probably not drop out of their programme.

A literature review conducted by Shahiri et al, 2015[44], identified that the most used attribute
when trying to predict students’ performance was the Cumulative Average, or Cumulative Grade
Point Average (CGPA). According to the same author, there are two main reasons for that: the
CGPA has a tangible value for future educational aspirations and career mobility, and it can be
considered as an indication of realized potential.

The use of variables from this group in studies goes further than the cumulative average score.
Some of the variables identified were the number of European Credit Transfer and Accumulation
System (ECTS)3 credits registered and approved, the grades in previous Course Units, the
attendance mode - as full-time students have higher success rates in general[21].

Other attributes of this class deemed statistically relevant in recent studies include course
marks, progress in the programme, and plagiarism count[78], student rank in their class,

3ECTS credits indicate the required workload to complete a study programme, or a module within a study
programme. Usually 1 ECTS is equal to 25 to 30 study hours.
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Year Author(s) Dem. Adm. Hist. Int. Partic. Others
2012 Huang, Fang - - x x - -
2016 Marbouti et al. - - - x - -
2019 Martins et al. x x x - - -
2010 Macfadyen, Dawson - - - - x -
2015 Stretcht, Cruz x x x x - -
2019 Lau et al. x x x - - -
2017 Al-Shabandar x - - - x -
2016 Qiu et al. x - - - x -
2015 Mitra, Goldstein x x x x x Work related, Mo-

tivation
2018 Okubo - - - x x Library card
2020 Wang et al. - - - - x Library card
2020 Guerro-Higueras - - - - x -
2014 Baccaro x x x - - -
2014 Sharabiani x - x - - -
2013 Arora x - x x - Behavior, Motiva-

tion
2016 Gasevic x - x - x Work related
2021 Jovanović - - - - x -
2018 Miguéis x x x x - -
2017 Daud x - - x - Work related
2019 Hooshyar - - x x x -
2018 Darlington - x x x Behavior, Motiva-

tion
Total 12 7 12 9 11 7

Table 3.1: Variables used in recent studies of Student Performance

specialization field, and first year performance[90] and number of course units enrolled, completed
and failed[81], showing that this group of attributes has wide

Social, Economic and Demographics: Student demographics are another group of
attributes that are usually available. While every institution collects information on the student
at the moment of enrolment, this type of data is complex to collect (in relation to its completeness,
correctness, optionality) and is highly dependent on the socio-economic context of the students.[81]
Nevertheless, those attributes usually are available to researchers and data analysis systems set
up in the institution.

Some of the relevant attributes in this group include gender, age, family background, nationality,
and whether the student has any kind of disability.[29] Other studies have found socio-economic
attributes also to be highly associated with student performance[32]. Student demographic
attributes, when combined with other groups of variables, even without participation and
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engagement data, can show very good results in estimating study success.[34] For instance,
Lau, 2019[67] determined that female students had reasonably better grades in college than
male students and the student mother’s occupation was also significantly correlated with better
performance.

Those attributes are found to be at least somewhat relevant in several studies, but there is
some controversy regarding its use in research. According to Grebennikov, 2012[21],there is less
agreement among researchers regarding the effects of student gender, language background and
ethnicity on student retention and completion of their program.

As addressed by a growing number of authors such as Fynn[47],Simpson[8], and Riazy[83],
using attributes such as gender, race, nationality and other demographic factors in student
analysis could lead to some discrimination on the part of decision-makers, especially when the
results of these studies can be determinant to generating new policies and driving financial
or psychological support, and that could affect one demographic group more than another[83].
Inevitably, targeting support and policies, means that certain groups within the population
receive disproportional levels of support.

While it is a relatively new topic in the domain of Machine Learning, it is one whose importance
has grown in recent years. The simplest solution to deal with the unfairness of a model is the
complete removal of attributes, blinding the algorithm to characteristics that may generate
controversy and unfairness. However, this type of solution hinders the predictive ability of
a model and may hide some otherwise interesting relationships in the data. Other proposed
solutions include: the use of a differentiated measure to optimize the algorithms during their
training, which allows a factor in some degree of equality between demographic groups, or
the realization of post-processing optimization to ensure all groups are equally represented in
predictive results.[8]

Participation and Attendance: Another group of variables that represent internal events,
that is, contained within the scope of a discipline or course. Several studies use attributes related
to student involvement in activities, time spent carrying out activities, discussions with peers and
messages sent, among others[91],[15]. Accordingly, many studies have demonstrated a positive
association with the students’ learning outcomes and their level and regularity of interaction
with the resources relevant to the given instructional conditions.[91],[15]

One of the most prolific sources of this group of attributes are interaction logs stored by
Learning Management System (LMS) software like Moodle. Data stored by such tools can
represent aspects of learning that are difficult to determine or discover in other ways, such as
study patterns, participation in classes and activities, and extent of discussions with peers.[7]

Many aspects of learning in higher education can be incorporated into a Learning Management
System, and as a result, these pieces of software can collect all kinds of interactions student and
class content. However, the usefulness of many variables is dependent upon course site design
and pedagogical goals, as not all courses use the same resources available in this kind of software.
Some of the variables available used in performance prediction are number of discussion messages
posted in the discussion forum, number of mail messages sent, and number of assessments
completed[15].
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As content available in Learning Management Systems evolves, other attributes may also
become common such as the ones related to video content. Using Video Learning Analytics
techniques allows access to attributes relating to student engagement with video lectures such as
such as number of plays, number of times the student paused and rewinded the videos, among
other features. In fully-online courses, these attributes have been found to be highly determinant
of the student performance.[78]

Internal Assessment: Also as identified by Shahiri, 2015[44], a class of closely related
attributes which shows great importance in studies of student failure. Internal Assessment
variables are used in studies that try to predict student performance with information from
within that same period, i.e. assignment marks, quiz results, lab works, frequency, etc.

This class of features is used mostly when the task at hand is predicting student success in a
particular subject. Components of this group include all means of evaluation in this subject, such
as: assignment marks, prior test results, lab work and attendance.[44] Grades from pre-requisite
courses[27] and performance data from homework learning objectives have also been used to
predict student performance in one specific course[51].

Admission, application and secondary level performance: Data from the college
application process or secondary level performance of the student is often used to predict student
performance. Although it is not present in as many studies as the attributes of other groups, this
information can certainly serve as a good basis for comparison between students, as the entrance
exams or national exams given to students are usually standardized and designed so that the
results are comparable and applicable to a large number of students[53].

As university admission exams are quite intricate and specific processes, some with specific
exams for several subjects, they can be a great source of information for predicting student
insuccess. Studies have shown results in admission exams can be strongly correlated with
performance in higher education, and the correlation is higher for some parts of the admission
exam rather than others[67].

While grades in admission exams are the most common attribute of this class[67][69], other
attributes found in recent students were the time it took for the student to complete basic level of
education, the average grade in high school[90] and grades in standardized exams for high-school
students[65].

There are several other less common groups of attributes used in studies of performance
prediction in higher education. As Learning Management Systems and School Information
Systems evolve and are able to collect and combine data from more sources, researchers are
handling increasingly larger quantities of data and being given access to different types of variables
that provide new capabilities.

Some studies leverage psychometric and behavioural attributes such Ketonen and Lenka,
2012[23], that identified the relationship between situational academic behaviours, self-study
time and learning outcomes in a Finnish course. Among other findings, it was determined with
reasonable statistical significance that self-study time is associated with academic outcomes
through direct engagement and also through increased interest in the subject of the courses.
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Student motivation[49] and professor-student rapport[28] were also among motivation-related
factors that were investigated for its correlation with first-year performance. Social network
interaction data[20], work-related data[42], information extracted from library control systems
and even data related to dormitory access cards[87] are some of the types of data already used in
recent studies, with various degrees of success.

Ensuring maximum student privacy is another challenge associated with predictive efforts
of student performance. On the purely objective side, the addition of attributes related to the
students’ everyday and personal situations has produced valuable predictive results[87], but the
collection and use of such information must be discussed and evaluated from an ethical and
humanitarian point of view to ensure decision-makers attain perfect balance between protection
of student privacy and predictive ability of machine learning models.

3.4 First year of college is critical

The first year of college is the one with the highest fail rate among all curricular years [27],[21].
Arias Ortiz and Dehon[14] find that first-year approval rates are a reliable measure of academic
success since they observe that students failing their freshman year are more likely to drop out.

The same period is also when the issue of dropout is most present. Studies of dropout trends in
colleges in the United States show that 30% of the students do not return for a second year[82] and
studies in Organisation for Economic Co-operation and Development (OECD) member-countries
from 2017 show that, on average, 23.6% and 18.5% of first-year students dropped out from their
First Degree achieving courses in Private and Public schools, respectively[58].

To succeed academically, first-year students need to adapt to the new university life and learn
how to study and efficiently manage their time and optimize their study practices.[57] Pursuing
a college degree can be challenging and overwhelming even, at times, with internal and external
pressure abound from all people close to a student. Therefore, it is paramount that there is a
clear disclosure of the objectives of a course, the expected student profile and options for the
labour market at the moment of graduation, since a poor fit between the course and the student
is one of the main reasons for student failure, especially in the first year of college[21].

In scientific studies on the matter, some measures are mentioned for strengthening the student-
university relationship. Before starting a course, the faculty must maintain good communication
channels between prospective students and academic staff, so that students can correctly manage
their expectations regarding their chosen field.[21] Thereafter, it is important that the faculty
take timely and timely steps to renew interest in the course or field; thus, the student can
maintain a good performance and achieve satisfactory academic results, both in relation to the
grade and in relation to the knowledge and training acquired.[23]

Looking to identify gaps and to provide possible improvements for first-year students, several
studies today leverage Educational Data Mining and Learning Analytics methods, whether making
and evaluating predictions at different prediction timings[89] or ranking first-year students by
risk percentage, allowing decision-makers to have a clear view of those students[55].
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3.5 Summary

Thought-provoking findings and advancements have been made in the past few years in Educa-
tional Data Mining and Learning Analytics. Still, there is a lack of large-scale, rigorous scientific
studies that show clear evidence of improvements in education outcomes and that, consequently,
positively influence student success in higher education.[80]

Still, promising smaller-scale results are beginning to appear in scientific literature and indicate
that EDM and LA are relevant themes that aggregate value to the higher education educational
process as a whole. Cerro-Martinez[73] identified significant reduction in dropout rates after the
implementation of a tool intended to promote and monitor better communication in asynchronous
learning environments.

Study by Nizan et al., 2019[70], verified the effectiveness of a predictive model for supporting
an effective teaching and learning process in a university in Malaysia. Lastly, Bao, 2021[88]
evaluated the effectiveness of a Learning Analytics Dashboard and discovered that teachers using
the dashboard used more advanced strategies to diagnose students’ learning problems while also
performing more timely interventions with those students.

While those are good results, there is still a need for greater acceptance and greater inclusion
of Learning Analytics methods by decision-makers and government educational entities so
that desirable improvements reach their intended beneficiaries, i.e. the students. Educational
institutions have a few mountains to climb in applying technology and latest EDM and LA
advancements to obtain the best possible results they can achieve.



Chapter 4

Results and discussion

This chapter presents an overview of the Case Study where we trained predictive models in data
kindly made available by the Universidade do Porto. This chapter also showcases detailed results
for the predictive task performed, and describes how each of its stages contributed to answering
the Research Questions and meeting the goals set out for this study.

4.1 Case Study

This Case study aims to determine what are the most important attributes and classes of attributes
to predict student performance using data from 8 years of enrollments at Undergraduate courses
at the Universidade do Porto and to leverage Machine Learning methods to predict student
failure with the least error possible.

Features used in this study were acquired from the university’s Student Information System and
seek to provide the most complete view of the student’s path at the institution, representing four
classes, namely sociodemographic, admission, enrollment and academic background attributes.
To identify differences between courses and provide correct predictions, we opted to split the
data into courses and build specific predictive models for each course.

Several Classification algorithms were tested and the predictive algorithm chosen for this study
was Random Forest for its flexibility, robustness, and smaller error in predictions in preliminary
tests, outperforming other algorithms such as Logistic Regression, Naive Bayes, Decision Trees
and Support Vector Machines on a representative sample of the data. This study looks to leverage
a binary Random Forest classification algorithm to generate timely and accurate predictions of
academic insuccess. The target variable for this task is binary with positive class labelled as
“fail” and negative class labelled as “pass”.

The methodology employed, as shown in Figure 4.1, resembles the stages of the CRISP-
DM framework.1 Leveraging the cyclical characteristic of that framework, along with business
knowledge and understanding of how the data is distributed, each stage of the work was applied
and re-evaluated more than one time in a iterative manner, to ensure continuous improvement

1See attachment A.3 for a more complete description of the methodology employed in this study and a
description of all stages

36
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Observations 1.35 Million
Period 2012 to 2019

Scope Years 1-3 of
Undergraduate courses

Schools 14
Programmes 56
Courses 1702

Table 4.1: Overview of data for this study

and the achievement of the best results possible with the data available. A comprehensive
description of all activities undertaken is made available in A.3, with detailed accounts of data
acquisition, data preparation and Feature Selection activities.

Figure 4.1: Overview of the methodology employed in this study

In the beginning of the study, we obtained a better understanding of the available data and
maintained close collaboration with the university to ensure better data quality, treating missing
values and performing necessary data transformations, making changes to the data acquisition
process as we went along. To ensure the study would be reproducible, data preparation activities
were stopped and the study used a snapshot of the data from May 15th, 2021. Unfortunately,
data from 2020 enrollments was not available at that time and thus, was not used in this study.

As shown in table 4.1, this study was limited to years 1 through 3 of the first cycle of higher
education, as defined earlier in 1.1. This filtering resulted in 1.35 Million observations, that
spanned 1702 courses through 56 programmes.

Several data processing activities2 were undertaken to prepare the data for training and
evaluating predictive models: (1) data anonymization, to ensure students could not be identified
through their attributes and results; (2) missing values treatment, based on the type and

2See A.3.2 for thorough description of data preparation activities
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Class/Subset Attributes
Attribute removal Average Secondary, Average 11th grade
Set as category "Not Available" Educational Level, Occupation, Country of Birth
Imputation of minimum value Highest Grade, Lowest Grade

Table 4.2: Types of treatments of missing values used

Class/Subset Features available
Grouping School, Programme, Course, Curricular Year, Type of Degree
Sociodemographic Age, gender, marital status, country of birth, student’s and parents’

occupation, student’s and parent’s level of education, whether the student
had special needs

Admission Student preference, Grade in admission process, Average in Secondary
education

Enrolment Student status, debt situation, type of enrollment
Academic History Cumulative Average, First-year average, First-semester average, number

of delayed courses, number of courses enrolled in semester, number of
credits enrolled in semester, percentage of programme completion

Feature Selection Best subset of variables obtained through Feature Selection methods

Table 4.3: Classes of attributes used in this study

completeness of variable; (3) grouping less representative factor levels, to reduce sparseness in
some categorical attributes; (4) removal of attributes with zero variance, namely Type of Student
and the identification of students with special needs that had distributions severely skewed;

Table 4.2 describes the three main types of data preparation activities performed in order to
deal with missing data.

We chose to remove numerical attributes that had at least 50% of missing values, such as the
averages in secondary education, to avoid imputing many values and causing disturbances in
the distribution of data. For other numerical attributes with missing data, like the ones that
represent the minimum and maximum grade obtained by the student in its academic path, we
imputed the minimum value locally, looking only at one particular dataset (course), so as to not
mix up information between different courses.3

For the categorical variables that had missing values, we imputed valid values as category
"Not Available", allowing for maintaining the attributes while still showing that the information
was not provided by the student, as it happens with most of these variables. While this choice of
treatment comes with the risk of altering perceptions of patterns present in the data, it was the
approach that showed the best results in preliminary tests.

Table 4.3 shows the classes attributes and some of the attributes belonging to each class. For
a more exhaustive description of each attribute, refer to the appendix and tables A.3 and A.4.

3See attachment A.3 for a more complete description of treatment applied to each attribute
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All predictive attributes were split in four classes, in similar way to studies such as Manhães,
2020[81], Moriconi, 2014[32], and Tomasevic, 2020[86]. This is done usually to compare the
predictive power and informational value of each class to determine which is the most effective in
predicting student failure, as it is also done in this research. The classes defined for this study are:
(1) Sociodemographic; (2) Admission; (3) Enrolment (or Student status); and (4) Course-related
(or Academic history).

The Sociodemographic class include a wide range of attributes, which represent students’
physical attributes, such as age and gender, geographic attributes such as country of birth,
nationality and residence, employment status of the student and their parents, educational
attainment obtained by the student and their parents, as well as attributes indicating whether
the student has applied and was awarded a scholarship grant by the university.

Admission-related attributes specify information related to the process of application and
enrolment. Available attributes indicate the position of this programme in the student’s order
of preference at the time of application, the student’s average grades in secondary education
and the grade received by the student from the evaluation committee at the moment of the
application for this programme.

Enrolment variables represent the status of the student in the current period. It is a class
that represents information more used administratively such as the status of enrolment, and
whether the student enjoys the prerogatives of a differentiated status for being employed while
completing his studies.

The most comprehensive group of attributes is that of path-related variables, usually called
Academic History in most studies[81],[32]. It contains 15 variables that represent the progress of
the student at the moment of each of their enrolments. The cumulative numerical average, the
number of credits the student has completed, the number of courses or years they are behind
schedule, and the lowest and highest grade obtained by the student are among the attributes
available in this set.

The next step in the study was splitting the main dataset into several specific datasets, one
for each Course. This activity resulted initially in 5729 datasets, lately filtered based on some
conditions related to the scope of the study. We filtered out: (1) Courses with names containing
"dissertation", "thesis", and "internship"; (2) Courses with less than 100 students throughout all
years; (3) Courses not offered in 2019, the last year of data available. This immediately reduced
the number of courses from 5729 to 1702, so that only courses really suitable for the task at
hand would be studied.

Lastly, the implementation of the Random Forest Classification algorithm for R programming
language available in package caret was trained for all 1702 Course datasets, to ensure each
course had its own self-contained predictive effort. Only information for that particular course
was used to train and to test the models, especially to avoid data leakage.

4.1.1 Feature Selection

As identifying relevant factors for student success was one of the most important undertakings of
this study, we cross-referenced different sets of predictive attributes, in order to guarantee we
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Figure 4.2: Overview of workflow for the predictive stage of the experiment

would always achieve the best predictive modelling performance given the data available. For
this reason, we performed Feature Selection, to identify a reduced subset of variables that would
be the best for predicting academic success, and then, we tested this subset against the classes of
attributes previously defined to verify which was the best set of attributes overall.

The first part of the Feature Selection stage consisted of identifying and eliminating highly
correlated variables. The Pearson coefficient of correlation was measured between each numerical
predictor, and a few pairs of variables presented extremely a high correlation coefficient with
each other, as listed on table 4.4.

variable1 variable2 cor

CREDITS_COMPLETED COURSES_COMPLETED 0.958
PROGRAMME_COMPLETION CREDITS_COMPLETED 0.920
CREDITS_COMPLETED CREDITS_APPROVED 0.906
COURSES_COMPLETED CREDITS_APPROVED 0.877
PROGRAMME_COMPLETION COURSES_COMPLETED 0.859
PROGRAMME_COMPLETION CREDITS_APPROVED 0.856

Table 4.4: Highly correlated variables

Attributes CREDITS_COMPLETED, COURSES_COMPLETED, CREDITS_APPROVED,
and PROGRAMME_COMPLETION all provide information about the student’s path in similar
terms, so after a few tries of removing some of those variables and repeating the correlation
analysis on the resultant subset, the best option was found to be the removal of the variables
representing the number of ECTS credits completed, the number of Course Units completed
and the number of ECTS credits the student has been approved on. After this process, no pair
of attributes presented a correlation coefficient of more than 0.7. Subsequently, we selected
a stratified sample of 200 courses representing all faculties, curricular years, and programmes
and ran Recursive Feature Elimination (RFE), a backward Feature Selection method with an
underlying Random Forest algorithm for each of those courses. The output of this process was
a list of features ranked by importance for each course. All scores were then aggregated and
the 20 features that showed the highest mean importance score would be selected as the top 20
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Attribute Class Mean Rank
Delayed Courses Course 2.75
Average 1st Year Course 5.63
Average Approved Courses Course 6
Programme Completion Course 6.31
Enrolled Courses Course 7.82
Average 1st year 1st semester Course 9.06
Delayed Years Course 10.21
Age Sociodemographic 11.42
Credits enrolled in semester Course 11.98
Application Ranking Admission 12.13
Number Enrollments in Course Course 12.47
Courses enrolled in semester Course 13.05
Highest grade Course 13.75
Admission Regime Admission 14.36
Debt Situation Enrollment 16.23
Application Preference Admission 17.27
Educational Level Parent 1 Sociodemographic 19.12
Occupation Parent 2 Sociodemographic 19.16
Educational Level Parent 2 Sociodemographic 19.44
Occupation Student Sociodemographic 19.67

Table 4.5: Variables chosen by Feature Selection method

variables for the purpose of this task.

Table 4.5 shows the 20 most important variables, along with the average ranking of importance.
Features representing the number of Delayed Courses, average grade on the 1st year, cumulative
average grade on all years, rate of program completion and number of courses enrolled were
found to be the most influential according to the data used.

4.2 Results

After training and evaluating predictive models, we aggregated results obtained for each of the
major Machine Learning evaluation measures and show the average results for those metrics in
table 4.7. The best performance overall was achieved by combination SAEC, i.e. when training
the models with all 35 variables available. Although it is a model with a larger set of variables
than the other combinations, it did not require much additional time to train it.

In addition to an overview of aggregated results, it is also important to investigate results of
individual models trained for some courses in particular. It is clear that there is great diversity in
performance between courses. For some courses, the models performed particularly well, as they
did, for instance, in a course named Group Theory, part of the curriculum of the First Degree in
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(a) Good predictive effectiveness (b) Bad predictive effectiveness

Figure 4.3: Confusion matrices obtained for a model with good and bad results

Result Mean Grade
True Positives 5.54
False Negatives 6.84
False Positives 12.30
True Negatives 14.23

Table 4.6: Mean grades per result obtained by the predictions

Mathematics, as seen in figure 4.3a. In this particular case, most instances of the test set were
correctly predicted resulting in a good looking Confusion Matrix, Precision at 0.942 and Recall
at 0.780.

In contrast, models were not accurate for all courses, such as the model obtained for "Practical
Studies II", part of the curriculum of the First Degree in Sports Sciences, as show in figure 4.3b.
Most negative instances of the target variable were correctly predicted, but the model did not do
a good job of predicting failure. Most of the cases predicted as failure by the model were correct,
hence the Precision at 0.678, but it only identified 40 of 171 positive instances on the test set,
resulting in a 0.234 Recall.

Looking to summarize and evaluate predictions and having evaluated all models through
Confusion Matrices and common Machine Learning evaluation metrics, we looked to compare
the result of each prediction with the actual grade obtained by the student. While the actual
grade obtained by the student was available in the data, it was removed from all other facets of
this study so we would not incur in data leakage. Table 4.6 shows mean grades for each type of
predictive result: True Positives, False Negatives, False Positives and True Negatives.

It is clear that, on average, the models do a good job of identifying mostly students with
the lowest and the highest grades, as shown by the average grades for True Positives and True
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Figure 4.4: Distribution of grades per type of result

Negatives. Somewhere in the middle lies the difficulty, i.e. the students who obtain borderline
grades around the necessary 10 for approval. Average grades of 6.84 and 12.30 for False Negatives
and False Positives respectively, show that the models have a lot of room for improvement in
quality of predictions.

Looking beyond the mean values, we built four distributions of occurrences of grades for each
type of result, shown in figure 4.4 that clearly confirms the fact that the models performed better
on students who ended up obtaining lower and higher grades. Most students who achieved grades
8 through 12 were not correctly identified, as also shown in the same figure. While those are
inherently the most difficult cases to predict, those are also key for the management of higher
education institutions, as a little aid, encouragement, or counseling could help a student obtain
an approval when they otherwise would not.

Additionally, we looked to identify if the models had better quality of predictions based on
the size of the courses, i.e. the number of students enrolled over all years of data. As shown in
figure 4.5, the distributions for each type of result of predictions for the 25% of courses with
the smallest number of students look very different than the overall results, with many more
incorrectly identified students in all grades, especially in the borderline grades, as discussed.

The results indicate some degree of disparity in quality of predictions, with some models doing
a great job at identifying students at risk of failure and others not being able to do the same.
This goes to show that this type of predictive effort should be well validated and if implemented,
great consideration should be taken for the specificity of each Scientific area, programme or
course.
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Figure 4.5: Distribution of grades for courses with the fewer students

4.3 Research Questions

4.3.1 Research Question 1: What is the best combination of classes of
attributes to predict academic insuccess?

Predictive attributes were divided in four classes: Sociodemographic, Admission, Enrollment
and Academic History and one of the goals of this study was to determine how informative each
of those classes is for predicting academic in success with available data. Classification models
were trained with various combinations of classes to determine the best one, and additionally,
whether this classes of attributes would outperform the results obtained by the top 20 variables
as determined by Feature Selection methods.

Combination Accuracy kappa f1 Recall spec Precision Time to run

C 0.834 0.291 0.453 0.528 0.864 0.393 1h44m
SC 0.833 0.341 0.491 0.524 0.876 0.467 1h57m
AC 0.831 0.312 0.469 0.526 0.871 0.433 1h48m
EC 0.839 0.326 0.481 0.536 0.867 0.442 1h37m
SAC 0.833 0.345 0.493 0.527 0.878 0.478 2h14m
SEC 0.835 0.353 0.504 0.533 0.879 0.486 2h09m
AEC 0.833 0.327 0.487 0.535 0.874 0.449 1h53m
SAEC 0.836 0.359 0.508 0.536 0.881 0.496 2h28m
FSEL 0.831 0.334 0.492 0.524 0.878 0.472 2h01m

Table 4.7: Evaluation Metrics for models on each combination

Deciding which model performed best in a data-oriented process is rarely a unanimous decision,
as there are several common trade-offs when training predictive models. Often a model that
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Group Variable
Sociodemographic age, sex, marital_status, country_nationality, country_birth, coun-

try_official_residence, country_classes_residence, foreign_student, dis-
placed_student, educational_level_student, educational_level_parent1,
educational_level_parent2, occupation_student,occupation_parent1,
occupation_parent2, special_needs_student, applied_scholarship,
has_scholarship

Admission admission_regime, application_preference, application_ranking
Enrolment dedication_regime, debt_situation, status_student, working_student
Course-Related average_1st_year_1st_semester, average_1st_year, av-

erage_approved_courses, highest_grade, lowest_grade,
number_enrollments_in_course, courses_enrolled_in_semester,
credits_enrolled_in_semester, credits_approved, delayed_courses,
delayed_years, enrolled_courses, courses_completed, credits_completed,
programme_completion

Table 4.8: Best subset of variables

predicts positive cases well will not do as well with negative cases and therefore a model that has
good results in Specificity, a metric that is used to evaluate how well the model predicts instances
of the negative class, may not show the same predictive power when it comes to Precision or
Recall, measures that give more weight to the performance in relation to the positive cases.

The combination of attributes related to the student’s academic history, identified with the
abbreviation C, provided the best performance in an individual evaluation of the classes of
variables, showing a better performance than each of the other classes alone. Using this class as
basis, the combinations of 2, 3 and 4 classes were evaluated, for a total of 8 combinations.

As shown in table 4.7, the combination of classes of variables that resulted in the best
performance was SAEC4, with all its 35 attributes shown in table 4.8. Objectively, while the
difference in the average of each metric between different combinations is not particularly large,
SAEC models still outperformed all others, obtaining better results in Kappa, Precision, Recall,
and Specificity with margins of 3 to 5 percent on each evaluation metric.

4.3.2 Research Question 2: How accurately can we identify what students
are going to fail at a course at the beginning of the semester?

From the entire set of variables made available for this study, all attributes with the exception
of two are available at the start of the school period, and those attributes are: the number of
the courses the student is enrolled in the current semester and the number of times the student
already enrolled in that particular course. That allows for prematurely identify students at risk
of failure, since the university has most of the data early in the semester.

4Sociodemographic, Admission, Enrolment and Course-related attributes
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Figure 4.6: Histogram of F1-measure throughout all courses

As seen in table 4.9, a median Recall value of 0.545 indicates that for 50% of the courses, we
can correctly identify 5 students out of each 10 that will fail in their courses. In addition to that,
a closer look at the distribution of each evaluation measure and to see how the models performed
better for some courses than for others.

Table 4.9 and figure 4.6 show those distributions and some elements stand out. (1) For 20%
of the courses, the Kappa coefficient obtained by the best model was negative, meaning poor
performance in relation to the expectation. (2) With such imbalanced underlying distributions,
Specificity is high with 75% of the courses achieving at least 0.821. (3) 50% of the courses
obtained Precision above 0.444 and Recall above 0.545. (4) The distribution of F1 measures
throughout all courses, as seen in figure 4.6 approximately follows a Normal distribution, and
shows a healthy number of courses as having F1-measures of 0.6 and up.

For additional context, this time in relation to the class imbalance of the target variable, it
can be seen in table 4.10 that the results change according to different distribution of the classes
of the target variable. Courses with more uniform distributions of the target variable usually had
better balance in the predictions. On the other hand, it proved more difficult to obtain balanced
positive and negative predictions in courses with extremely unbalanced approval rates.

Metric Min. 1st Qu. Median Mean 3rd Qu. Max.

Kappa -0.286 0.130 0.322 0.305 0.461 1
Precision 0.000 0.250 0.444 0.429 0.625 1
Recall 0.000 0.400 0.545 0.530 0.680 1
F1 0.067 0.400 0.517 0.511 0.621 1
Specificity 0.000 0.821 0.900 0.869 0.952 1

Table 4.9: Distribution of evaluation measures for the best model on all courses

According to table 4.10 above, the courses that achieved the best results in Accuracy and
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Figure 4.7: Boxplot of F1-measure throughout all courses per Curricular Year

Specificity were the ones that had almost exclusively cases of the negative class - represented
by the last group. On the other hand, the ones that had the best Recall, Precision and F1,
were the ones with mostly positive cases. The Kappa coefficient, as a more balanced measure
of effectiveness between both classes, had the best results in the middle, where there are more
balance in the distribution of the target variable.

Approval Rate No. of Courses Accuracy Kappa Recall Specificity Precision F1

0.0 - 0.5 84 0.632 0.262 0.594 0.694 0.745 0.641
0.5 - 0.7 407 0.717 0.345 0.575 0.788 0.575 0.548
0.7 - 0.8 386 0.803 0.361 0.546 0.861 0.474 0.504
0.8 - 0.9 489 0.872 0.305 0.500 0.908 0.348 0.463
0.9 - 1 381 0.943 0.204 0.451 0.956 0.216 0.472

Table 4.10: Comparison of measures obtained by best model for all approval rate groups

4.3.3 Research Question 3: Are there any differences in the quality of
predictions based on the curricular year?

Another meaningful dimension with which we can analyze the results of the predictive models is
that of the Curricular Year, since a 1st-year student will behave differently than a student from
the 2nd or 3rd year, and thus, require different measures to improve their decision ability in terms
of their educational future. The measure of choice for this review was the F1-measure, since
it is the harmonic mean of Precision and the Recall in one metric, two of the most important
individual Machine Learning metrics as defined in this study.

Figure 4.7 shows mainly two things. Primarily, F1 results for 1st-year and 2nd-year courses
were almost identical, on average, with a difference of only 0.003. Furthermore, there seems to
be a clear difference between the performance obtained in the first two years in comparison with
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the 3rd year, perhaps indicating there is more uncertainty that could not be captured by the
features available for this study.

To investigate the possibility of difference between F1 measures obtained for courses of each
curricular year, we conducted two runs of the Wilcoxon rank sum test5 between (1) the first and
the second curricular years, where the 0.003 difference is very subtle, and; (2) between the 1st
and the 3rd curricular years, where there is a larger difference of 0.3. For the first test, a W
statistic of 120328 and a p-value of 0.843, well above the 0.05 significance level, mean we cannot
reject the null hypothesis that there is not a difference in medians between year 1 and year 2.

In the second case, with a W statistic of 103743 and a p-value of less than 0.01, we can
confidently reject the null hypothesis in favor of the alternative hypothesis, which is, there is
really a difference in median F1 values obtained for 2nd-year and 3-year courses.

Two possible reasons for the better results obtained predicting outcomes for courses from the
first and second years were: (1) a higher average number of observations available for 1st-year and
2nd-year courses with 680 and 546 observations respectively, while the third year had only 462
on average, a drop of 30% from the first year; (2) approval rate is lower for first and second-year
courses at 69.6% and 76.2% when comparing with the 83.9% of the third year, meaning that, on
average, the distribution of the target variable is more balanced in the first two years.

While those are not decisive characteristics by themselves, a larger number of training
observations and better balanced distributions of the target variable are aspects that usually
help obtain good results when training predictive models.

4.3.4 Research Question 4: Are there any differences in the quality of
predictions based on scientific area, programme or school?

When aggregating results obtained by the best combination of variables for each of the available
dimensions, it is clear that there is a great heterogeneity between levels such as scientific area,
programme, school, and curricular year. Thorough follow-up analysis of each of these groups is
imperative for making any decisions based on the generated predictions.

Scientific Area Mean F1 Courses Rank Approval % Students

Applied Mechanics 0.677 6 1 56.3 1536
Engineering Sciences 0.673 6 2 64.5 514
Specialty Sciences 0.625 9 3 82.8 846
... ... ... ...
Landscape Architecture 0.364 15 73 79.7 175
Fine Arts - Sculpture 0.333 6 74 85.4 195
Biomedical Engineering 0.286 9 75 90.8 230

Table 4.11: Scientific Areas with best and worst F1 measures

5Non-parametric test to determine difference in median between two independent samples



4.3. Research Questions 49

Using the F1 metric once more, the results obtained by the best combination of variables
were aggregated by scientific area, and table 4.11 presents the highest and lowest values for
this measure6. This indicates in which areas the predictive models achieved the best and worst
aggregate quality of predictions in terms of F1.

Table 4.12 shows the results aggregated per School. Considerable variance is apparent when
comparing different faculties: Faculdade de Direito da Universidade do Porto (FDUP) was the
school with the best average F1 score at 0.559 and Faculdade de Farmácia da Universidade do
Porto (FFUP) had the worst score, at 0.446.

School Mean F1 Courses Rank Approval % Students

FDUP 0.559 52 1 75.8 809
FEP 0.527 80 2 76.1 1590
FCUP 0.527 338 3 77.4 341
... ... ... ...
FAUP 0.453 27 12 84.5 871
FMDUP 0.449 48 13 83.1 645
FFUP 0.446 34 14 80.8 1573

Table 4.12: Schools with best and worst F1 measures

Table 4.13 shows average F1 values aggregated per each of the 56 programmes evaluated.
The programme with the best results in terms of F1 was the First Degree in Geology, part of
Faculdade de Ciências da Universidade do Porto (FCUP) with 0.631 F1 on average, and the
worst was the Master’s Degree in Medicine offered by Instituto de Ciências Biomédicas Abel
Salazar (ICBAS), at 0.373 average F1.

Programme F1 Courses Rank Approval % Students

First Degree in Geology 0.631 26 1 69.5 247
First Degree in Engineering Sciences 0.613 35 2 64.2 315
First Degree in Mathematics 0.596 27 3 58.8 173
... ... ... ... ...
Bachelor in History of Art 0.441 12 54 77.8 247
First Degree Landscape Architecture 0.424 26 55 89.3 789
Master’s in Medicine 0.373 27 56 73.8 189

Table 4.13: Programmes with best and worst F1 measures

Three instance of the Kruskal-Wallis test7 were performed to identify if the differences in
F1 values for each group are indeed statistically relevant. Table 4.14 shows results of the three

6Only Scientific areas with more than 5 courses were considered for this analysis to ensure proper
representativeness

7Non-parametric test used to determine if the difference in medians between three or more groups of the same
attribute are statistically significant



4.3. Research Questions 50

Group
Chi-squared

Statistic
Degrees of
freedom

p-value

Scientific Area 263.7 153 <0.01
Programme 132.4 50 <0.01
School 47.1 13 <0.01

Table 4.14: Result of Kruskal-Wallis tests between groups

Kruskal-Wallis tests performed for each attribute and p-values smaller than 0.01 for every test
indicate with statistical confidence that there are significant differences in quality of predictions
between Scientific Areas, Programmes and Schools.

4.3.5 Research Question 5: What are the most important individual at-
tributes for predicting cases of academic insuccess in higher education
institutions?

To answer this Research Question, results obtained by training the models using combination of
variables named SAEC, the one that contains all predictor variables, since it was the combination
that generated the most effective predictions. Then, Feature Importance scores obtained by each
Random Forest model were aggregated for all courses, to obtain the average importance of all
variables, shown in table 4.15 below. Values are normalized and scaled on a range from 0 to 100
for convenience and better presentation.

The number of courses that the student is delayed on, the percentage of programme completion,
the student’s cumulative average, the average grade obtained by the student in the 1st year
and the number of courses to which the student is enrolled in at the present school term were
considered the 5 most important attributes when averaging local importance scores for all courses.
This outcome reaffirms results found on the Feature Selection task, where several of the same
attributes had also been considered relevant, especially attributes related to the academic history
of the student.
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Rank Variable Mean Importance

1 DELAYED_COURSES 82.21
2 PROGRAMME_COMPLETION 57.71
3 ENROLLED_COURSES 43.30
4 DELAYED_YEARS 36.35
5 CREDITS_ENROLLED_IN_SEMESTER 35.92
6 HIGHEST_GRADE 33.27
7 COURSES_ENROLLED_IN_SEMESTER 30.66
8 NUMBER_ENROLLMENTS_IN_COURSE 27.39
9 APPLICATION_PREFERENCE 24.49

10 SEX 24.36
11 LOWEST_GRADE 23.22
12 HAS_SCHOLARSHIP 21.98
13 OCCUPATION_STUDENT 21.40
14 COUNTRY_BIRTH 20.57
15 APPLIED_SCHOLARSHIP 20.50

Table 4.15: Mean aggregated variable importance - top variables

Looking to identify if the same attributes remained important throughout courses from all
curricular years, follow-up analysis shows that the five most important variables for all courses
are also highly influential on a year-by-year basis.

As it can be seen in the table 4.16, the variable Delayed Courses was the most important on
courses from all curricular years. Some features are also important for courses of all years such as
the percentage of programme completion, and the number of courses the student has enrolled in
the current semesters. Other variables seem to have more predictive power for first-year courses,
especially sociodemographic variables such as Age and Gender, which are the second and seventh
most important in the first year, but considered less important in the following years.
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Feature Year1 Rank Year2 Rank Year3 Rank Mean

DELAYED_COURSES 77.98 1 85.38 1 83.11 1 82.16
PROGRAMME_COMPLETION40.02 5 63.86 2 69.60 2 57.83
AGE 60.83 3 35.91 4 34.90 5 43.88
ENROLLED_COURSES 44.95 4 44.02 3 40.72 3 43.23
APPLICATION_RANKING 62.60 2 27.89 8 25.74 8 38.74
CREDITS_ENROLLED 37.09 6 34.87 5 35.85 4 35.94
HIGHEST_GRADE 32.73 9 32.65 6 34.53 6 33.30
COURSES_ENROLLED 32.46 10 29.06 7 30.55 7 30.69
NUMBER_OF_ENROLLMENTS29.17 13 27.21 9 25.70 9 27.36
APPLICATION_PREFERENCE34.10 8 18.50 13 21.02 11 24.54
SEX 34.34 7 20.52 11 18.06 20 24.31
LOWEST_GRADE 25.72 18 20.83 10 23.26 10 23.27
SCHOLARSHIP 31.13 11 16.80 18 18.10 19 22.01
STUDENT_OCCUPATION 25.35 21 20.32 12 18.41 14 21.36
COUNTRY_BIRTH 28.32 14 15.81 22 17.69 24 20.61

Table 4.16: Aggregated feature importance per year
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Conclusion

In this work, it was investigated how data stored in academic record systems can be transformed
into potentially useful information to support decision-making in order to reduce school failure
in higher education, using data mining techniques. The main objectives included identifying:
(1) students at risk of insuccess failing in the curricular units to which they are enrolled; and
(2) the most influential attributes for correct and timely identification of these students.

Unlike most recent works on student performance prediction, for this study, predictive models
were trained for the entire curriculum structure of the Universidade do Porto. Training course-
specific models allowed for an individual analysis of factors related to academic failure in each
Course, which can also be used by education managers to monitor performance and the occurrence
of failure within various dimensions: course, programme, scientific area and faculty, among others.

Preparing, training and evaluating this amount of data and this number of predictive models
was certainly a daunting task, but we can draw interesting conclusions from the results, that
certainly provide food for thought for next endeavours, be it at this institution or others that
seek to implement an institution-wide predictive effort.

Regarding the five Research Questions proposed in this study, we were able to find the best
possible answers according to the data available and methods used. In Research Question 14.3.1,
we identified that among all combinations of classes of variables, the best individual for predicting
student performance was the one with variables with the student’s academic history. In addition
to that, the combination identified as SAEC containing all 35 predictor variables was the one
that generated the best quality of predictions, although the difference between combinations was
never decisive.

Predictions of student performance can be made early, at the start of the semester. In
Research Question 24.3.2, we can correctly identify 5 students out of each 10 that will fail in
their courses for 50% of the courses and this makes it possible to set up alerts and interventions
to support these students. Although 5 out of 10 students identified as failing would not need
this support for obtaining approval, the additional support provided by the education institution
could consolidate learning and over time, shorten the student’s path to obtaining their academic
degree, and improve motivation and knowledge retention.

53
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Greatest predictive ability was achieved for courses (1) of the 1st and 2nd curricular years;
(2) with more students over the years; (3) with more balance in the target variable. Those
three findings are supported by data, as seen in Research Question 34.3.3, and while their
mere discovery has informational value on its own, this could certainly act as guidelines for
implementation of such models in this or another higher education institution.

In Research Question 3 it was identified that courses from the first and second curricular
years achieved better quality of predictions than the 3rd-year courses. Subsequently, in Research
Question 44.3.4, statistical tests showed that there is definitively difference in quality of predictions
between Scientific Areas, Faculties and Programmes.

As shown in Research Question 54.3.5, predictive variables such as the number of delayed
courses, the percentage of progress within the course and the number of Course Units enrolled
in the semester are constantly important, regardless of the area, course or curricular year. In
addition to a strong predictive power, such variables are easily trackable by education managers,
thus allowing a subsequent implementation of the information generated by the predictive models
for the monitoring of at-risk students and the development of motivational or pedagogical
measures.

Although it is out of the scope of this work to evaluate subjective dimensions and teaching
and learning processes that lead to failure in higher education, we hope that the numbers and
results presented provide positive momentum and that can foster pedagogical and educational
changes in higher education institutions to better accommodate and meet the needs of students
in difficulty. Moreover, it is our hope that the results of this study and many other studies
of academic performance are not confined to a single institution, so it is difficult to prove the
applicability of a study with such implicitly divergent databases and attributes.

5.1 Study limitations

One of the strengths of the study, but one that also proved to be one of the biggest difficulties
in its development, was the amount of data. In technical terms, the large number of datasets
and observations in general made the execution of the data preparation and model building
algorithms somewhat time-consuming, making iterations and iterations of the algorithms take a
few hours to execute. However, this is something reasonably expected when it comes to such a
comprehensive study of the entire training offer of a large higher-level educational institution.

Also regarding the data, although we had the collaboration of knowledgeable professionals
from the University of Porto for verifying the availability and quality of data available, something
was left to be desired in terms of data completeness with a few variables having to be removed
because of the high percentage of missing values. We were able to observe that the data quality
improved significantly after the year 2014, and after investigations carried out with university
personnel, we found that improvements were implemented at that time in the institution’s student
management software.

Even so, some variables that could be influential and beneficial in predicting academic
performance, such as the average grade of students in secondary education, had to be removed
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because of its number of missing values. Others, such as the variables that represented the
occupation and educational level of the students’ parents, had a fair amount of missing values,
and some data imputation had to be carried out to leverage some kind of information out of
these variables in the model building stage.

Conclusively, we believe that the results achieved were quite satisfactory by and large, and
the limitations found were not detrimental to achieving the desired goals. As for the possible
lack of depth in the study, more specific information can certainly be extracted as-is from the
models built, without the need for much adaptation or additional work.

5.2 Future work

The study of attributes that lead to academic insuccess traditionally requires extensive and
complex work due to its multidimensionality and the number of factors that are usually out
of the control of the researchers. Although it was possible to draw interesting and hopefully
actionable conclusions, the Universidade do Porto and many other Portuguese and European
universities would benefit from follow-up studies in this field, especially with the complexity of
these issues.

With the data made available by the University for this study, it was only possible to explore
relationships and dive into the issue of academic insuccess. As explored by Kaplan, 1997[4]
among other authors, continued academic insuccess and the occurrence of negative academic
experiences can lead to insatisfaction, lack of motivation and feelings of inadequacy, which can
explain student dropout to a large extent. There is a lack of studies in the literature considering
both subjects, insuccess and dropout, so a follow-up study looking to link both events would
certainly be very beneficial for the educational community.

As noted by Huang and Fang[27], learning is an extremely complex process involving many
psychological factors such as learning styles, self-efficacy, achievement goals, motivation, interest,
and teaching and learning environment. Fundamentally, obtaining and combining data from
several sources regarding many aspects of the student life and journey would also make for a
great addition for follow-up studies, as many done recently. Data on student participation in
online activities and assessments in a Learning Management System (LMS) system[91][48][79],
self-reports of interest, motivation and level of preparedness[64][87][42], and more data on financial
background and current economic situation[42][54] are examples of supplementary data that
would add much information - and possibly predictive ability - to the findings already made in
this study.

Interpretability and transparency in Machine Learning are also critical aspects of building
predictive models. There is a growing desire in the intelligence and decision-making sectors of
many fields today[33][83] to have clear and easy-to-interpret insights so that all stakeholders can
use this information, even those without deep technology knowledge. The continuation of studies
in the scope of interpretability would certainly be of great value to the Universidade do Porto
and the academic community as a whole.
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Lastly, follow-up studies on the performance of the predictive models when applied in a real-
world setting would also desirable. Ever-changing patterns and relationships and new dynamics
in the educational environment due to the Covid pandemic should merit continuing studies and
model evaluation in the following years.
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Appendix A

Attachments

This section contains additional information for the Scientific Literature review - A.1, description
of the main Case Study - A.3.

A.1 Scientific Literature review

The following table displays studies deemed relevant in the scientific literature in relation to the
subject of student performance prediction. We focused on more recent work, as the methods
have advanced at great pace in recent years. There is a wide variety of countries where the works
were applied. Some of the most influential countries in all areas, but also in terms of studies in
student performance, as analysed by this study, were the United States and China.
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Year Author Country Name of the paper
2010 Macfadyen and Dawson Canada Mining LMS data to develop an “early warning

system” for educators
2012 Huang, Fang USA Predicting student academic performance in an

engineering dynamics course
2014 Baccaro Brazil Relação entre Desempenho no Vestibular e

Rendimento Acadêmico
2014 Sharabiani USA Bayesian Network Model for Prediction of Stu-

dents’ Performance in Engineering
2015 Stretcht and Cruz Portugal A Comparative Study of Classification and

Regression Algorithms for Modelling Students’
Academic Performance

2015 Mitra and Goldstein USA Designing early detection and intervention tech-
niques - improving student performance

2016 Marbouti et al. USA Models for early prediction of at-risk students in
a course using standards-based grading

2016 Qiu et al. China Modeling and Predicting Learning Behavior in
MOOCs

2016 Gasevic UK Learning Analytics should not promote one size
fits all: The effects of instructional conditions in
predicting academic success

2017 Al-Shabandar et al. USA Machine Learning Approaches to Predict Learn-
ing Outcomes in MOOC

2018 Okubo Japan On the Prediction of Students’ Quiz Score by
Recurrent Neural Network

2018 Miguéis Portugal Early segmentation of students acc. to academic
performance: A predictive modelling approach

2019 Martins et al. Portugal Data Mining Approach for Predicting Academic
Success

2019 Lau China Modeling, prediction and classification of student
performance using neural networks

2019 Hooshyar Estonia Mining educational data to predict students’
performance through procrastination behavior

2020 Wang et al. China Student Performance Prediction with Short-
Term Sequential Campus Behaviors

2020 Guerro-Higueras et al. Spain Academic Success Assessment through Version
Control Systems

2020 Wang China Student performance prediction with short-term
sequential campus behaviors

2021 Jovanović Serbia Students matter most: effects of internal and
instructional conditions in predicting success

Table A.1: Latest influential works on Student performance prediction
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Table 3.1 shows in summary the classes of variables most used to predict student performance,
according to study carried out on recent influential works in the field. Sociodemographic,
Academic History and Participation in educational artefacts are the three most used classes of
variables. Additionally, such students feed on average 24 variables to their predictive models.

A.2 Review of studies on student performance prediction

This section looks to summarize influential studies found in the literature on Student Performance
prediction.

The objective of the study performed by Martins et al, 2019[69], was to train a Random
Forest-based Regression algorithm to determine at an early stage the global academic performance
of students of a Portuguese polytechnic higher education institution. The dataset contained
socio-demographic, curricular and access-related attributes, which were split into groups. Most
valuable groups of variables were determined and this allowed to decrease the dimensionality
early, lowering the complexity of the prediction task.

Hooshyar et al, 2019[79], used student participation data collected from Moodle to predict the
performance of students with learning difficulties through procrastination behaviour. First, they
developed a feature vector based on engagement logs and, after having setting definitions for
what is considered procrastination behaviour, students were clustered in 3 groups. Classification
algorithms were applied to the student data and results shown that it was possible to predict
students’ performance through their procrastination behaviour with an accuracy of 96%.

Tomasevic et al, 2020[86], used a dataset of approximately 30.000 students acquired from
an open university to compare the performance of several machine learning algorithms on
predicting student performance. Three different approaches were used: (1) Similarity-based
algorithms: such as K-Nearest Neighbors - KNN - and distance-weighted KNN. (2) Machine
learning modelling: Support Vector Machines, Neural Networks, Decision Trees, among others.
(3) Probabilistic: Naive Bayes and Bayesian Linear Regression. Data used in this study
included student performance, student engagement and student demographic attributes. Several
combinations of variables were tested to determine which algorithm and combination of variables
generated the predictions with least error. Of all the algorithms used, Neural Networks and SVM
performed better with all variables although not the best on computing times.

In a smaller extent, many authors focus on studying the successful completion of individual
learning tasks, based, for instance, on participation data[39] or social network interaction[20].

Okubo et al., 2018[64] used a very broad set of attributes, obtaining data from 3 different
systems regarding student participation, entries in a portfolio system and quiz results to predict
grades for 15 short-term courses with high performance and low error using Neural Networks.

In their turn, Wang et al.’s 2020 work[87], used highly unique attributes in his study of
predicting the performance of students from a technical course at a Chinese college. This author
encoded student behaviours related to library book lending, cafeteria spending, and library entry
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frequency, among others, and developed a semi-automatic implementation of a Sequence-based
Classifier model.

Martins, 2018[63], designed line plots, scatterplots and matrices visualizations that allow the
evaluation of aspects related to student approval and achievement statistics from courses offered
on this institution, also building a framework for using these charts in other case studies.

Work by Deng et al, 2019[66] presented a visual analytics tool for analysing student admission
and course performance data and investigating homework and exam question design named
PerformanceVis.

With an investigation more focused on user satisfaction and perception, Kim et al. 2016[50]
found a slight but statistically significant correlation between satisfaction with using a Learning
Analytics dashboard and student achievement.

Tomasevic’s 2020 study[86], for example, divided the variables into three groups, namely
Demographics (D), Engagement (E) and Performance (P). Although a more limited approach
from the point of view of the range of variables, with only 17 attributes split into three groups,
the experiments performed were quite comprehensive, since each ML algorithm was trained with
each of the variable combinations.

The combination D+E+P, that is, when all variables were used, had the best performance in
almost all algorithms, with the exception of the overall winner, a Neural Networks Algorithm
with the Engagement and Performance variables, which obtained the best performance across all
tested setups. From this result it is possible to abstract that not always adding more variables
to a model will result in better results for a job.

Study by Martins et al (2019)[69], arranged predictors in five groups: Curricular, Matriculation,
Demographic, Socioeconomic and Access-related and trained Machine Learning models in
combinations of those groups. Vandamme, 2007[10] also split all attributes in three groups,
sociodemographic, student engagement and student perceptions, i.e. their views on their academic
context, professors, courses, etc.

One of the most complete recent studies in terms of broadness of scope of variables is Mitra
and Goldstein, 2015[42], that used attributes from five classes, as the own authors categorized:
Demographic factors, Academic History, Work-related factors, Course-related factors, Academic
self-concept factors. While the study only covered one course, it combined several features not
often utilized together making for a very comprehensive and thorough investigation.

A.2.1 Attributes

Hasan, 2020[78] used student academic information, along with interaction data to predict end
semester examination grades in online courses. While in a different context and limited scope,
some of the features available were course marks, progress in the course and plagiarism count,
i.e. if the student had been accused of any plagiarism.

Iatrellis et al., 2021[90], determined several variables related to the academic history were
indeed relevant, with information on: student rank in their class, specialization field, first
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year performance, and whether the student participated of a mobility program, obtained any
internships or awards.

Manhães and Cruz, 2019[81] used several variables representing past performance of the
students to predict dropout in a Brazilian university: the number of Course units enrolled,
completed and failed, and the student’s performance coefficients updated every school period.

A study by Moriconi and Nascimento, 2014[32] with students graduating from Engineering
courses found a high association of socio-economic background measures with student performance,
where courses with more economically disadvantaged students achieved performance in terms of
grades. Likewise, a study by Baccaro and Shinyashiki, 2014, with 4000 students from various
courses at a Brazilian university, found a statistically significant relationship between student
performance and demographic attributes such as age, gender, economic status and type of
establishment attended in high school.[29]

Macfayden and Dawson, 2010[15], extracted and used as predictors several variables from a
Learning Management System (LMS) and studied student grades with Regression algorithms.
Some of the variables deemed most important for predicting performance were (1) Total number
of discussion messages posted in the discussion forum; (2) Total number of mail messages sent;
(3) total number of assessments completed.

Study by Jovanovic, 2021[91], used high and low-level attributes - less and more granular,
respectively - to predict the grades obtained in online courses. It was determined that engagement-
based predictors had more explanatory power than demographic or other groups of attributes.
The overall time spent online, regularity in the daily counts of discussion forum postings and
participation in weekly activities were the most determinant attributes for this particular set of
data.

Lau, 2019[67] predicted grades obtained from students in a Chinese undergraduate course
using grades obtained in 5 different parts of admission exams: Chinese, Maths, English, Science
and Proficiency along with a few demographic variables. The study showed that some parts of
the admission exams had better correlations to the student’s cumulative average in college, with
the English exam being the most strongly correlated.

A.3 Case Study

A.3.1 Data Overview

The dataset used in the study was extracted from Universidade do Porto’s main Student
Information System, Sigarra. It contains comprehensive information on the student life cycle in
the university. It uses an Oracle relational database with a more classical and well defined data
model but its size and lack of optimization were two issues faced while querying and extracting its
data. Although there is a Data Warehouse under development to be finished in this current year,
the university still did not have an established process for extracting data from this database nor
did it have the extensive documentation one may think should be available for this kind of data.
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One of the challenges when extracting and preparing this dataset was understanding the
attributes and their definitions. Concepts such as the one of Occurrence, the admission regimes
and student statuses, for instance, may look straightforward at first glance, but a quick dive into
the data shows those are not always simple as they look. Even with a steep learning curve, thanks
to extensive documentation, clarifications from helpful colleagues and an introductory course on
these definitions provided by the university, understanding of the definitions and distributions
became easier with familiarization with the data.

Figure A.1: Data Extraction and Data quality verification process

Data extracted from academic management systems were made available iteratively in Comma-
separated values (CSV) files that were imported and processed using R programming language.
To ensure better data quality, the university carried out a monthly review of files, delivering
updated CSV files, result of improvements in data extraction queries. At the same time, the
development of an updated Extraction, Transformation and Loading (ETL) system was started
in Python language, but its conclusion was not possible until the end of this work.

The dataset consisted of 1.35 Million observations and 54 attributes with data available from 8
academic years, 2012 through 2019. The smallest granularity of the data is that of one enrolment,
that is, each observation represents the enrolment of a student in a Course in a given academic
period. Only data from Undergraduate courses was available and table A.2 shows the distribution
of enrolments per curricular year and type of programme.

Curricular Year Integrated Master First Degree Total

1 243328 271405 514733
2 244724 221063 465787
3 204624 173170 377794
Total 692676 665638 1358314

Table A.2: Number of students per Curricular Year and Type of Programme enrolled

A.3.1.1 Attributes

Regarding the analysis of attributes, the main target of this study, they comprise information of
varied types, ranging from distinct and continuous numerical attributes to categorical attributes
with diverse levels of cardinality.
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Feature %Missing Most common value Mean

AGE 0.00 19 20.48
APPLICATION_RANKING 18.09 170 164.50
AVERAGE_11_GRADE 94.16 17 17.05
AVERAGE_12_GRADE 38.52 17 151.54
AVERAGE_SECONDARY 94.18 17 21.69
AVERAGE_1ST_YEAR_1ST_SEMESTER 0.00 13 12.65
AVERAGE_1ST_YEAR 0.00 12 13.00
AVERAGE_APPROVED_COURSES 0.00 0 8.71
HIGHEST_GRADE 32.21 17 16.36
LOWEST_GRADE 32.21 10 10.65
NUMBER_ENROLLMENTS_IN_COURSE 0.00 1 1.30
COURSES_ENROLLED_IN_SEMESTER 0.00 5 6.17
CREDITS_ENROLLED_IN_SEMESTER 0.00 30 31.24
CREDITS_APPROVED 0.11 0 54.70
DELAYED_COURSES 0.00 0 1.98
DELAYED_YEARS 0.15 0 0.32
ENROLLED_COURSES 0.00 0 16.32
COURSES_COMPLETED 0.00 0 11.21
CREDITS_COMPLETED 0.11 0 61.82
PROGRAMME_COMPLETION 0.11 0 0.26

Table A.3: Numerical predictor variables

A complete and detailed univariate analysis of each attribute available in the dataset was then
performed. As for numerical variables, density plots, scatter plots and histograms were studied
mainly in search for patterns and outliers. In categorical variables, frequency tables were created
to identify variables with prevalent levels or variables in which the change from one category to
another meant a large change in the probability of obtaining a positive or negative result for the
target variable.

Tables A.4 and A.3 contains information on all attributes, categorical and numerical.

A.3.1.2 Target variable

The target variable for this task is APPROVAL_STATUS, a binary categorical variable, where
"pass" indicates that the student passed this course and "fail" indicates failure to achieve the
minimum goals for approval. Overall approval rate considering all Courses was 71.59%, determined
by the number of observations with approval status equal to “pass” in relation to the number of
observations in the dataset. Conversely, 28.41% of the ratings indicated disapproval.

By grouping approval rates by Course, it can be seen in figure A.2 that the average approval
rate among all Courses is approximately 81% and that most courses have an approval rate of
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Feature %Missing Most frequent value

SEX 0.00 F
MARITAL_STATUS 0.02 SINGLE
COUNTRY_NATIONALITY 0.00 PT
COUNTRY_BIRTH 21.85 PT
COUNTRY_OFICIAL_RESIDENCE 0.42 PT
COUNTRY_CLASSES_RESIDENCE 2.77 PT
FOREIGN_STUDENT 0.00 N
DISPLACED_STUDENT 0.00 N
EDUCATIONAL_LEVEL_STUDENT 78.82 Secondary - Year 12
EDUCATIONAL_LEVEL_PARENT1 21.36 Secondary - Year 12
EDUCATIONAL_LEVEL_PARENT2 21.66 Bachelor’s
OCCUPATION_STUDENT 21.84 Student
OCCUPATION_PARENT1 21.92 Employee
OCCUPATION_PARENT2 21.87 Employee
SPECIAL_NEEDS_STUDENT 0.00 N
APPLIED_SCHOLARSHIP 0.00 N
HAS_SCHOLARSHIP 0.00 N
ADMISSION_REGIME 8.82 Regular admission
APPLICATION_PREFERENCE 19.92 1
DEDICATION_REGIME 0.00 Full-time
DEBT_SITUATION 0.00 N
STATUS_STUDENT 1.99 Ordinary

Table A.4: Categorical predictor variables

around 90%, making for consistently unbalanced classes for a Classification task. Additionally,
150 courses have a 100% approval rate, and in 12 courses, less than 1% of the students were
approved.

A.3.2 Data preparation

To carry out the descriptive analysis and understanding of the data, it was decided to keep the
dataset in its original state to present any kind of insights in their pure form, without tampering.
However, we identified the need to perform several data processing operations that would be
necessary for the continuation of the work.

A.3.2.1 Missing values

A wide-ranging analysis of missing values was performed during most of the work, with the
objective of obtaining a dataset as complete as possible to generate insights and predictions at
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Figure A.2: Distribution of approval rates among all courses

the end of the project. From the findings made in this activity, some adjustments were made
directly to the data extraction queries by the competent team of the Universidade do Porto.

Even with the time devoted to this task, data quality was still somewhat problematic, especially
with regard to variables that depended on user input. Many of the sociodemographic features
available are informed by the students themselves through forms filled in person or online. Few
attributes are for student enrolment, and many of these are unavailable or with their quality
compromised throughout the entire student period. This can be verified in variables that represent
the educational level of the student or those of their parents, for instance, where at least 20% of
values are missing. Equivalent behaviour is observed in several other variables, as can be seen in
table A.5.

Table A.5 shows all variables with missing values and the percentage in relation to the total
number of observations in the enrolment dataset. The first two variables, which represent the
grades of students in the 11th grade and the mean grade for the entire secondary education, were
the ones with the highest percentage of missing values. With access to the calculations made in
the extraction queries, we observed the latter is calculated as a mean of the average of grades in
the 11th and 12th grades, so the high number of missing values in one unquestionably explains
the high number of the other. With more than 94% of missing values, the only plausible solution
was to remove both variables from the dataset.

The other numerical variable that provides information on performance in secondary education,
AVERAGE_12_GRADE, was also excluded. Although it has a smaller percentage of missing
values, it has a bimodal distribution, with approximately half of its values below 20 and the other
half between 150 and 200. This can be either a result of miscalculation or an indication of two
conflicting measure systems being used at the same time in the country for students coming out
of High School. Either way, the safe choice was removing the variable to avoid misrepresentation
of patterns.

There is also a high number of missing values in variables APPLICATION_PREFERENCE,
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Attribute % missing Transformation
AVERAGE_SECONDARY 94,19% Removal, too many missing
AVERAGE_11_GRADE 94,18% Removal, too many missing
EDUCATIONAL_LEVEL_STUDENT 78,77% Set as "Not Available"
AVERAGE_12_GRADE 38,68% Removal, odd distribution
HIGHEST_GRADE 32,22% Local conservative imputation
LOWEST_GRADE 32,22% Local conservative imputation
OCCUPATION_PARENT1 21,84% Set as "Not Available"
COUNTRY_BIRTH 21,79% Set as "Not Available"
OCCUPATION_PARENT2 21,76% Set as "Not Available"
OCCUPATION_STUDENT 21,74% Set as "Not Available"
EDUCATIONAL_LEVEL_PARENT2 21,57% Set as "Not Available"
EDUCATIONAL_LEVEL_PARENT1 21,31% Set as "Not Available"
APPLICATION_PREFERENCE 19,88% Set as "Not Available"
APPLICATION_RANKING 18,03% Local conservative imputation
ADMISSION_REGIME 8,77% Set as "Not Available"
COUNTRY_CLASSES_RESIDENCE 2,79% Set as "Not Available"
STATUS_STUDENT 1,97% Set as "Not Available"
COUNTRY_OFICIAL_RESIDENCE 0,38% Set as "Not Available"
DELAYED_YEARS 0,15% Local conservative imputation
CREDITS_APPROVED 0,11% Local conservative imputation
CREDITS_COMPLETED 0,11% Local conservative imputation
PROGRAMME_COMPLETION 0,11% Local conservative imputation
MARITAL_STATUS 0,02% Set as "Not Available"

Table A.5: Missing values and transformation done on each variable

ADMISSION_REGIME and APPLICATION_RANKING, showing that there is certainly a
data gap at the University in relation to student admission process. Lastly, HIGHEST_GRADE
and LOWEST_GRADE, had a high number of missing values because they are only calculated
from the end of the 1st term, since it would be impossible to determine the highest or lowest
grade if the student had not yet obtained any assessment at this level. Such values were labelled
as missing for enrolments in the 1st period and these variables were removed from the statistical
models of 1st-year Course Units.

A.3.2.2 Substitution of Missing Values by category

Some categorical variables, especially those that depend on user-entered data, had very erratic
data distributions. On the one hand, they had a very significant presence of missing values.
Furthermore, some had a wide spread of information across various categories.

The variables that represent the educational level of the student’s parents, for example, have
13 categories, which allows very specific analyses from the point of view of an Exploratory
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Analysis, but such distributions can do more harm than good when it comes to train statistical
models. Too stratified data can be statistically insufficient to discover relationships, and a large
number of categories increases the complexity and processing time of a predictive model.

Educational Level Parent # of obs. %

higher education - bachelor’s degree 277019 0.20
secondary education - year 12 or equivalent 229889 0.17

third stage of basic education - year 9 140794 0.10
second stage of basic education - year 6 104327 0.08

not available 86373 0.06
first stage of basic education - year 4 74018 0.05

master’s degree 59117 0.04
higher education - graduate 37303 0.03

doctorate 27372 0.02
intermediate secondary education 10250 0.01

technical education 9508 0.01
able to read without having attended year 4 8465 0.01

not able to read or write 919 0.00
NA 292960 0.22

Table A.6: Variable before lumping factors and adding category

As mentioned above and shown in A.6, this variable has a high rate of missing values, 78% of
the dataset. Many statistical algorithms do not handle missing values well and that is the case
with the implementation of the Random Forest model used in this work, which outputs an error
when trying to run it when there is as much as 1 missing value in the data.

To try to take advantage of the informational value of this variable and to avoid removing
it from the dataset, its missing values were transformed into a category named "Not available",
since the data not being not informed by the student may represent information already in itself.
This same operation was carried out for other categorical variables with a high rate of missing
values, such as the educational level of parents and students, occupation of parents and students,
and geographic attributes, representing the country of birth, nationality, etc.

A.3.2.3 "Grouping" less representative factor levels

To address the sparsity of some attributes that have many factor levels, they went through a
process called lumping. All categories that did not reach 5% of representation in an attribute
were grouped as a category called “Others”. The algorithm iterates through every factor variable
binning together categories that do not represent at least our predetermined percentage of the
data, in this case, set to 5%. Although at some risk of losing information, that transformation
allows for less sparse and more representative models.
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As seen in table A.6, there are several levels of the parent educational level variable that have
less than 5% of representation, and after the transformation, the of the data was severely reduced.
Like many other operations when it comes to data processing, there is a trade-off between a
possible loss of information and an operation aimed at more efficiency and reproducibility of the
model. While the “other” category may not represent much information on its own, the most
representative factors that hopefully will be relevant when constructing the statistical models
were kept.

Educational Level Parent # of obs. %

not available 379333 0.28
higher education - bachelor’s degree 277019 0.20

secondary education - year 12 or equivalent 229889 0.17
third stage of basic education - year 9 140794 0.10

second stage of basic education - year 6 104327 0.08
first stage of basic education - year 4 74018 0.05

Other 152934 0.11

Table A.7: Variable after lumping factors and adding category

Table A.7 shows the result of this operation, which was performed on all categorical variables
with more than 2 categories.

A.3.2.4 Conservative local imputation

The first of the local transformations is intended to correct the problem of missing values in some
numeric variables of the dataset, namely those representing: (1) Highest and Lowest grade of
the student throughout their entire academic path (2) Number of delayed years behind schedule
(3) Rate of programme completion (4) Number of ECTS credits enrolled in that school period
(5) Classification given in the student application process All of those attributes had up to 30% of
the missing values in the overall dataset and while this number raises some concern, imputation
was the preferred solution because it allows to keep the variables instead of removing them.

Simpler strategies for value imputation in Machine Learning use, for instance, the mean,
median or minimum value of a column for the entire set of observations. There are more robust
algorithms such as K-Nearest Neighbors that calculate what should be the imputation value
based on proximity measures between observations, but for sake of simplicity and conservatism,
we chose to impute the minimum non-missing value of each of these variables within the specific
dataset of the Course Unit.

This method was the most conservative path, so it would affect as little as possible the
algorithms that would be executed next, both for feature selection and statistical forecasting
models, thus avoiding producing extreme values or values that would magnify non-existent trends
in the data.
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A.3.2.5 Removal of variables from first-year Course datasets

Two attributes that could pose problems regarding data quality and correctness are those that
represent student average grades in the 1st semester and in the 1st curricular year. These
attributes are available for 1st year Course Units, so if statistical models were to be trained
including these variables, which were calculated later and based on the student’s performance
in this period, would result in a data leakage situation, where we would unduly have access to
information that shouldn’t be available for training models.

For the above reasons, one of the most important local treatments performed was the removal
of the variables AVERAGE_1ST_YEAR and AVERAGE_1ST_YEAR_1ST_SEMESTER
from all datasets of courses of the 1st curricular year.
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