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Resumo

A preocupação em manter uma alimentação saudável tem vindo a crescer nos últimos anos. Porém,
o aumento geral no ritmo pessoal de trabalho tem impossibilitado a adaptação dos hábitos ali-
mentares de uma grande percentagem da população. O tempo para preparação das refeições e
de ida às compras, assim como a facilidade e baixo preço de opções de comidas rápidas e pouco
saudáveis, dificultam a mudança destes hábitos.

Tem existido, assim, um interesse crescente no desenvolvimento de técnicas e tecnologias
que facilitem esta mudança e incentivem a sua continuação. Aplicações nutricionais são uma das
maiores áreas de interesse.

Recentemente, o interesse na adaptação de sistemas de recomendação ao domínio da alimen-
tação tem aumentado. Sistemas de recomendação são comumente usados em lojas online e sites
de catálogos de livros e filmes, por exemplo. Os mais estudados estão relacionados com recomen-
dações individuais porém o estudo de sistemas de recomendação de conjuntos de itens ou de
recomendações de grupo tem vindo a aumentar.

Para o problema corrente, o objetivo é o desenvolvimento de um algoritmo de recomendação
semanal de refeições considerando várias restrições e as preferências de cada utilizador.

Os passos principais deste projeto são:

• Desenvolvimento de um sistema de recomendação simples;

• Ligação entre Python e Java para troca de informação;

• Criação de um algoritmo genético para obter o plano semanal.

Assim, foi desenvolvido um algoritmo genético de forma a obter o plano semanal de refeições.
Uma base de dados com informações sobre os utilizadores assim como informação relacionada
com as receitas foi utilizada para aplicar o algoritmo.

Em paralelo, foi desenvolvido um sistema de recomendação simples. Foram utilizadas as duas
técnicas mais comuns: content-based e collaborative filtering. Uma versão híbrida foi desen-
volvida utilizando as duas técnicas.

Relativamente aos sistemas de recomendação, o método que apresentou melhores resultados
foi o híbrido enquanto o content-based apresentou os piores.

Relativamente ao algoritmo genético, um estudo detalhado das suas variáveis como tamanho
da população, probabilidade de crossover, entre outras, foi desenvolvido.Depois de encontrar o
melhor conjunto de variáveis para o algoritmo , três cenários diferentes foram estudados. Para
avaliar os resultados, foi utilizado um conjunto de planos obtidos de forma aleatória e um algo-
ritmo previamente desenvolvido.

Este estudo involveu vários tamanhos de população, assim como modificações na função fit-
ness. Os resultados obtidos para o algoritmo genético foram semelhantes aos obtidos pelo al-
goritmo anterior. O aumento do tamanho da população no algoritmo genético leva a melhores
resultados porém com um maior custo computacional. Ambos obtiveram resultados acima dos
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melhores resultados obtidos pela procura aleatória. Para um dos cenários, existiu uma diferença
substancial entre os dois algoritmos. Neste caso, o algoritmo genético teve melhores resultados.
Para este cenário, o algoritmo genético mostrou ser mais robusto a modificações na função fitness.



Abstract

There has been a growing worry in keeping a healthy lifestyle for the past few years. However, the
stressful working pace has hampered the adoption of healthier eating habits for a huge percentage
of the population. The required time for meal preparation and grocery shopping as well as the
convenience of fast food options hinder habits changes.

This led to an expansion in the development of techniques and technologies that ease these
eating habits changes and encourages their maintenance. Nutritional applications are one of the
biggest search areas.

Recently, food recommender systems have received increasing attention due to their relevance
for healthy living. Recommender systems have been thoroughly studied and expanded in online
stores and catalog sites for books and movies, for example. The most studied systems are related
to individual recommendations, however, the study of package and group recommender systems
has increased.

For the current problem the goal is the development of an algorithm for a week’s worth meal
plan considering several constraints and user preferences.

The main steps of this project consist in:

• Simple Recommendation System;

• Python and Java connection for data retrieval;

• Genetic Algorithm to obtain the week plan.

In this study, a genetic algorithm was developed to obtain the week plan. A dataset with the
user’s information and recipes data was used to apply the framework.

In parallel, a straightforward recommender system was developed. The two most popular
frameworks were used - content-based and collaborative filtering. A hybrid version using both
was also developed.

For the recommender systems methods, the hybrid model presents the best results while the
content-based performed the worst.

To apply the genetic algorithm result, a detailed study of its variables such as population size,
crossover rate, etc was made. As for the genetic algorithm, a thoroughly study was performed
to choose the best set of conditions and after obtaining the results three different scenarios were
tested.To evaluate the results of the algorithm, both a random generation of plans and a previous
developed greedy algorithm were used.

Several population sizes were considered and changes in the fitness function were made. Over-
all the genetic algorithm had similar results to the previously developed algorithm. The increase in
the population size led to better results however with higher computational time. Both performed
better than the best results obtained by the random search. In one of the scenarios, a significant
difference exists between the two algorithms. For this specific case, the genetic algorithm showed
better results. For this scenario the genetic algorithm showed more robustness to modifications in
the fitness function.
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Chapter 1

Introduction

As the ratio of population above 65 years old increases, there is a tendency for a rise in chronic

diseases and physical and mental disabilities. Malnutrition occurs due to imbalances in a person’s

nutritional or energy intake. Malnutrition includes undernutrition, inadequate vitamins or minerals

intake, overweight, obesity and resulting diet-related noncommunicable diseases [1]. Its problems

are often associated with the elderly population.

The percentage of elderly people has been increasing and life expectancy has seen a continuous

rise in the past few years. A growth from 12% to 22% in the proportion of the population over

60 years old is expected between 2015 and 2050 in Europe [2]. This rise in the percentage of

the ageing population will ultimately lead to an increase in malnutrition prevalence, as this is

an age gap very prone to suffer from malnutrition. The percentage of population suffering from

malnutrition is expected to reach 29.1% by 2080 [3].

Several factors affect the growing proportion of population with malnutrition status. Phys-

ical health problems, mental health issues, appetite changes, financial autonomy and the socio-

environmental context hugely influence food habits [4]. Meal preparation, healthy diet choices

and groceries shopping planning difficulties are very common.

Nutritional habits play a key role in preventing diseases, improving quality of life and even

receding some health problems.

Although aware of the importance of healthy eating habits, people often neglect suitable be-

haviors. Many people lead a turbulent lifestyle decreasing the time for meal planning. For these

scenarios, fast food presents an easy and comfortable choice. This is where nutrition recommen-

dation systems might play a key role in improving eating habits. They are considered an effective

tool in helping its users change their eating behavior and start making healthier food choices [5].

1.1 Motivation

As explained previously, the percentage of the population with malnutrition problems is signifi-

cant. Malnutrition leads to other health problems that hugely affect the elderly population. The
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2 Introduction

need for a system to help the user in a transition to a healthier lifestyle is clear. A meal recom-

mender system can influence and help improve eating habits by providing a structured guide to

make healthier decisions [6]. Such system should not only help meal preparation, but also inquire

users about their drinking habits since water intake presents itself as another issue with the elderly

population. Several constraints must be adopted in such scenario. The proposed plan must offer

alternatives since food suppliers and supermarket visits might be unpredicted and find unforeseen

situations. Therefore, multiple restrictions should be accounted for such as avoiding repeating

recent dishes, alternating between fish and meat meals and favouring seasonal products.

For meal planning, user’s personal information (food preferences, nutritional needs, allergies)

must be contemplated. With the user’s information, the next step consists in applying restric-

tion rules – constraints. Another important step is scaling the ingredients quantity to fulfill the

nutritional requirements of each individual.

In [7], a nutrition system that provides a weekly meal plan considering the user needs and pref-

erences was developed. This methodology will be thoroughly studied. The main goal of this work

is to develop an alternative system that combines a recommender system with an optimization

technique to obtain weekly plans adjusted to the user.

Recommender systems have been commonly used for e-commerce, movies and books recom-

mendation. More recently, the nutritional scenario has gained some popularity [8]. Commonly,

recommender systems have as an output individual recommendations. However, in this case, sev-

eral meals must be coupled and some dependency between them must be contemplated in order to

fill all the necessities.

Package recommendations systems have recently been studied for several domains [9]. Travel

and outfit recommendation are two commonly studied areas. Travel recommendation [10] requires

a sequential path, where distance, time and money should be minimized in the created route and

must be adapted to the customer’s needs. As for outfit recommendation, the connection between

items is not sequential but complementary, since when creating an outfit, the top must be chosen

considering the already picked bottom or vice versa.

For this work, a strict sequence is not necessary since meals may be switched, Tuesday’s lunch

may be exchanged with Monday’s lunch however dinners must be lighter than lunches and ingre-

dients depend greatly on the grocery shopping days and available products, therefore, a dependent

package recommendation must be contemplated.

1.2 Goals

Considering user preferences and the previously mentioned constraints, a weekly meal plan must

be recommended. This meal plan must be adapted to the user’s needs to guide the user into a

healthier lifestyle.

The goal of this work is to apply commonly used techniques for similar problems. To ad-

dress the meal recommendation problem, an optimization method supported by a recommender

system must be developed. Several methods must be tested and adapted to the nutrition scenario
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where multiple constraints and dependency between recommendations must be taken into consid-

eration. In order to do so, an off-the-shelf recommendation algorithm followed by an optimization

framework to create the weekly plan should be tested. This method will be based on off-the-shelf

optimization methods and recommender systems.

A simple recommender system and a genetic algorithm will be evaluated. Several scenarios

will considered and the methodology will be tested for different users in order to evaluate its

effectiveness.

1.3 Document Structure

The present paper is organized as follows: in chapter 2, an introduction to concepts regarding rec-

ommender systems, common optimization techniques is done and a review of multiple frameworks

is presented as well as an introduction to the main concepts of genetic algorithms; for chapter 3,

the used methods are described in detail; chapter 4 presents the obtained results and its discussion;

finally, conclusions and future work are drawn in chapter 5.
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Chapter 2

Literature Review

In this chapter, a review of the most important concepts for this project will be presented.

First, a presentation of concepts regarding recommender systems will be done. Common op-

timization techniques will be briefly explained and genetic algorithms concepts will be addressed.

Package recommender systems, that combine recommender systems and optimization methods,

will be introduced and a review of multiple frameworks will be presented.

2.1 Recommender systems

Recommendation systems have been commonly used and adapted to the nutrition field. Consid-

ered an effective tool, they aid users in eating behaviour changes [6].

In this section, the basic concepts of recommender systems will be addressed. The several

types of recommender systems will be briefly explained and some commonly used frameworks

will be presented. Finally, a brief description of Health Recommendation Systems (HRS) will be

done.

2.1.1 Recommender Systems Concepts

A recommendation system goal is to predict an item which a certain user would prefer, taking into

account information about the users and their needs.

Recommendation algorithms can be formulated in one of two ways: the first, consisting in

prediction of the rating value of a user-item combination; the second, occurs when the goal is not

necessarily a specific rating value of user-item combination but to learn the top-k most relevant

items for a particular user [11]. While for the first scenario the idea is to explicitly measure how

likely it is for the user to like the recommended item, for example, a book recommendation engine,

the second scenario is commonly used for e-commerce websites where, very often, the website

shows example of items that other users bought together where the predicted recommendation

result is not necessary.

According to [12], three main aspects must be considered for recommender systems: usage

context, users and items. Table 2.1 briefly summarizes the main recommender systems concepts.

5



6 Literature Review

Usage context includes the contextual factors and multi-factorial goal setting that influences

the recommendation. The inclusion of this information will help understanding the context that

led to the user’s current behavior and preferences. Usage context outlines the environment where

items and users interact [13].

Users are the end-users of recommender systems whose personal information must be recorded

in order to optimize the results.Finally, items are the elements recommended to users. The items

may be movies, tv shows, books or considering the HRS can be diets and medication, for example.

The input given by users for recommendation can be either implicit or explicit. Implicit input

is unconsciously appointed by the user (item clicks, time spent at an item page) while explicit

input is provided consciously (scale ratings) [9].

The formalization of the recommendation problem must contain, as stated previously, users

and items possible for recommendation. A rating matrix R is created to measure each user pref-

erence to the items. The preference of a user u ∈U to an item i ∈ I is measured by ru,i, a real

number within a specified range. The main goal in these systems is the prediction of unknown

ratings in r. These ratings will be analysed in order to recommend items to the users based on it.

The prediction, pu,i, measures the strength between user u and item i.

Recommender systems may consider single or multiple criterion values for the recommenda-

tions. Using movie recommendations as an example, multiple criterion recommender systems will

be explained. The system analyses the user’s overall movie rating. However, this rating is only

based on how much the user enjoyed the experience. For a multi criterion recommender system,

instead of a single rating, the users rate the movie considering several criteria such as visual ef-

fects, story line and actors performance. The increase in the number of criteria can improve the

recommendation however it may result in a higher computational cost [14].

To illustrate this system and considering the current problem that is being explored we can

separate the concepts. When dealing with nutrition and dietary restrictions, the users, U are the

patients whose goal is to lead a healthier lifestyle. The items, I are all the recipes in the database

used for the development of the solution. So, in order to create a recommender system the patients

must rate (on a specific scale, might be from 0-5, for example) some recipes, ru and using that

information the system will suggest new possibilities the patient might like, pu,i. If instead of re-

lying only on ratings, new information such as dietary restrictions, favorite cuisine amongst others

is considered, the recommendation system will create better suggestions however, the overall time

to obtaining them will increase.

The evaluation of recommender systems must be done for three different scenarios: simple

recommendations, recommendation sets and ranked recommendation lists [16].

2.1.1.1 Recommender systems methods

The purpose of Recommender systems is to make suggestions based on user preferences. The

methods used can be separated into two major categories: collaborative filtering (CF) methods

and content based methods. Recently, both approaches have been combined – hybrid frameworks.
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Table 2.1: Recommender systems notation [15].

Variables Description Example
U set of users patient
I set of items recipes
Iu set of items rated by user U set of recipes a patient rated
Ui set of users that rated item i all the ratings for a specific recipe
R rating matrix -
ru vector of all user U’ ratings -
ri vector of all users rating for item i -

pu,i predicted recommendation recipe predicted recommendation

While content based techniques are based on similarity between the attributes of items, collab-

orative approaches are based on the similarity between interactions. The algorithm’s task is to

learn a function that predicts the utility of items to each user. Content based techniques compare

the item’s profile. In food recommendation systems, it compares the nutritional informational and

ingredients, for example, of recipes. Therefore, the recipe’s information is studied and each recipe

described according to the study. Through the analysis of the user’s rated recipes, the most similar

recipes content wise (ingredients, nutritional values) will be recommended.

As for CF the behaviour is analysed. Therefore, for food recommendations the previous meals

and patient history are checked. Each user will have its profile built according to their rated recipes.

The user’s profiles will be compared and the most similar will be considered. Assuming that users

with similar liked recipes will have similar tastes, a highly rated recipe from the similar users set

will be recommended.

In figure 2.1b, the difference between the two methods is illustrated using the nutritional prob-

lem as an example.

Figure 2.1: Content-based versus collaborative filtering recommendation algorithms.

To summarise, in content based scenarios, the search will consist in gathering the user rating
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recipes and using each recipe information such as ingredients, difficulty and time will be used to

find the most similar recipes. In collaborative filtering frameworks, the user’s preferences will be

compared with other users and the similarity between them will be studied. The assumption that

if user A preferences are similar to user B, then the recipes that user A rated higher that user B has

not tried will probably be of user B’s interest is considered.

Collaborative Filtering Collaborative recommendation algorithms can be separated in two classes:

memory-based (or user-based) and model-based. For memory-based predictions, the user’s previ-

ously rated items are studied. This information is used in order to find the users with the highest

similarity. This is performed using a method the nearest neighbours method. The nearest neigh-

bours search relies on the assumption that observations with similar characteristics will result in

similar outcomes. Therefore, for each problem, several characteristics must be measured. The

measured values are compared and the closest ones are clustered.

Unlike memory-based methods that consistently access the entire user database to make pre-

dictions, model-based use the database information to create a model to obtain the recommenda-

tion [17].

Memory based techniques utilize statistical methods for the search of users with similar trans-

actions history to the active user [18].

The model based approach creates a model where user-item interactions are decoded and new

predictions are made. In order to do so, two approaches can be used: probability or rating predic-

tion. The modeling process is done using machine learning techniques such as classification and

clustering [19].

In collaborative approaches as more interactions occur, the more accurate the predictions be-

come. These predictions do not rely on the user or items detailed information. Using the nutri-

tional problem as an example, for these approaches the recipe’s ingredients, for example, will not

be taken as part of the recommender method. These approaches have a significant disadvantage

for specific scenarios. Since past interactions are used for the result, it is impossible to make rec-

ommendations for new users and recommend new items - cold start problem. These approaches

obtain the recommendation through the comparison of the different users ratings, for example,

therefore, it is not possible to use them for users with no rated items. This drawback might be

handled using random or popular recommendations for new users or through the use of a non

collaborative method for new users.

Content-Based Filtering Content-based approaches use information about the users and/or items.

Considering a very popular recommendation system, movie recommendation, age, job or other

personal user information as well as the movie’s genre and its actors are used as information for

the prediction. The goal is to build a model, using the features mentioned above, that explain

the observed user-item interactions. The user and movies information is analysed and a profile

is created. The system gathers all the movies the user rated and finds the similarity between the

highest ratings. Considering a user whose highest ratings are Finding Nemo and The Lion King
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the system should conclude the user is interested in animation movies whose story line is related

to family and friendship. These are then used to find movies within the same genre.

This method has as problems the limited content analysis and over-specialization [12]. Unlike

collaborative methods, the new users’ drawback does not affect this approach.

Hybrid Models In recent years, the idea of combining the aforementioned techniques to make

use of the advantages and fix the disadvantages have surfaced. These are called hybrid systems.

These systems result from a combination of multiple techniques to achieve some synergy between

them [20].

For example, a combination of collaborative and a knowledge-based system can compensate

for the cold-start problem (collaborative) and the collaborative component can find unexpected

niches in the users preference space. The knowledge-based component can provide recommenda-

tions for new users whose profile information is too sparse for the collaborative technique while

the latter can find peer users who share unexpected niches in the preference space [20].

Over the past few years, deep learning has garnered a growing interest in many fields, for

example, computer vision. It has shown its effectiveness in recommender systems research. Ac-

cording to [21], methods such as Multilayer Perceptron, Autoencoder, Convolutional Neural Net-

works and Recurrent Neural Network have been widely used in recommender systems from news

to music and video recommendations.

2.1.2 Health Recommender Systems

Recommendation systems are very popular to improve selling, engaging users and helping them

select items amongst the available offers.

However, the adaptation of these systems to health recommendation is a relatively new area.

Therefore, the study of current methods used in recommendation systems and its application to

health is a topic of great interest [22]. The application of these systems for the health domain

has attracted researchers in the past few years. The different areas of recommendations go from

exercise plans, diets, healthcare services to even assist decision-making tasks regarding the diag-

nosis, treatment and well-being of the patients [13]. As the possible risks and side effects of these

decisions increase, the complexity of implementing such systems rises.

According to the Valdez framework [23], for the design of a HRS, three main aspects must be

considered. First, the health domain must be understood. In order to do so, two questions must be

answered:

• Which one of following items is recommended (nutrition, medicine, sport)?

• Who is it recommended to (the patient, the doctor, the nurse)?

The next is how to evaluate such system. Ethical implications as well as how to ensure patient trust

and security are essential to the success of a HRS. Finally, the technical specifications and data
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Figure 2.2: Three steps for HRS development (from [23]).

analysis methods used for these systems should be tested and understood. Figure 2.2 illustrates

the main steps proposed by [23].

For HRS, rule based and ontology techniques are commonly used. Nutrition knowledge is

suitable with the simplicity, transparency, and consistency of these techniques [6].

Besides, other algorithms are also applied for recommendations purposes in the healthcare

domain, such as ant colony algorithm, classification, clustering, decision tree, logistic regression,

support vector machines and matrix factorization [13].

2.1.3 Nutrition Recommender Systems

Nutrition is one of the basis for health and development of human life since the earliest stage of

fetal development into old age [6]. A healthy lifestyle considering the nutritional necessities is an

indubitable requirement for survival, development and well-being.

The concept of nutrition informatics results from the combination of information technology,

information sciences and nutrition [24].

Due to the increase in the number of patients suffering from diseases related to bad eating

habits, the study of food recommender systems has grown. Current studies focus on recommen-

dations based on the user preferences and/or health problems. Nutritional consumption is also one

of the most important functionalities in such a system [8].

According to [6], the recommender systems used in the nutrition field go from collaborative

filtering, content-based to hybrid frameworks. For these systems, the most commonly used artifi-

cial intelligence techniques are rule-based approaches. Rule-based systems are one of the simplest

form of artificial intelligence. These systems use human expert knowledge to solve real-world

problems that would otherwise need human intelligence. This knowledge is generally presented

in rules [25]. Ontology techniques have also have been used since the knowledge and concepts of

relations can be dealt in a clear manner. An ontology is used to model the structure of a system

(entities, relations). An example can be a company with its employees and their interrelation-

ships [26].
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Ontology techniques present a structural way of representing the concepts, relations, attributes

and hierarchies present in the problem’s domain [27].

2.1.4 Evaluation

To evaluate the performance of any recommender system, for each object recommended to the

user, the proximity with the preferences of the user must be measured. Some recommendation

scenarios have as a result an ordered list. In that case, the place that each object has on the list

must also be taken into consideration.

2.1.4.1 Data Partition

To evaluate the performance of a recommender system, the data must be split in two different

parts: the training set (for model construction) and the testing set (for model testing). The training

set may be partitioned into a model and a validation set (tune the algorithm’s parameter). This

partitioning can be done using different techniques [28]:

• Holdout - a random subset of the data is the training set and the remaining the testing set.

• Leave-one-out - one of the items rated by the user is hidden and the model is built on the

remaining data. The procedure is repeated for all ratings.

• k-fold cross validation - the users are divided in k partitions, k-1 are used for the model

while the remaining is used for testing.

2.1.4.2 Metrics

In order to evaluate and compare different methods for recommendation systems several metrics

can be used. This comparison is done between the recommendations done by the system with a

predefined set of real-world user opinions.

A very commonly adopted metric is accuracy. Accuracy measures how similar are the pre-

dicted item ratings with the real ratings. This metric is used by calculating the Mean Absolute

Error (MAE), Root of Mean Square Error (RMSE) or Normalized Mean Average Error (NMAE).

MAE =
1
N ∑

u,i
|pu,i− ru,i| (2.1)

RMSE =

√
1
n ∑

u,i
(pu,i− ru,i)2 (2.2)

For set recommendations, Precision, Recall and Area under the ROC(Receiver Operating

Characteristic) curve (AUC) are obtained [29].

Precision =
Nrs
Ns

(2.3)
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Table 2.2: Categorization of recommended items for a user

Selected Not Selected Total
Relevant Nrs Nrn Nr

Irrelevant Nis Nin Ni

Total Ns Nn N

Recall =
Nrs
Nr

(2.4)

Finally, for rank recommendations the half-life and the discounted cumulative gain are esti-

mated [30]. In the past few years, the discussion has been the use of only accuracy measures

for recommender systems. The substitution of this measure by other such as coverage, diversity,

novelty, serendipity, utility, and scalability has been tested and encouraged [31].

Coverage measures the percentage of users the system can make recommendations to and/or

the portion of items to be recommended.

Diversity measures the differences between recommendations. Regarding novelty and serendip-

ity these parameters evaluate the surprise/unawareness of the recommended item to the user. Util-

ity measures how useful a recommendation is, therefore its value. Two different scenarios can be

evaluated, the value to the consumer and to the provider.

Scalability assesses how the method deals with larger datasets (processing power required and

speed).

2.2 Optimization problem

As presented previously, the expected result for the nutrition problem consists on adapted meal

recommendations for each person. These recommendations are dependent and multiple constraints

must be considered for the final result. In order to take into account the relations and constraints

between items/meals, optimization techniques may be adapted to solve the problem.

For the nutrition scenario, the goal is to obtain a weekly meal plan that optimizes several condi-

tions such as nutritional needs, ingredient’s variety and user preferences. Therefore, an explanation

of important optimization concepts, essential to understand the optimization frameworks will be

carried out in this chapter. Combinatorial and Multi-objective Optimization are two optimization

scenarios that will be introduced. Some possible algorithms will be described.

Several practical problems can be expressed as optimization problems. These problems in-

volve finding the best solution from a large set. The study of all possible combinations is time

consuming therefore a quicker solution must be used. The current project goal is to develop a

meal plan that fulfills the user needs and preferences. In order to create the best plan criteria such

as energy intake, variety of fruits and other ingredients, number of white meat meals and recipes

price must be adapted to the user conditions.
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2.2.1 Combinatorial Optimization

Several optimization problems involve the search for the best configuration of a set of variables

to achieve some goals. They can be separated into two categories: those where solutions contain

real-valued variables and those with discrete variables. When dealing with discrete variables these

problems are called Combinatorial Optimization problems.

A Combinatorial Optimization problem can be defined as P = (S, f ) [32], involving:

• a set of variables X = {x1,x2, . . . ,xi}

• the variables domains D = {D1,D2, . . . ,Di}

• constraints

• objective function to be maximised or minimised.

The set of all possible solutions is

S = {s = {(x1,v1) , . . . ,(xn,vn)}‖vi)) ∈ (Di,s) satisfies as many constraints as possible}.
In the search space, S, each element can be seen as a candidate solution. The goal in com-

binatorial optimization problems is to find the solution s∗ ∈ S with maximum objective function

value. The project goal might be to find a single solution or a set of globally optimal solutions.

f (s∗) ≤ f (s)∀s ∈ S. s∗ is a globally optimal solution and S∗ ⊆ S is the set of globally optimal

solutions.

In brief, a Combinatorial Optimization method is based on the search for a solution in a set for

a multidimensional function in order to reach its maximum value.

2.2.1.1 Knapsack Problem

Package recommender systems, which will be presented in Section 2.4, combine recommender

systems techniques and optimization methods. The knapsack problem is commonly used for these

scenarios.

The knapsack problem is one of the most famous problems in combinatorial optimization. It

is very common and, therefore, has been thoroughly studied. To understand the problem, an hy-

pothetical hiking trip must be considered. The hiker needs to fill up the knapsack with multiple

necessary objects, each with its weight (or volume) and value/necessity that quantifies its impor-

tance. However, the capacity is limited and therefore smaller than the number of possible items.

The issue, then, is to figure out the combination of items that yields the highest total value [33].

Considering the knapsack capacity, C and a set N = {1, . . . ,n} of items where each item has a

profit p and a weight w, the Knapsack problem goal is to find the maximum profit subset of items

where its total weight does not exceed the full capacity C. This problem can be formulated with

the following:

max{∑
i∈N

pixi : ∑
i∈N

wixi ≤C,xi ∈ 0,1, i ∈ N} (2.5)

where each variable xi takes value 1 when item i is inserted in the knapsack [34].
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2.2.2 Approaches

Cai and Wang [35] separated the optimization methods into two categories:

1. Methods based on biasing feasible over infeasible solutions;

2. Methods based on multiobjective optimization techniques.

As for the first category, the original objective and the constraint violation are considered two

separated objectives to be optimized synchronously. As for the second category, a multiobjective

problem with m+1 objectives (m is the number of constraints) is applied.

Optimization problems may involve various general constraints. One of the most popular

method is the penalty function. It was first introduced by Courant [36]. A penalty term is intro-

duced in the original function to penalize constraint violations and with it the constrained opti-

mization problem switches to an unconstrained one.

The optimization tecnhiques can also be separated in offline and online [37]. Regarding offline

optimization, the data used is collected in the past. In this situation, a large number of evaluations

can be done in search for a global optimum solution. However, since is optimized based on past

data, its result at the time of deployment may be outdated. Also, once the system is optimized it

does not react to posterior changes in the environment leading to a deterioration over time.

For online optimization, the evaluation is done in real time therefore considering system

changes. The biggest disadvantage in this method is that it is time consuming since interactions

must be done in real time and not using previously collected interactions. Time is also affected by

noise related with real world testing. The crucial advantage of these methods is the optimization

method adaptation considering the environment latest changes.

2.2.3 Multi-objective optimization

Multiobjective optimization is an area of multiple-criteria decision-making used when several ob-

jective functions need to be optimized simultaneously. One of its common application is engi-

neering problems, where optimal decisions need to be taken in the presence of trade-offs between

two or more objectives.Considering, once again, the nutrition scenario, in order to reach a correct

energy intake the variety of ingredients might be compromised. However, its application extends

to other fields of science. When considering the nutrition scenario, the user’s restrictions and

needs can be seen as objective functions and therefore multiobjective optimization can improve

the overall framework.

Given m objective functions f1 : X→ R , ..., fm : X→ R which maps a decision space (set of

all possible solutions) X into R, a multiobjective optimization problem is given by the following

problem statement [38] :

maximise f1(x), ..., maximise fm(x),x ∈ X (2.6)
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For a multiobjective problem there is a conflict between the objectives where the improvement

of one will cause the deterioration of another. A single solution, capable of optimizing all objec-

tives simultaneously, does not exist. The goal is to find the best trade-off solutions, called Pareto

optimal solutions, as illustrated in Figure 2.3.

Figure 2.3: Pareto optimal solutions representation (from [39]).

In the last few years, an increase in constraint-handling methods based on multiobjective con-

cepts investigation has been noticed. A multiobjective problem with constraints can be seen in one

of the two categories, according to Section 2.2.2.

2.3 Genetic Algorithms

Metaheuristic algorithms are an algorithmic structure generally applied to optimization prob-

lems [40]. A majority of the developed metaheuristic algorithms are inspired in biological evolu-

tion process, swarm behavior, and physics’ law [41]. These algorithms can be separated into two

categories: single solution and population based metaheuristic algorithm. Single-solution based

metaheuristic algorithms use a single candidate solution and improve it through local search while

population-based metaheuristics utilizes multiple candidate solutions [42]. Genetic Algorithms

are one of the most popular population-based metaheuristics algorithms.

Genetic Algorithms (GA) were created using the biological evolution process as inspiration.

GA mimic the Darwinian theory of survival of fittest in nature. A GA is composed of a chromo-

some representation, a fitness selection, and biological-inspired operators [42]. Genetic algorithms

are used as an optimization technique were the function to maximise (Section 2.2.1) is called the

fitness function.

In Figure 2.4, a simple overview of the main steps for implementation of a genetic algorithm

are illustrated.
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Figure 2.4: Overview of genetic algorithm’s main steps [43]).

A genetic algorithm population is organized as multiple genotypes. These genotypes may have

one or multiple chromosomes and each chromossome is composed of genes. Depending on the

optimization scenario genes may take many forms starting in a binary gene (find the best path

for a robot avoiding the obstacles) to a custom gene (meal plan project). An initial population is

created and later suffers multiple modifications in order to obtain the optimized solution. A fitness

function, adapted to the scenario, is used to assign a value for each genotype in the population.

The genotypes are processed with the use of genetic operators who iteratively replace the

population. These operators are biological-inspired. They consist in: selection, mutation and

crossover. Selection operators take the entire population and select the best N genotypes using the

fitness value as evaluation. Crossover operators extract characteristics from both parents and create

an offspring [44]. Crossover is performed by swapping corresponding segments of the parents.

Mutation operators change random genes considering the values possibilities. Both crossover and

mutation algorithms work on the basis of probability. The presented operators play an important

role in the balance between exploitation and exploration.The searching space is exploited through

the application of crossovers and explored through introduction of new genes using mutation.

2.4 Package Recommendation

As stated previously, recommendation systems are commonly single-item. However, there are

multiple scenarios that require a bundle recommendation. When planning a trip, the itinerary must

have multiple stops and when picking an outfit, several pieces of clothing must be selected. These

are, then, two examples that require bundle recommendation.

For the present nutrition problem, the goal is to develop a week’s worth meal planning. There-

fore the expected result consist of a package recommendation. Single-item recommendation is not

applicable in this scenario as the goal is to obtain a set of recipes to create a meal plan.
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In this section, package systems and its most common uses are explored and the nutrition

problem presented. To conclude, some common frameworks and previously developed algorithms

for multiple domains are summarised and discussed.

2.4.1 Concepts

Beyond single-item recommendation, two other types of recommendations can be distinguished:

group and package recommendation. These two recommendation problems have additional con-

straints to consider. In group recommendation scenarios [45], the result should take into consid-

eration not individual users but a group. In these situations requirements/preferences of different

users are considered for the result. This is still an open topic that needs to be further analyzed.

One example of a group recommendation scenario is TV recommendation for a group of friends.

The other type of recommendation problem is package/bundle recommendation. Package rec-

ommendation can also used for a group of users. For this the goal is to recommend a group or

sequence of items that fit well together. For these problems several user and item constraints must

be considered and comparison between the suggestions must be made. These conditions make

package recommendation scenarios a difficult problem to solve. One example is the recommen-

dation of a complete meal where the meal variety, health problems and nutrition needs as well as

allergies should be considered.

Package recommender systems may take two forms: complementary and sequential scenar-

ios [9].

For sequential recommendations, one of the most studied domains is travel. When preparing

a trip, points of interest should be set and combined. For travel planning, the user’s goal is to visit

as many places as possible, however, some restrictions may exist. The total available time for the

trip and budget may be two of them. Therefore, considering the user’s points of interest a route

must be created. This route must consider, for example, the visiting hours of tourist spots. The

sequence of stops should also minimise the total covered distance. The recommendation system

should follow this rule. It is considered a sequential recommendation where the algorithm must

focus on the order of items.

Regarding clothes recommendation, there is still a need for a top and bottom combination

however the sequence of the items is of no importance. Clothes recommendation needs, therefore,

a complementary package.

Generally, package recommender systems algorithms can be divided into three main phases [9]:

• model learning - user preferences and other aspects necessary for producing recommenda-

tions are analysed;

• package creation - mix and match of items into packages creating a package candidates

list;

• package selection - evaluation and selection of packages from the candidates list.
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Using the current project as an example, an overview of the main steps in package recom-

mender systems is illustrated in Figure 2.5.

Figure 2.5: Overview of the steps for package recommendation.

For the meal plan scenario, the model learning phase can be seen as a study of the recipes and

user information from the database. The goal is to choose the most relevant recipes for the user.

After analysing the data, the next step would be to match recipes in a somewhat ordered plan.

Each plan would then be evaluated in order to find the best combination of recipes to use as the

week plan.

2.4.1.1 Model Learning Phase

The goal of this phase is to do a thoroughly study of the database and adapt the items to the user.

The goal is to select, from all data, the items that may interest the user. For this, multiple tech-

niques are tested and used. Some of the most used algorithms are clustering, CF, user preference

modelling, item relationship modelling and topic modelling. For this step, single-item recom-

mendation methods can be used since the goal is to select relevant data for the user. Package

recommendation systems that use as input data the users’ ratings, tend to test CF methods.

Some specific scenarios exist where other frameworks are used. When the input consists of

unstructured data (text, for example), topic modelling techniques, such as Latent Dirichlet Allo-

cation, are adopted. Other systems use item relationship modelling (Markov chain, probability

model, Apriori and ontology) to model relations between the items. And finally, some systems do

not require model learning since their package construction is not based on user preference but on

item features and constraints [9].

For the travel recommendation scenario, this phase consists of selecting most relevant tourist

attractions considering the user preferences. As for the outfit recommendation scenario, the result

of this phase would be the suitable pieces of clothing for the user.

2.4.1.2 Package Creation Phase

Considering travel recommendations the goal can be seen as the need to cover as many stops as

possible in an itinerary while minimising distance. The solution for these problems is generally,

according to several researchers [9], a combinatorial optimization problem which maximises or
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minimises certain features (according to the problem formalization) while taking into considera-

tion its constraints.

Other possible interpretation is seeing package creation as clustering problem - the combina-

tion of items is reached through a common characteristic in a group of data.This view is mostly

considered for complementary package creation. Considering the previously explained example

for the development of an outfit, the clothes can be clustered considering, for example, their style

(sporty, casual, punk).

For most cases, in order to make a correct combination one or multiple constraints have to be

set. Once again considering the travel domain, the user budget can restrict the itinerary and should

be taken into account. Constraints can be either manually constructed or learned [9].

Using, once again, the travel and outfit scenarios as examples, the result of this phase would be

to combine the selected items in the model learning phase to best match the problems conditions.

For travelling, a set of tourist points must be obtained considering the user’s available time and

money, for example. For the outfit pick, the pieces of clothing must be combined according to its

color, style and pattern.

2.4.1.3 Package Selection Phase

To finish the process, package selection must be made. The package recommender systems select

a number of packages from the list of candidates. The most common approach is Top-k – the k

best packages are recommended. Some frameworks present a single package solution while others

present a unranked list [9].

The final result for the travel scenario would the best itinerary where the distance should be

minimised while the number of points of interest is maximised. The outfit scenario result must be

the best combination of clothing that satisfies user’s preferences and how the pieces match each

other.

2.4.2 Package Recommendation Approaches

In order to analyse algorithms developed for package recommendation problems, an analysis of

existing approaches was done according to several dimensions, such as domain, input data and

evaluation metrics. In Table 2.3, a review of the obtained results is presented.

Domain and Recommender Sytem Type To analyse the collected data, for each approach sev-

eral domains were studied. From books [52] [57], to movies [51] [58], travel [46] [59]and educa-

tion [55] [60], algorithms were analysed and presented.

For each article, the separation between sequential and complementary recommender systems

was made. In the majority of the domains, complementary systems (ex. [47] [51]) were created.

The domain in which sequence is always present and a big variety of articles available is travel

routes.
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Input Data Some systems only used features (ex. [53] [54]) while other use implicit [60] or

explicit feedback data (ex. [46] [58] or a combination of them (ex. [56] [55]). The used datasets

and their privacy are shown. Analysing the results, most datasets are from an exterior source

and mainly public (ex. [46] [48]). Another aspect regarding the input data was the existence of

constraints (ex. [52]). All sequential recommender systems considered constraints while for

complementary recommendations it was not essential however a considerable percentage used it

for the final result.

Package Frameworks The analysis of the used techniques was done using the separation in

three steps, explained in section 2.4.1. CF is the most used technique [55] [51] [46] for the model

learning phase, however, techniques such as Markov chain [54] [53] [48] and Gibbs sampling [50]

were also commonly used. For the package creation phase, a majority of the authors applied the

knapsack problem, explained in chapter 2.2. Finally, for package selection most articles presented

the Top-k created packages (ex. [49]) while others had as an output a single package(ex. [60]) or

an unsorted list (ex. [56]).

Evaluation Metrics In section 2.1.4, accuracy was presented as the most popular evaluation

metric, however, recently, other metrics have been studied and recommended. Precision, Recall

and F-measure were used more than once, nevertheless a big variety of metrics can be observed.

In the last column, a short overview of the results was made. Some methods only compared

the several proposals developed while other used previously frameworks as benchmarks. For all

the approaches that compare the obtained results with previous works, there is an improvement

however, for some situation the approach is computationally more expensive.

2.4.3 Nutrition Problem

In [7], a nutrition system was presented. A discussion on problems conditions and the developed

steps is done in Section 2.1.3. The nutrition field can not be directly compared with the most

famous package recommendation scenarios. While travel and clothes recommendation systems

are very easily separated using the complementary and sequential recommendation analysis, the

current project context does not fit in any of the two categories. Since a recommendation for a

week’s worth meal plan is necessary, several constraints and considerations are essential for a

correct algorithm result. For this problem an unordered list is not the ideal output since it may

concentrate, for example, several meat meals in a row which is not the healthiest scenario and the

nutrition value of each day may also be unbalanced. However, a strict sequence is not necessary

since a user can change a Monday meal to another weekday without any disadvantage.

This study presents a analysis of previously developed frameworks for several domains and

can be used as a starting point for the project scenario.
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Summary A study on recommender systems and optimization techniques has been presented.

The different types of recommendations from individual to group and package recommendation

were described.

Considering the nutrition problem, package recommender systems were studied since the de-

velopment of a solution for the current problem may adopt a similar framework or adapt already

developed algorithms. Several package recommender systems, for different domains such as travel

and e-commerce issues were described and compared.

The study on package recommender systems show that they can be divided into complemen-

tary and sequential recommendation depending on the relationship between the package items.

However, a gap exists for scenarios, such as described in Section 2.4.3, where a somewhat sequen-

tial connection must exist however not strictly followed. Therefore, the goal of this project is to

adapt optimization algorithms for the current nutritional scenario.



Chapter 3

Methodology

The goal of this project was to develop an algorithm to create a weekly meal plan according to

the user needs, restrictions and preferences. The project can be separated into two phases. First, a

recommendation system where each recipe was scored considering previous interactions from the

user was developed. These results should be incorporated in the already developed plan evaluation

which will be explained in section 3.5.3.1. The main plan is the development of a optimization

technique whose aim is to obtain the highest scored meal plan according to the previously devel-

oped heuristics. The present chapter will summarize the main methods used for the development

of this project.

3.1 Previous Work

In [7] a nutrition recommendation meal plan was developed. In order to create a meal plan consid-

ering energy intakes as well as fat, carbohydrate and protein needs, the project development was

done with the aid of a nutritionist. The SousChef [7] system has a mobile application, through

which occurs user interaction. The implemented system uses a content-based approach and infor-

mation retrieval techniques. The weekly meal plan creation can be separated in three steps:

• Calculation of nutritional requirements;

• Selection of candidates for each meal;

• Scale meals to match user’s needs.

For each meal, a two phase process will result in selection of the best candidates. The first phase

consists of, through the use of restriction rules, filtering the suitable candidates for the meal. The

second phase goal is to select the most suitable candidate from the limited set. Each candidate

will have a score obtained trough the calculation of different heuristic functions. These functions

were implemented with the help of the nutritionist. The final score for a candidate is calculated as

the weighted average of the values of each heuristic function and its respective weight. For each

meal, the recipe with the highest score is picked. A temporary week plan is created and it is later

25
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adapted considering the full plan. Some recipes might be substituted in order to better fulfill the

conditions. The recipes are then scaled considering the user’s nutritional necessities. This work

and the detailed process is presented in [7].

3.2 Project Architecture

The aim of this project is to develop an algorithm for the recommendation of a week meal plan

considering the user background and necessities. A developed algorithm [7] will be used to com-

pare this project’s results. The system can be separated into two components:

• Recommender system;

• Optimization technique: Genetic Algorithm.

The goal of the system is to combine a recommender system results with several others con-

ditions and restrictions to obtain a week meal plan where the user’s information is considered

for the result. In order to do so, off-the-shelf recommender system methods were used to obtain

the recipes recommendation predictions. These were then added as an additional criteria for the

evaluation of the week plans. A genetic algorithm, where the implementation of problem-specific

components must be studied, was developed as the optimization technique to reach a plan that

optimizes the overall evaluation of all criteria.

The two algorithms were developed in different environments (Java and Python) therefore a

connection between the two had to be created.

The overview of the system’s architecture is illustrated in Figure 3.1.

Figure 3.1: System’s architecture.

3.3 Recipes and User Database

The data to test the developed algorithms had been already created. The available recipes were

previously created with the help of a nutritionist. A selection of ingredients and posterior recipe
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creation were the main steps performed. The used ingredients were based on the Portuguese Food

Composition database elaborated by INSA [61] which contains not only the ingredients but also

their nutritional composition. The database was adapted to the target population specific energy

and nutritional daily intakes [7]. Each meal of the day is subdivided in meal divisions and for each

multiple recipes are suitable. The database also contains information about the system’s users.

Regarding the user’s information, it includes not only the user’s personal information such

as height, weight, date of birth and gender but also their nutritional needs, food preferences and

restrictions, activity levels and diseases. Another information stored in the database is the user

meal planning history to avoid repetition between plans [7].

In order to correctly analyse the plan, several measurements must be considered. The nu-

tritional value of each recipe, the avoidance of comfort food, the minimisation of ingredients

categories to easy the shopping task, etc, are considered to score each recipe and therefore play

an essential part in the final result. Not only are there heuristics used for each meal part but also

daily and weekly heuristics are considered. The variety of fruit for each day and the integration of

white meat recipes during the week were the two scenarios contemplated for the day and the week

heuristics, respectively.

3.4 Meal Recommender System

As stated previously, one of the goals of this work was the development of a recommendation

system in order to improve the final week plan. This recommendation would make the algorithm

more personal since each recipe would have a score to estimate the user preference for the recipe.

To create a system adapted to the project scenario, several recommender systems algorithms

were tested. In chapter 2.1, the main recommender systems frameworks were presented. For this

work a content-based, a collaborative filtering and a hybrid algorithm were created and evaluated.

3.4.1 Data Preparation

With the users and recipes data, the information was processed. All the recipes data was main-

tained. As for the users interactions, several users have a sparse number of ratings. Recommenda-

tion systems rely on the user and items information. As explained in chapter 2, some recommender

systems frameworks suffer from the cold-start problem, therefore, it is hard to provide personal-

ized recommendations for users with none or a very few number of rated items. This situation

hampers the use of information to create the model considering the user’s preferences. To avoid

this problem, only a percentage of the users (20 users with the most ratings) were used to develop

the recommendation model.

3.4.2 Content-based Model

Content based recommender systems rely on the attributes and description of the user interacted

items. This type of algorithm is, therefore, only dependent on the user’s choices, making it robust
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to the cold start problem. Considering the current project, the user’s choices consist of rated

recipes.

The goal is to convert unstructured text and words (recipes data) into a vector structure. The

information used to study the recipes similarity was their names and ingredients. For this work, a

very popular technique for information retrieval called TF-IDF was used. TF-IDF stand for term

frequency-inverse document frequency and was created for document search. With the use of the

TF-IDF technique, in the obtained vector structure each element is represented by a position in the

vector and its value measures the relevancy of the word in the recipe. In order to use this algorithm,

the TfidfVectorizer from the sklearn library was used. For the TfidfVectorizer, the vectors elements

can be single words but also strings up to a maximum of six words.

To model the users profiles, all the their interacted items are collected and their average rating

is computed. The recipes to which the user gave a higher rating will also have a higher strength in

the final profile. This final profile will then have multiple items the user has interacted with and

their corresponding strength.

The content based model will then take the created profile and compute the cosine similarity

between the profile and the vectors for all the items in order to find the closest matches.

Cosine similarity is used to measure the similarity between two items. Considering two vec-

tors, x and y, the cosine similarity is calculated in Equation 3.1.

sim(−→v1 ,
−→v2 ) = cosφ =

−→v1 ·−→v2

‖−→v1‖‖−→v2‖
(3.1)

This measure computes the cosine of the angle between vectors v1 and v2. A cosine value of 0

means that the two vectors are orthogonal and have no match. The closer the cosine value is to 1,

the greater the match between vectors.

The items with a higher cosine similarity will be the model’s recommended recipes.

3.4.3 Collaborative Filtering Model

As presented in chapter 2.1.1.1, Collaborative Filtering has two implementation strategies: memory-

based and model-based.

A model was developed using an off-the-shelf algorithm for this project. This approach com-

presses a user-item matrix into a low-dimensional representation in terms of latent factors. There-

fore, a high dimensional matrix with multiple missing values will be replaced by a smaller matrix

in a lower-dimensional space. Singular Value Decomposition(SVD) is used for this work.

SVD is a matrix factorization technique commonly used for dimensionality reduction in ma-

chine learning. For collaborative filtering, the used matrix contains the users evaluations for each

item. Given an m×n matrix A, with rank r, the singular value decomposition is calculated through

the following equation:

SV D(A) =U×S×V T (3.2)
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Where U,S and V are of dimensions m × m,m × n, and n × n, respectively. Since matrix S

contains r non zero entries, the effective dimensions of the U, S and V ares m × r, r × r, and r × n,

respectively. U and V are two orthogonal matrices and S is a diagonal matrix, called the singular

matrix [28].

A matrix decomposition is performed using the SciPy library, which helps the interactions

representation between users and items. The number of used factors for the user-item matrix

must be set. Some compromises must be done since the higher the value, the more precise is

the factorization, however, if too many details are memorized it will be specific for the data and

not a generalized model. After the factorization,the original matrix is reconstructed through the

multiplication of its factors. The highest predicted ratings are then recommended to the user.

3.4.4 Hybrid Model

Finally, a hybrid model that considers both frameworks and combines them is created. Hybrid

methods have shown great results and the interest in these systems has increased amongst re-

searchers. A simple method is developed that calculates the weighted average of the normalized

collaborative filtering and the content-based scores. The top N recommendations for each model

are obtained and the final score is calculated.

3.5 Genetic Algorithm

The development of this algorithm was done using Java. Previous work had been done in this

environment. This work included the heuristics to evaluate the week plans as well as the algorithm

to remove recipes that match the user’s dietary restrictions.Therefore, this step was created using

Java in order to reuse this information.

3.5.1 Population

In chapter 2.1, an introduction to genetic algorithms and their components was made. Since the

genetic algorithm was developed in the Java environment the Jenetics Library was used. This

library contains all the necessary classes for use of these algorithms. The first step in a genetic

algorithm is the creation of the initial population. Each individual is defined by its genotype

that contains the chromosomes and these contain the genes. For the week plan problem, each gene

consists in a recipe and only one chromosome is used that represents the full week plan. Therefore,

the solution is a one chromosome genotype with the best set of genes (recipes).

The Jenetics Library is prepared for bit genes, double genes, character genes, etc. However,

for this scenario, the gene must contain the recipe information, therefore, a custom gene class and

a custom chromosome class were created to ensure that all the recipe information was saved and

to avoid time consuming steps. These classes have a factory in order to create new instances of

genes and chromosomes.
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Since the desired result is a week plan that considers all week days and all meal divisions, each

gene has specific constraints considering not only the meal division but also its parts. Therefore,

a chromosome is composed of genes with different constraints considering the meal part and

division. When creating a new instance of a gene, only some recipes can be considered. In order

to do so, for the creation of the new gene the meal scope must be given as input. The meal

scope consists in the necessary meals to be planned. The scope can be seen as an meal plan with

only empty slots. Therefore, for each day, for each meal division and for each meal part a recipe

must be chosen. Using this information, for each gene only a fraction of the recipes database is

considered. This means that, for example, when choosing the fruit for lunch only the fruit recipes

are considered. The user restricted ingredients are also removed from the candidates.

3.5.2 Operators

The library has already implemented selection, mutation and crossover operators. For the selection

only the offspring fraction must be set. The offspring fraction dictates the percentage of individuals

from generation N available to be mixed in generation N+1.

As for crossover, the two most popular algorithms to be used are: single-point crossover and

multi-point crossover. In single point crossover, each child can be separated into two parts, one

from each parent. As for multi-point crossover, the combination between the two parents results

in a child with multiple parts of the chromosome from each parent (depending on the number of

crossover points).

Figure 3.2: Crossover Operators.

The library has implemented several types of mutation. However, for this scenario, only one

of the mutators operators can be used since each gene has specific constraints and consecutive



3.5 Genetic Algorithm 31

genes can not be switched, for example. Therefore the used mutator consists in a simple gene

substitution where a gene is replaced by a new instance (taking into consideration its constraints).

Figure 3.3: Mutation Result.

Finally, selection operators are also available in the library.For each generation, new genotypes

change while some are maintained and others are discarded. The selection of the genotypes to

keep and to mix can be done using several selectors. The library has multiple types of selection

operators implemented, some based on probability and others based on the fitness value. Two

selections must be performed: offspring and survivors to determine the offspring and unchanged

phenotypes (between two iterations) to maintain, respectively.

Figure 3.4: Selection Result.

3.5.3 Fitness Function

To evaluate the population at each generation, a fitness function must be created where each geno-

type has a corresponding value as an evaluation. The fitness function, for an optimization problem,
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is the function to be maximised or minimised according to the problem’s conditions. The previ-

ously developed algorithm used heuristic functions not only for evaluation proposes but also as a

guide to the algorithm’s final result. The developed greedy algorithm had, therefore, an already

developed evaluation available [7]. This evaluation was used in the calculation of the fitness func-

tion. Considering Equation 2.6, each heuristic is a function to be maximised and the obtained

fitness value is a result of the maximisation of the multiple conditions.

3.5.3.1 Heuristics Calculation

The goal of the genetic algorithm is the maximisation of the fitness function. As stated previously,

the fitness function evaluates the week plan as a whole, however, in order to get the week score, it

uses each recipe score and also the score of each week day.

Each heuristics calculation follows a different purpose. All heuristics results have the same

minimum and maximum values. Some calculations were already developed within the desired

interval while others were normalized for the [0,1] space. The fitness function combines all calcu-

lated heuristics in order to obtain the week score.

Next, the used heuristics are presented along with a brief summary of its calculation and

respective weights (for the fitness function initially developed for the greedy algorithm).

Carbohydrate Suitability Heuristic Measures how the the carbohydrate necessities are fulfill

by the chosen recipe.

Calculus - The carbohydrate value of the recipe is compared with the meal division’s necessi-

ties and a score is calculated accordingly.

Weight - 1.2

Cheaper Food Heuristic Test the price of the recipe valuing cheaper options.

Calculus -The score is calculated based on the recipe’s price when compared with the meal

division set price.

Weight - 1.0

Diabetes Heuristic Test recipe’s suitability for diabetic users.

Calculus - A list of unsuitable recipes for diabetic diets is available. Binary score based on

the recipe’s suitability.

Weight - 20.0

Energy Suitability Heuristic Measures how much the chosen recipe fulfills the energy values

for the meal division.

Calculus - The recipe’s energy value is compared with the meal division necessities and a

score is set.

Weight - 1.2
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Fat Suitability Heuristic Measures how much the chosen recipe matches the fat necessities for

the meal division.

Calculus - The recipe’s fat value is compared with the meal division necessities and a score is

set.

Weight - 1.2

Food Restrictions Enforcement Heuristic Double check for restricted ingredients in recipes.

Calculus - Accessing the user’s restricted ingredients, a binary score is set by evaluating whether

the recipe contains or not restricted ingredients.

Weight - 10.0

Fruit Variety Day Heuristic Evaluates daily amount of fruit types.

Calculus - According to the number of fruit types (up to a maximum of 3), a score is given. A

lower score is attributed to non fruit desserts and to the most repeated fruit types.

Weight - ∑weightsmealO f DayHeuristics

Include White Meat Heuristic Count the weekly number of white meat meals.

Calculus - Two weekly white meat meals is the proposed goal. If the goal is not achieved, the

white meat meal is scored higher.

Weight -

weightdayHeuristic×numbero f daysinplan (3.3)

Ingredient Variety Heuristic Test plan’s ingredient diversity.

Calculus - Penalization of recipes with already used ingredients taking into account the re-

centness of the ingredient’s use.

Weight - 1.0

Meat Fish Separation Heuristic Check if dinner meals have fish recipes while lunch meals

have meat meals. Favour lighter dinner meals.

Calculus - A score of 1 is given to the a set of recipes where the lunch meal is meat while

dinner is fish. A specific score is set for double meat and double fish recipes for the day.

Weight - 1.0

Minimize Product Categories Heuristic Avoid a huge variety of ingredients in a week plan.

Calculus - For each new recipe, if it contains a new product category ingredient the recipe’s

score is set to 0.

Weight - 1.0
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No Comfort Food Heuristic Avoid comfort food in the meal plan.

Calculus - The user’s comfort foods are set in the database. If the recipe is in the user’s

comfort food list its score is set to 0, otherwise to 1.

Weight - 5.0

Protein Suitability Heuristic Measures the protein values for the meal division.

Calculus - The protein value of the recipe is compared with the meal division’s necessities

and a score is calculated accordingly.

Weight - 1.2

Same Recipe For Meal Division Constraint Heuristic The user can specify certain meals that

consumes daily. For example, a user may want the breakfast meal to always be the same.

Calculus - The user’s specific recipes are favoured compared with the other recipes in the

database.

Weight - 9.0

User Preferences Heuristic Favours preferred meals according to the user’s information.

Calculus - The score is directly attributed from the database. All recipes with no preference

specified are scored 0.

Weight - 1.5

The heuristics calculation and respective weights were modified in order to study the genetic

algorithm performance. These changes will be explained in detail in Chapter 4.2.3.

The genetic algorithm’s fitness function used the same evaluation as the previous algorithm

not only because it measures important heuristics created with the help of a nutritionist but also

because the use of the same function allows for a direct comparison between the final results of

the two approaches.

For the calculation of each heuristic function, the candidate recipes and the meal planning con-

text are considered. The meal planning context contains the user’s general information, previous

meal plans, nutritional necessities, food prices, amongst others.

The used function output consist of a week score, where the combination of all the recipes is

evaluated but also, daily and recipe scores. For the fitness score only the week score is considered

which is a pondered result of the days and recipes scores.

3.5.4 Python Connection

The developed recommendation system results had to be imported to the Java code. In order to do

so, a connection between Python and Java was created. The goal was to export from java the user’s

ID for it to be used to access its information and provide a recommendation. In brief, a process to

access Python is created in Java. The Java code runs the recommendation engine which will use

the user ID to connect to Python and get the results. After the recommendation is completed, since

the result consists in a list of recipes with the respective strength (likelihood of being liked by the
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user), the information must be stored. A csv file is then created and is subsequently read by the

Java code. As a result, a matrix with recipes and their corresponding recommendation strength is

available in Java to be used. This information can be used to select the best N recipes and only use

those for the week plan creation or, a more diverse and less strict scenario, used as an additional

heuristics for the plan’s evaluation.

Summary In this chapter, the main methods used for this project were presented as well as the

connection between the two used environments. In the next chapter, the evaluation of both the

recommender system and the genetic algorithm will be described followed by the results. These

will be analysed and discussed.
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Chapter 4

Evaluation and results

In this chapter the obtained evaluation and results are presented for both the recommendation sys-

tem and the genetic algorithm. The results are then analysed. The recommender system will be

analysed, starting with the presentation of the evaluation techniques used followed by the pre-

sentation results. Next, the genetic algorithm evaluation is detailed and the results shown and

examined. To conclude, a summary of the obtained results for both techniques is done.

Experimental Setup As explained previously, the goal of this project was to develop an alter-

native approach to the work done in [7] and test it in real world data. In [7], a private dataset was

created that contains the users and recipes informations. This dataset consists in 142 Users and 427

recipes. For each user data such as age, weight, height, ingredients restrictions and preferences

are saved. Regarding the recipes, the ingredients, nutritional values, price, ingredients category

amongst other information are stored.

4.1 Recommendation System

The main goal of the development of a recommender system was to study whether off-the-shelf

algorithms would be successful for single meal recommendation. Since two approaches - content

based and collaborative filtering - were developed, the comparison between the two to study which

was more adapted to the meal recommender scenario was also one of the aims of this step.

The data described previously was used to evaluate the approach. In addiction to the users and

recipes information, the dataset also contains the users interaction, that is, the recipes rated by the

users and its value. This information was used for the development and posterior evaluation of

the approaches. 2996 ratings are saved in the database. However, since the collaborative filtering

method suffers from the cold start problem, only the 20 users with the highest number of inter-

actions were considered. Therefore, instead of 2996 interactions, for the recommender system

development and evaluation only 2023 ratings were considered.

The developed frameworks must be evaluated in order to test its success. One of the most

important things to evaluate is the generalization of the model. A good algorithm must work in

37
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data where it was not trained otherwise it means it is too tailored to the data. For this step, a simple

cross-validation method called holdout was used. The used data was split in train (80%) and test

(20%). The models were trained on the train set and later tested on the test set.

Since the result of these methods is the Top-N recommended items, for the evaluation, 50

items which the user has not interacted with and 1 positively rated item are put together. The

recommendation is then performed for those 51 items and the scores are obtained.

The position of the interacted item in the Top-51 will be evaluated. The used evaluation metric

was Recall. The evaluation was done for the top 5 and the top 10 therefore recall@5 and recall@10

were used as the evaluation metrics. The evaluation was performed on the data from the test set.

In order to review and compare the intermediate results for the three developed methods, a

single user from the database was chosen as an example to illustrate the intermediate steps of

the developed system. In order to be tested for all methods, the user must have a significant

number of reviews or it will suffer from the cold start problem. In order to present and analyse the

intermediate results, a user with 82 ratings was chosen.

The content-based algorithm was described in Chapter 3. To illustrate the algorithm user 91

was used. The content based algorithm creates the user’s profile based on their ratings. Through

the study of the recipes ingredients and names combined with the user’s ratings, a user profile is

created.

This profile comprises the relevance of the elements to the user. For user 91, elements such as

cheese and tomatoes have the higher relevance (Table 4.1).

Table 4.1: Results for user 91’s profile.

Ingredient Relevance
queijo 0,122
tomate 0,109
azeite brócolos 0,104
ameixa 0,102
estufado 0,097
trigo 0,096
frita arroz 0,089
brócolos 0,089
arroz cenoura 0,089
pão trigo 0,089

This information is used to then analyse the recipes for recommendation. The obtained results

for user 91 are illustrated in Table 4.2.

For the collaborative filtering method, a model is developed. The results for user 91 are pre-

sented in Table 4.3.

The hybrid model is a simple combination of the recommendations of both models. The results

for user 91 are illustrated in Table 4.4.
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Table 4.2: Top-10 recommendations for user 91 using the content based method.

id Recipe Name Recommendation Strength
249 Pescada frita, Arroz de tomate com azeite 0,354
927 Linguado frito, Arroz de tomate com azeite, Azeite e Brócolos cozidos 0,353
105 Peito de Frango sem pele estufado com azeite, Puré de batata, Azeite, Brócolos cozidos e Couve-flor cozida 0,321
717 Pescada frita, Arroz de tomate com azeite e Brócolos cozidos 0,312
843 Lula estufada com cebola, tomate e azeite, Puré de batata, Azeite, Cenoura cozida e Ervilhas grão, congeladas cozidas 0,302
984 Peito de Frango sem pele estufado com azeite, Arroz de cenoura com azeite, Azeite e Brócolos Cozidos 0,301
48 Peito de Frango sem pele estufado com azeite, Puré de batata, Azeite, Cenoura cozida e Ervilhas grão, congeladas cozidas 0,301
1141 Pão de trigo integral com requeijão 8% de proteína 0,294
42 Peito de Peru sem pele panado, Arroz de tomate com azeite e Brócolos cozidos 0,293
144 Lula estufada com cebola, tomate e azeite, Puré de batata, Azeite, Cenoura cozida e Ervilhas grão, congeladas cozidas 0,292

Table 4.3: Top-10 recommendations for user 91 using the collaborative filtering method.

id Recipe Name Recommendation Strength
43 Maça sem casca 0,980
105 Peito de Frango sem pele estufado com azeite, Puré de batata, Azeite, Brócolos cozidos e Couve-flor cozida 0,833
84 Lula estufada com cebola, tomate e azeite, Puré de batata, Alface crua e Tomate cru 0,820
825 Lombo de Vitela assada com azeite , Castanha assada com sal, Azeite, Grelos de couve cozidos e Cenoura cozida 0,782
120 Vaca para Cozer ou Estufada , Puré de batata, Azeite, Cenoura cozida e Ervilhas grão, congeladas cozidas 0,771
67 Kiwi 0,769
927 Linguado frito, Arroz de tomate com azeite, Azeite e Brócolos cozidos 0,769
183 Salmão grelhado, Arroz cozido simples, Feijão verde fresco cozido e Molho verde 0,751
1327 Sopa de feijão com agrião 0,746
127 Clementina 0,744

Table 4.4: Top-10 recommendations for user 91 using the hybrid method.

id Recipe Name Recommendation Strength
43 Maça sem casca 0,735
105 Peito de Frango sem pele estufado com azeite, Puré de batata, Azeite, Brócolos cozidos e Couve-flor cozida 0,705
84 Lula estufada com cebola, tomate e azeite, Puré de batata, Alface crua e Tomate cru 0,685
927 Linguado frito, Arroz de tomate com azeite, Azeite e Brócolos cozidos 0,665
120 Vaca para Cozer ou Estufada , Puré de batata, Azeite, Cenoura cozida e Ervilhas grão, congeladas cozidas 0,638
825 Lombo de Vitela assada com azeite , Castanha assada com sal, Azeite, Grelos de couve cozidos e Cenoura cozida 0,629
183 Salmão grelhado, Arroz cozido simples, Feijão verde fresco cozido e Molho verde 0,619
1154 Pão de coração (trigo) com requeijão 8% de proteína 0,618
249 Pescada frita, Arroz de tomate com azeite, Azeite e Brócolos cozidos 0,606
720 Dourada grelhada, Batata cozida, Cenoura cozida e Molho verde 0,606

4.1.1 Discussion and Final Results

Table 4.5 reviews the obtained results using the previously presented metrics. Analysing the over-

all results, is it clear that the hybrid model presents the best possibility to use as a single meal

recommender system. From the two off-the-shelf approaches, the content based had lower recall

values. The use of the recipe’s ingredients and names and the separation in words and strings

might not be a great method to evaluate the user’s likes. Other information such as type of cuisine,

time to make, descriptive characteristics of the recipe such as salty or sugary may be an option to

increase the validity of the technique.

The collaborative filtering technique showed higher results however they might be improved.

The sparse number of users with a significant number of ratings is an obstacle for the effectiveness

of the algorithm.

Since the collaborative filtering model performed better than the content based, its weight in

the hybrid model had to be higher in order to obtain a better result. The final weights for each

model were: 0.25 of the content based and 0.75 of the collaborative filtering.

The developed recommendation system methods considered very simple techniques and made

assumptions that may hinder the final results. The development of a system more adapted to the
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Table 4.5: Summary results for the three models.

Model Recall 5 Recall 10
Content-based 0.1481 0.2938
Collaborative Filtering 0.3679 0.4864
Hybrid 0.3728 0.5407

current scenario may improve the overall results.

4.2 Genetic Algorithm

For the development of this approach several hypothesis and studies were performed in order to

thoroughly evaluate how operators, population size and fitness function alterations would influence

the obtained plan result.

A study of multiple operators for the genetic algorithm was done in order to evaluate how

the adjustment of several parameters would alter the overall results. To test how the algorithm

adapts to different restriction scenarios, two users were evaluated to assess the impact on the

algorithm’s performance. The final study was the algorithm’s robustness to modifications in the

fitness function. Since the heuristics calculation and weight had been set in previous work, the

goal was to evaluate the adaptability of the algorithm to different scenarios.

For each test the algorithm’s running time, the final fitness value, the number of iterations and

a detailed analysis of the different heuristics values were saved.

4.2.1 Tested Users

An evaluation of both algorithms when dealing with different users was considered. As stated pre-

viously, the goal was to study how the greedy approach and the approach presented in this project

would perform for two different scenarios. The idea was to test how ingredients restrictions and

diabetes would affect the performance of the algorithm. The existence of ingredients restrictions

reduces the number of possible week plans. If a user has multiple ingredients restrictions, for ex-

ample: rice, milk and chicken, the number of candidate recipes for each meal significantly slims,

impacting the overall creation of the week plan. The presence of diabetes also limits the number

of candidates. The results of these two limitations must be studied in order to evaluate how the

algorithm behaves in two different search spaces. The overall week result is not comparable be-

cause for diabetic users, as explained in Chapter 3, the diabetes heuristic is considered therefore

each recipe has an additional heuristic to complete the evaluation.

As presented in section 3.3, the user information contains their height, weight, date of birth

but also possible food allergies or restrictive diets as well as disease information such as diabetes.

The performance of the algorithms in each scenario was tested for a user with few restrictions and

no diabetes, referred to as normal and for a user with multiple ingredients restrictions and with

diabetes, referred to as restricted.
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The two users could be either created from the beginning or the database users could be exam-

ined and two chosen for the tests. In order to simulate a closer real life scenario, the users where

retrieved from the database, which was created considering several assumptions. The two chosen

users were user 6 and user 9.

As introduced in section 4.2, a standard user with little to no restrictions and no existing

conditions and a more limited user, with several food restrictions and with diabetes were the two

chosen users to test. A summary of the two users information is illustrated in Table 4.6.

Table 4.6: Summary of the two users tested.

restricted normal
Gender Male Male
Date of birth 1980-12-11 1939-01-04
Height (kg) 90 60
Weight (cm) 174 172
Restrictions 64 ingredients 2 ingredients
Diseases Diabetes -

The results shown in Table 4.7 illustrate the heuristics differences between the two users. The

results were obtained considering the fitness function modifications which will be presented later.

Table 4.7: Heuristics scores for each algorithm and each user.

Population Size 20 Population Size 200 Greedy Algorithm
User 6 User 9 User 6 User 9 User 6 User 9

Carbohydrate Suitability Heuristic 0,24 0,55 0,38 0,69 0,46 0,90
Cheaper Food Heuristic 0,68 0,66 0,85 0,76 0,90 0,65
Diabetes Heuristic 0,96 0,00 1,00 0,00 1,00 0,00
Energy Suitability Heuristic 0,20 0,51 0,38 0,66 0,47 0,73
Fat Suitability Heuristic 0,36 0,46 0,40 0,58 0,45 0,72
Food Restrictions Enforcement Heuristic 1,00 1,00 1,00 1,00 1,00 1,00
Fruit Variety Day Heuristic 1,00 1,00 0,86 0,99 0,01 0,99
Include White Meat Heuristic 1,00 1,00 1,00 1,00 0,00 0,75
Ingredient Variety Heuristic 0,67 0,72 0,50 0,65 0,19 0,34
Limit Main Dish Recipe Repetition 0,99 1,00 1,00 1,00 0,88 0,92
Litre Of Soup In A Row 0,45 0,45 0,51 0,48 0,49 0,52
Meat Fish Separation Heuristic 0,52 0,52 0,54 0,55 0,55 0,57
Minimize Product Categories Heuristic 1,00 1,00 1,00 1,00 1,00 1,00
No Comfort Food Heuristic 0,96 0,99 0,94 1,00 0,94 1,00
Protein Suitability Heuristic 0,21 0,44 0,40 0,59 0,41 0,68
Same Recipe For Meal Division Constraint Heuristic 0,00 0,00 0,00 0,00 0,00 0,00
User Preferences Heuristic 0,62 0,52 0,64 0,53 0,68 0,53

Analysing the obtained results, is it clear that the introduction of restrictions in a user’s profile

interferes with a vast number of heuristics. The heuristic’s results that measure nutritional intake

significantly deteriorate in the presence of a restricted user. With restrictions, the number of avail-

able recipes to choose from is smaller which can explain why the algorithm performs best when

the restrictions are very sparse. A higher number of recipes leads to a higher number of possible

combinations for the plan.
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The introduction of changes in some heuristics calculations did not affect user 9 as it affected

user 6. Two heuristics - the include white meat and fruit day variety - perform significantly better

for user 9.

The overall results show that the introduction of restriction deteriorate the performance of mul-

tiple heuristics. For user 6, the only heuristic for which both algorithms had a better performance

compared to user 9 was the user preferences heuristic. The introduction of restrictions has no im-

pact in the this heuristic. The user will not rate a recipe that has an ingredient from the restrictions

list therefore, this heuristic only dependent on the number of recipes the user has rated.

4.2.2 Genetic Algorithm Operators

The study of the best combination of operators and hyperparameter values was done to evaluate

the performance of the genetic algorithm in the different scenarios.

In order to study the algorithm’s behaviour for differences in the fitness function (calculus and

weights),first the algorithm’s operators must be tuned to find the best combination. The Jenetics

library has several different operators to change and test, such as:

• Crossover • Alterers

• Mutation • Population Size

Crossover For the crossover, both single point and multi point crossover can be added to the

algorithm. Other than the type of crossover its probability can also be set. To begin with, the

crossover rate was tested. Two crossover rates were chosen: 0.6 and 0.8. These values were

set taking into consideration the used rates in [62] and [63]. Both the use of a multi point

crossover and a higher crossover rate should be associated with a higher exploitation of the search

space. When using multi point crossover, each resulting plan (child) contains multiple parts of

each parent whereas in single point crossover the child contains a part from each of the two parents

chromosome. With the use of multi point crossover, a combination between multiple parts of the

week plan is possible. Therefore, a higher crossover rate and the use of multi point crossover

should improve the algorithm’s performance since more combinations must be explored.

The two crossover rates were tested for both multi point and single point crossover. The overall

results show slight differences between the tested operators values, however, there is no indication

that the quality of the results is improved. Nonetheless, for the current problem and for both users,

the best results were obtained with the multi point crossover with a probability of 80% as presented

in Table 4.8.



4.2 Genetic Algorithm 43

Table 4.8: Results for user 6 and 9 with two crossover rates and types.

CrossOver
Type Rate Mean Max Min SD

User 6
Multipoint

0.6 83.90 84.40 82.83 0.43
0.8 83.93 84.99 82.86 0.54

Singlepoint
0.6 83.46 84.08 82.78 0.36
0.8 83.67 84.34 83.24 0.31

User 9
Multipoint

0.6 85.16 85.63 84.49 0.32
0.8 85.38 86.11 84.48 0.47

Singlepoint
0.6 85.00 85.50 84.06 0.38
0.8 85.12 85.91 84.09 0.60

Mutation Three other hyperparameters must be tested. The second one is the mutation rate.

Once again, two values for the probability of mutation were tested. According to [63], the muta-

tion rate for genetic algorithms is significantly smaller than the crossover rate.Two mutation rates

- 0.05 and 0.1 - were tested in order to find the best variables combination, the results are shown

in Table 4.9.

The mutation operator for this problem is used to find recipe substitutes. When the operator

is applied to a gene/recipe, the candidate list for that meal will be used to randomly replace the

gene. Without the mutation operator, the initial population recipes would be maintained with no

alteration throughout the iterations. A higher mutation rate must, consequently, lead to a bigger

search space since it might add new recipes to the population.

Table 4.9: Results for user 6 and 9 with two mutation rates.

Mutation Mean Max Min SD

User 6
0.05 83.93 84.40 82.83 0.43
0.10 84.10 84.54 83.37 0.36

User 9
0.05 85.38 86.11 84.48 0.50
0.10 85.46 86.23 84.67 0.50

Analysing the results from Table 4.9, the conclusion is that the fitness value is the greatest

when using a mutation rate of 10% for both users. However, the observed differences are too

small, therefore, there is no evidence that the quality of results is altered with the mutation rate

changes.

Selection For this work, two selection operators were tested: the roulette wheel and the trunca-

tion operator. For both the selection of the offspring and the survivors genotypes, the same selector

was tested.

The Roulette Wheel Selector is implemented on the Jenetics as a probability selector. The

probability of the individual x to be selected is calculated using their fitness value f according to
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equation 4.1.

P(x) =
fx

∑
N−1
j=0 f j

(4.1)

Using this selector for n individuals is equivalent to playing n times the roulette wheel.

As for the truncation selector, it has a very simple method where it selects the best n individuals

from the population.

The obtained results for the two tested selectors are displayed in Table 4.10.

Table 4.10: Results for the roulette wheel and truncation selector.

Selectors Mean Max Min SD

User 6
Truncation 84.10 84.54 83.37 0.36

RouletteWheel 81.63 82.53 80.84 0.46

User 9
Truncation 85.38 86.11 84.48 0.50

RouletteWheel 82.88 83.20 82.53 0.21

Since the truncation selector uses the best genotypes to keep in between generations, the over-

all results are superior. Another conclusion taken from the analysis of the results is that while for

the Roulette Wheel selector the initial and final best fitness are not too distant, a clear increase in

the fitness function throughout the generations is observed for the Truncation selector.

Figure 4.1: Fitness Evolution for the Roulette Wheel Operator (above) and the Truncation Opera-
tor (below).

Population Size The last hyperparameter to test is the population size. The goal of this test

was to study how the fitness value would change with the population growth. The population

growth is expected to improve the results of the algorithm as a higher number of genotypes should

lead to a bigger search for week plans possibilities. More week plans should imply more tested

combinations and recipes. Four sizes were used: 20, 50, 100 and 200. This growth leads to a

higher computational cost therefore only if the improvement is considerable does the population

size growth can be pondered.

Analysing the results it is clear that through the increase in the population size, an improvement

in the majority of the heuristics is obtained. This improvement can be confirmed by looking at the

day and week score. For a population size of 20 genotypes, multiple heuristics manage to either



4.2 Genetic Algorithm 45

Table 4.11: Heuristics values for each population for user 6.

Genetic Algorithm
Population 20 Population 50 Population 100 Population 200
Mean SD Mean SD Mean SD Mean SD

WeekScore 84,08 0,38 85,94 0,36 87,50 0,30 88,74 0,25
DayScore 9,87 0,23 10,13 0,22 10,36 0,21 10,53 0,16
CarbohydrateSuitabilityHeuristic 0,24 0,03 0,28 0,02 0,35 0,02 0,38 0,02
CheaperFoodHeuristic 0,68 0,03 0,76 0,03 0,81 0,02 0,85 0,01
DiabetesHeuristic 0,96 0,01 0,98 0,02 0,99 0,01 1,00 0,00
EnergySuitabilityHeuristic 0,20 0,02 0,26 0,02 0,33 0,02 0,38 0,02
FatSuitabilityHeuristic 0,36 0,03 0,39 0,03 0,38 0,03 0,40 0,01
FoodRestrictionsEnforcementHeuristic 1,00 0,00 1,00 0,00 1,00 0,00 1,00 0,00
FruitVarietyDayHeuristic 1,00 0,00 1,00 0,00 1,00 0,00 0,86 0,07
IncludeWhiteMeatHeuristic 1,00 0,00 1,00 0,00 1,00 0,00 1,00 0,00
IngredientVarietyHeuristic 0,67 0,01 0,61 0,04 0,57 0,02 0,50 0,02
LimitMainDishRecipeRepetition 0,99 0,01 0,99 0,01 1,00 0,01 1,00 0,00
LitreOfSoupInARow 0,45 0,01 0,47 0,02 0,48 0,02 0,51 0,01
MeatFishSeparationHeuristic 0,52 0,01 0,54 0,02 0,54 0,01 0,54 0,01
MinimizeProductCategoriesHeuristic 1,00 0,00 1,00 0,00 1,00 0,00 1,00 0,00
NoComfortFoodHeuristic 0,96 0,02 0,96 0,01 0,94 0,01 0,94 0,01
ProteinSuitabilityHeuristic 0,21 0,02 0,27 0,03 0,35 0,03 0,40 0,04
SameRecipeForMealDivisionConstraintHeuristic 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
UserPreferencesHeuristic 0,62 0,01 0,63 0,01 0,64 0,01 0,64 0,01

Table 4.12: Heuristics values for each population for user 9.

Genetic Algorithm
Population 20 Population 50 Population 100 Population 200
Mean SD Mean SD Mean SD Mean SD

WeekScore 83,84 0,49 85,65 0,46 87,09 0,37 88,44 0,22
DayScore 9,83 0,21 10,09 0,16 10,30 0,17 10,49 0,16
CarbohydrateSuitabilityHeuristic 0,55 0,03 0,60 0,02 0,64 0,02 0,69 0,02
CheaperFoodHeuristic 0,66 0,03 0,68 0,03 0,74 0,03 0,76 0,03
DiabetesHeuristic 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
EnergySuitabilityHeuristic 0,51 0,03 0,55 0,03 0,61 0,02 0,66 0,02
FatSuitabilityHeuristic 0,46 0,02 0,51 0,02 0,54 0,03 0,58 0,01
FoodRestrictionsEnforcementHeuristic 1,00 0,00 1,00 0,00 1,00 0,00 1,00 0,00
FruitVarietyDayHeuristic 1,00 0,00 1,00 0,00 1,00 0,00 0,99 0,05
IncludeWhiteMeatHeuristic 1,00 0,00 1,00 0,00 1,00 0,00 1,00 0,00
IngredientVarietyHeuristic 0,72 0,03 0,73 0,03 0,68 0,02 0,65 0,03
LimitMainDishRecipeRepetition 1,00 0,01 1,00 0,00 1,00 0,00 1,00 0,00
LitreOfSoupInARow 0,45 0,01 0,45 0,01 0,47 0,01 0,48 0,02
MeatFishSeparationHeuristic 0,52 0,02 0,54 0,01 0,55 0,01 0,55 0,01
MinimizeProductCategoriesHeuristic 1,00 0,00 1,00 0,00 1,00 0,00 1,00 0,00
NoComfortFoodHeuristic 0,99 0,00 1,00 0,00 1,00 0,00 1,00 0,00
ProteinSuitabilityHeuristic 0,44 0,04 0,50 0,04 0,55 0,04 0,59 0,02
SameRecipeForMealDivisionConstraintHeuristic 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
UserPreferencesHeuristic 0,52 0,00 0,53 0,00 0,52 0,00 0,53 0,00
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reach the maximum result or a result very close to the maximum. In these cases, the increase

in the population size would not be necessary. This is the case for heuristics such as: diabetes,

food restrictions enforcement, include white meat, limit main dish recipe and minimize product

categories. Other heuristics - fruit variety day and ingredient variety - actually deteriorate with

the population size change from 20 to 200. The increase in the population size, however, leads to

a considerable improvement in the remaining heuristics. The heuristics related to the nutritional

needs suffer the greatest upgrade.

Throughout the evaluation of the results it clear that the increase in the population size leads

to better results however at the cost of a higher computational time. The improvement of some

heuristics may have interfered with the result of others as was clear by the results from Table 4.14.

The improvement in the nutritional values of the week plan led to a lower variety in the plan’s

fruits and used ingredients.

4.2.3 Fitness Function Changes

The heuristics used for the fitness calculation were designed in order to help the previously de-

veloped greedy algorithm reach an optimal solution. Each heuristic also had different weights.

In order to test the effectiveness of both the genetic algorithm and the greedy algorithm, some

changes were made. The goal of these modifications was to evaluate the approaches robustness to

changes in both the calculation and the weights of each heuristic. Since the heuristics calculations

had been previously developed according to the greedy approach needs, the hypothesis was that

without the orientation in the calculation the greedy approach might under perform. The work can

be divided in three steps:

• Equal weights and modification of the heuristics’s implementation;

• Different weights’ Heuristics;

• Fitness function adapted to the greedy algorithm and weights changes.

To study the genetic algorithm and the greedy approach performance for the three considered

scenarios, user 6 and user 9 were tested for the four population sizes. Since genetic algorithms are

stochastic, each experiment was repeated 10 times.

4.2.3.1 Equal weights and modification of heuristics implementation

As described in Section 3.5.3.1, the fitness calculation used for the previous work had heuristics

with substantially different weights. The day heuristic had the same value as all the meal of day

division heuristics combined while the week heuristic had an even higher weight.

For an unbalanced weight distribution, the heuristics with the highest weights will be favoured.

These discrepancies might hamper the search for the genetic algorithm since differences in one

meal of day division would be discarded when considering a change in the week’s heuristic. With

these weights distribution, the algorithm would favour a week plan that fulfill the include white
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meal heuristic however with a poor overall performance in all other heuristics over a more balanced

week plan that did not fulfill the include white meat heuristic.

In order to remove this gap, all heuristics values were set to the same weight. When all

heuristics have the same weight the algorithm equally tries to maximise all heuristics.

Another change performed in the algorithm was the calculation of some of the heuristics. The

performed changes on the heuristics are summarised next.

• Heuristics Calculation Changes:

– Include White Meat Heuristic

* Greedy Based Calculus:When the set number of white meat meals is not reached,the

white meal recipes in the plan are scored higher to guide the algorithm

* Modified Calculus: All recipes in the plan have the same score for the heuristic.

If the plan has one white meat meal the score is set to 0.5. If it does not contain

any white meat recipe is 0. The value is set to 1 if two meals exist in the plan.

– Fruit Variety Day Heuristic

* Greedy Based Calculus:Lower scores are given to non fruit dessert and to the

most repeated fruits.

* Modified Calculus: The number of different fruits for the 1.0 score is three. If

the plan only has two the score is set to 0.6, if one to 0.3 and if none 0.

– Food Restrictions Enforcement Heuristic

* Greedy Based Calculus:Maximum score is set to 0.5.

* Modified Calculus: Maximum score is set to 1.

– Minimize Product Categories Heuristic

* Greedy Based Calculus:Maximum score is set to 0.5.

* Modified Calculus: Maximum score is set to 1.

Two of the four changed heuristics calculation suffered major changes: include white meat

and fruit day variety. The include white meat heuristic calculation had been adapted to guide the

algorithm. In order to do so, when the heuristic condition was not fulfilled, the meals with white

meat score was higher than the meals with fish or other meats. This way, the algorithm would

know what recipes to substitute. For the modification, for the maximum and minimum score no

alteration was done however, when only one meal had white meat (the goal is two meals) a score

of 0.5 to all meals was set.

Regarding the fruit variety heuristic a similar calculation had been developed. For this heuris-

tic, the goal was to have three types of fruit per day. When the condition was not ensured the meal

divisions for fruit that had desserts or the most common fruit type in the plan had a significantly

lower score than other fruit meals. The modification somewhat linearized the results. For one

fruit type a score of 0.3 was set and for two 0.6. These modifications hinder the greedy algorithm
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from using clues to orient its search. Both these changes had the goal of evaluating whether the

greedy approach would still succeed in the search for an optimal solution or if the performance

would deteriorate. And at the same time evaluate the genetic algorithm performance and compare

its robustness to the previous approach.

As for the other two heuristics: minimize product categories and food restrictions enforcement

the maximum score was changed from 0.5 to 1 in order to ensure that all heuristic had the same

weight in the final result.

The obtained results for the modified fitness function are summarized in Table 4.13. There is a

clear increase in the fitness function from the initial best fitness to the final result for all population

sizes. As the population size increases so does the fitness function, however, it also leads to a

higher computational time. The differences between the two users in the overall value are not

significant. In Table 4.14, a detailed result of the heuristics values is presented.

Table 4.13: Summary results for fitness function with equal weights.

Genetic Algorithm
Greedy Algorithm

Population
Final Fitness Initial Fitness

Time(s) Generations
Mean SD Mean Mean SD Time

User 6

20 84,08 0,38 81,18 20 77

88,16 0,22 4
50 85,94 0,36 81,51 58 100
100 87,50 0,30 81,53 154 141
200 88,74 0,25 81,63 362 158

User 9

20 83,84 0,49 81,26 22 82

88,94 0,12 6
50 85,65 0,46 81,38 69 109
100 87,09 0,37 81,48 179 146
200 88,44 0,22 81,53 372 160

In order to detailedly study the fitness function, results for both algorithms are illustrated in

Table 4.14. The detailed results for user 9 are in Section A.3. In order to evaluate the population

size influence in each heuristic, the information regarding the results for a population size of 20

and 200 is shown.

Regarding the comparison with the greedy algorithm results, for a majority of the heuristics

its values are very similar to the population of 200 genotypes. Most heuristics related with the

nutritional needs for the user are better for the greedy algorithm. However, the two heuristics

whose calculation was linearized compared with the previously developed algorithm function –

fruit variety day and include white meat – performed substantially better for the genetic algorithm

since the greedy algorithm results for these two heuristics are either close or equal to 0.

4.2.3.2 Different weights’ Heuristics

For this study, the modified heuristics calculation was considered however, each heuristic had

considerable different weights, as described in Section 3.5.3.1. This way, a study on how the

algorithm adapts to different weights with the modified calculations can be done. The goal is to

understand how the solutions quality is affected. When different weights are set, it is clear that
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Table 4.14: Detailed heuristics results for the two algorithms (user 6).

Genetic Algorithm
Greedy Algorithm

Population 20 Population 200
Mean SD Mean SD Mean SD

Week Score 84,08 0,38 88,74 0,25 88,16 0,22
Day Score 9,87 0,23 10,53 0,16 10,45 0,19
Carbohydrate Suitability Heuristic 0,24 0,03 0,38 0,02 0,46 0,05
Cheaper Food Heuristic 0,68 0,03 0,85 0,01 0,90 0,01
Diabetes Heuristic 0,96 0,01 1,00 0,00 1,00 0,00
Energy Suitability Heuristic 0,20 0,02 0,38 0,02 0,47 0,03
Fat Suitability Heuristic 0,36 0,03 0,40 0,01 0,45 0,03
Food Restrictions Enforcement Heuristic 1,00 0,00 1,00 0,00 1,00 0,00
Fruit Variety Day Heuristic 1,00 0,00 0,86 0,07 0,01 0,03
Include White Meat Heuristic 1,00 0,00 1,00 0,00 0,00 0,00
Ingredient Variety Heuristic 0,67 0,01 0,50 0,02 0,19 0,01
Limit Main Dish Recipe Repetition 0,99 0,01 1,00 0,00 0,88 0,01
Litre Of Soup In A Row 0,45 0,01 0,51 0,01 0,49 0,02
Meat Fish Separation Heuristic 0,52 0,01 0,54 0,01 0,55 0,01
Minimize Product Categories Heuristic 1,00 0,00 1,00 0,00 1,00 0,00
No Comfort Food Heuristic 0,96 0,02 0,94 0,01 0,94 0,02
Protein Suitability Heuristic 0,21 0,02 0,40 0,04 0,41 0,05
Same Recipe For Meal Division Constraint Heuristic 0,00 0,00 0,00 0,00 0,00 0,00
User Preferences Heuristic 0,62 0,01 0,64 0,01 0,68 0,01

some heuristics will be favor and a higher effort in finding optimal scores for those same heuristics

will be done. However, setting different weights may lead to an under performance of heuristics

with the lowest weights which may compromise the final result.

Regarding the detailed results of both the genetic and greedy algorithm, for user 9 the genetic

performs slightly worst for all population sizes. For the 200 population the results are similar.

However, user 6 genetic algorithm’s results are significantly higher compared with the greedy

algorithm. Analysing the detailed heuristics, illustrated in Table 4.16, a conclusion can be taken.

For the greedy algorithm the final plans do not fulfill the conditions for the include white meat

heuristic, therefore, the significant drop in the value is explained.

Table 4.15: Summary results for fitness function with different weights.

Genetic Algorithm
Greedy Algorithm

Population
Final Fitness Initial Fitness

Time Generations
Mean SD Mean Mean SD Time

User 6

20 288,59 0,25 285,90 18 72

219,97 24,76 5
50 289,40 0,11 286,29 100 176

100 289,84 0,08 286,34 213 193
200 290,11 0,08 286,61 403 186

User 9

20 256,48 0,13 255,37 29 103

258,03 0,04 8
50 256,81 0,11 255,17 81 132

100 257,47 0,07 255,55 217 183
200 257,82 0,06 255,55 424 180
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Table 4.16: Detailed heuristics results for the two algorithms (user 6).

Genetic Algorithm
Greedy Algorithm

Population 20 Population 200
Mean SD Mean SD Mean SD

Week Score 288,59 0,25 290,11 0,08 219,97 24,76
Day Score 26,23 0,08 26,44 0,05 26,17 1,80
Carbohydrate Suitability Heuristic 0,20 0,03 0,37 0,02 0,39 0,03
Cheaper Food Heuristic 0,65 0,05 0,80 0,02 0,69 0,03
Diabetes Heuristic 1,00 0,00 1,00 0,00 1,00 0,00
Energy Suitability Heuristic 0,15 0,03 0,32 0,03 0,34 0,02
Fat Suitability Heuristic 0,35 0,02 0,38 0,02 0,39 0,02
Food Restrictions Enforcement Heuristic 1,00 0,00 1,00 0,00 1,00 0,00
Fruit Variety Day Heuristic 1,00 0,00 0,99 0,05 0,99 0,05
Include White Meat Heuristic 1,00 0,00 1,00 0,00 0,50 0,24
Ingredient Variety Heuristic 0,65 0,03 0,56 0,02 0,42 0,02
Limit Main Dish Recipe Repetition 1,00 0,01 1,00 0,00 1,00 0,00
Litre Of Soup In A Row 0,44 0,01 0,49 0,02 0,50 0,01
Meat Fish Separation Heuristic 0,50 0,02 0,53 0,01 0,54 0,00
Minimize Product Categories Heuristic 1,00 0,00 1,00 0,00 1,00 0,00
No Comfort Food Heuristic 0,99 0,01 1,00 0,00 1,00 0,00
Protein Suitability Heuristic 0,19 0,03 0,36 0,04 0,31 0,01
Same Recipe For Meal Division Constraint Heuristic 0,00 0,00 0,00 0,00 0,00 0,00
User Preferences Heuristic 0,61 0,01 0,65 0,01 0,67 0,01

For this study, the fruit variety day heuristic did not under performed with the increase in

the population size. Since, in this study, the weight of this heuristic for the fitness calculation

is significantly superior, the algorithm is capable of finding solutions that simultaneously reach

closer values related with the user nutritional needs while maintaining the fruit diversity. The

same does not occur for the ingredient variety. This heuristic suffers a decay with the population

growth.

When comparing the results for the genetic and the greedy algorithm, the clear difference that

explains the overall week score gap is the include white meat heuristic. Although the algorithm

is capable of reaching a better score in this heuristic compared with the result in Table 4.14, the

mean value is 0.5 while for the genetic algorithm is 1. The ingredient variety and the cheaper food

heuristics also performs notably better in the genetic algorithm. All the others heuristics have

slight variations between the two algorithms.

4.2.3.3 Fitness function adapted to the greedy algorithm and weights changes

In the final scenario, the conditions used for the implementation of the greedy algorithm were

used to test how the genetic algorithm would perform compared with the previously developed

algorithm. For this scenario, the optimal conditions for the greedy approach are used to compare

the results with the genetic algorithm.

After modifying the heuristics weights, the next study was how the change in the heuristics

calculation would affect the overall result. These results are obtained using the initial heuristics

conditions developed in the previous work.
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Table 4.17: Summary results for adapted fitness function with different weights.

Genetic Algorithm
Greedy Algorithm

Population
Final Fitness Initial Fitness

Time Generations
Mean SD Mean Mean SD Time

User 6

20 225,84 0,40 220,09 21 84

227,34 0,06 7
50 226,80 0,13 221,23 87 152

100 227,29 0,10 223,54 198 179
200 227,60 0,08 223,84 417 192

User 9

20 194,18 0,15 193,07 27 100

195,86 0,05 9
50 194,74 0,07 193,11 84 134

100 195,17 0,10 193,17 207 168
200 195,52 0,05 193,20 448 182

As expected, the increase in the population size leads to better results. Similar to the first

scenario, the results for the best fitness are similar, however, the greedy algorithm performs overall

better and with a lower computational time.

Table 4.18: Details heuristics results for the two algorithms (user 6).

Genetic Algorithm
Greedy Algorithm

Population 20 Population 200
Mean SD Mean SD Mean SD

Week Score 225,84 0,40 227,60 0,08 227,35 0,06
Day Score 17,26 0,12 17,51 0,07 17,48 0,10
Carbohydrate Suitability Heuristic 0,18 0,02 0,35 0,03 0,37 0,03
Cheaper Food Heuristic 0,59 0,04 0,79 0,01 0,70 0,02
Diabetes Heuristic 1,00 0,01 1,00 0,00 1,00 0,00
Energy Suitability Heuristic 0,13 0,01 0,32 0,03 0,36 0,01
Fat Suitability Heuristic 0,34 0,02 0,38 0,02 0,39 0,01
Food Restrictions Enforcement Heuristic 0,50 0,00 0,50 0,00 0,50 0,00
Fruit Variety Day Heuristic 0,50 0,00 0,50 0,00 0,50 0,00
Include White Meat Heuristic 1,00 0,00 1,00 0,00 1,00 0,00
Ingredient Variety Heuristic 0,55 0,01 0,45 0,03 0,34 0,03
Limit Main Dish Recipe Repetition 0,98 0,01 0,98 0,00 0,98 0,00
Litre Of Soup In A Row 0,45 0,00 0,48 0,01 0,50 0,01
Meat Fish Separation Heuristic 0,50 0,01 0,54 0,01 0,55 0,01
Minimize Product Categories Heuristic 0,50 0,00 0,50 0,00 0,50 0,00
No Comfort Food Heuristic 0,99 0,01 1,00 0,00 1,00 0,00
Protein Suitability Heuristic 0,18 0,03 0,36 0,02 0,31 0,03
Same Recipe For Meal Division Constraint Heuristic 0,00 0,00 0,00 0,00 0,00 0,00
User Preferences Heuristic 0,61 0,01 0,64 0,01 0,66 0,02

As for the comparison with the greedy algorithm, the include white meat and the fruit vari-

ety day heuristics do not have a significant change. Since the heuristics calculation used were

developed in order to somewhat guide the algorithm, this result is expectable.
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4.2.3.4 Random Search

For all three scenarios and in order to confirm the genetic algorithm performed better than a ran-

dom search, a population of 10000 random genotypes was created and their fitness value stored.

The goal is to confirm that the genetic algorithm search leads to better results compared with a

random search where no data processing is performed. After analysing the best set of operators

for the performance of the genetic algorithm, the three scenarios were tested for the four chosen

population sizes.

In Figure 4.2 a representation of the fitness values obtained for the ten thousand random geno-

types is illustrated. The distribution resembles a normal distribution. As expected, the genetic

algorithm results significantly outperform the best fitness values obtained by the random search.

Figure 4.2: Histogram of random population for user 6 with equal heuristics weights and modified
calculations.

In Figure 4.3 a representation of the fitness values obtained for the 10000 random genotypes

are illustrated. The discontinuous distribution is explained by the uneven weight distribution of

the heuristics. The distribution results for user 9 are illustrated in Figure 4.4.

A conclusion taken from the comparison between Figure 4.3 and Figure 4.4 is that for an

unrestricted user, such as user 9, the majority of the solutions fitness is located in the right corner,

which means that most plans have what can be considered a good solution. As for the diabetic

user, the opposite occurs. In this case we have a clear domination of lower fitness values. This

result can explain why the greedy algorithm had a significantly lower result. Since a majority of

the plans for user 6 have lower fitness values, the greedy algorithm can not find a solution around

or above the results for the right corner of the distribution.
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Figure 4.3: Histogram of random population for user 6 with modified heuristics calculation and
different weights.

Figure 4.4: Histogram of random population for user 9 with modified heuristics calculation and
different weights.

4.2.4 Results conclusions

To summarise, the results indicate that the genetic algorithm is less sensitive to changes in the

calculation of the heuristics scores. Nevertheless, the developed studies are still pretty sparse in

order to be able to be sure of this possibility. New tests have to be done considering different users

and different fitness calculations, however, for this work, it was not possible to do so.

In general the genetic algorithm had a similar performance to the greedy algorithm. Nonethe-

less, the genetic algorithm has an higher computational time. The results for user 9 are detailed in

the appendix section A.3.
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4.3 Approaches connection

A recommender system and a genetic algorithm were developed through the course of this work.

The connection between the two frameworks was done, however, it was not tested since the rec-

ommender system does not contains all the database users. This obstacle prohibited the integration

of the recommender system heuristic into the genetic algorithm results.

In order to correctly evaluate the week plan with the recommender heuristic, the plan before

and after the heuristic has to be rated by the user in order to check its validity. Therefore, this is a

clear limitation of the developed work that must be fixed in the future.
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Conclusion and Future Work

With the increase in number of older population and the growing need to lead a healthy lifestyle,

an aid for a correct and balanced nutrition becomes a priority. A meal plan adapted not only to the

users needs but also to their preferences is essential. In order to adapt a plan to a specific user, their

general information such as weight, height, age and diseases must be taken into account. But, in

order to please the user, its preferences must also be studied and favoured. The number of people

leading restrictive lifestyles such as plant based and gluten free diets is increasing, therefore, this

information is also essential to provide a good diet plan.

This scenario can be regarded as a recommendation problem with multiple constraints. Rec-

ommender systems have been widely used for multiple scenarios such as travel, clothes and online

shopping. These systems are a valuable tool to predict new offers using the person’s information

and previous likes. The use of recommender systems together with optimization techniques has

been explored in the past few years. This combination allows for set recommendations.

The nutritional scenario can use this combination in order to obtain meal plans to aid users into

healthier diets. The goal of this project was to study and implement an approach that combines

an off-the-self recommender system with an optimization technique for weekly meal recommen-

dations. This approach must be capable of considering all the previously mentioned conditions -

user’s nutritional necessities, restrictions, preferences and diseases - and with them create a per-

sonalized weekly meal plan. The developed approach must be evaluated and compared with a

previously developed approach using real world data.

This project focuses on the development of a recommendation system to model the user’s

preferences followed by the use of an optimization technique to create the weekly meal plan. The

developed work was compared with a previously created greedy algorithm.

These two systems can be coupled in order to provide simultaneously a set of items that max-

imises certain conditions and at the same time considers the items the user will most likely approve.

The first experiment consisted in the creation of an off-the-shelf recommender system to then

be coupled to the optimization framework. Two techniques were tested: collaborative filtering and

content-based. A hybrid model using the two was also created.

55
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The next step was to develop a framework to create the plan. Genetic Algorithms are ex-

ploratory procedures that aid the search for optimal solutions to complex problems. They are then,

used as optimization techniques.Therefore, a genetic algorithm was designed and studied to adapt

to the current nutrition scenario.

In order to use it, several conditions must be studied in order to obtain the best set of imple-

mentations for the algorithm. Multiple population sizes, crossover techniques and rates, mutation

rates and selectors were detailedly studied. The final conditions were added to the algorithm and

the results were obtained.

For this work only two users were tested for this algorithm in order to evaluate how restrictions

would influence the overall results. A restricted user shrinks the number of recipes to use for the

week plan which, as expected, hampered the final results.

For the evaluation of the results, modifications in the fitness function were made in order to

evaluate the robustness of the two approaches. The used fitness function was based on heuristics

developed in previous work, however, some modifications were tested in order to evaluate both

the genetic and the greedy algorithm response. Both the modification in the heuristics calculation

and the heuristics weights led to some alterations in the overall results.

The limited number of evaluated users hinders the generalization of some conclusions. All

the tested hypothesis must furthered evaluated for a considerable number of users in order to

corroborate or reject the premises.

The recommendation system was developed using Python while the genetic algorithm used

the Java environment since all previous work was done in Java. The connection between the two

environments was done.

From the recommender system implementation, the hybrid model showed the best results.

However, since the database had a small percentage of users with a significant number of rated

recipes and an off-the-shelf system was used, its performance was not outstanding.

Regarding the genetic algorithm, its performance was, in a majority of the tested scenarios,

similar to the greedy algorithm, however, it is a more time consuming framework. For the re-

stricted user (diabetic and several ingredient restrictions) with alterations in the fitness function

the greedy algorithm had a significantly lower performance compared with the genetic algorithm.

For this scenario, the genetic algorithm showed a higher robustness to changes. Considering the

different tested scenarios and the modifications in the fitness function the genetic algorithm man-

age to find overall best solutions compared with the greedy approach. This shows a limitation of

the greedy approach that is solved with the use of the genetic algorithm.

Regarding future work, the complete connection between the two environments must be devel-

oped and evaluated using real world users to evaluate the recommender system recommendations

and the week plan. In order to confirm the robustness hypothesis, more users should be tested in

order to evaluate both approaches performance for the different scenarios.
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Appendix

A.1 Histogram results

Figure A.1: Histogram of random population for user 9 with equal heuristics weights and modified
calculations.

Figure A.2: Histogram of random population for user 9 adapted heuristics calculation and different
weights.
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Figure A.3: Histogram of random population for user 6 adapted heuristics calculation and different
weights.

A.2 User 6 Detailed Results

Table A.1: Detailed heuristics results for the two algorithms with equal weights heuristics and
modified calculation (User 6).

Genetic Algorithm
Greedy Algorithm

Population 50 Population 100
Mean SD Mean SD Mean SD

Week Score 85,94 0,36 87,50 0,30 88,16 0,22
Day Score 10,13 0,22 10,36 0,21 10,45 0,19
Carbohydrate Suitability Heuristic 0,28 0,02 0,35 0,02 0,46 0,05
Cheaper Food Heuristic 0,76 0,03 0,81 0,02 0,90 0,01
Diabetes Heuristic 0,98 0,02 0,99 0,01 1,00 0,00
Energy Suitability Heuristic 0,26 0,02 0,33 0,02 0,47 0,03
Fat Suitability Heuristic 0,39 0,03 0,38 0,03 0,45 0,03
Food Restrictions Enforcement Heuristic 1,00 0,00 1,00 0,00 1,00 0,00
Fruit Variety Day Heuristic 1,00 0,00 1,00 0,00 0,01 0,03
Include White Meat Heuristic 1,00 0,00 1,00 0,00 0,00 0,00
Ingredient Variety Heuristic 0,61 0,04 0,57 0,02 0,19 0,01
Limit Main Dish Recipe Repetition 0,99 0,01 1,00 0,01 0,88 0,01
Litre Of Soup In A Row 0,47 0,02 0,48 0,02 0,49 0,02
Meat Fish Separation Heuristic 0,54 0,02 0,54 0,01 0,55 0,01
Minimize Product Categories Heuristic 1,00 0,00 1,00 0,00 1,00 0,00
No Comfort Food Heuristic 0,96 0,01 0,94 0,01 0,94 0,02
Protein Suitability Heuristic 0,27 0,03 0,35 0,03 0,41 0,05
Same Recipe For Meal Division Constraint Heuristic 0,00 0,00 0,00 0,00 0,00 0,00
User Preferences Heuristic 0,63 0,01 0,64 0,01 0,68 0,01

A.3 User 9 Detailed Results



A.3 User 9 Detailed Results 59

Table A.2: Heuristics scores for each algorithm and each user for adapted heuristic calculation and
different weights.

Population Size 20 Population Size 200 Greedy Algorithm
User 6 User 9 User 6 User 9 User 6 User 9

Carbohydrate Suitability Heuristic 0,18 0,57 0,35 0,71 0,37 0,89
Cheaper Food Heuristic 0,59 0,64 0,79 0,75 0,70 0,57
Diabetes Heuristic 1,00 0,00 1,00 0,00 1,00 0,00
Energy Suitability Heuristic 0,13 0,52 0,32 0,69 0,36 0,74
Fat Suitability Heuristic 0,34 0,47 0,38 0,62 0,39 0,74
Food Restrictions Enforcement Heuristic 0,50 0,50 0,50 0,50 0,50 0,50
FruitVariety Day Heuristic 0,50 0,50 0,50 0,50 0,50 0,50
Include White Meat Heuristic 1,00 1,00 1,00 1,00 1,00 1,00
Ingredient Variety Heuristic 0,55 0,63 0,45 0,52 0,34 0,41
Limit Main Dish Recipe Repetition 0,98 1,00 0,98 1,00 0,98 1,00
Litre Of Soup In A Row 0,45 0,45 0,48 0,50 0,50 0,49
Meat Fish Separation Heuristic 0,50 0,53 0,54 0,55 0,55 0,57
Minimize Product Categories Heuristic 0,50 0,50 0,50 0,50 0,50 0,50
No Comfort Food Heuristic 0,99 1,00 1,00 1,00 1,00 1,00
Protein Suitability Heuristic 0,18 0,47 0,36 0,62 0,31 0,69
Same Recipe For Meal Division Constraint Heuristic 0,00 0,00 0,00 0,00 0,00 0,00
User Preferences Heuristic 0,61 0,52 0,64 0,53 0,66 0,53

Table A.3: Detailed heuristics results for the two algorithms with different Weights heuristics and
modified calculation (user 6).

Genetic Algorithm
Greedy Algorithm

Population 50 Population 100
Mean SD Mean SD Mean SD

Week Score 289,40 0,11 289,84 0,08 219,97 24,76
Day Score 26,34 0,06 26,41 0,05 26,17 1,80
Carbohydrate Suitability Heuristic 0,28 0,02 0,32 0,02 0,39 0,03
Cheaper Food Heuristic 0,69 0,02 0,76 0,03 0,69 0,03
Diabetes Heuristic 1,00 0,00 1,00 0,00 1,00 0,00
Energy Suitability Heuristic 0,22 0,03 0,29 0,02 0,34 0,02
Fat Suitability Heuristic 0,37 0,02 0,39 0,02 0,39 0,02
Food Restrictions Enforcement Heuristic 1,00 0,00 1,00 0,00 1,00 0,00
Fruit Variety Day Heuristic 1,00 0,00 1,00 0,00 0,99 0,05
Include White Meat Heuristic 1,00 0,00 1,00 0,00 0,50 0,24
Ingredient Variety Heuristic 0,66 0,03 0,60 0,02 0,42 0,02
Limit Main Dish Recipe Repetition 1,00 0,00 1,00 0,00 1,00 0,00
Litre Of Soup In A Row 0,45 0,01 0,47 0,02 0,50 0,01
Meat Fish Separation Heuristic 0,53 0,01 0,54 0,01 0,54 0,00
Minimize Product Categories Heuristic 1,00 0,00 1,00 0,00 1,00 0,00
No Comfort Food Heuristic 1,00 0,00 1,00 0,00 1,00 0,00
Protein Suitability Heuristic 0,25 0,03 0,32 0,03 0,31 0,01
Same Recipe For Meal Division Constraint Heuristic 0,00 0,00 0,00 0,00 0,00 0,00
User Preferences Heuristic 0,63 0,01 0,64 0,01 0,67 0,01
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Table A.4: Detailed heuristics results for the two algorithms with different weights heuristics and
adapted calculation (user 6).

Genetic Algorithm
Greedy Algorithm

Population 50 Population 100
Mean SD Mean SD Mean SD

Week Score 226,80 0,13 227,29 0,10 227,35 0,06
Day Score 17,40 0,09 17,47 0,08 17,48 0,10
Carbohydrate Suitability Heuristic 0,25 0,02 0,32 0,02 0,37 0,03
Cheaper Food Heuristic 0,69 0,02 0,75 0,04 0,70 0,02
Diabetes Heuristic 1,00 0,00 1,00 0,00 1,00 0,00
Energy Suitability Heuristic 0,20 0,02 0,28 0,03 0,36 0,01
Fat Suitability Heuristic 0,38 0,02 0,37 0,02 0,39 0,01
Food Restrictions Enforcement Heuristic 0,50 0,00 0,50 0,00 0,50 0,00
Fruit Variety Day Heuristic 0,50 0,00 0,50 0,00 0,50 0,00
Include White Meat Heuristic 1,00 0,00 1,00 0,00 1,00 0,00
Ingredient Variety Heuristic 0,58 0,04 0,50 0,03 0,34 0,03
Limit Main Dish Recipe Repetition 0,98 0,00 0,98 0,00 0,98 0,00
Litre Of Soup In A Row 0,46 0,02 0,47 0,01 0,50 0,01
Meat Fish Separation Heuristic 0,52 0,02 0,53 0,01 0,55 0,01
Minimize Product Categories Heuristic 0,50 0,00 0,50 0,00 0,50 0,00
No Comfort Food Heuristic 1,00 0,00 1,00 0,00 1,00 0,00
Protein Suitability Heuristic 0,22 0,03 0,30 0,03 0,31 0,03
Same Recipe For Meal Division Constraint Heuristic 0,00 0,00 0,00 0,00 0,00 0,00
User Preferences Heuristic 0,61 0,01 0,63 0,01 0,66 0,02

Table A.5: Detailed heuristics results for the two algorithms with equal weights heuristics and
modified calculation (user 9).

Genetic Algorithm
Greedy Algorithm

Population 20 Population 50 Population 100 Population 200
Mean SD Mean SD Mean SD Mean SD Mean SD

Week Score 83,84 0,49 85,65 0,46 87,09 0,37 88,44 0,22 88,95 0,12
Day Score 9,83 0,21 10,09 0,16 10,30 0,17 10,49 0,16 10,56 0,24
Carbohydrate Suitability Heuristic 0,55 0,03 0,60 0,02 0,64 0,02 0,69 0,02 0,90 0,02
Cheaper Food Heuristic 0,66 0,03 0,68 0,03 0,74 0,03 0,76 0,03 0,65 0,02
Diabetes Heuristic 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
Energy Suitability Heuristic 0,51 0,03 0,55 0,03 0,61 0,02 0,66 0,02 0,73 0,02
Fat Suitability Heuristic 0,46 0,02 0,51 0,02 0,54 0,03 0,58 0,01 0,72 0,01
Food Restrictions Enforcement Heuristic 1,00 0,00 1,00 0,00 1,00 0,00 1,00 0,00 1,00 0,00
Fruit Variety Day Heuristic 1,00 0,00 1,00 0,00 1,00 0,00 0,99 0,05 0,99 0,05
Include White Meat Heuristic 1,00 0,00 1,00 0,00 1,00 0,00 1,00 0,00 0,75 0,35
Ingredient Variety Heuristic 0,72 0,03 0,73 0,03 0,68 0,02 0,65 0,03 0,34 0,02
Limit Main Dish Recipe Repetition 1,00 0,01 1,00 0,00 1,00 0,00 1,00 0,00 0,92 0,01
Litre Of Soup In A Row 0,45 0,01 0,45 0,01 0,47 0,01 0,48 0,02 0,52 0,01
Meat Fish Separation Heuristic 0,52 0,02 0,54 0,01 0,55 0,01 0,55 0,01 0,57 0,00
Minimize Product Categories Heuristic 1,00 0,00 1,00 0,00 1,00 0,00 1,00 0,00 1,00 0,00
No Comfort Food Heuristic 0,99 0,00 1,00 0,00 1,00 0,00 1,00 0,00 1,00 0,00
Protein Suitability Heuristic 0,44 0,04 0,50 0,04 0,55 0,04 0,59 0,02 0,68 0,02
Same Recipe For Meal Division Constraint Heuristic 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
User Preferences Heuristic 0,52 0,00 0,53 0,00 0,52 0,00 0,53 0,00 0,53 0,00
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Table A.6: Detailed heuristics results for the two algorithms with different weights heuristics and
modified calculation(user 9).

Genetic Algorithm
Greedy Algorithm

Population 20 Population 50 Population 100 Population 200
Mean SD Mean SD Mean SD Mean SD Mean SD

Week Score 256,48 0,13 256,81 0,11 257,47 0,07 257,82 0,06 258,03 0,04
Day Score 21,64 0,05 21,69 0,06 21,78 0,06 21,83 0,05 21,86 0,07
Carbohydrate Suitability Heuristic 0,56 0,04 0,62 0,03 0,67 0,03 0,71 0,03 0,88 0,01
Cheaper Food Heuristic 0,62 0,03 0,70 0,02 0,70 0,03 0,75 0,01 0,52 0,02
Diabetes Heuristic 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
Energy Suitability Heuristic 0,52 0,02 0,59 0,03 0,65 0,03 0,70 0,02 0,77 0,02
Fat Suitability Heuristic 0,48 0,02 0,52 0,03 0,57 0,02 0,61 0,02 0,73 0,01
Food Restrictions Enforcement Heuristic 1,00 0,00 1,00 0,00 1,00 0,00 1,00 0,00 1,00 0,00
Fruit Variety Day Heuristic 1,00 0,00 0,50 0,00 1,00 0,00 0,96 0,07 1,00 0,00
Include White Meat Heuristic 1,00 0,00 1,00 0,00 1,00 0,00 1,00 0,00 1,00 0,00
Ingredient Variety Heuristic 0,76 0,03 0,62 0,03 0,71 0,03 0,64 0,02 0,47 0,03
Limit Main Dish Recipe Repetition 1,00 0,00 1,00 0,00 1,00 0,00 1,00 0,00 1,00 0,00
Litre Of Soup In A Row 0,45 0,01 0,46 0,01 0,47 0,02 0,50 0,02 0,51 0,02
Meat Fish Separation Heuristic 0,53 0,02 0,54 0,01 0,55 0,01 0,55 0,01 0,57 0,00
Minimize Product Categories Heuristic 1,00 0,00 1,00 0,00 1,00 0,00 1,00 0,00 1,00 0,00
No Comfort Food Heuristic 1,00 0,00 1,00 0,00 1,00 0,00 1,00 0,00 1,00 0,00
Protein Suitability Heuristic 0,48 0,03 0,55 0,05 0,58 0,02 0,62 0,03 0,70 0,01
Same Recipe For Meal Division Constraint Heuristic 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
User Preferences Heuristic 0,53 0,00 0,52 0,00 0,53 0,00 0,53 0,00 0,53 0,00

Table A.7: Detailed heuristics results for the two algorithms with different weights heuristics and
adapted calculation (user 9).

Genetic Algorithm
Greedy Algorithm

Population 20 Population 50 Population 100 Population 200
Mean SD Mean SD Mean SD Mean SD Mean SD

Week Score 194,18 0,15 194,74 0,07 195,17 0,10 195,52 0,05 195,85 0,05
Day Score 12,74 0,07 12,82 0,06 12,88 0,07 12,93 0,06 12,98 0,08
Carbohydrate Suitability Heuristic 0,57 0,02 0,63 0,01 0,67 0,02 0,71 0,02 0,89 0,01
Cheaper Food Heuristic 0,64 0,03 0,66 0,03 0,72 0,03 0,75 0,02 0,57 0,01
Diabetes Heuristic 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
Energy Suitability Heuristic 0,52 0,02 0,58 0,02 0,64 0,02 0,69 0,03 0,74 0,02
Fat Suitability Heuristic 0,47 0,02 0,51 0,04 0,58 0,03 0,62 0,02 0,74 0,01
Food Restrictions Enforcement Heuristic 0,50 0,00 0,50 0,00 0,50 0,00 0,50 0,00 0,50 0,00
Fruit Variety Day Heuristic 0,50 0,00 0,50 0,00 0,50 0,00 0,50 0,00 0,50 0,00
Include White Meat Heuristic 1,00 0,00 1,00 0,00 1,00 0,00 1,00 0,00 1,00 0,00
Ingredient Variety Heuristic 0,63 0,03 0,63 0,02 0,59 0,03 0,52 0,03 0,41 0,02
Limit Main Dish Recipe Repetition 1,00 0,00 1,00 0,00 1,00 0,00 1,00 0,00 1,00 0,00
Litre Of Soup In A Row 0,45 0,01 0,46 0,01 0,47 0,02 0,50 0,01 0,49 0,01
Meat Fish Separation Heuristic 0,53 0,01 0,54 0,01 0,55 0,02 0,55 0,01 0,57 0,00
Minimize Product Categories Heuristic 0,50 0,00 0,50 0,00 0,50 0,00 0,50 0,00 0,50 0,00
No Comfort Food Heuristic 1,00 0,00 1,00 0,00 1,00 0,00 1,00 0,00 1,00 0,00
Protein Suitability Heuristic 0,47 0,03 0,54 0,03 0,58 0,03 0,62 0,02 0,69 0,01
Same Recipe For Meal Division Constraint Heuristic 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
User Preferences Heuristic 0,52 0,00 0,52 0,00 0,53 0,00 0,53 0,00 0,53 0,00
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