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“O que há em mim é sobretudo cansaço
Não disto nem daquilo,

Nem sequer de tudo ou de nada:
Cansaço assim mesmo, ele mesmo,

Cansaço.

A subtileza das sensações inúteis,
As paixões violentas por coisa nenhuma,

Os amores intensos por o suposto alguém.
Essas coisas todas -

Essas e o que faz falta nelas eternamente -;
Tudo isso faz um cansaço,

Este cansaço,
Cansaço.

Há sem dúvida quem ame o infinito,
Há sem dúvida quem deseje o impossível,
Há sem dúvida quem não queira nada -

Três tipos de idealistas, e eu nenhum deles:
Porque eu amo infinitamente o finito,

Porque eu desejo impossivelmente o possível,
Porque eu quero tudo, ou um pouco mais, se puder ser,

Ou até se não puder ser...

E o resultado?
Para eles a vida vivida ou sonhada,

Para eles o sonho sonhado ou vivido,
Para eles a média entre tudo e nada, isto é, isto...

Para mim só um grande, um profundo,
E, ah com que felicidade infecundo, cansaço,

Um supremíssimo cansaço.
Íssimo, íssimo. íssimo,

Cansaço...”

Álvaro de Campos, O que há em mim é sobretudo cansaço
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Abstract

Metal additive manufacturing has gathered the interest of many researchers and the indus-
try in recent years. These methods are now frequently capable of producing high strength
parts with static strengths that exceed their conventionally manufactured counterparts due
to ongoing process improvements. On the other hand, these processes produce large and
anisotropic residual stresses, which can have a significant impact on fatigue characteristics
and cause geometric distortion.

Since residual stress formation is dependent on processing variables, material properties
and part geometry, it is difficult to efficiently predict their behaviour. As a result, the
demand for numerical models that can accurately anticipate a component’s microstructure,
distortion and residual stresses has increased. Computer simulation is a useful tool for
assisting with experimental work and reducing the amount of time and money spent on
it, however, the simulation process is very challenging and presents several limitations.

The main goal of this dissertation is to gain insight into commercially available finite
element packages that simulate metallic additive manufacturing processes, specifically
Laser Powder Bed Fusion and Direct Energy Deposition, in the context of distortion and
residual stress simulation. Each of these techniques uses a heat source that fuses each
layer in a certain pattern, gradually constructing the part. The final residual stresses and
deformations are influenced by the complex thermal history. Thermo-mechanical finite
element analysis can be used to model these effects, promoting the production of high
quality parts. This is accomplished by conducting convergence and parametrical studies
to evaluate the influence of simulation inputs on the expected residual stress field and
by modeling the conditions of real physical systems to allow the comparison between
numerical and experimental results. Thermo-mechanical analysis were performed using
the software Abaqus. Abaqus AM module has an automated interface that allows the
user to define event data, such as element activation and heat input, as a function of both
position and time.

INEGI partnered with Faculty of Science and Technology of University of Coimbra to
develop a project called "MAMTool - Machinability of Additive Manufactured Parts for
Tooling Industry", which consists on the characterization of the residual stresses of two
physical specimens produced by Powder Bed Fusion: a quadrangular right prism and a
benchmark bridge. A comparison between the numerical and the experimental data was
conducted, allowing final conclusions on the accuracy of the developed model. In general,
the numerical model over predicted the values of the residual stresses.

Lastly, the displacement field was analysed when the benchmark bridge was gradu-
ally removed from its baseplate and compared to experimental results. In this case, the
numerical and experimental results were very similar.

Keywords: Finite Element Method, Powder Bed Fusion, Direct Energy Deposition,
Metallic Additive Manufacturing, Residual Stresses
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Resumo

O fabrico aditivo de metais tem despertado o interesse nas áreas da investigação e da in-
dústria nos últimos anos. Devido a melhorias contínuas, estas técnicas são agora capazes
de produzir peças de alta resistência e com melhores características mecânicas relativa-
mente a peças fabricadas convencionalmente. Por outro lado, estes processos produzem
tensões residuais elevadas e anisotrópicas, que podem ter um impacto significativo nas
características de fadiga e causar distorções geométricas.

Uma vez que a formação de tensões residuais depende das variáveis de processamento,
propriedades do material e geometria da peça, é difícil prever com eficiência o seu com-
portamento. Desta forma, a necessidade de modelos numéricos que conseguem antecipar
com precisão a microestrutura, distorção e tensões residuais de um componente é cada vez
maior. A simulação computacional é uma ferramenta útil no auxílio ao trabalho experi-
mental e para reduzir a quantidade de tempo e dinheiro investidos, no entanto, o processo
de simulação é bastante desafiante e apresenta várias limitações.

O principal objetivo desta dissertação é compreender melhor o funcionamento dos pro-
gramas comerciais de elementos finitos que simulam processos de fabrico aditivo de metais,
mais especificamente os processos de Powder Bed Fusion e Direct Energy Deposition, no
contexto de distorções e na e simulação de tensões residuais. Cada uma destas técnicas
usa uma fonte de calor que solidifica cada camada num determinado padrão, construindo
gradualmente a peça. As tensões residuais e deformações finais são influenciadas pelas
características térmicas da peça. A análise termo-mecânica de elementos finitos pode ser
utilizada para modelar esses efeitos, permitindo a produção de peças de alta qualidade.
O objetivo é atingido através da realização de estudos paramétricos e de convergência
que avaliam a influência dos dados da simulação no campo de tensões residuais e pela
modelação das condições de sistemas físicos reais. As análises termo-mecânicas foram re-
alizadas no software Abaqus. O módulo Abaqus AM possui uma interface automatizada
que permite ao usuário definir eventos como uma função de posição e tempo.

Em parceria com a Faculdade de Ciências e Tecnologia da Universidade de Coimbra, o
INEGI desenvolveu um projeto denominado "MAMTool - Machinability of Additive Man-
ufactured Parts for Tooling Industry", que consiste na caracterização das tensões residuais
de duas peças produzidas por Powder Bed Fusion: um prisma quadrangular e uma bench-
mark bridge. Foi realizada uma comparação entre os dados numéricos e experimentais,
permitindo tirar conclusões quanto à precisão do modelo desenvolvido. Em geral, o modelo
numérico estimou valores de tensões residuais superiores aos dos resultados experimentais.

Por último, o campo de deslocamentos foi analisado quando a benchmark bridge foi
gradualmente removida do substrato e comparado com resultados experimentais. Neste
caso, os resultados numéricos e experimentais são semelhantes.

Palavras-chave: Método dos Elementos Finitos, Powder Bed Fusion, Direct Energy
Deposition, Fabrico Aditivo Metálico, Tensões Residuais
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Chapter 1

Introduction

1.1 Framework and motivation

3D printing is a revolutionary technology that has quickly evolved over the years, which
led to a great interest from several industries, such as chemical, food, textile, aerospace,
medical and automotive.

In conventional methods such as forming, casting and injection, very complex geome-
tries and objects with more than one material cannot be obtained, due to the inability
of the tool used. In 3D printing, however, the parts are constructed by adding material,
therefore, when compared to conventional processes, 3D printing technologies promote
optimization in terms of cost effectiveness, automation and flexibility [8]. Due to addi-
tive manufacturing (AM) powerful personalized manufacturing capabilities, shackles of
conventional manufacturing techniques have been broke. This played a major role in
advanced manufacturing industry, increasing application prospects in aerospace, mecha-
tronics, medicine and civil engineering [9].

AM processes differ from each other in several factors, namely, in the material used
and in the ways in which the layers are created and joined together. These parameters
directly influence characteristics such as production time, process precision, mechanical
properties of the parts and the need for post-processing. In these processes, a wide range
of materials can be used including metals, composites, ceramics and plastics, with the
possibility of using more than one material in a piece in order to optimize its structure
and improve mechanical properties. There is also great interest to develop biocompatible
materials and machines that can obtain multicolored parts [10].

Since its inception, Metal Additive Manufacturing (MAM) has grown enormously and
continues to show excellent prospects for the future. This technology is mostly used for
research, prototyping or advanced applications in the aerospace sector, as well as in the
automotive, tooling and biomedical industries, since it promotes the production of high
geometric complexity parts [11].



2 Introduction

MAM generally consists of melting metallic raw material (powder or wire) using an
energy source, usually a laser or an electron beam. The molten material is transformed
layer by layer to form a solid part. Powder Bed Fusion (PBF) and Directed Energy
Deposition (DED) are most commonly used among MAM techniques, having the ability
to manufacture fully dense high-quality components. In PBF processes, thermal energy
selectively fuses regions of a powder bed, while in DED, the materials are fused by melting
as they are being deposited using focused thermal energy [12].

For more than a decade, researchers have been focused on monitoring and controlling
metal additive processes, to both enhance and ensure part quality and reliability. However,
due to the complexity of the additive process physics, which differs over several tempo-
ral and spatial scales, such attempts have proved difficult. Exquisite material control is
provided by the melting and solidification of material on local scales.

Factors such as changes in spatters, plume dynamics, local and global thermal histories,
and boundary conditions affect the resulting material structures and properties. In existing
metal machines, process monitoring and control is limited since it is difficult at any moment
in the construction process, specially during a full building cycle, to track and capture all
of these process inputs. To date, research to classify sections of outlier activity has focused
mainly on identifying process abnormalities [13].

Due to the use of AM parts in structural applications, many commercial software
packages have been developed to predict these defects and to research their consequences.
Accurate numerical solutions, while not replacing experimental data entirely, can provide
informations about how a fully printed component behaves.

Therefore, knowledge that includes the basic formulation of the finite element method
in the AM problem, more precisely a thermo-structural analysis of components produced
by DED and PBF, is the motivation of this thesis.

1.2 Objectives

The main goal of this dissertation is to perform a thermo-structural analysis of compo-
nents manufactured by PBF using the finite element method through Abaqus, in order to
understand the causes of residual stresses and the effects of different parameters on their
magnitude. These results will then be compared to experimental values obtained from an
experimental study conducted on ongoing INEGI’s research projects, with the objective
of characterizing the residual stresses of parts produced by PBF.

Although an experimental study of parts obtained by DED was not performed within
the scope of this dissertation, one of the objectives of this work is to develop a numerical
model of this process in order to compare the numerical values of residual stresses on parts
produced by PBF and DED.
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This is accomplished by reviewing current literature on numerical calculations of dis-
tortions in AM parts, as well as analysing the results of parametric and convergence studies
that examine the impact of mesh refinement and process parameters.

The summary of the simulations performed is as follows:

• Mesh convergence studies, in which the in-plane mesh fineness (number of elements
per numerical layer) of a component is adjusted using user-defined parameters;

• Comparison of different laser scanning strategies using a prism component to under-
stand the impact of this parameter on the residual stresses;

• Study of the influence of different preheat temperatures;

• Comparison of the two AM processes (PBF and DED) in order to provide insight
into the differences between the two models;

• Simulating the printing process of the components based on known process param-
eters, using meshes that converged in prior simulations, and comparing the results
to known experimental data.

• Simulating the removal process of a benchmark bridge and comparison to experi-
mental values.

1.3 Outline

In this Section, the contents of the remaining Chapters of this document are summarised.
Chapter 2 - This chapter is focused in exploring the principles required to comprehend

the developed work, such as additive manufacturing and the finite element method;
Chapter 3 - The developed simulations are presented and discussed, with specifics

on the utilized software package, process parameters, material description and component
geometry;

Chapter 4 - The numerical solutions to the simulations discussed in the previous
chapter are detailed and a discussion is conducted;

Chapter 5 - Final remarks on the developed work, as well as possible future works
that enhance the knowledge of additive manufacturing simulation are presented.



4

This page was intentionally left blank.



5

Chapter 2

Literature Review

This chapter intends to introduce the reader to appropriate information about the relevant
technologies and topics applied in this thesis. The chapter includes an introduction to the
concept of Additive Manufacturing, as well as a description of this technology’s different
categories. Metal AM processes are deeply explored, as they are the main focus of this
thesis. Applications of AM on various industries are also presented in this chapter. This
is followed by an introduction to the Finite Element Method and its many applications on
AM processes simulations.

2.1 Additive Manufacturing

2.1.1 Definition

Additive Manufacturing is characterized as a process that uses a heat source and filler
material to directly produce parts or components constructed from a solid model. The
solid model is sliced into several layers, creating a toolpath to trace the individual layers,
and then, building the part layer-by-layer in a computer-controlled automated system
using the filler material. It is called an additive process since the method relies on material
addition in each layer until the final geometry of the component is obtained. A traditional
machining process, on the other hand, starts with a material block and consists on material
removal until the geometry of the final part is established, hence being called a subtractive
process.

Even though 3D printing and AM are frequently used as synonyms, AM actually
involves other techniques besides 3D printing, such as material addition for the purpose of
repair, remanufacturing and property improvement of existing parts or components. This
technology’s major advantages over traditional production processes are its ability to create
components directly from CAD data, decreasing the need for a tool or die and allowing for
a substantial reduction in design-to-production time, as well as reducing the production
cost of low volume parts, which is not feasible in casting or injection, for example, due to
the high cost of molds. Furthermore, AM provides a higher degree of design freedom and
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allows the development of geometries that are not at all achievable through traditional
manufacturing. As components are becoming more and more engineered and complex, this
technology provides the manufacturing industry with a great alternative to conventional
processes and encourages innovation by reducing the time needed for new products to be
marketed, even though it is not yet suitable for high-volume manufacturing [14].

2.1.2 Process description

In order to reduce the amount of human labor and the errors that come with it, the AM
process can be divided into eight stages, some of which are represented in Figure 2.1 [15]:

1. 3D CAD modeling of the component: parts must start from a software model that
fully describes the external geometry, which can be generated through CAD or by
optical scanning of an existing workpiece.

2. Conversion from CAD to STL format: the geometry of a surface is described by the
use of triangular facets and this information is stored by the use of the triangles’
vertices and the respective normal vectors. The greater the number of triangles
created for the geometric representation of the surface, the greater the execution
time and the precision of the process.

3. Transfer to AM machine and STL file manipulation: the model is divided into
successive layers of material.

4. Machine setup: prior to the construction process, settings such as mechanical prop-
erties of the material, printing time, sources of energy and power, the thickness of
the layers, scanning strategy and the type of supports to be used, so that the part
does not lose its shape during cooling, must be properly set up. All of these aspects
will determine the dimensional accuracy and the quality of the parts’ surfaces: for
example, the thinner the layers are, the more accurate the final result will be when
compared to the numerical model.

5. Construction: the construction of the part is primarily an automated process and
without supervision. At this time, only superficial machine monitoring is required
to ensure that no errors have occurred, such as running out of material or software
glitches.

6. Removal: the part is removed from the machine when it is complete and cooled.
This stage can include contact with the system, which may have safety devices to
ensure, for example, that the operating temperatures are sufficiently low.

7. Post-processing: parts may need a certain amount of additional cleaning after be-
ing removed from the machine. At this point, components may be fragile or have
construction supports that must be removed, which requires time and careful expe-
rienced manual manipulation.
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8. Finishing: one of the characteristics that is associated with these processes is a high
surface roughness. However, in order to offer an acceptable surface texture, it is
possible to carry out finish processes, such as polishing and machining, to improve
the mechanical properties of the part. If the finishing criteria are very demanding,
treatments can be laborious and long. There may also be the need to assemble the
obtained part to a final model or a product with multiple components.

Figure 2.1 3DP process chain [16].

2.1.3 Classification

The EN ISO/ASTM 52921 (2015) standard classifies additive manufacturing processes
into seven different categories [10]:

• Binder Jetting (BJ);

• Powder Bed Fusion (PBF);

• Sheet Lamination (SL);

• Direct Energy Deposition (DED);

• Vat Photopolymerization (VP);

• Material Jetting (MJ);

• Material Extrusion (ME).

These technologies are all based on the general concept of multi-layer slicing of a
solid model, creating a toolpath for each layer, uploading these data into the computer
and building the component up layer-by-layer using a heat source (laser, electron beam,
electric arc or ultrasonic energy) and feedstock (powder, wire or thin sheet).

Although polymer printing techniques have progressed over the years, AM technology
has been taken to a whole new level by the sophistication of metal AM techniques, which
allowed for functional parts to be produced in a large variety of engineering and indus-
trial applications, with similar properties and enhanced performance as conventionally
manufactured components [14].
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2.1.4 Metal Additive Manufacturing

As represented in Figure 2.2, Metal Additive Manufacturing (MAM) can be divided into
two categories: direct and indirect processes, this difference being related to the finality
of the parts. Metal built parts are the final products of direct MAM, as they are essen-
tially manufactured according to the design requirements and specifications. On the other
hand, in indirect MAM, the built parts consist of master patterns or instruments that are
ultimately used by conventional production methods to achieve the required metal parts.

Consequently, indirect MAM primarily resorts to non-metallic materials such as poly-
mers, photopolymers, ceramics, waxes, resins and composites, being unable to disassociate
itself from conventional manufacturing processes such as investment casting, sand casting,
die casting and injection molding.

Direct MAM includes four of the categories mentioned previously: BJ, SL, PBF and
DED. The remaining categories (VP, MJ and ME) are considered to be indirect MAM,
since they are mainly used to build polymer and highly-filled polymer parts made from
mixtures of metals or ceramic powders with polymers. At the moment, there is little
evidence that these processes can be used to fabricate pure or alloyed metal components
[10].

Figure 2.2 Classification of metal additive manufacturing processes [10].

Binder Jetting uses a binder to unite the layered metal powder and, then, the part
is sintered in an oven to remove binders and infiltrate the pores with liquid metal. This
process distinguishes itself from the other technologies by not using a heat source during
the building process. Some advantages associated to this category are the fact that it
eliminates the need for a build plate since the pieces are supported by the loose powder
in the job box, having spreading rates that outperform those of other processes and being
able to print large sections, often in a more cost effective way than other AM techniques
[1].
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Sheet Lamination uses thin sheets of metal placed one on top of the other, layer-by-layer
and joined together using an ultrasonic process based on CAD data [14]. Laminated Object
Manufacturing (LOM) was one of the first commercialized AM techniques, which involved
lamination of paper material sheets, cut using a CO2 laser. A variety of other processes
have been developed based on the concept of SL, involving other building materials and
cutting methods. These techniques can be further classified based on the mechanism
used to establish bonding between layers: gluing or adhesive bonding, thermal bonding,
clamping and ultrasonic welding. The use of ultrasonic welding requires specific solid state
bonding characteristics and can provide a wide range of applications [15].

Vat Photopolymerization uses a vat of liquid photopolymer resin, from which the
model is built, and UV light to cure or harden the resin where it is desired, while the
platform moves down the object being constructed after each new layer is cured [14]. This
technique includes laser-based processes such as stereolithography (SLA) and direct light
processing (DLP). Photopolymers have several disadvantages, including a higher cost than
thermoplastics and a lack of structural strength, which causes parts to degrade and deform
over time [10].

Material Extrusion involves heating a resin filament, extruding it through a process
nozzle and depositing it layer-by-layer on a substrate [14]. Fused Deposition Modeling
(FDM) and Fused Filament Fabrication (FFF) are two relevant processes in this category,
which are slower and less accurate than other AM methods. Nevertheless, due to the low
cost of thermoplastic materials like Nylon and ABS, these processes are widely used for
the cost-effective manufacturing of non-functional prototypes [10].

Material Jetting delivers particles of a photosensitive material (liquid thermoset pho-
topolymers) that solidifies under UV light [14]. This process uses the same type of printer
head technology as BJ, however, MJ deposits the material directly on the part being
produced. Amongst AM technologies, MJ-based methods are the most precise, capable
of creating smooth surfaces with fine details and high accuracy. The limitations of this
process are associated to the cost of photopolymers, their strength limits and the size
constraints imposed by long processing run times [10].

Out of all the processes, PBF and DED are the most commonly used technologies for
metal AM, having a wide variety of industrial applications unlike the other categories. Fig-
ure 2.3 summarizes the different processes included in both DED and PBF, as well as their
commercial machine supplier names. In these processes, metal powder or wire are used as
the feedstock, which is melted using a heat source such as a laser, electron beam, plasma
or gas-metal arc. Important process variables associated to both technologies include the
type of heat source, its energy density, the speed rate (designated scan rate in PBF and
traverse speed in DED) and the rate of the added feedstock (nominated layer thickness in
PBF) [1]. Both these technologies will be deeply explored in the following chapters of this
dissertation since the studied specimens were produced by PBF and numerical models of
both PBF and DED were developed.
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Figure 2.3 MAM processes and their commercial machine supplier names [17].
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2.1.5 Powder Bed Fusion

PBF technologies work by layering down metal powder on the build platform, scanning the
bed with a heat source (usually a laser or electron beam), that partially or fully melts the
powder in the beam’s direction, and then, re-solidifying or binding together the powder
during the cooling process [1].

This technology involves the following steps that can easily explain the components’
production process [1]:

1. A substrate is fixed on the build platform.

2. In order to reduce the oxygen level in the chamber to the desired level, the build
chamber is filled with inert gas (for laser processing) or evacuated (for electron beam
processing).

3. A thin layer of metal powder, with thickness in the range of 20-200 [µm] (depending
on the technology and equipment used), is laid down on the substrate and leveled to
a predetermined thickness using a leveling device, for example, a roller or a blade.

4. The heat source scans the powder bed surface, following a toolpath calculated from
the component’s CAD data.

5. This process is repeated for the subsequent layers until the component is complete.

Figure 2.4 Schematic representation of the working principle of (a) Laser powder bed fusion
(LPBF) and (b) Electron beam powder bed fusion (EBPBF) [10].

A similar set of characteristics can be associated to all PBF processes, namely, one or
more thermal sources for inducing powder particle fusion, a method to regulate powder
fusion to a specified region of each layer and mechanisms for adding and smoothing powder
layers [15].
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This category provides advantages such as free form fabrication without any tools or
dies, production of fine-featured high-precision components, construction of overhangs and
closed cooling passages, fully dense parts and possibility to successfully use a wide range
of materials (300 maraging steels, stainless steels, Ni alloys, Co alloys, Ti alloys, Cu alloys
and Al alloys). However, some limitations associated to PBF processes are the production
of parts with residual stress that can cause distortion and difficulties in fixing components,
adding metal to existing parts and using several materials in a single build [1].

The two PBF-based processes described in Figure 2.4 are Laser Powder Bed Fusion
(LPBF) and Electron Beam Powder Bed Fusion (EBPBF), which can be used to produce
high resolution complex prototypes and end-use metal parts with low material waste and
effective recycling of unmelted powder. The source of thermal energy is what distinguishes
them the most, however, laser processes are most commonly used [10].

Laser Powder Bed Fusion

LPBF is one of the oldest MAM processes that uses a laser beam thermal energy source
to selectively melt and consolidate the metal powder. Depending on whether the metal is
reactive or not, the built chamber is protected by a flow of inert gas (argon or nitrogen) to
prevent oxidation. Homogeneous gas flow across the build area is important for the parts’
quality and properties since it helps to remove the condensate that is produced by melting
the powder. Reflective mirrors are also used to pass the laser beam along a pre-defined
two-dimensional scanning path, as illustrated in Figure 2.5 [10, 18]. The most well known
process included in this category is Selective Laser Melting (SLM).

Due to the widespread use of this method and the continuous development of equipment
by manufacturers, deposition rates of up to 0.1 [kg/h] and surface roughness in the range
of 10-20 [µm] are now achievable. To monitor the quality of a component built by powder
bed processes, it is necessary to achieve a homogeneous thickness of powder in each sheet
[10, 18].

Figure 2.5 Schematic illustration of LPBF [18].
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Electron Beam Powder Bed Fusion

EBPBF process is similar to LPBF with the exception that the source of thermal energy
used to melt the powder is an electron beam rather than a laser beam. Since the electron
beam is generated under controlled vacuum conditions and is focused and deflected by
electromagnetic lenses rather than mirrors, the shift in the thermal energy source requires
many other changes in the equipment. To prevent powder spreading caused by electrostatic
charging, the feedstock must be preheated to temperatures about 0.5 to 0.6 of its melting
point.

This process is not as commonly used as LPBF in both industry and research, nonethe-
less, it has provided some industrial applications, especially in the processing of difficult-
to-process materials such as cobalt and nickel alloys, titanium aluminides, niobium and
even cellular materials. Maximum deposition rates are significantly higher than those of
LPBF, reaching up to 0.2 [kg/h], with surface roughness ranges of 15-30 [µm] [10].

2.1.6 Direct Energy Deposition

DED processes involve feeding powder or wire through a nozzle onto the build component,
where it is melted using a concentrated thermal energy source. Unlike PBF processes, DED
avoids using binders and the feedstock flows through a feeding system and melts at the
precise time that is being deposited into the substrate’s melt pool, rather than remaining
stagnant within the build platform during the part’s construction [10].

This process can be summarized in 4 stages [1]:

1. A substrate or existing part is placed on the work table.

2. Just like in PBF processes, the machine chamber is closed and filled with inert gas
(for laser processing) or evacuated (for electron beam processing).

3. To create a melt pool, in the beginning of the cycle, the process nozzle with a
concentric laser, electron beam or gas metal arc focus on the part surface. The
material is delivered as powder through a coaxial nozzle (for lasers) or as metal wire
with a side delivery nozzle. The melt pool solidifies and forms layers of metal as the
nozzle moves away at a constant speed and follows a specified toolpath.

4. Subsequent layers work in the same way, building up the part layer-by-layer until it
is complete.

An example of DED unique capabilities is the ability to produce fully dense parts with
highly controllable microstructural features. Additionally, this process has the potential
to repair and refurbish high-tech components, such as turbine blades that are unreliable
or have been subjected to service damage, as well as deposit thin layers of thick, corrosion-
resistant and wear-resistant metals on components to optimize their efficiency and lifespan
[15].
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Unlike PBF, DED enables the production of functionally graded components with
composition variations in the x, y, and z directions. Nevertheless, DED processes cannot
manufacture structures as complex as PBF processes, since it would require more robust
support structures (or multi-axis deposition) to achieve the desired geometries and due to
the fact that larger melt pools result in a reduced capacity to produce small-scale features,
greater surface roughness and less accuracy [15]. Porosity is one of the most significant
defects associated with the mechanical properties of DED components [19]. Furthermore,
tight tolerance parts are difficult to achieve and it is impracticable to produce closed
cooling passages and wide overhangs [1].

Post-processing of components produced by DED usually involves removing support
structures or the substrate and finishing operations are commonly required to achieve
better accuracy and surface roughness. Heat treatment may also be needed in order to
reduce residual stresses or to achieve the desired microstructure.

Figure 2.6 Schematic representation of the working principle of (a) Laser direct energy
deposition (LDED); (b) Electron beam direct energy deposition (EBDED); (c) Gas metal arc
direct energy deposition (GMA-DED); (d) Gas tungsten arc direct energy deposition (GTA-
DED) and (e) Plasma arc direct energy deposition (PA-DED) [10].

Figure 2.6 shows a schematic of the various energy sources that can be used to create
the melt pool: laser, electron beam, plasma arc, gas-tungsten arc and gas-metal arc. The
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sources of thermal energy and the systems used to deliver the feedstock are the major
differences between the DED-based processes [10].

Laser Direct Energy Deposition

LDED employs the principles of laser cladding to build metal components layer-by-layer,
using powder or wire as feedstock. Powder is segmented and fed through the laser head
(usually coaxially), while wire is fed through a separate mechanism. Deposition rates of 2
[kg/h] can be achieved when using wire as feedstock and the surface roughness is usually
greater than 30 [µm]. This process does not involve the use of regulated environmen-
tal chambers, which enables it to be fully automated in order to improve path motion
flexibility [10].

Electron Beam Direct Energy Deposition

Similar to LDED, but using an electron beam to operate under regulated vacuum condi-
tions, EBDED fabricates large-scale parts at deposition rates ranging from 3 to 10 [kg/h],
however, fast deposition rates can cause major thermal stresses. Due to poor handling
of metal powder flow in vacuum, the process uses exclusively wire as feedstock to avoid
possible defects on the components’ final quality and accuracy [10].

Wire Arc Additive Manufacturing

WAAM includes processes that use an electric arc as a source of thermal energy and have
operating concepts similar to arc welding processes: gas metal arc, gas tungsten arc and
plasma arc.

These processes are characterized by deposition rates that can reach values of 5-6
[kg/h], which makes them faster but less accurate than LDED. Nonetheless, since the
energy required to convert electrical energy into a laser beam is higher, WAAM-based
processes are more efficient than LDED. These processes are appealing to research insti-
tutions and industries with their own welding equipment, because the acquisition of the
appropriate CNC mechanisms and the installation of the equipment in existing robots
makes it relatively simple and affordable to build a MAM device capable of producing
large parts over a short period of time [10].

2.1.7 Process Parameters

AM technologies, especially PBF and DED, involve a large number of process parameters.
Table 2.1 includes critical parameters that control these two processes, as well as some
reference values.
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Table 2.1 Critical parameters that control DED and PBF processes [1].

Process Parameter DED PBF
Type Type

Heat source Heat Power [W] Heat Power [W]
Beam size: Laser 0.5-4 [mm]

EB/WAAM 5-20 [mm]
Beam size: 50-400 [µm]

Type Type
Powder size [µm] Powder size [µm]

Particle size distribution:
45-150 [µm]

Particle size distribution:
15-45 [µm]

Feedstock Morphology or wire size [µm] Morphology
Powder feed rate [g/min] or

wire feed rate [m/min]
Layer thickness: 50-200 [µm]

Preheat (wire) Preheat applied to powder
bed for some applications

Traverse speed: 300-2000
[mm/min]

Scan speed: 1-10 [m/s]

Machine Settings Gas type and flow rates
[L/min]

Powder cover gas flow rate
[L/min]

Chamber environment: inert
gas, vacuum, temperature,

O2 level, humidity level

Chamber environment: inert
gas, vacuum, temperature,

O2 level, humidity level
Deposition layer thickness

[µm]
Fused layer thickness [µm]

Design/Programming Step over: 1-2 [mm] Hatch spacing: 50-200 [µm]
Toolpath strategy Toolpath strategy

Figure 2.7 shows a schematic diagram of a printed metal layer with individual tracks,
specifying several process parameters.

Figure 2.7 Schematic showing depth of the melt pool (d), layer thickness (Lt), bead spac-
ing/step over/hatch spacing (s) and heat-affected zone (HAZ) (h) [1].
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Other variables worth mentioning are the laser wavelength, which determines the
amount of energy absorbed by the metal, the nozzle design, which determines the shape of
the powder beam, and the optical focus [1]. The majority of process variables are highly
interdependent and connected with each other.

Multiple lasers have been used in laser-based processes, including CO2 lasers, diode
lasers and fiber lasers. In comparison to CO2 lasers, metals absorb far more of the shorter
wavelengths: diode or fiber lasers of 900-1070 [nm]. As a result, industry is increasingly
adopting these lasers as energy sources and shifting away from conventional CO2 lasers.
In terms of beam size, a smaller heat source spot size increases process resolution and fine
feature build-up capacity, whereas larger spot sizes yield higher efficiency [1]. Additionally,
the required laser power increases with the material’s melting point and lower powder bed
temperature, as well as being influenced by the powder bed’s absorptivity properties [15].

The type of feedstock used in the printing process is crucial. Although wire-fed pro-
cesses have a near 100% material capture rate, they promote lower feature resolution,
fewer material options and are less versatile than powder-fed processes.

Microstructure, part quality and productivity are all influenced by machine parameters
such as scan speed/traverse speed, energy density, gas flow rates, machine chamber envi-
ronment and build plate temperature. In either DED or PBF processes, reactive metals
such as Ti, Ta and Mo need the chamber to be filled with, typically, argon gas. Design and
toolpath strategy also influence parts quality: in the z direction, a bigger layer thickness
yields a better surface finish, unlike the XY plane, where a smaller step over promotes
better results [1].

The size of the melt pool is highly dependent on the laser power, scan speed, spot size
and bed temperature settings. To ensure solid mechanical properties, scan spacing should
be chosen in order to achieve a reasonable degree of melt pool overlap between adjacent
lines of fused material. Moreover, changing the scan orientation from layer to layer can
be beneficial to reduce residual stress accumulation [15].

The density of the powder bed, which is influenced by powder form, size, distribution
and spreading mechanism, has a significant impact on the component’s quality. Powder
bed densities for most commercially available powders are usually between 50 and 60%.
The higher the powder packing density, the better the thermal conductivity of the bed and
the mechanical properties of the component [15]. In PBF processes, having a consistent
powder layer with uniform powder packing throughout the entire build platform is very
important to achieve consistent and high quality products. DED methods, on the other
hand, are more adaptable and can handle irregular powders to some degree [1].

To accomplish the best tradeoff between melt pool size, dimensional precision, surface
finish, build rate and mechanical properties, factors such as powder bed temperature, laser
strength, scan speed and scan spacing must be optimized. In order to obtain repeatable
results, the powder bed temperature should be kept uniform and constant. Generally,
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high laser power combined with low bed temperatures cause nonuniform shrinkage and
the development of residual stresses, resulting in curling of parts.

Powder feed rate, beam power and traverse speed are also connected with each other,
for example, raising the feed rate has the same effect as lowering the beam power. Fur-
thermore, because of the shorter dwell time, the input beam energy decreases as the scan
speed is increased, resulting in a smaller melt pool on the substrate and a more rapid
cooling [15].

2.1.8 Mechanical considerations

Currently, AM methods are capable of manufacturing high strength components with
static strengths that are often greater than their conventionally produced counterparts [20].
This technology’s specific rapid heating-cooling thermal cycle, which is similar to welding,
causes residual stress in the component that can have a significant impact on fatigue
properties and result in geometric distortion [21]. Another obstacle associated to AM,
besides equipment expense and lack of rigorous qualification standards, is the existence of
a wide variety of material defects: gas porosity, keyhole porosity and significant lack-of-
fusion defects can occur, depending on the material’s properties and processing parameters
[20].

Residual Stress

Residual stresses occur when a material is submitted to non-uniform plastic deformation
and remains in equilibrium after processing, heating or other alterations. In order to be
possible to make safe and reliable predictions of the component’s final properties and life,
these existing stresses must be taken into account during the production process. The
effects of residual stresses are particularly dependent on magnitude and orientation and
may either have a negative impact or be beneficial to material efficiency.

When it comes to AM components, though it can be reduced by post-processing heat
treatments, the formation of significant residual stresses during the manufacturing process
can result in excessive distortion, which can lead to production failure or errors. However,
as additional heat treatments extend the process and increase its cost, it is crucial to
understand how residual stresses grow in manufactured components [20].

Residual stresses are classified into three types based on their length: type I, residual
stresses are on macro-level; type II, also known as micro-scale stresses, are caused by
anisotropic material properties on grain scale; and type III, stresses that are caused by
coherency and dislocation on the nano-scale [21]. This classification is represented in
Figure 2.8.

Types II and III residual stresses have very small impact on mechanical properties
and are beyond the reach of most modern measurement methods [21]. Type I anisotropic
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stresses have a direct effect on fatigue properties, cause distortion during or after produc-
tion and also have proven to be directly manipulable by changes in processing conditions
[20].

Figure 2.8 Classification of residual stresses [20].

Figure 2.9 Mechanisms of stress and plastic deformation development during AM: a) during
heating and thermal expansion of new layer and b) during cooling and thermal contraction of
new layer [20].

Considering a simplified example of a component during PBF processing, in which
the whole layer is melted instantly, the portion of the section built until a certain stage
cools uniformly with a temperature gradient in the z direction. When a new layer is
introduced and heated to a temperature well above that of the underlying part, the new
layer of material expands uniformly at first. The much cooler underlying part will limit
this expansion, resulting in the growth of compressive stresses in the new layer and tensile
stresses in the underlying part. When the heat source is removed, the new layer cools
rapidly, contracting faster than the cooled part beneath it can handle, causing tensile
stresses in the new layer and compressive stresses in the part beneath it [20]. These
phenomena are represented on figure 2.9.

The degree and type of residual stress within the build is influenced by thermal con-
ductivity, coefficient of thermal expansion, Young’s modulus and yield power, as well as
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phase transformations, component’s geometry, fabrication process parameters and scan-
ning pattern. Volumetric changes occur during solidification, as well as various solid-state
transformations, such as martensitic transformation or precipitations, resulting in residual
stresses in the fabricated part and substrate [1].

Figure 2.10 Effects of residual stress in AM parts: a) reduced fatigue properties due to
internal stress, b) distortion upon baseplate removal and c) potential for process errors due to
plastic deformation [20].

Figure 2.10 shows different effects of the residual stresses in AM parts. To relieve or
minimize residual stresses, a variety of techniques can be used: preheating the substrate
or the initial feedstock to reduce abrupt thermal gradients; in-situ process monitoring
with feedback control to tune process parameters on the fly; and ex-situ post-processing
techniques, such as heat treatment [19].

Porosity

Porosity in AM parts can have multiple origins, namely, unmelted powder particles, ab-
sorbed gases or prior gases present in powder particles, interbead voids due to inap-
propriate parameter selection, melt pool instability and shrinkage porosity from rapid
solidification.

Gas porosities have a spherical shape, typically with a diameter of 5-200 [µm]. These
porosities can occur in PBF processes due to entrapped gases in a powder bed if the powder
packing density is low, while in DED processes, gas entrapment can happen since process
gases blow through the process nozzle itself. Gases can also dissolve in the superheated
melt pool causing porosity, which is particularly important for alloys with lower melting
points, such as aluminum. Additionally, hollow powders containing entrapped gases from
the atomization process may be responsible for this phenomenon as well [1].

Improper selection of process parameters can also affect porosity, for example, porosity
formation decreases as the hatch spacing increases, but once it reaches a critical value, it
quickly increases again. Shrinkage porosity is another type of porosity found in AM mate-
rials, which is determined by the alloy chemistry. As these processes adopt rapid cooling
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speeds, materials with a greater solidification range (larger distance between liquidus and
solidus temperatures) and higher viscosity are more likely to cause shrinkage porosities
[1].

There are two main forms of porosity represented in Figure 2.11: interlayer porosity,
that occurs due to a lack of sufficient energy input to melt the filler material, and intralayer
porosity, which is linked to the use of inert shielding gas that promotes gas trapping. As a
result of the rapid solidification cooling rates, interlayer pores are typically wide, irregular
and are often caused by low dilution values. Intralayer pores, on the other hand, are
typically spherical in shape and emerge most commonly in regions with slower solidification
cooling speeds. The presence of intralayer porosities is referred to as high dilution [19].

Figure 2.11 Schematic of (a) interlayer porosity and (b) intralayer porosity [19].

In order to monitor the shape and size range of powders, as well as preserve optimum
process parameters during deposition, all of these forms of porosity must be considered.
Porosity can be both qualitatively and quantitatively measured, using the Archimedes
theory, x-ray computed tomography and optical microscopy [19].

2.1.9 Design for AM

When considering the setup of an AM machine, designers and operators should consider
a variety of build related factors, including topology optimization, part orientation and
supports removal.

Topology Optimization

Optimization approaches aim to optimize a part’s design by modifying the values of design
variables to achieve desired goals which are usually linked to structural efficiency or weight,
while staying within certain constraints. In order to increase complexity and scope, three
main types of optimization problems have been developed for design for AM [15]:

• Size optimization: values of dimensions are determined.
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• Shape optimization: shapes of part surfaces are changed.

• Topology optimization: distributions of material are explored.

The main differences between these three categories are the starting geometric configu-
ration and variable selection, all of which may contribute to major structural performance
improvements [15].

Topology optimization (TO) was created as an advanced structural design technique
to develop customized lightweight and high performance configurations that are difficult
to achieve using traditional methods. Nonetheless, some limitations of structural design
methods for AM include the performance characterization and scale effects of lattice struc-
tures, the anisotropy and fatigue performance of materials and issues with functionally
graded materials [9].

As structural optimization approaches, finite element analyses are usually performed
during each optimization iteration, meaning that TO can be computationally challeng-
ing. Consequently, based on the specified loading conditions, TO solutions can result in
structures that are nearly completely stressed or have constant strain energy across the
structure geometry [15]. Several topology optimization approaches have been proposed
over the last three decades, the most popular of which are the density-based approach, the
evolutionary structural optimization (ESO) and the level set method (LSM) [9]. Figure
2.12 shows and example of TO of an aerospace bracket, which was then manufactured by
AM.

Figure 2.12 Aerospace bracket designed by TO and manufactured by AM [9].



Additive Manufacturing 23

Part Orientation

The part’s orientation inside the machine can have an impact on its accuracy. There
may not be an optimal orientation for a particular part, as many components will have
complex features along different axes. Additionally, it may be more important to preserve
the geometry of some features than others, so correct orientation may be a subjective
judgment. This decision may also be in contrast with other variables, such as, the amount
of time it takes to build a part, whether a particular orientation will produce more supports
(can be observed in Figure 2.13) and whether certain surfaces should be built face-up to
ensure good surface finish in areas that are not in contact with support structures.

Generally, the performance of upward-facing features in AM is the best, since they are
not in contact with the supports required for many methods. The upward-facing features
of powder beds are smooth because they solidify against air, while the downward-facing
and sideways-facing features solidify against powder, granting them a powdery texture
[15].

Figure 2.13 Influence of build orientation on a generic dogbone [22].

Support Removal

Despite the fact that the use of support structures is frequently unavoidable, it is best
to try to keep the amount as low as possible since there will be small marks where the
supports touch the component, which leads up to further part cleanup and post-process
finishing. Nevertheless, as certain surfaces can be less critical than others, the component
positioning must be balanced against the relative value of an affected surface. Furthermore,
removing too many supports can result in the part being disconnected from the baseplate
and moving around during subsequent layering [15].
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2.1.10 Hybrid AM

Hybrid AM processes combine AM with one or more secondary processes or energy sources
that affect a component’s efficiency, functionality and process output. The majority of
these processes have as their primary aim to increase part quality and performance, rather
than process improvement.

Subtractive and transformative manufacturing technologies such as machining, remelt-
ing, peening, rolling and friction stir processing are examples of secondary processes and
energy sources. As the interest for hybrid AM rises, new economic and sustainability tools
as well as sensing technologies that facilitate hybrid processing are required. Hybrid AM
has heralded the next evolutionary phase in AM and has the ability to radically transform
the way products are obtained [23].

Following a review of multiple concepts by various authors, hybrid manufacturing was
divided into two major categories, represented on Figure 2.14.

Figure 2.14 Classification of hybrid manufacturing processes [10].

Metal hybrid AM based on the use of multiple thermal energy sources belongs to
the category of assisted processes (I.A), since the thermal energy sources only assist the
primary AM process. Eventually, the principle of using multiple thermal energy sources
was employed in MAM to provide additional energy and improve process stability. MAM
hybridization with subtractive processes can be classified into two categories [10]:

• Use of material removal processes at the post-processing level to achieve the geometry
precision, dimensional tolerances and surface quality needed.
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• Combining material removal processes as part of a manufacturing sequence to obtain
parts that would be nearly impossible and very expensive to produce individually
either by AM or by subtractive manufacturing.

The second group allows for the production of a wide range of complex parts with
intricate features. From this standpoint, the integration of MAM with material removal
processes began by combining a previous type of LDED system consisting of a laser with
a coupled powder feeding system and a high-speed milling machine to perform material
removal operations at intermediate stages of metal deposition.

The first hybrid additive manufacturing systems was developed and commercialized by
DMG Mori. The LASERTEC 65 3D Hybrid system from DMG Mori incorporates LDED
material deposition with a complete 5-axis milling unit. In reality, due to its greater
versatility for incorporating additive and subtractive processes into a single unit, DED is
being used in the majority commercial hybrid additive manufacturing systems.

The Lumex Avance-25 by Matsuura was the first hybrid additive manufacturing device
based on PBF technology in 2020. The method, which combines LPBF material deposition
with high-speed milling, is gaining attraction due to its ability to enhance exterior contours,
surface roughness and corrosion characteristics in dies and molds [10].

Figure 2.15 shows two different applications of hybrid AM, produced by DMG Mori.

Figure 2.15 Hybrid AM components: valve body (left) and injection mold (right) produced
by DMG Mori [24].
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2.1.11 Applications

Engineers from aerospace, automotive and medical device industries quickly realized that
AM technologies could be used to produce a variety of components with functional testing
purposes.

Aerospace companies began using AM parts for wind tunnel testing, typically instru-
mented with arrays of pressure sensors which can be designed into the model [15]. AM
techniques are suitable for aerospace components since they have the following character-
istics [25]:

• Complex geometry: complex shapes are required for integrated functions;

• Difficult-to-machine materials and high buy-to-fly ratio: advanced and expensive
materials, such as titanium alloys, nickel-based superalloys and high-strength steel
alloys are difficult to manufacture and produce a lot of waste, which AM reduces
from 95% to 10-20%;

• Customised production: for small batches, AM is more cost effective than traditional
methods, since it does not require expensive tools such as molds or dies;

• On demand manufacturing: AM is capable of producing parts on demand, which
significantly reduces maintenance time;

• High performance to weight ratio: components must be lightweight and have high
strength and stiffness to weight ratios, in order to minimize costs and emissions.

According to AMPOWER’s 2020 report, the industry of aerospace, turbine and heli-
copters has the highest revenue in system sales in 2019, accounting for 29% of the overall
AM sector, as observed in Figure 2.16, and being one of the most promising fields in the
future.

Figure 2.16 System sales revenue by industry 2019 [26].
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Examples of components used in aerospace industry produced by MAM are presented
in Figures 2.17 and 2.18.

Figure 2.17 Copper Heatexchanger Demopart (left) and Copper Combustion Chamber
(right) produced by DMLS [27].

Figure 2.18 ArianeGroup’s engine component for Ariane 6 (left) and Satellite bracket from
RUAG (right) [27].

In the medical and dental industry, device suppliers were able to nearly double the
revenue produced when compared to the previous year. The forecast promises annual sales
revenues to increase by 19% by 2024 [26]. Biomedical systems have unique requirements,
namely [25]:

• High complexity: new biomedical implants, engineered tissues, organs and managed
drug delivery systems can be produced;

• Customization and patient-specific necessities: patient-specific biomedical devices,
such as hearing aids and biomedical implants, as well as customized orthotics and
prostheses have a lot of potential in AM;
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• Small production quantities;

• Easy public access: AM CAD files can be easily shared among researchers so that
the same design can be replicated.

Figures 2.19 and 2.20 represent examples of MAM applications on medical and dental
industries.

Figure 2.19 SLM Ti based frontal skull implant (C) and mandibular implant (D). Courtesy
of the Centre for Rapid Prototyping and Manufacturing, Central University of Technology,
Free State, South Africa [28].

Figure 2.20 Orthopaedic Knee Implant by SLM Solutions [29].



Additive Manufacturing 29

Conformal Cooling Channels

For parts that require a high production volume, moulding technologies are remarkably
successful. However, cooling the molds after each injection will result in a significant time
loss, which can be optimized by using cooling inserts and conformal cooling techniques.

Cooling can be the most time-consuming step of injection moulding operations in some
situations and, if performed poorly, can also result in several defects on the injected com-
ponents. The use of inserts with cooling channels can result in better cooling performance,
being the main reason why, over the last decade, the development of conformal cooling
strategies has become an industry trend.

This technology consists on the implementation of channels that physically suit the
contours of the component to be injected, as represented in Figure 2.21, avoiding the need
for cooling channels to be machined or deep drilled, as well as reducing complexity and
the risk of uneven cooling pipe interconnection. Additionally, the use of these channels
has been shown to improve injection effects like warping and sink marks. In terms of the
specific industrial results, in general, total cycle time reductions range between 15% to
60%, depending on component complexity [30].

Figure 2.21 PBF cooling die designed with conformal cooling channels to optimize heat
transfer rate [31].

Some researches concerning the design of cooling channels focus on the optimal piping
layout for particular applications. Cycle times can be reduced by locating the best gates
and temperature distribution of cooling channels, which led several authors to improve
the procedures by developing algorithms that allowed the device to be validated and
dimensioned automatically.

For some AM technologies, such as SLM, the inside channels are expected to have
a rough finish since surface finish on interior faces is difficult to achieve. Nevertheless,
the interior rugosity can help improving turbulence in the coolant flow, which is a good
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attribute for the setting of cooling channels. Aside from that, exterior surfaces can be easily
finished and heat treated, resulting in a smooth surface and strong mechanical properties.
Consequently, AM not only provides an innovative way to obtain cooling channels, but
also unleashes a design revolution for the mold industry’s cooling necessities.

In certain industries, such as stock parts manufacturing, switching to AM has been
shown to have major effects depending on several variables, namely, moderate production
volumes, high number of different orders and relatively high product cost per unit, with
one of the most relevant implications being that it can alter business models [30].

Figure 2.22 represent results from a SLM Solutions’ study that consisted on the de-
sign of six different channel profiles for a tooling insert, including one that resembled a
component with conventional cooling to provide a contrast to traditional manufacturing.
The channels were optimized by considering factors such as angles of surfaces facing down
to minimize the need for supports, minimum wall thickness between channels, dimensions
and shapes. Before constructing the various cooling profiles, simulations of water flow
and thermal conductivity were performed, revealing that the parts had different cooling
behaviour [32]. Another example of this technology’s applications is shown on figure 2.23.

Figure 2.22 Tooling insert equipped with conformal cooling channels [32].

Figure 2.23 Die-casting mold insert with conformal cooling channels by SLM Solutions [33].
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2.2 Finite Element Method

2.2.1 Introduction

The Finite Element Method (FEM) is a numerical solution approach for the equations
that define problems found in nature, whose behavior can generally be explained using
differential or integral equations. In addition, the FEM enables users to obtain the evo-
lution of one or more variables describing the behavior of a physical system in space and
time. This method is a valuable tool for computing the displacements, stresses and strains
in a structure under a series of loads, when it comes to structural analysis.

Analytical and numerical methods differ in that analytical approaches search for uni-
versal mathematical expressions that describe the general and "exact" solution to a problem
governed by mathematical equations, while numerical methods attempt to provide a nu-
merical solution to the governing mathematical equations. Most numerical methods work
by converting mathematical expressions into a collection of algebraic equations that are
dependent on a finite set of parameters.

A finite element is a small piece of a larger continuum and the term "finite" distinguishes
this part from differential calculus’ "infinitesimal" components. The assembly of a set of
non-overlapping domains with simple geometry known as finite elements is thought to be
responsible for the continuum’s geometry: in two dimensions, triangles and quadrilaterals
are generally used, while in three dimensions, tetrahedra and hexahedra are commonly
used.

A mesh is the way the elements are mapped to the geometry of the problem. Meshes
can be finer or coarser, which affects the accuracy and convergence of the solution to
the problem. Within each element, a polynomial expansion is used to express the space
variance of the problem parameters, such as the displacements in a structure. The FEM
only offers an approximation to the exact solution since the "exact" empirical variance of
such parameters is more elaborated and usually unknown [34].

The initial equation that defines the problem is transformed into its weak form using
the variational principle: a broader mathematical statement that reduces the order of
the partial differential equation by multiplying it by a test function and integrating it
over the domain, converting a differential formulation into an integral formulation. The
shape functions that interpolate the set of nodal variables that determine the problem’s
unknowns replace the test functions. Shape functions are mathematical expressions that
map nodal values into the problem’s domain. They can be defined for the entire geometry,
as in Rayleigh-Ritz or Galerkin’s methods, or for each individual part, as in FEM [35].

Shape functions must attain two mathematical requirements:

i. must be defined unitary at their respective node and zero at all other nodes;

ii. the summation of all shape functions must equal the unit at any point in the domain.
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Equations 2.1 and 2.2 mathematically describe these two conditions, respectively,
where ψ is a shape function, j is the node at which the shape function is defined to
be unitary, i is a generic node, Nn is the total number of nodes and Ωe is the domain of
the shape function. ε, η and ζ are local coordinates [35].

ψj(εi, ηi, ζi) =

1, if i = j

0, if i 6= j
(2.1)

Nn∑
j=1

ψj(εi, ηi, ζi) = 1,∀ i ∈ Ωe (2.2)

2.2.2 FEM within AM

The application of finite element modeling to predict distortion and residual stress in AM
arises from previous research on multi-pass welding. This process is a similar to AM in
that it requires a heat source to melt material onto a workpiece, which then cools and
solidifies. In this technique, thermal gradients cause unwanted distortion and residual
stresses, however, using FEM to simulate the AM process creates additional problems:
the addition of material during the deposition and the increase in the number of passes
and processing time lead up to higher complexity and computational cost [36].

Due to its ability to handle nonlinear problems, finite element analysis (FEA) is widely
regarded as the preferred numerical approach. Several commercial finite element-based
software packages have recently released AM modules or built-in functionalities capable
of simulating various approaches to thermo-mechanical analysis to predict printed part
microstructure, stresses and distortions via [37]:

i. detailed Goldak or Gauss-type heat source definition with micro-scale resolution;

ii. adaptive meshing approaches in the heat source proximity;

iii. multi-scale modelling with micro-scale results imported at lower mesh resolution for
3D complex geometries;

iv. super-layer or block-dump approaches for material deposition with singular moving
point nodal surface heat flux representation.

By increasing simulation simplification, computational running times for AM processes
with complex engineering components can be reduced to times comparable to the actual
printing process. Many research groups are comparing the computational efficiency and
accuracy of these simpler methods to results obtained with finer mesh resolution, which
is still an on-going area of research. As a result, it is unknown how much simulation
simplifications affect residual stress and distortion effects [37].
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The various formulations of the AM physical and mathematical model, as well as
fundamental equations and FEM implementation in commercial software packages, are
discussed in the following sections.

2.2.2.1 Thermo-mechanical simulation

Thermal-mechanical analysis allows for precise specification of processing conditions in
time and space, as well as, control over the solution’s accuracy. Although this approach is
generally more reliable than pure mechanical eigenstrain analysis, it is also computation-
ally more expensive [38].

Nonlinear thermo-mechanical analysis is used in all modeling procedures for AM pro-
cesses in the literature. This process can be divided into two categories:

i. performing a pure thermal or heat transfer analysis in order to determine the nodal
temperature in the FE based model;

ii. establishing a structural configuration in order to determine the FE based model’s
mechanical response under applied nodal temperature gradients and, ultimately,
achieve the distortion and residual stresses of the manufactured part.

When the thermal analysis is followed by a structural assessment for each increment,
the method is known as fully coupled thermo-mechanical, however, if the mechanical
analysis is performed after the thermal assessment is concluded, the method is called
decoupled or weakly coupled. The former are characterized by a structural evaluation
after each phase of the thermal analysis step, which means that the geometry is modified
at each time stage and its displacements affect the workpiece’s temperature field. The
latter is characterized by a complete thermal simulation performed prior to any structural
analysis, implying that the thermal field is unaffected by the component’s mechanical
response. Due to its lower computational intensity and suitable performance, weakly
coupled thermo-mechanical simulation is the most commonly used approach in commercial
simulation packages [39, 40].

The heat transfer analysis is based on the body’s energy conservation principle and it
is expressed in Equation 2.3:

Q(X, t)− ρCp
dT

dt
+∇.[k(T )∇T ] = 0 (2.3)

in whichX represents spatial coordinates, t represents time, Q represents body heat source,
ρ is material density, Cp represents specific heat of material, k represents conductivity and
T is temperature. The temperature history of nodes is obtained by numerically solving
this equation for the given geometry and boundary conditions and the nodal temperatures
are then added to the structural analysis as a thermal load [39]. The thermal boundary
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conditions, including conduction, convection and radiation, are contained in the body heat
source [41].

The laser characteristics such as strength, speed, direction, form and performance must
be included in the thermal source model. Yan et al [39] experimented with three types of
thermal body heat flux distributions: 3D super-Gaussian, 3D Gaussian and 3D inverse-
Gaussian beams. According to the authors, the super-Gaussian beam shape with higher
laser power as well as the Gaussian and inverse-Gaussian beam shapes with lower laser
power may reduce residual stress in the laser traverse direction. In AM modeling studies,
the incoming body heat energy has been widely provided by Goldak’s model:

Q = 6
√

3ηPf
π
√
πabc

exp(−3x
2

a2 − 3y
2

b2 −
z2

c2 ) (2.4)

where P is the laser power, η is the absorption efficiency, f is a weighting fraction and a,
b and c are the ellipsoid’s longitudinal, transverse and pool depth measurements, respec-
tively, as represented in Figure 2.24 [41].

Figure 2.24 The Goldak expression for energy distribution from a laser source [42].

The Stefan-Boltzmann law is used to calculate the thermal radiation qrad:

qrad = ζσb(T 4
S − T 4

env) (2.5)

where ζ is the surface emissivity, σb is the Stefan-Boltzmann constant, TS is the sur-
face temperature and T env is the environment temperature. The convective heat loss is
represented in Equation 2.6:

qconv = h(TS − T env) (2.6)

where h is the convective heat transfer coefficient [41].
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Mechanical modeling is based on the equilibrium mechanics of a continuum body and
incorporates a constitutive model for the elastic behaviour using Hook’s law and plastic
behavior through the isotropic or kinematic hardening rules of the built material:

∇.σ = 0 (2.7)

σ = C(ε− εp − εT ) (2.8)

where σ is the Cauchy stress, C is the fourth-order elastic stiffness matrix and ε, εp and εT

are, respectively, the total, plastic and thermal strain tensors. The residual stresses and
distortions are computed by applying boundary conditions to the mechanical FE model.
In order to represent a more realistic simulation of the process, material properties should
be considered temperature dependent in both thermal and mechanical analyses [39].

2.2.2.2 Inherent strain

Aside from the adaptive mesh-based approaches that have recently been established, some
researchers have used the concept of inherent strain. Udea et al [43] developed the inherent
strain method for quick computation of distortion of welded structures, which is based on
the fact that plastic strain causes incompatibility in the welded structure and leads to
component distortion. In order to allow residual stress computation using the plastic
strain vector within FEM, Equations 2.9 to 2.13 were proposed by Ueda (1989) [43].

f =
∫
V

BTDεinhdV (2.9)

u = K−1f (2.10)

εtot = Bu (2.11)

εe = εtot − εinh (2.12)

σ = Dεe (2.13)

in which f is the nodal force vector, B is the deformation matrix, D is the constitutive
matrix, u is the displacement vector, K is the stiffness matrix, σ is the nodal stress vector
and εtot, εinh and εe are, respectively, the total, inherent and elastic strain.
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The strain scaling factor, which aims to be more suited to a machine’s settings through
a factor called Strain Scaling Factor (SSF), is the second method of implementing an
inherent strain analysis. This is the easiest and fastest simulation by assuming a predefined
isotropic plastic strain field in each voxel element [44].

εinh = SSF · σys
E

(2.14)

Keller and Ploshikhin were the first to use the inherent strain principle to determine
the distortion of AM parts. By discretizing the model into three separate scales (micro,
meso and macro), the authors introduced the concept of mechanical layer equivalent.
With a real thermal heat source model and thermal boundary conditions, a pure thermal
analysis is performed on a very small geometry that is attached to a substrate which
reflects the lower layers in real size. The thermal history of the nodes is described as a
small cubic heat source as a result of the micro-scale model. The small cubic heat source is
then implemented in the meso-scale fully coupled thermo-mechanical model, with various
laser trajectories taken into account (hatching strategies). As a result, the model’s plastic
strain components are removed and, following that, orthotropic thermal expansions based
on plastic strain components are measured and placed on the thermo-elastic macro-scale
model, with the temperature of the entire layer increased to unity. Consequently, it is
possible to determine the distortion of the macro-scale model that represents the real
component. According to the authors, the experimental data and the findings obtained
from the inherent strain application to estimate the distortion of an intricate component
had a very strong agreement [40].

The previously mentioned method assumes that the distribution of plastic strain is
roughly the same for different areas of geometry, however, it varies with volume shape and
complexity [40]. The main disadvantage of this approach is that it cannot take into account
the effect of different laser scanning paths and geometrical effects since the inherent strain
is constant across the whole volume. Despite the inherent strain method’s high potential
in evaluating the residual stresses and distortions of a specific geometry in AM processes,
Bugattin and Semeraro observed that the calibration strategy fails to predict the distortion
and, as a result, the residual stress of different geometries [45]. As a result, this approach
should be revised in order to better represent the characteristics and functionality of AM
processes.

The inherent strain method is used to model the LPBF process but it can also be
used to model the DED and DMD processes by adjusting the discretization steps. Liang
et al adjusted the inherent strain method concept and applied it to the DED of a 5 to
10 layer thin-walled rectangular. The results of the experimental and modified inherent
strain methods concurred very well and the authors reported a 14 and 11 times reduction
in computational time when modeling a 10 layer and 5 layer rectangular build, respec-
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tively, when compared to conventional thermo-mechanical analysis. This demonstrates
the inherent strain method’s high capability for larger components [39].

2.2.2.3 Activation methods

The incremental addition of material onto the substrate requires the use of numerical
analysis techniques. The most well-known approaches are [39]:

i. quiet elements activation;

ii. inactive elements activation;

iii. hybrid elements activation.

The quiet element activation approach states that the part’s final geometry is already
present in the model prior to simulation, nonetheless, the material properties of those
non-deposited elements are scaled down to the point that they have no significant impact
on the analysis results. As the thermal heat source passes over the quiet elements, they
are activated and their material properties are updated with real material properties [39].
Additionally, this technique can be easily implemented in many commercial FE packages
due to the fact that it requires no additional equation renumbering or solver initialization
[40].

In the inactive element activation method, on the other hand, only deposited elements
are present in the model and non-deposited elements are added to the model with each
increment as the heat source moves. In comparison with the previous method, scaling
down the material properties for non-deposited elements causes the stiffness matrix to
become ill-conditioned. Consequently, there is a large number of inactive elements at the
start of the process, which significantly increases the number of model equations to be
solved. However, the stiffness matrix in the inactive element activation method is much
smaller and well defined and the renumbering process requires significant computational
effort for the FE model.

The hybrid activation method, in which non-deposited layers are removed from the
model, was developed to model depositing new elements or layers by combining both
previous activation methods. The model only contains the depositing layer and non-
deposited elements are scaled down using the quiet element approach. As the next layer
is applied to the model, the nodes or elements are renumbered using the inactive element
activation process and non-deposited elements become quiet. The major benefit of this
activation technique is the fact that it allows for the generation of a both a smaller and
less ill-conditioned stiffness matrix, thus, reducing computational effort [39].

Progressive element activation via quiet element or inactive element was developed by
Michaleris, who used inactive elements to speed up computational time on initial layers
and quiet elements to effectively model material deposition. This technique only uses
quiet elements and inactive components would be omitted from the model, which would
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drastically reduce computing time [46]. The thermal conductivity, k, is set to a lower
value in heat transfer analyses to reduce conduction into quiet elements and the specific
heat, Cp, is set to a lower value to regulate energy transfer to quiet elements [47]:

kquiet = skk (2.15)

Cpquiet = sCpCp (2.16)

where, kquiet and Cpquiet are the thermal conductivity and specific heat used for quiet
elements and sk and sCp are, respectively, the scaling factors used for the thermal conduc-
tivity and specific heat.

The simulation specifies which elements will be activated by initially determine the
location of the beam within the current layer and, then, activating all elements that are
within the build domain but behind the current beam position along the build path. Figure
2.25 illustrates this method, as the green references represent active elements and the gray
references represent the elements that have been quieted. Afterwards, a search for any
build elements below the current layer plane is carried out and all identified elements are
allowed before the simulation for that increment is performed [46].

As the metal is deposited during production, the interface is constantly changing,
which results in the need to create algorithms that calculate the position of the evolving
interface and apply surface convection and radiation as required. Consequently, it is
difficult to compute the interface between active and inactive (or quiet) elements using user
subroutines in general purpose FEA codes, reasoning why it is usual to overlook surface
convection and radiation at this interface. This simplification can be sufficient in weld
modeling, however, in AM the size of the deposited material compared to the substrate can
be significant. Thus, ignoring surface convection and radiation on the interface between
active and inactive elements can be a source of error [47].

Figure 2.25 Schematic showing the subroutine model deposition of material [46]
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2.2.3 Commercial software packages

Metal deposition has reportedly been modelled using a number of general-purpose com-
mercial codes: Ansys, Adina, Abaqus, Comsol and Marc. Nevertheless, these references
do not have into account the numerical method used during element activation nor pos-
sible sources of errors or numerical performance. Since the size of the deposited material
in AM is much larger, element activation errors can be severe [47]. Some commercial FE
packages based on the inherent strain method have also been developed, such as, Simufact,
Amphyon, GeonX and ESI [40].

These softwares are in different stages of development and provide a variety of features,
however, they are mainly based on MAM distortion simulations [15]. The modelling
of PBF and DED processes must overcome numerous challenges: progressive material
addition, moving heat source input and thermal losses during building.

In this thesis, the software package used to conduct the proposed simulations was
Abaqus, due to its special AM plug-in. The plug-in contains predefined tables and modules
that allow detailed and efficient modeling. Abaqus not only implements a solution for the
previous mentioned issues, but it is also developed in a user subroutine layout and keywords
interface that offers lot of flexibility and customization.

In the following sections, several features of Abaqus’ AM simulations will be described.

2.2.3.1 Thermo-mechanical simulation

A sequential thermal-stress analysis of an AM process begins with a transient heat trans-
fer analysis of thermal loads introduced by the process on a printing component, which is
followed by a static structural analysis guided by the temperature field from the thermal
analysis. Support structures, if required, and the substrate on which the component and
supports are installed should also be included in the study to account for their effects on
thermal conduction, part distortions and residual stresses. The stress analysis is driven
by the temperatures from the heat transfer analysis. Furthermore, for accurate stress per-
formance, similar progressive material deposition techniques as the heat transfer analysis
and temperature-dependent material properties can be used [48].

Progressive element activation

Progressive element activation is used to model the layer-by-layer deposition of raw ma-
terial from a roller and the melting process. By assigning a volume fraction of material
at the beginning of the increment, the elements with the activation function on can be
triggered. There are two types of activation: full and partial [49]. The material volume
fraction added for full activation must be 0 or 1, which means that an element’s status
can only change from inactive to fully activated. On the other hand, the material volume
fraction added for partial activation may be any value. In stress-displacement analyses,
the material added to an element is presumed to be stress-free.



40 Literature Review

The elements become active when a toolpath intersects them. The toolpath-mesh in-
tersection module in Abaqus calculates the geometric intersection of multiple toolpaths
and the finite element mesh of the component to be manufactured. A toolpath is char-
acterized by a geometric form that moves along a path and is attached to a reference
point. Connecting a set of points in space and time defines the direction and an event
series defines the collection of points. For toolpath-mesh intersection, three shapes are
considered:

i. a point;

ii. an infinite line;

iii. a box.

Depending on the application, these shapes enable different levels of abstraction to
characterize the tool’s shape. A scan pattern that describes the idealized motion of a tool
rather than the actual course of the motion can be used in addition to these three shapes.
The schematics and machine tool examples of the shapes are presented in Figure 2.26 [50].

Figure 2.26 Point, infinite line and box toolpaths [50].

Moving heat source

The newly deposited layer of material is heated to melting point, allowing it to combine
with the solid material underneath it. The modeling of the heat source is needed for this
reason. The challenges are capturing the size and shape of the energy flow accurately, as
well as estimating the amount of heat absorbed by the printed component.

When the tool’s action zone is small compared to the mesh size and can be idealized
as a point, such as when the laser beam radius is small compared to the element size, the
point toolpath, shown is Figure 2.27, is advantageous. This model calculates the number
of toolpath intersections, the coordinates of the start and end points, ξs and ξe, in the
entity reference coordinate system, as well as the start and end times, ts and te, for each
intersection for a given element.
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Figure 2.27 Point toolpath-mesh intersection [50].

The infinite line representation can be used, for example, to describe the layer-by-layer
material deposition procedure, such as the activation of the roller in PBF. The intersections
of an infinite line toolpath with a finite element, E, are shown in Figure 2.28. An infinite
line attached to a reference point moves along the path connecting points (X1,X2,...,Xn),
such that the reference point is at Xi at time ti, is what defines the toolpath. The infinite
line remains perpendicular to the section and the tool moves at a constant velocity over a
segment, connecting two successive points in the direction.

Figure 2.28 Infinite line toolpath-mesh intersection [50].

The first field in the event sequence reflects the tool’s state, such as the "on/off" state
of a recoater roller. Over the segment connecting Xn and Xn+1, the field specified for a
point Xn remains constant. The toolpath-mesh intersection module calculates the number
of intersections, m, and the volume fraction, vf , for each intersection for a given element.
The module also determines the area, A, the coordinate regarding the element reference
coordinate system of the center of intersection of the z plane and the element, Xa, and
the area fractions below the z plane for all sides for each intersection, af

i.
When the tool’s action is better represented as a spatially varying distribution, the

box shape functionality is intended, for example, modeling a Goldak’s double ellipsoid
heat source. The sub-segment approach and the sub-element approach are two related
algorithms or methods for computing intersections of a box toolpath and a mesh.
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Figure 2.29 Box toolpath-mesh intersection using the sub-segment approach [50].

The toolpath represented in Figure 2.29 is defined by a box attached to a reference point
that is moving along the path connecting points (X1,X2,...,Xn), such that the reference
point is at Xi at time ti. The box lengths L1, L2 and L3 are oriented in the local
coordinate system’s directions. The box is divided into a user-defined number of smaller
boxes, with each smaller box’s sub-segment beginning at the center and running parallel
to the main segment. This formulation calculates the number of toolpath intersections,
the coordinates of the start and end points related to the element reference coordinate
system, ξs and ξe, and the start and end times, ts and te, for each intersection [50].

Thermal losses

To ensure that temperature gradients are correctly measured, it is critical to accurately
model thermal conduction, free convection and thermal radiation. During the AM process,
previously exposed material surfaces are replaced with new material and new free surfaces
are produced over time. Abaqus keeps track of the changing free surfaces that represent
the current shape of a printing component at any given point in the build and only applies
film and radiation loadings to those surfaces.

In both convection and radiation mechanisms, a room temperature must be applied
and experimental analysis is widely used to extract the film coefficient and the material
surface emissivity [48].

2.2.3.2 Eigenstrain-based simulation

An AM process eigenstrain analysis (also referred to as inherent strain, assumed strain
or "stress-free" strain) consists of a single static stress analysis of a printing component
with a predefined field of eigenstrains added to each portion upon activation, reflecting
the inelastic deformation induced by the process. The major cause of residual stresses
and overall part distortion is inelastic deformations, therefore, the aim of an eigenstrain



Finite Element Method 43

analysis is to predict distortions and residual stresses in the part. When eigenstrains are
added to a newly deposited sheet, they can cause residual stresses and distortion in the
layers below.

In Abaqus, eigenstrains can be assigned to a new material that is attached to an
element. Furthermore, when a solid element is first activated, the local orientation can
be changed. A sudden application of eigenstrains, including thermal strains, may cause
convergence issues. As a result, Abaqus allows the eigenstrains to be linearly ramped up
using the formula:

εeig =


t−tact
τeig

εeig0 , tact ≤ t ≤ tact + τeig

εeig0 , t > tact + τeig
(2.17)

where εeig is the applied eigenstrain, εeig0 is the value of the eigenstrain at the beginning
of the increment at which the element is activated, tact is the activation time and τeig is a
user-specified time constant, which default value is zero.

The location of the nodes shared by active and inactive elements in general will shift in
a static analysis until the elements are activated. The configuration at the time of element
activation differs from the initial element configuration in this situation. The stress in
the element is determined by the deformation caused by this new configuration, which is
presumed to be stress-free [51].

Trajectory-based eigenstrain analysis

An eigenstrain analysis based on a given trajectory of new material being fused or bonded
to the underlying layer activates elements and applies eigenstrains. The trajectory of a
PBF process, for example, is the same as the heat source scan path and the nozzle path is
the trajectory of guided energy deposition and material extrusion processes. The toolpath-
mesh intersection module processes the trajectory immediately after it is described using
an event sequence. The material orientation can be changed to comply with the trajec-
tory if desired. The analysis is similar to the stress analysis used in thermo-mechanical
simulations, except it is motivated by eigenstrain loadings rather than temperature results
[51].

Pattern-based eigenstrain analysis

Pattern-based eigenstrain analysis activates elements layer-by-layer, applying eigenstrain
to each layer based on a given in-plane eigenstrain pattern. A domain is divided into
eigenstrain patterns by a "quilt" of one or more patches. Each patch is a region with a
specific eigenstrain value or eigenstrain rotation angle as a result of a specific trajectory
in that region. The eigenstrain patterns for PBF processes, for example, are related to
the heat source’s in-plane scan pattern, while the eigenstrain patterns for guided energy
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deposition and material extrusion processes are related to the nozzle’s in-plane moving
pattern.

The definition of a trajectory is not needed for a pattern-based eigenstrain analysis.
The study only considers layer-by-layer construction sequences, ignoring extensive material
deposition or scanning sequences within layers. Elements are activated layer-by-layer in
the user subroutine and the toolpath-mesh intersection utilities are used to determine
which eigenstrain patch an element in the last activated layer belongs to, and then the
eigenstrains are applied to the element. The material orientation can also be changed, for
example, to correlate with the rotation angle of the patch’s eigenstrain [51].

Scan pattern–mesh intersection

A scan pattern represents the movements of a tool as it moves or scans regions of a
cutting plane or slice. The scan pattern is made up of a rectangular unit cell that is
repeated until the cutting plane is covered. The rectangular unit cell is made up of several
smaller rectangular patches, each of which can describe a local angle, ϕ, between the tool’s
scanning motion and the I-axis, as represented in Figure 2.30. Each of the pattern patches
can be assigned an eigenstrain tensor, which represents the inelastic deformation caused
by the operation.

Figure 2.30 A scan pattern with four patches with local orientations rotated by 90◦, 0◦, 135◦

and 45◦ [50].

The toolpath-mesh intersection module calculates the number of slices, m, within an
element for a given increment for a given element (see Figure 2.31). It determines which
pattern patch contains the center of each slice in that element, as well as the patch’s local
orientation, based on the layer to layer rotation, θ and the local rotation of the scanning
direction in that patch, ϕ. The partial volumes of the element beneath each slice, vf are
also computed by the module [50].
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Figure 2.31 Scan pattern overlaid on an element [50].
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Chapter 3

Simulation Details and Methods

In this Chapter, the performed simulations are described and presented, along with their
defining parameters and context. While the results will be discussed in Chapter 4 and
concluding remarks will be found in Chapter 5, relevant decisions about the simulation’s
setup are shown in this chapter.

3.1 Introduction

The fundamental purpose of this thesis, as stated in the introductory chapters, is to de-
velop a numerical model of the PBF process using Abaqus and compare the results to
the experimental data made available through INEGI’s ongoing research projects. Fur-
thermore, a numerical model of the Direct Energy Deposition process was also developed,
in order to better understand the difference between the mechanical properties of parts
produced by both MAM techniques.

The goal of this chapter is to describe the selected parts and materials, as well as to
provide an overview of all simulation parameters and objectives, so that the reader can
easily understand the results.

3.1.1 Physical specimens

The numerical simulations where conducted using two different specimens: a quadrangular
right prism, which can be found in Figure 3.1, and an AM benchmark piece, represented
in Figure 3.2, that will be referred to as a benchmark bridge, which was inspired in the
NIST round robin exercise [52].

The prism will be used in both PBF and DED numerical models, while the benchmark
bridge will be only considered in the PBF model, since the very thin walls of 0.5 [mm]
and the angles of the legs cannot be reproduced by DED because of the larger beam size
used in this process.
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Figure 3.1 Prism dimensions and coordinate system (dimensions in millimetres).

Figure 3.2 Benchmark bridge and coordinate system.

The numerical results of both parts produced by PBF will be compared, in terms of
residual stresses, to the experimental results of FCTUC’s study. Additionally, the numer-
ical results achieved for the prism in both models (LPBF and DED) will be compared.
Although the two processes present different ranges of values for some parameters (includ-
ing the layer thickness and the scan speed), in this case, the parameters defined for the
PBF model were applied to the DED model in order to establish a more direct comparison
between the processes.

To avoid adding complexity to the numerical analysis, each part is attached to a
substrate, which acts like a heat conduction sink. Additionally, each substrate has the
dimensions of 160x60x20 [mm] and is from the same material as the part, however, in
the experimental studies the substrates are made of carbon steel. There are not supports
connecting the parts to the substrates.

Prism

Despite being a simple geometry, it is ideal to employ in most parametric and convergence
simulations. Due to the prism’s simple shape, it can be easily and quickly discretized,
with both coarser and finer meshes being able to adequately represent it, and it does not
require support structures. Additionally, this geometry avoids large thermal boundaries
and highlights parametric variables. Since the goal of parametric simulations is to empha-
size a variable’s influence in the residual stress field, external errors caused by undesirable
elements are minimized.
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The material used in both numerical and experimental cases is AISI 316L stainless
steel. Due to its exceptional corrosion resistance, high specific strength, ductility and
fracture toughness, 316L stainless steel is widely used as structural material in industries
such as petrochemistry, transportation, ultra-supercritical power and nuclear power plants
[53].

The variables presented in Table 3.1 correspond to the machine settings which de-
fine the prism’s manufacturing process. The scanning strategy used in the experimental
study is based on individual stripes with repeating orientation every three layers, implying
patterns with a 120◦ lag between them.

Table 3.1 Machine settings used in the AM process of the prism.

Layer thickness Laser Power Scan Speed Laser Diameter Hatch Space
0.04 [mm] 400 [W] 860 [mm/s] 0.175 [mm] 0.095 [mm]

Benchmark bridge

The benchmark bridge component is a bridge structure with twelve legs (four repetitions of
three legs with varying widths) supporting a bulk volume of 75x5x5 [mm], with additional
minor prominences of 1x5x0.5 [mm]. The structure has a 2.5 [mm] chamfer at one of its
extremities. Figure 3.3 shows the dimensions of the bridge.

Figure 3.3 Bridge dimensions (in millimetres).

The benchmark bridge’s very narrow section areas are one of the main challenges in the
printing and simulation processes: the smallest bridge leg is only 0.5 [mm] thick, requiring
a reasonably fine mesh to accurately characterize this particular region.

The variables displayed in Table 3.2 correspond to the machine settings which define
the bridge’s manufacturing process. Two scanning strategies were used in the experimental
study, however, for the numerical study only one of them will be considered: a continuous
line strategy, where even layers were vertically scanned (90◦) and uneven layers were
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scanned horizontally (0◦). The bridge and substrate are made of 18Ni300 maraging steel
in the numerical model.

Table 3.2 Machine settings used in the AM process of the benchmark bridge.

Layer thickness Laser Power Scan Speed Laser Diameter Hatch Space
0.03 [mm] 200 [W] 950 [mm/s] 0.175 [mm] 0.110 [mm]

3.1.2 Material Definition

316L stainless steel

316L stainless steel is employed in most convergence and parametric simulations and
it is a dominant material in the universe of metallic AM. It is similar to ordinary 316
stainless steel, but with reduced carbon and sulphur levels. Lower carbon percentages
provide additional resistance to carbide precipitation at grain boundaries, a problem that
is exacerbated when the material is heated to temperatures of around 500◦C to 800◦C.
At these temperatures, chromium precipitates in grain boundaries, depleting certain areas
that become corrosion prone, a problem that molybdenum is known to prevent [2].

Steel 316L is frequently selected over other austenitic types as a structural material
because of its stronger corrosion resistance and better mechanical features at low and high
temperatures [54].

Due to their potential to allow fast near net-shape production of complex geometric
components without the use of molds, laser additive manufacturing (LAM) of 316L parts,
such as laser melting deposition (LMD) and selective laser melting (SLM), has recently
attracted a lot of attention. In comparison to SLM, LMD has a higher construction rate,
making it more suited to large-scale component production. However, due to epitaxial
growth and a slower cooling rate, 316L steel prepared by LMD typically has large columnar
grains, resulting in low yield strength and anisotropic mechanical properties, limiting its
use in some extreme working situations [55].

The chemical composition of the commercial type 316L austenitic stainless steel em-
ployed in this study is presented in Table 3.3.

Table 3.3 Chemical composition, in wt.%, of type 316L austenitic stainless steel [2].

C
(%)

Si
(%)

Mn
(%)

P
(%)

S
(%)

N
(%)

Cr
(%)

Mo
(%)

Ni
(%)

Cu
(%)

Co
(%)

0.018 0.38 1.84 0.035 0.029 0.078 16.6 2.02 10.2 0.36 0.18

Many heat transfer problems involving phase change must account for latent heat
effects, which can be significant. It is presumed that latent heat exists in addition to the
specific heat effect. The latent heat is thought to be released over a temperature range of
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lower (solidus) to higher (liquidus) temperatures [56]. These values are presented in Table
3.4 and the thermo-physical properties of this material are shown in Table 3.5.

Table 3.4 Latent heat properties [3].

Latent heat of
fusion [kJ/kg]

Solidus
Temperature [K]

Liquidus
Temperature [K]

290 1675 1708

Table 3.5 Thermo-physical properties of AISI 316L steel [4].

Temperature
[◦C]

Specific Heat
[kJ/kg/◦C]

Conductivity
[W/m/◦C]

Density
[kg/m3]

Thermal
expansion

[mm/mm/◦C]
20 0.492 14.12 7966 14.56×10−6

100 0.502 15.26 15.39×10−6

200 0.514 16.69 16.21×10−6

300 0.526 18.11 16.86×10−6

400 0.538 19.54 17.37×10−6

500 0.550 20.96 17.78×10−6

600 0.562 22.38 18.12×10−6

700 0.575 23.81 18.43×10−6

800 0.587 25.23 18.72×10−6

900 0.599 26.66 18.99×10−6

1000 0.611 28.08 19.27×10−6

1100 0.623 29.50 19.53×10−6

1200 0.635 30.93 19.79×10−6

1300 0.647 32.35 20.02×10−6

1400 0.589 33.78 20.21×10−6

A Poisson’s ratio of 0.294 and a temperature dependent Young’s modulus, reported in
Table 3.6, were utilized to describe the elastic behavior of AISI 316L steel.

A Johnson–Cook’s (J–C) material constitutive equation was used to model the thermo-
visco plastic behavior of AISI 316L steel, which may be represented as follows:

σeq = (A+Bεn)(1 + C ln( ε̇
ε̇0

))(1− ( T − Troom
Tm − Troom

)m) (3.1)

where ε is the plastic strain, ε̇ is the strain rate (s−1), ε̇0 is the reference plastic strain
rate (s−1), T is the temperature of the work material (◦C), Tm is the melting temperature
of the work material (1399◦C) and Troom is the room temperature (20◦C). The yield
strength [MPa], the hardening modulus [MPa], the strain rate sensitivity coefficient, the
hardening coefficient and the thermal softening coefficient are respectively represented by
the coefficients A, B, C, n and m [5].
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Table 3.6 Young’s modulus of AISI 316L steel [4].

Temperature
[◦C]

Young’s
Modulus [GPa]

20 195.6
100 191.2
200 185.7
300 179.6
400 172.6
500 164.5
600 155.0
700 144.1
800 131.4
900 116.8
1000 100.0
1100 80.0
1200 57.0
1300 30.0
1400 2.0

Table 3.7 lists five different sets of work material constants discovered by various
researchers for use in the J–C constitutive equation.

Table 3.7 AISI 316L’s material constants for J–C constitutive model [5].

A [MPa] B [MPa] C n m ε̇0
M1 305 1161 0.01 0.61 0.517 1
M2 305 441 0.057 0.1 1.041 1
M3 301 1472 0.09 0.807 0.623 0.001
M4 280 1750 0.1 0.8 0.85 200
M5 514 514 0.042 0.508 0.533 0.001

The five different methods were compared to an experimental study of AISI 316L’s
plastic properties [57], in order to understand their behaviour and choose the most accurate
and appropriate model for this particular case. In the experimental study, the temperature
of the work material was 200◦C and, therefore, the same value was applied to the five
models. A value of 0.01 was arbitrated for the strain rate.

As shown in Figure 3.4, models M1 and M5 have similar behaviours to the experimental
study. A parametric study in which the strain rate and the temperature of the work
material took different values was conducted in order to determine which model promotes
the most accurate values, when compared to the experimental results obtained for the
residual stresses. It was concluded that the best option was model M5, since it had a most
appropriate behaviour throughout the different temperatures. Thus, this approach was
applied to both models, LPBF and DED.
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Figure 3.4 Behaviour of the five J-C’s models and the experimental study of AISI 316L.

18Ni300 Maraging Steel

Maraging steels are iron-nickel alloys that have outstanding strength and toughness with-
out sacrificing ductility. These alloys are primarily made of iron (65-75%Fe) and nickel
(17-26%Ni), with additions of cobalt, molybdenum, titanium and aluminium, while carbon
percentage is kept to a minimum (0.03%C). Because of their low carbon content, these al-
loys require several hours of heat treatment to precipitate intermetallic compounds, which
result in the excellent mechanical properties previously mentioned [58].

Due to their nearly complete lack of interstitial alloying elements and exceptional
weldability, maraging steels are often employed in AM [59]. When the material is melted
by the laser to temperatures above the martensite start temperature (Ms) and then rapidly
cooled to temperatures below the martensite finish temperature (Mf ), it undergoes a
quenching change from austenitic to soft martensitic structures.

In LPBF, a small amount of powdered material is melted, producing a melt pool, and is
followed by rapid cooling and subsequent solidification. The precipitation hardening heat
treatment may be then applied to the LPBF part, resulting in coherent intermetallic pre-
cipitation phases that provide the material with strength and hardness while maintaining
ductility [60].

The properties of this material are not as well defined and available in the literature as
steel 316L. Therefore, the values of the thermal properties were achieved experimentally
[57] and are shown in Table 3.8. The values used for Poisson’s ratio and Young’s Modulus
were, respectively, 0.3 and 190 [GPa]. Regarding the material’s plastic properties, a J-C
model was applied using values found in the literature [6], which are presented in Table
3.9.
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Table 3.8 Thermo-physical properties of 18Ni300 maraging steel [4].

Temperature
[◦C]

Specific Heat
[kJ/kg/◦C]

Conductivity
[W/m/◦C]

Density
[kg/m3]

Thermal
expansion

[mm/mm/◦C]
20 0.4449 15.81 8000 1.837×10−6

100 0.4747 17.46 10.797×10−6

200 0.5121 19.52 21.997×10−6

300 0.5495 21.58 33.197×10−6

400 0.5869 23.64 44.397×10−6

500 0.6243 25.70 55.597×10−6

600 0.6617 27.76 66.797×10−6

700 0.6991 29.82 77.997×10−6

800 0.7365 31.88 89.197×10−6

900 0.7739 33.94 100.397×10−6

1000 0.8113 36.00 111.597×10−6

Table 3.9 Maraging steel’s material constants for J–C constitutive model [6].

A [MPa] B [MPa] C n m ε̇0
758.423 172.147 0.0522 0.2258 0.7799 70

3.2 Thermo-mechanical Simulations

The main goals of an AM simulation are calculating the residual stresses in a compo-
nent, reducing the gap between the intended and manufactured parts by optimizing the
manufacturing process and examining how a part performs in an assembly with other
components under realistic loading circumstances.

The toolpath-mesh intersection module is one of the basis of the Abaqus AM technol-
ogy. For the simulation of an AM process, Abaqus offers two options: a thermo-mechanical
simulation and an eigenstrain-based simulation.

Abaqus provides general-purpose simulation tools, allowing the user to specify the
boundary conditions, loads, interactions, restrictions and material models needed to de-
scribe the physics of AM processes. In addition, for these simulations, multiple analytical
approaches are available, which take into consideration machine information and process
parameters such as laser power, layer thickness and toolpath.

The feature for AM processes simulation in Abaqus is built on a user subroutine infras-
tructure and keyword interface that allows for a high level of control and customization
[61].

3.2.1 Thermo-mechanical analysis of PBF process

A single layer of raw material is deposited by a recoater or a roller blade in a powder
bed–type additive manufacturing process. The part is then scanned with a high powered
laser in a single cross-section across the raw material layer to fuse it with the previously
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deposited layer underneath. In a structural or thermal analysis, layer-upon-layer raw
material deposition is represented by progressive element activation and laser-induced
heating is simulated by a moving heat flux [42].

Specifying progressive element activation

Progressive element activation in a structural or thermal study is used to model the layer-
by-layer deposition of raw material from a recoater. In this study, full activation is used,
which means that the volume fraction of an element is set to one when it is active. To
fully define the deposition process, the following steps are required:

i. Defining the motion of the recoater’s center point, following the convention for infi-
nite line toolpath-mesh intersection;

ii. Creating a table collection with the name "ABQ_AM". A parameter table of type
"ABQ_AM_MaterialDeposition" must be included in the table collection;

iii. Include a reference to the material deposition event series in the parameter table
and set the deposition process type to "Roller";

iv. In the progressive element activation, refer to the table collection.

Abaqus automatically activates elements based on the material deposition sequence.
All of the definitions required for special-purpose AM processes are available in a dedicated
collection of parameter table, property table and event series types [42].

Radiation and convection cooling occur on the continuously evolving free surfaces in an
AM process. Abaqus keeps track of the free surfaces that correspond to the construction
part’s present shape. During progressive element activation, film and radiation conditions
are applied to the facet region of an element [62].

Specifying a concentrated moving heat source

If the size of the finite elements utilized in a thermal analysis is substantially bigger than
the size of the laser spot, the laser spot can be approximated as a concentrated moving
heat flux. To completely characterize the focused moving heat source, the required steps
are:

i. Defining the laser’s scanning trajectory and power, using the convention for point
toolpath-mesh intersection;

ii. A parameter table of type "ABQ_AM_MovingHeatSource" must be present in the
table collection "ABQ_AM";

iii. Include a reference to the event series for the point heat source in the parameter
table and set the heat source type to "Concentrated".
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Abaqus automatically computes and applies moving heat fluxes to each element based
on the scanning trajectory [42].

3.2.2 Thermo-mechanical analysis of LDED-type processes

During LDED, the material is deposited by a nozzle mounted on a multi-axis arm while
being melted by laser beam. To accurately capture the melting effect in structural anal-
ysis, an initial temperature representing a relaxation temperature above which thermal
straining induces negligible thermal stress is frequently assigned. The initial temperature
of the prism in the structural analysis is set to the melting temperature of the steel 316L,
1399◦C [63].

Specifying progressive element activation

Progressive element activation is used in a structural or thermal study to replicate raw
material deposition from a moving nozzle. The nozzle’s cross-section and the material-
depositing bead are both considered to be rectangular. To fully specify the deposition
process, the user will need to follow several steps:

i. In an event sequence, define the nozzle’s motion;

ii. A parameter table of type "ABQ_AM_MaterialDeposition" and a parameter table of
type "ABQ_AM_MaterialDeposition_Bead" must be present in the table collection
"ABQ_AM";

iii. Include a reference to the nozzle motion event series in the parameter table of type
"ABQ_AM_MaterialDeposition," and set the deposition process type to "Bead";

iv. Define the process parameters, such as the height and breadth of the bead, in the
parameter table of type "ABQ_AM_MaterialDeposition_Bead";

v. In the progressive element activation, refer to the table collection.

Abaqus automatically activates parts based on the specified nozzle trajectory [64].
During printing, previously exposed material surfaces are covered and new free surfaces
are created by the deposition of new material. Surface convection and radiation are defined
on the ever-changing free surfaces [63]. Figure 3.5 shows a representation of the element
activation in the LDED process.
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Figure 3.5 Progressive element activation for LDED process [64].

Specifying a moving heat source with a Goldak distribution

The heating by the laser during deposition is modeled using a moving heat flux with a
Goldak distribution. It is assumed that the laser beam spot at the intersection with the
part surface is circular. The laser scanning path is defined by the same event sequence
that is used to define the material deposition sequence. The energy absorption efficiency
has been calibrated to be 40% when using this distribution [63].

The laser power can be spread throughout a volume using the Goldak rule of laser
energy distribution if the size of the finite elements employed in a thermal study is com-
parable to the size of the laser spot. To completely characterize the moving heat source,
it is necessary to:

i. Define the laser spot’s trajectory in an event sequence, similar to how the concen-
trated moving heat source is defined;

ii. A parameter table of type "ABQ_AM_MovingHeatSource" and a parameter ta-
ble of type "ABQ_AM_MovingHeatSource_Goldak" must be present in the table
collection "ABQ_AM";

iii. Include a reference to the moving heat source’s event series in the parameter table
of type "ABQ_AM_MovingHeatSource" and set the heat source type to "Goldak";

iv. Define the Goldak distribution parameters in the parameter database of type
"ABQ_AM_MovingHeatSource_Goldak".

Abaqus automatically computes and applies moving distributed heat fluxes based on
the Goldak distribution and scanning trajectory [42].

3.2.3 Toolpath and scanning strategy

Abaqus AM plug-in introduces the laser movement along the part as well as the roller
deposition using event series files. Simplify3D Software was used to produce G-code files.
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Then, a Python script provided by Simulia Dassault Systems converted the resulting G-
code into the laser and roller event series. The laser power (Watts), roller deposition
duration (seconds) and roller position on the build plate are all introduced by the user.
The values for the prism are, respectively, 400, 1 and 0.5 and, for the bridge, the values
are 200, 1 and 0.5. The final value indicates that the roller is centered in relation to the
component. The laser takes approximately 15.7 seconds to complete one layer of the prism
and 15.4 seconds to complete one layer of the bridge.

3.2.4 Level of fidelity

In terms of both time and space, AM is a multi-scale subject. The mesh size and time step
incrementation allows the user to adjust the scale and quality of the solution. At the high
end of the fidelity spectrum, there are often two types of thermo-mechanical simulations:
process-level simulation (High fidelity) and part-level simulation (Low fidelity).

A detailed process simulation is performed using:

i. A refined mesh size: at least one element per powder layer thickness and a few
elements across a melting-affected portion are used in a full process simulation;

ii. A short time increment, usually on the millisecond scale;

iii. A thorough laser energy distribution as well as a volumetric input tool geometry.

This level of detail enables to capture the HAZ’s fast and large temperature gradients,
resulting in correct residual stresses and distortions. In the thermal model, the latent
heat of fusion is used to describe thermal energy release and absorption. The annealing
temperature used in the material’s plasticity model captures the influence of melting on
thermal strains in the mechanical model. On the other hand, this kind of simulation
requires a high computational cost and convergence difficulties produced by non-linear
material qualities under rapidly changing temperature conditions might also affect it.

The part-level simulation is a computationally efficient method for accurately predict-
ing distortions and stresses in printed parts. This simulation is performed using:

i. A coarse mesh: has a small number of physical layers per element;

ii. A big-time increment: the events are grouped together in time. Each element layer
has one or more time increments;

iii. A discrete point tool geometry without laser energy distribution.

Because the heat source’s movement is lumped in space and time, the heat transfer
analysis can usually capture far-field temperatures but not local rapid temperature evolu-
tion. As a result, the models rarely include an accurate melting and solidification history.
To appropriately model melting effects in the stress analysis, a temperature indicating
the material’s relaxation temperature at which thermal straining causes minimal thermal
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stress must be assigned. The relaxation temperature is the temperature at which the
initial thermal contraction occurs when an element is activated, and it can be calibrated
using physical tests or detailed-process level simulations [48]. The relaxation tempera-
tures, ΘSR = 565◦C and ΘSR = 550◦C, for Steel 316L and Maraging Steel, respectively,
are taken from the literature [65, 66]. This variable is implemented in the material’s
plasticity model.

3.2.5 Boundary conditions and interactions

The boundary conditions (BC) are critical in the process’s corrective modeling. In the
thermal models, the initial temperatures of the part and build plate are set to 25◦C.
The thermal data for each increment from the transient heat transfer study is used as
predefined field in the structural analysis. The fundamental BC in the mechanical models
is the fixing constraint of the substrate’s bottom surface. The three degrees of freedom of
the displacement are all set to zero. This eliminates distortion of the baseplate caused by
the printing process.

The contact interaction between the substrate and the part is modelled as a "tie"
constraint used in the thermal model to unify the temperatures of the two surfaces in
contact. The interaction is applied to the same surface for the structural analysis. A "tie"
condition is used once more, which means that the nodes belonging to the two components
unify their translational and rotational movements.

3.2.6 Printing parameters

The printing process can be customized using a number of settings, for example, the energy
absorption coefficient, laser energy distribution parameters, element activation type and
inactive element behavior. For the LPBF model, an absorption coefficient η equal to 0.46
was selected. This parameter’s accuracy is critical since it restricts proportionally the
amount of energy that the part receives from the laser.

Table 3.10 summarizes the parameters that make up the Goldak spatial energy distri-
bution, represented in Figure 2.24. They match the melting pool dimensions calculated
by Keller using similar printing settings in his experimental simulation work [7].

Table 3.10 Goldak’s spatial energy distribution parameters [7].

Parameter Value
a 0.03
b 0.085
cf 0.03
cr 0.03
ff 1
fr 1
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Each simulation is carried out in three steps. In the first step, the deposition process
is modeled with a small time increment. The second and third steps, with larger time
increments of 10 seconds and 100 seconds, simulate additional cooling periods after the
build.

Lastly, the follow deformations option controls whether or not inactive elements can
move and follow the part’s expected deformation. Inactive elements do not contribute to
the overall response of the model by default and their degrees of freedom aren’t part of the
solution. This method only works in stress-displacement analysis when the displacements
are minimal. If this is not the case, the dormant pieces may become overly deformed
before being triggered, causing problems with convergence or unsatisfactory outcomes so,
as a result, the option is enabled [67].

3.2.7 Cooling

The two heat-transfer mechanisms of cooling to the environment are convection and ra-
diation. Both are subjected to a sink temperature of 25◦C. All of the free surfaces of the
model, except the bottom surface of the build plate, are set to a typical film coefficient
for inert gas atmosphere of 0.018 [mW/(mm2·◦C)]. The emissivity of the surface exposed
to the atmosphere is a critical characteristic in the radiation, the selected value was 0.45
[68].

3.2.8 Mesh

A 3D 8-nodes linear brick element was employed in both the thermal and mechanical
simulations. The structural element has the designation C3D8 and the heat transfer
element is DC3D8. Along the printed area, the spatial distribution of the elements is
uniform or "mapped." The printing simulation’s results are influenced by the element
sizes. In order to acquire correct findings in an acceptable computational time, each
model undergoes a convergence study to the component mesh.

3.3 Parametric analysis

Parametric simulations are those in which all of the parameters are kept the same except
for one, in order to examine the final result sensitivity to input variation. When dealing
with commercial software packages, parametric studies are critical, because without a solid
understanding of the effects of a simulation’s user-controlled parameters, valid inferences
cannot be drawn from the results. Furthermore, this approach enables the determination of
the minimum parameters that ensure solution convergence while reducing computational
effort.

Researchers have used different methodologies to evaluate the residual stress and ex-
plore scanning strategies with the intention of lowering or distributing this stress more
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uniformly across the part [69]. Understanding the influence of the scanning strategy on
SLM parts is a challenge in itself since there is a multitude of parameters connected to this
parameter. Changing the length of the scan vectors, their direction, the order of scanning
and the rotation of each consecutive layer can result in a wide range of scanning tactics
[70].

Although processing variables such as laser power, scan speed, layer thickness and
volumetric energy density have a high influence on the residual stresses developed in PBF
processing, it is frequently reported that the effect of one variable in particular overshadows
the others: preheating the baseplate. It is commonly accepted in the literature, and it
has been demonstrated by both experimental analysis and simulations, that increasing the
temperature of the baseplate reduces the magnitudes of residual stress [20].

The main objective of these simulations was the study of three different variables:

1. Mesh refinement;

2. Laser scanning;

3. Preheat of the baseplate.

The sets of simulations performed and the values chosen for each variable that was
taking into account for the parametric studies are presented in Table 3.11.

Table 3.11 Description of the performed simulation’s conditions.

Process Part Laser Strategy Mesh Preheat
Temperature

PBF
0◦, 120◦, 240◦ 0.5, 1.0, 2.5 N/A

Prism 0◦ 1.0 N/A
90◦ 1.0 N/A

PBF Pism 0◦, 120◦, 240◦ 1.0 100◦C, 250◦C

PBF
Bridge 0◦, 90◦ 0.5 N/A

0◦, 120◦, 240◦ 0.5 N/A

DED
Prism 0◦, 120◦, 240◦ 1.0 N/A

0◦ 1.0 N/A

Firstly, the influence of the mesh size on the residual stresses of the PBF model was
studied, using the prism and the scanning strategy defined previously, repeating orienta-
tion every three layers (0◦, 120◦, 240◦). The mesh size dimensions vary from 2.5 [mm] to
0.5 [mm].

The next step was to study the influence of the laser strategy by performing two more
simulations which had a single orientation for all the layers: 0◦ and 90◦.
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The last study directed with the prism was the influence of the substrate’s preheat
temperature. In the early simulations, as previously mentioned, the initial temperature
of the baseplate is set at 25◦C, however, according to the literature, results can be highly
affected when the baseplate is formerly heated. In order to analyse the influence of this
variable, the results of three temperatures were compared: 25◦C, 100 ◦C and 250◦C.

Following a thorough analysis of the PBF model, the second numerical model developed
during this dissertation was also examined. Similar parameters were applied to the DED
model with the intention of acknowledging the difference between the residual stresses
induced by both models. The prism with the mesh size of 1 [mm] was used for this effect.
A study of the influence of the scanning strategy on the DED process was also conducted.

After evaluating multiple parameters on the simpler geometry, the residual stresses
on the maraging steel benchmark bridge were analysed, using the PBF model. Since it
is a much complex geometry, it was necessary to choose smaller mesh sizes to promote
accurate results. A mesh of 0.5 [mm] was applied and the evolution of the residual stresses
in different locations was examined.

A comparison between the numerical results achieved for the prism and the bridge
using the PBF model and the experimental data obtained from the MAMTool study was
conducted, in order to determine the accuracy of the model. In the experimental study,
the analysis of the prism is very thorough, as the residual stresses in the longitudinal,
transverse and build directions are measured in different surfaces (planes xy, xz and yz).
Regarding the maraging steel bridge, in the experimental study four parts printed on the
same baseplate were analysed. In this case, two different laser scanning strategies were
used and the residual stresses were measured on the bridges’ top prominences, in the y=2.5
[mm] plane. The specific conditions of the experimental studies are further explained in
Chapter 4.

Lastly, a study of the displacement field when the bridge is gradually removed from
its baseplate was conducted and the results were compared to experimental results.
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Chapter 4

Results and Discussion

In this Section, the results of the numerical simulations described in Chapter 3 are pre-
sented and discussed in further detail.

4.1 Parametric simulations

The residual stress generated by this unique thermal cycle in MAM is a major concern for
the fabricated parts, since high residual stress gradients can cause component distortion.

In most simulations, the monitored nodal variable outputs were consistent throughout.
In the case of the prism, the residual stresses in the longitudinal, σxx, and transverse, σyy,
directions were the monitored nodal variable outputs on the z=20 plane. On the other
hand, on the xz plane (y=0), the monitored nodal variable outputs were the longitudinal
stresses and the stresses on the build direction, σzz. Figures 4.1 and 4.2 represent the
nodes established to measure these variables.

Figure 4.1 Representation of the analysed nodes on the z=20 plane.



64 Results and Discussion

Figure 4.2 Representation of the analysed nodes on the xz plane.

The following sections present the results of the different simulations and models de-
veloped. Firstly, the PBF model will be thoroughly examined using the prism made of
316L steel, which will include studies on the influence of three variables on the residual
stresses:

1. Mesh size;

2. Scanning strategy;

3. Preheat temperature.

Secondly, the DED model’s results will be presented and, then, a comparison between
the two models will be conducted. Afterwards, the results of the benchmark bridge made
of maraging steel are also explored, in order to analyse the performance of the PBF model
with a more complex geometry. The numerical results of the two parts used in the PBF
model will be compared to experimental data and, lastly, an analysis of the displacement
field when the bridge was gradually removed from its baseplate is performed and compared
to experimental results.

4.2 Mesh size

The results of the mesh size’s effects on residual stress are examined in this section. The
studied component is the prism made of 316L Stainless Steel. Three simulations were
performed using the same scanning strategy for the three different sizes represented in
Figure 4.3: 0.5 [mm] will be referred to as mesh 1, 1.0 [mm] will be referred to as mesh 2
and 2.5 [mm] will be referred to as mesh 3. The laser strategy implemented in this study
was the repeating orientation every three layers (0◦, 120◦, 240◦).

The results of each variable output are presented in the following sets of graphs. Figure
4.4 explores the data pertaining to the residual stresses in the x and y directions on the
top surface of the prism (z = 20).
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(a) Mesh 1 (b) Mesh 2 (c) Mesh 3

Figure 4.3 Abaqus’ mesh refinement of the prism and substrate (von Mises distribution).

(a) σxx stresses (b) σyy stresses

Figure 4.4 Evolution of the σxx and σyy stresses throughout the z=20 plane.

Due to the rapid cooling rate that occurs in the SLM process, the shrinkage is consid-
ered to be anisotropic. As a result, the distribution of residual stress in the top surface
layer is not uniform. Below the top surface layer, there are tensile and compressive residual
stresses.

Regarding the σxx stresses, the three simulations show similar behaviour throughout
the nodes, however, the values vary between each mesh size. At the plane’s midpoint,
approximately x=25 [mm], there’s a significant difference between the three meshes, which
is presented in Table 4.1.

Table 4.1 Residual stresses at the midpoint of xy plane (x=25).

Mesh 1 Mesh 2 Mesh 3
σxx [MPa] 408.9 387.5 414.5
σyy [MPa] 214.0 186.5 102.8

On the other hand, the σyy stresses of the three meshes are notably different, particu-
larly the values obtained for mesh 3. This can indicate that mesh 3 does not promote an
accurate description of the residual stresses developed in the prism during the AM process



66 Results and Discussion

given that its width is only 10 [mm], therefore, the mesh contains only four elements in
the y direction. Because of the greater number of elements in the x direction, these issues
were not as noticeable in the longitudinal stresses. Since the absence of elements covering
the prism in the y direction was extremely detrimental in calculating transverse stress, a
smaller mesh size should be taken in consideration to simulate this process.

After analysing the xy plane, the stresses in the x and z directions were examined on
plane xz. The analysis consisted in collecting values at four levels: z=18, z=10, z=5 and
z=2. Figures 4.5 and 4.6 represent the evolution of the residual stresses throughout the
frontal face of the prism.

Regarding the σxx stresses, the curves present a parabolic and symmetric behaviour.
Mesh 3 shows once again a significant discrepancy compared to the other sizes, however,
meshes 1 and 2 have a more similar behaviour at all levels. The stresses at the higher level
(z=18) are smaller than the ones developed at the lower levels. The maximum values are
at the midpoint (x=25), except for the lowest level (z=2), where the stresses are higher
at the extremities of the prism.

(a) z=18 (b) z=10

(c) z=5 (d) z=2

Figure 4.5 Evolution of σxx stresses throughout the y=0 plane.
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The stresses on the build direction, σzz, are considerably higher than the other direc-
tions. For example, at z=10, the stress of the midpoint reaches 320 [MPa] and the stresses
developed at the prism’s extremities are close to 450 [MPa]. In the first layers, the residual
stresses are higher and more irregular throughout the length due to the severe thermal
shook that occurs between the part and the substrate since, in this case, the substrate
was not preheated. In a LPBF process, with the increasing number of layers, the heat
accumulates in the formed layers reducing the temperature gradient in the component.
As a result, the tensile stress in the upper layers are smaller.

(a) z=18 (b) z=10

(c) z=5 (d) z=2

Figure 4.6 Evolution of σzz stresses throughout the y=0 plane.

After analysing the influence of the mesh size on the residual stresses, mesh 2 was
elected to be used in the following simulations since the two most refined sizes (mesh 1
and mesh 2) presented similar behaviours for the studied variable outputs, however, mesh
2 reduces considerable the computational time: the total CPU time decreases from 97.8
hours to 15.1 hours, for the prism simulation.

Figures 4.7 to 4.9 represent the stress distribution of the prism in the different direc-
tions, extracted from y=5 [mm] plane. Oppositely to the superficial distributions (Figures
4.5 and 4.6), in this case the stresses are mostly compressive. These compressive stresses
diminish from the bottom to the top, converting to tensile stress in the upper layers.
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Figure 4.7 σxx stress distribution, extracted from y=5 plane in the prism.

Figure 4.8 σyy stress distribution, extracted from y=5 plane in the prism.

Figure 4.9 σzz stress distribution, extracted from y=5 plane in the prism.
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4.3 Scanning strategy

There is a wide number of possible ways to scan a single layer and various scan strategies
have been studied in regards of residual stresses. The general result from these studies is
that restricting the length of the scan vectors is advantageous and modifying this length
has the greatest conceivable impact on deformations and residual stresses when compared
to other process variables, except preheating [71].

In this section, the influence of the scanning strategy on the residual stresses of the
prism is studied. Three types of scan strategies were used: zig-zag with indication of the
120◦ rotation for consecutive layers (0◦, 120◦, 240◦), which will be referred to as Laser
1, zig-zag with 90◦ orientation for every layer, which will be referred to as Laser 2, and
zig-zag with 0◦ orientation for every layer, which will be referred to as Laser 3.

(a) 0◦ (b) 120◦

(c) 240◦ (d) 90◦

Figure 4.10 Representation of the four used orientations: 0◦, 120◦, 240◦ and 90◦.

The following sets of figures represent the achieved results for the same variables out-
puts analysed in Section 4.2: the evolution of the σxx and σyy stresses throughout the xy
plane and the evolution of the σxx and σzz stresses throughout the xz plane.

By analysing Figures 4.11, 4.12 and 4.13, it is possible to conclude that, in this case,
the orientation of the laser during the layers’ construction does not have a significant
impact on the developed residual stresses. According to the literature [71], this values can
be severely affected if the scan strategy is more complex, for example, using the island
scanning with a 90◦ rotation or the fractal scanning pattern, however, Simplify3D Software
does not support these options. Additionally, these results may be related to the fact that
the part has a very simple geometry and does not require the need for supports. This
variable may have a more significant impact when the geometry is more complex.
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(a) σxx stresses (b) σyy stresses

Figure 4.11 Evolution of the σxx and σyy stresses throughout the z=20 plane (laser scan
strategy effect).

(a) z=18 (b) z=10

(c) z=5 (d) z=2

Figure 4.12 Evolution of σxx stresses throughout the y=0 plane (laser scan strategy effect).
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(a) z=18 (b) z=10

(c) z=5 (d) z=2

Figure 4.13 Evolution of σzz stresses throughout the y=0 plane (laser scan strategy effect).

4.4 Preheat Temperature

During the build stage of the process, the preheat temperature is the temperature at
which the baseplate is heated. This temperature is crucial in order to avoid higher heat
gradients caused by the temperature difference between the metal in its melting phase and
the surrounding environment. Lower distortions and, as a result, smaller residual stresses
are predicted to result from higher preheating temperatures.

In this section, the influence of the preheat temperature on the final residual stresses
is analysed. The values used to conduct these simulations were 25◦C, 100◦C and 250◦C.
The curves of 25◦C are used as the reference points, since in the experimental study and
in all the previous simulations, the substrate was not preheated but maintained at 25◦C.

By analysing Figures 4.14 to 4.16, it is possible to conclude that when the baseplate it
heated, the final residual stresses are smaller, particularly in the midsection of the prism.
Using the values of the 25◦C curve as a reference, it is visible that the residual stresses
decrease as the preheat temperature increases, as the highest difference observed is for the
temperature of 250◦C. However, it is reasonable to assume that, if higher temperatures
were continuously applied to the substrate, this variable would stop having an impact on
the residual stresses’ values and they would eventually stabilize.
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(a) σxx stresses (b) σyy stresses

Figure 4.14 Evolution of the σxx and σyy stresses throughout the z=20 plane (preheat
temperature effect).

Regarding the xy plane, this variable has a greater influence on the longitudinal
stresses, as a decrease of approximately 35 [MPa] can be achieved when using a tem-
perature of 250◦C.

The stresses in the build direction are still very high and the heating of the substrate
does not seem to have neither a big or regular impact on the results. Nonetheless, a
decrease of 27 [MPa] was achieve for the lowest level (z=2) when using a temperature of
250◦C, which can represent the higher effect of this variable on the initial layers, as the
temperature gradients in the component can be severe.

(a) z=18 (b) z=10

(c) z=5 (d) z=2

Figure 4.15 Evolution of σxx stresses throughout the y=0 plane (preheat temperature effect).
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(a) z=18 (b) z=10

(c) z=5 (d) z=2

Figure 4.16 Evolution of σzz stresses throughout the y=0 plane (preheat temperature effect).

4.5 DED results

In order to analyse the DED process, a mesh size of 1 [mm] and two different scanning
strategies were used: the zig-zag with indication of the 120◦ rotation for consecutive layers,
which will be referred to as Laser 1, and the zig-zag with 0◦ orientation for every layer,
which will be referred to as Laser 2.

In Figure 4.17 it can be observed that the two scan strategies induce different residual
stresses throughout the prism’s length. In comparison to the graphs analysed in Section
4.3, it can be concluded that this variable has a more significant impact on the results of
this model than on the PBF model. Table 4.2 contains the values of σxx and σyy for a
chosen point (x=40), where the influence of the scan strategy is more noticeable.

In the xz plane, this oscillation of values between the two strategies is also visible
in both x and z directions, which are represented in Figures 4.18 and 4.19. In the x
direction, this difference is slightly higher and can be of 10 [MPa] for the same location.
Similarly to PBF, the higher stresses are developed at the lower levels and the curves have
approximately a parabolic behaviour, however, not symmetric.



74 Results and Discussion

(a) σxx stresses (b) σyy stresses

Figure 4.17 Evolution of the σxx and σyy stresses throughout the z=20 plane, extracted from
the DED model.

Table 4.2 Residual stresses of the different scanning strategies at a reference point (x=40).

Laser 1 Laser 2
σxx [MPa] 269 301
σyy [MPa] 270 256

(a) z=18 (b) z=10

(c) z=5 (d) z=2

Figure 4.18 Evolution of σxx stresses throughout the y=0 plane, extracted from the DED
model.

Figures 4.20, 4.21 and 4.22 represent the stress distribution of the DED model in the
different directions, extracted from y=5 [mm] plane. Similarly to the PBF, σzz stresses
are mostly compressive and convert into tensile stress in the top layers.
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(a) z=18 (b) z=10

(c) z=5 (d) z=2

Figure 4.19 Evolution of σzz stresses throughout the y=0 plane, extracted from the DED
model.

Figure 4.20 σxx stress distribution of the DED model, extracted from y=5 plane.

Figure 4.21 σyy stress distribution of the DED model, extracted from y=5 plane.
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Figure 4.22 σzz stress distribution of the DED model, extracted from y=5 plane.

4.6 Comparison between the PBF and DED results

One of the objectives of this thesis is to establish and understand the difference between the
residual stresses developed in the two most used metal AM processes. A direct comparison
between the variable outputs was conducted and is represented in the following sets of
figures.

For a similar reason as SLM, significant residual stresses could also be developed in a
part processed by DED. Along the top plane, the PBF process appears to have a smoother
behavior, unlike the DED process, which seems to have a rather irregular behaviour, as
shown is Figure 4.23. The σxx stresses are higher in the PBF model, however, this process
develops smaller stresses on the transverse direction.

(a) σxx stresses (b) σyy stresses

Figure 4.23 Comparison between the evolution of the σxx and σyy stresses throughout the
z=20 plane (PBF and DED).

Throughout the front plane (Figures 4.24 and 4.25), DED presents significantly lower
σxx stresses than PBF for all levels, however, regarding the σzz stresses, the behaviour
is not the same. In the higher levels, the stresses in the build direction are identical for
both processes, but for z=5 and z=2, the residual stresses developed in the PBF model
are smaller.
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(a) z=18 (b) z=10

(c) z=5 (d) z=2

Figure 4.24 Comparison between the evolution of σxx stresses throughout the y=0 plane
(PBF and DED).

(a) z=18 (b) z=10

(c) z=5 (d) z=2

Figure 4.25 Comparison between the evolution of σzz stresses throughout the y=0 plane
(PBF and DED).
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Even though the two processes are widely used to obtain metal components, each one
of them has specific parameters and applications, which makes it more difficult to directly
compare both techniques. This analysis was made with the objective of comparing the
residual stresses that are produced during these processes, when using the same part,
substrate, material, laser parameters, boundary conditions, constraints, interactions and
cooling conditions. Even so, the development of each numerical model is different and re-
quires the input of specific variables, which makes this comparison to be almost impossible
to reproduce experimentally.

4.7 Benchmark bridge

The benchmark bridge was used in the PBF model with the objective of exploring its
behaviour when using more complex geometries. Initially, the sections elected to be anal-
ysed were the small prominences in the top plane, represented in Figure 4.26 (z=12.5).
However, since these prominences have only a height of 0.5 [mm] and do not provide an
accurate representation of the stresses in the bridge, it was necessary to examine different
levels of the component to further understand the distribution of the residual stress in the
x and y directions.

Figure 4.26 Representation of the analysed nodes on the the xy plane.

Figures 4.27 and 4.28 represent the longitudinal, σxx, and transverse, σyy, stresses of
the initial analysis. The extreme irregularities (peaks) observed in both graphs correspond
to the eleven prominences of the bridge, which indicates that these points have a different
behaviour than the remaining part.

Figure 4.27 Evolution of σxx stresses on the bridge’s prominences.
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Figure 4.28 Evolution of σyy stresses on the bridge’s prominences.

Since the previous analysis did not provide an accurate representation of the bridge’s
stress distribution, three other levels of the bridge were examined: z=12, z=11.5 and
z=10. The results are presented in Figures 4.29 and 4.30 and it can concluded that the
σxx stresses vary a lot along the bridge’s length and height, however, compression stresses
are mostly developed in the extremities of the bridge and tensile stresses are observed in the
majority of the component. Additionally, the values for the lowest level are substantially
smaller than on higher levels.

Figure 4.29 Evolution of σxx stresses on different levels.

Regarding the σyy stresses, for z=12 and z=11.5, multiple discrepancies on the values
can be observed along the length, however, the majority of the part is subjected to tensile
stresses. At the lowest level, the discrepancies are not as obvious and the stresses are
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mostly compressive along the length. This analysis is an evidence that high and irregular
stresses are developed in the bridge’s printing process.

Figure 4.30 Evolution of σyy stresses on different levels.

Since the bridge has a more complex geometry, the stress distribution is very differ-
ent from the prism’s, which presented parabolic curves for nearly every variable. In the
following figures, it is possible to observe the bridge’s stress distributions in the different
directions, extracted from plane y=2.5 [mm].

Figure 4.31 σxx distribution on the benchmark bridge, extracted from y=2.5 plane.
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Figure 4.32 σyy distribution on the benchmark bridge, extracted from y=2.5 plane.

Figure 4.33 σzz distribution on the benchmark bridge, extracted from y=2.5 plane.

A study on the influence of the scanning strategy on the residual stresses was also
conducted for this geometry, in order to understand if this variable has a higher impact
on more complex geometries. Thus, another simulation was conducted using the prism’s
scanning strategy: repeating orientation every three layers (0◦, 120◦, 240◦). The analysis
was made at the same 3 levels as the previous strategy and the results are present in
Figures 4.34 and 4.35.

In opposite to the prism’s results, this analysis shows that there is indeed an obvious
difference between the residual stresses developed by the two strategies, which leads to
conclude that the geometry of the component is a crucial variable in these studies. Since
the prism has a very simple geometry and the layers are equal to each other along all
the printing process, the trajectory of the laser does not have a significant impact on the
residual stresses. However, the bridge is a more complex geometry as it has legs with
different lengths, sharp angles and very small volumes at the top. The building of the
layers is conditioned by all these factors and, according to the results, the laser scanning
strategy has a higher impact in this cases.
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Figure 4.34 σxx distribution on the benchmark bridge using a different scanning strategy.

Figure 4.35 σyy distribution on the benchmark bridge using a different scanning strategy.

Nonetheless, the irregular stress distribution in a single layer is visible in both cases,
specially in the higher levels. In the following figures, it is possible to observe the bridge’s
stress distributions in the different directions, extracted from plane y=2.5 [mm], using
a scanning strategy based on repeating orientation every three layers, implying patterns
with a 120◦ lag between them.
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Figure 4.36 Bridge σxx stress distribution using a different scanning strategy, extracted from
y=2.5 plane.

Figure 4.37 Bridge σyy stress distribution using a different scanning strategy, extracted from
y=2.5 plane.

Figure 4.38 Bridge σzz stress distribution using a different scanning strategy, extracted from
y=2.5 plane.
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In the literature, the influence of the scanning strategy on the residual stresses is
still widely studied, since the results of different analysis lead to different conclusions.
In several studies, the results obtained for different strategies were significantly distinct,
specially when using complex scanning patterns. The bridge’s results are according to
these cases, however, this effect it is most likely related to the geometry of the component,
since this behaviour was not verified in the prism.

4.8 Comparison between the numerical and experimental
results

This section of the study work focuses on the comparison between the numerical studies,
whose goal was to simulate the manufacturing process of a physical sample as close as
possible, to the experimental studies conducted by Center for Physics of the University of
Coimbra, using X-Ray diffraction to measure residual stresses. The components used to
conduct this experiment were the prism (not submitted to preheat temperature) and the
benchmark bridge.

4.8.1 Prism

In the case of the prism, points from planes xy (z=20), xz (y=0) and yz (x=0) were
measured and analysed. In the top plane, Figure 4.39, the numerical values for σxx are
significantly higher than the ones measured experimentally, particularly for the midpoint,
x=25. On the other hand, the σyy values for both studies are very similar, the numerical
values being smaller in this case, and the maximum error between two values is of 25% at
the midpoint.

(a) σxx stresses (b) σyy stresses

Figure 4.39 Evolution of the σxx and σyy stresses throughout the xy plane (Numerical vs.
Experimental).
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The points elected to study the residual stresses on the yz were along the z axis, for
y=5. The results from Figure show, once again, similarities between the curves, despite
the obvious difference between the values.

(a) σyy stresses (b) σzz stresses

Figure 4.40 Evolution of the σyy and σzz stresses throughout the x=0 plane (Numerical vs.
Experimental).

The numerical stress distribution of the prism for x=25 plane can also be observed in
Figure 4.41, showing the evolution of the stresses along the height in the part’s midsection.

(a) σxx stresses (b) σyy stresses

(c) σzz stresses

Figure 4.41 Stress distributions extracted from x=25 plane.

In the xz plane, σxx and σzz stresses were measured in four levels: z=18, z=10, z=5 and
z=2. Regarding the σxx stresses presented in Figure 4.42, the numerical values are much
higher than the experimental values, specially at the lower levels, where the experimental
stresses are very small.
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(a) z=18 (b) z=10

(c) z=5 (d) z=2

Figure 4.42 Evolution of σxx stresses throughout the xz plane (Numerical vs. Experimental).

(a) z=18 (b) z=10

(c) z=5 (d) z=2

Figure 4.43 Evolution of σzz stresses throughout the xz plane (Numerical vs. Experimental).

On the other hand, the numerical and experimental curves for σzz stresses presented in
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Figure 4.43 show some similarities in terms of evolution along the length, however, there
are still discrepancies between the values, particularly at the prism’s extremities.

It can be concluded that, despite the high percentage of error between the numerical
and experimental studies in specific locations, the numerical study promotes a reasonable
representation of the PBF process and of the residual stresses developed during the pro-
duction of the part. It’s worth mentioning the fact that the modeling of such a complex
technique requires the consideration of a wide number of variables and particular condi-
tions, which makes it very difficult to replicate the environment in which the experimental
studies are conducted.

4.8.2 Benchmark bridges

The experimental study of the benchmark bridges consisted on the analysis of four parts
produced by PBF: bridges A, B, C and D, as observed in Figure 4.44. All bridges are made
of maraging steel and the machine settings used during the PBF process are presented in
Table 3.2.

The objective of this experimental study was to examine the influence of the scanning
strategy on the residual stresses developed on the bridge’s prominences. Therefore, bridges
C and D were printed using a continuous line strategy, in which even layers were scanned
vertically (90◦) and uneven layers were scanned horizontally (0◦), and bridges A and B were
printed using a striped method, which means that each layer was subdivided into multiple
stripes that were constructed sequentially. In this case, even layers were horizontally
scanned and uneven layers were scanned vertically, however, there were some errors in the
scanning during the printing process of these bridges and, consequently, these results will
not be analysed. Nonetheless, the experimental results for pairs (A and B) and (C and
D) are identical, suggesting that the scanning strategies used had no significant affect on
residual stresses in the areas analysed.

Figure 4.44 Printed benchmark bridges (November 2019).
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Figures 4.45 and 4.46 represent the numerical results achieved for the first scanning
strategy and the experimental data obtained for bridges C and D. The graphs show some
convergence of the σxx results between points 4 and 8, however, there are some discrep-
ancies on the values achieved for the bridge’s extremities. On the other hand, regarding
the transverse stresses, the numerical model does not promote an accurate representa-
tion of the stress evolution, since the experimental values are practically constant and the
numerical results show some irregularities.

Figure 4.45 Evolution of σxx stresses on the bridges’ prominences.

Figure 4.46 Evolution of σyy stresses on the bridges’ prominences.

As previously mentioned, the prominences did not provide an accurate representation
of the residual stresses’ behaviour in the numerical model, since these regions have very
small dimensions and the mesh size used in order to avoid excessive CPU times (0.5 [mm])
limits the number of elements that characterize these regions.
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Despite the fact that the models do not converge in this specific locations, it was
shown in previous analysis that the stress distribution in the bridge’s top plane is very
irregular, which makes it reasonable to assume that the models would present more similar
behaviours at lower and stable levels, for example, for z=10 [mm].

4.9 Deflection analysis

This section explores the component’s deflection after all of its legs have been removed by
EDM (Electrical Discharge Machining), which means that the part is only connected to
the baseplate through its larger section in the right extremity.

Figure 4.47 Wire-cut EDM process used on the bridges.

Experimental results were obtained through a Nikon Three-Axis Coordinate Measuring
System with Renishaw PH10T-Plus Head, of spherical tip. The associated error to this
procedure is 5 [µm]. The measuring points are presented in Figure 4.48.

Figure 4.48 Measuring points of the experimental study.
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Both the experimental and numerical results can be found in Figure 4.49. The numer-
ical results were shown to be smaller, particularly in the initial point. The experimental
values of bridges C and D are very similar to the numerical results, despite the 46% and
40% errors obtained for the first measuring point.

Figure 4.49 Experimental and numerical comparison between vertical deflection uzz after
leg removal

Figures 4.50 and 4.51 represent, respectively, the final deflection results achieved in
Abaqus and experimentally. The volume towards the right extremity contracts and bends
downwards due to the problem’s final boundary conditions. This contraction creates a
negative displacement in the nodes on the component’s right side, which worsens the FEA
results.

Figure 4.50 Displacement uzz of the bridge with geometrical scale of 10.
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Figure 4.51 Bridge deflection after EDM process.
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Chapter 5

Conclusions and Future Work

5.1 Conclusions

The fundamental purpose of this dissertation was to provide an overview of Abaqus as
a software capable of estimating distortion and residual stresses developed during the
modeling of AM processes. It was possible to explore the FEA formulation of AM pro-
cesses conducting parametric and convergence studies on its input variables and, lastly,
comparing the numerical results with experimental values.

The development of numerical models for two AM processes was a very slow procedure,
as the high number of conditional variables led to the necessity to realize a lot of tests in the
simulations in order to optimize the model as much as possible before thoroughly analysing
the final results. A wide variety of parameters could have been analysed, however, due to
the limited time available do complete this project, only three variables were submitted
to parametric studies: mesh size, scanning strategy and preheat temperature. These
studies were conducted with the objective of understanding the behaviour and evolution
of the residual stresses in the components. The PBF model was further examined since an
experimental study had been realized previously to this dissertation. This enables a direct
comparison between numerical and experimental data, which is a valuable analysis to be
conducted since it can lead to the optimization of numerical models that will be more and
more used to predict a part’s behaviour before the printing process. This ultimately will
lead to a lower number of wasted parts due to mechanical defects and to reduction costs
associated to AM processes, specially MAM, which is a very good accomplish in this field.

The main conclusions that were reached can be summarized in the following topics:

• One of the most important tools from Abaqus that was crucial to model AM pro-
cesses is the progressive element activation, which is used to define the layer-by-layer
deposition. A full element activation was implemented in both models. In the PBF
model, each layer is entirely activated by the motion of the roller scanning the table.
On the other hand, in the DED model, the scanning strategy can be observed during
the activation of the layer’s elements.
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• Another fundamental parameter regarding the development of the numerical model
was the definition of the moving heat source. This parameter simulates the laser-
induced heating and was specified as "concentrated" for the PBF model and the
Goldak distribution was used in the DED model.

• In the simpler geometry, the prism, Abaqus converged on the measured residual
stress values, as the mesh was refined. As the mesh size decreases, the CPU time
increases significantly, which led to the use of a mesh size of 1 [mm] for majority of
the performed simulations.

• In the more complex geometry, the bridge, a mesh size of 0.5 [mm] was used, however,
it did not provide very precise results. A more refined mesh should be applied to
this component, as the smaller volumes of the bridge must be composed by multiple
elements, in order to be better defined and provide valuable and accurate results.

• The different scanning strategies used in this dissertation did not influence the
prism’s residual stress results in the PBF model, however, this variable had an
impact on the bridge’s results, which led to believe that the influence of scanning
strategy depends on the part’s geometry.

• In the experimental studies and majority of simulations, the substrate’s initial tem-
perature was set at 25◦C. It was shown in the numerical model that increasing the
temperature of the baseplate reduces resulting residual stress magnitudes, which
makes it reasonable to assume that the same behaviour would be observed in exper-
imental studies.

• In general, the numerical models promoted higher values of residual stresses when
compared to experimental data, which can be explained by the fact that AM pro-
cesses are very complex and the modeling of these particular techniques (LPBF and
DED) requires the use of a lot of variables and specific parameters that, if not well
defined, can lead to errors of accuracy. Furthermore, the substrates’ bottom surfaces
were fixed in all degrees of freedom in the numerical models, however, in the exper-
imental studies they were fixed at four points using screws, which can give some
deformation capacity to the plate and reduce the stresses.

• The models do not take into consideration some important factors such as the pres-
ence of a powder bed in the PBF process and solid-state phase transformations
present in the material, which can also explain the over prediction of the residual
stress. Additionally, studies have shown that failing to properly account for the mi-
crostructural changes present in the deposited material has a substantial impact on
simulated distortion results.
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• The benchmark bridge’s deflection after leg removal was simulated in Abaqus and
the results were similar to experimental data, which is a good indirect validation of
the overall residual stresses field estimation.

5.2 Future work

In order to optimize the numerical models and improve the results obtained in the duration
of this project, some suggestions are provided:

• Study the results’ convergence using more refined mesh sizes.

• Conduct an experimental study where the influence of the substrate’s preheat tem-
perature on the residual stresses is analysed.

• Study the influence of laser power and hatch space on the numerical model.

• Develop a condition that represents the powder bed in the PBF process and apply
it to the existing model.

• Study the potential of a progressive stress relaxation model, which would require
several tests to determine the appropriate rates of relaxation.

• Include microstructural changes present in the deposited material.

• Study the influence of using different materials for the same geometry.

• Modeling parts with larger dimensions.

• Choose different measuring points for the benchmark bridges.

• Provide experimental data of the DED process and establish a correlation with the
numerical results.

• Compare the numerical results to other commercial softwares.

• Simulate and analyse the influence of heat treatments in the AM processes.
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