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Abstract. Considering the increasing use of security and surveillance systems, 
moving object tracking systems are an interesting research topic in the field of 
computer vision. In general, a moving object tracking system consists of two 
integrated parts, namely the video tracking part that predicts the position of the 
target in the image plane, and the visual servo part that controls the movement of 
the camera following the movement of objects in the image plane. For tracking 
purposes, the camera is used as a visual sensor and applied to a 2-DOF (yaw-
pitch) manipulator platform with an eye-in-hand camera configuration. Although 
its operation is relatively simple, the yaw-pitch camera platform still needs a 
good control method to improve its performance. In this study, we propose a 
moving object tracking system on a prototype yaw-pitch platform. A µ-synthesis 
controller was used to control the movement of the visual servo part and keep the 
target in the center of the image plane. The experimental results showed 
relatively good results from the proposed system to work in real-time conditions 
with high tracking accuracy in both indoor and outdoor environments. 

Keywords: 𝜇-synthesis; computer vision; moving object tracking; video tracker; visual 
servo. 

1 Introduction 
Visual tracking systems are an interesting and important research topic in the 
field of computer vision. Their development is supported by the improvement 
of camera specifications and the increasing computing power of 
microprocessors and computers. Lately, visual tracking systems have been 
widely studied for implementation in various sectors, such as manufacturing 
[1], transportation [2], health [3], military [4], and security [5]. 

In general, a visual tracking system consists of two integrated parts, namely, a 
video tracker unit and a visual servo unit. The video tracker unit is responsible 
for estimating the position of objects in the image plane at any time while the 
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visual servo unit is in charge of controlling the movement of the camera so that 
the target is kept in the center of the image plane. In order for the visual 
tracking system to work in real time, these two tasks must be executed 
simultaneously with low computation time. 

In some specific applications, the system is used to track certain objects that are 
previously known so it is possible to use a pre-trained video tracker algorithm 
that already has knowledge about the object to be tracked before the system is 
implemented. However, for a wider use, a system is desirable that can track 
random objects that are only known at the beginning of the tracking process. In 
this condition, there is uncertainty about the appearance model of the object to 
be tracked, which varies during the tracking process. Therefore, a video tracker 
algorithm is needed that can overcome these uncertainties while maintaining the 
online tracking process. 

The design of a visual servo control system is a challenging research topic for 
those who specialize in the fields of control, automation, and robotics. Like the 
video tracker unit, the visual servo unit also has some uncertainty in the system 
both due to internal factors (e.g. modeling errors, uncertainty in parameter 
values) and disturbance from external factors. A good visual servo control 
system ensures that the system is able to stabilize the target object in the middle 
of the image plane in a short time amid the existing system uncertainty.  

This study aimed to design a prototype yaw-pitch camera platform with an eye-
in-hand configuration that can be used to track a random object selected at the 
start of the tracking process so that the object is always kept in the center of the 
image plane. This paper is organized as follows: some related studies on visual 
tracking systems are summarized in Section 2. A detailed explanation of the 
proposed method is given in Section 3. Section 4 discusses the system 
configuration used in this study. The complete experimental results are 
presented in Section 5. Finally, the conclusions and a discussion of further 
development are given in Section 6. 

2 Related Works 
Several algorithms have been developed to solve video tracker problems. In [6], 
a video tracker algorithm was successfully developed using particle filter theory 
by using the color histogram as its image feature. The authors used a fixed 
template for the appearance model of the target during the tracking process by 
making use of the properties of the color histogram, which is invariant to 
rotation and scale. As a consequence, the proposed algorithm has very low 
computing time. However, this approach does not necessarily work well in 
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every case, especially in cases where there is high uncertainty in the appearance 
model of the target. 

The use of a feature detection algorithm as a video tracker has lately become a 
popular method to overcome uncertainty in the target’s appearance model [7], 
[8]. However, the use of this feature detection algorithm also has the 
disadvantage of a high computational load that is directly proportional to the 
size of the image frame captured by the camera. This is caused by the detection 
algorithm, which works by detecting objects in the entire image frame so it has 
a large search-window. 

To reduce the computational load, Hare, et al. introduced a video tracker 
algorithm in [9] called Structured Output Tracking with Kernels (STRUCK), 
which performs a feature detection process in a small search window around the 
target in the previous frame. This algorithm utilizes online structured output 
support vector machine (SVM) learning and adapts it to a single target video 
tracking problem. It is considered one of the most successful trackers and can 
maintain a low computational cost in real-time use. Since this study focused on 
implementing real-time visual servoing,  the STRUCK video tracker was 
adopted in this research. 

Several other approaches have been studied for controlling the visual servo unit. 
In some of the previous studies [10-11], a control law from the image-based 
visual servoing method was used for controlling the visual servo unit. This 
method guarantees exponential convergence and stability in the case of exact 
knowledge of all system parameters. In [12-13], a quadratic optimal control 
method was successfully developed for visual servo control. However, all of 
these approaches ignore uncertainty in their design and therefore are less 
effective in practice than what may be expected [14]. Therefore, it is necessary 
to design an optimal control method that pays attention to uncertainty and still 
guarantees the robustness of the system by using robust control systems theory. 
For this purpose, a robust µ-synthesis controller was designed in this study that 
takes into account all the uncertainties in the proposed system. 

3 Proposed Method 

3.1 STRUCK Video Tracker 
In this section, we provide the details of the STRUCK video tracker algorithm 
proposed by Hare, et al. All of the derivations in this section were obtained 
from [15]. 
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The main idea behind the STRUCK video tracker algorithm is to directly 
estimate the transformation of the target between consecutives frames. To fulfill 
this purpose, a discriminant function 𝐹 is defined, which is updated online using 
the data from an appearance model of the target and its environment in each 
previous frames. The typical structure of the tracker is shown in Figure 1. 

 
Figure 1 Structure of STRUCK video tracker. 

The target location in each frame is estimated according to: 

 𝒚t = 𝑓�𝒙t
pt−1� = arg max𝒚∈𝒴 𝐹�𝒙t

pt−1 ,𝒚� (1) 

where 𝒚t is the target transformation at the 𝑡-th frame, pt is a 2D bounding box 
containing the target at the 𝑡-th frame, 𝒙t is the 𝑡-th image frame, and 𝒴 is the 
search region in the image plane. Assuming the transformation of 𝒚t as a ‘true’ 
transformation at the 𝑡-th frame, 𝐹 can be updated by formulating an SVM soft 
margin classifier problem: 
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where 𝚽t(𝒚) is a feature vector of the image patch within bounding box y 
which is mapped onto some multidimensional space, 𝚽t(𝒚) = 𝚽(𝒙t,𝒚t) −
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optimization aims to ensure that in each frame all ‘false’ transformations that 
contain an appearance model of the environment around the target will have a 
smaller discriminant function value than the ‘true’ transformation that contains 
the appearance model of the target. To solve Eq. (2) analytically, it can be 
transformed into dual form in Eq. (3) by: 
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In this dual form, after a few reparameterizations, the discriminant function is 
simplified to the form 𝐹(𝒙,𝒚) = ∑ βi

𝒚�
i,𝒚� 〈𝚽(𝒙i,𝒚�),𝚽(𝒙,𝒚)〉 and the 

optimization problem can be solved iteratively using a sequential minimal 
optimization (SMO) algorithm [15]. 

3.2 Camera Model and Visual Servo Control Scheme 

3.2.1 Camera Model 
The correlation between the object coordinates in the image plane and the 
spatial velocity of the camera is inferred by a single matrix equation that is 
called the image Jacobian [16]. The Jacobian interaction matrix is in Eq. (4) as 
follows: 
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 (4) 

Since the designed platform has only 2-DOF, the reduced-order control vector is 
defined as  𝜔 = [𝜔𝑥 𝜔𝑦]𝑇, where 𝜔𝑥, 𝜔𝑦 are the pitch and yaw angular 
velocities (rad/s) of the camera, respectively, and 𝑠 = [𝑢 𝑣]𝑇 is the pixel 
position in the image plane. In the visual servoing for the tracking application, 
the pixel position value goes to zero and can be ignored [11]. With this 
assumption, the Jacobian matrix can be simplified in as follows: 

 �̇� = �
0 𝑓
−𝑓 0�𝜔 = Ϝ𝜔 (5) 

3.2.2 System Identification of the Camera Platform 
Modeling of the camera platform system was carried out through an 
experimental approach using system identification. To get the parameters of the 
model, we used the input-output data from measurement. In order to simplify 
the model, we used a second-order model with a MIMO structure. The 
measured input-output data are shown in Figure 2. 
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Figure 2 Measured data for yaw-pitch angular velocity. 

The data are a combination of two inputs and two outputs. The inputs are the 
angular speeds given to the servomotor on the yaw and pitch platform, while the 
outputs are the angular speeds obtained from the sensor readings. By 
considering these two inputs and outputs, a coupling relationship can be 
obtained to represent the platform dynamics model equation. Using the 
MATLAB Identification Toolbox, we get the state equation and the output 
equation for the camera platform: 
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where 𝜔𝑖𝑛 is the angular velocity given to the motor and 𝜔𝑜𝑢𝑡 is the angular 
velocity of the camera, which is a linear combination of the system’s state, 𝑞. 

3.2.3 Visual Control Scheme 
Based on Eqs. (5) and (6) we can obtain the state-space model between the yaw 
and pitch angular velocity given to the servomotor with the velocity of the 
target’s coordinates in the image plane (pixel/s) by augmenting the two 
equations. This relation can be written in Eq. (7) as follows: 
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This is the integration model from the motor and platform dynamics and the 
single object motion model in the image plane. This equation was used in the 
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design of the control system. A block diagram of the implementation of the 
control system can be seen in Figure 3.  

 
Figure 3 Block diagram of the control system. 

3.3 Design of Robust 𝝁-Synthesis Controller 

3.3.1 Modeling Uncertainty 
To model uncertainty in the system, we added disturbance to the input part and 
noise to the output part. The disturbance in the input part was added for 
compensating the uncertainty in the actuator that generally occurs at low 
frequencies. Meanwhile, the output part, which uses the output from the camera 
as the sensor, was also given some uncertainty, which can come from various 
factors, such as illumination variation and inaccuracies in the video tracker 
algorithm used. These uncertainties generally occur in the high-frequency zone, 
causing sensor noise. In addition, because of the varied processing time in the 
video tracker algorithm, we also added a time-delay uncertainty to the plant.  

The overall uncertainty structure of the proposed system is shown in Figure 4. 
As can be seen in Figure 4, uncertainty in the system is present in the form of 
several dynamic uncertainties. The disturbance in the input part is expressed in 
terms of input multiplicative uncertainty with 𝑊𝑖 as the weighting function, 
while in the output part it is expressed in terms of output multiplicative 
uncertainty, with 𝑊𝑜 as the weighting function. 

Uncertainty in the time delay is expressed in the form of additive uncertainty, 
with 𝑊𝑎 as the weighting function. Finally, the uncertainty structure of the 
overall system can be represented as uncertainty matrix Δ with a size of 6 × 6, 
written in Eq. (8) as follows: 
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 𝚫 = �

Δi1 0 0 0
0 Δi2 0 0
⋮ ⋮ ⋱ ⋮
0 0 0 Δo2

� (8) 

 

 
Figure 4 Representation of uncertainty in the proposed yaw and pitch camera 
platform system. 

3.3.2 Controller Design 
Mathematically, the control design with µ-synthesis can be stated in Eqs. (9) 
and (10) as follows: 

 min𝐾 stabilizing max𝜔 𝜇𝚫𝑷(𝐹𝑙(𝑃,𝐾)(𝑗𝜔)) (9) 

with 𝜇𝚫𝑷  defined as follows: 

 𝜇𝚫𝑷�𝑀(𝑗𝜔)� = 1
minΔ(𝑗𝑗)∈𝚫�𝜎(Δ(𝑗𝜔)):det�1−𝑀(𝑗𝜔)Δ(𝑗𝜔)�=0�

 (10) 

To obtain a µ-synthesis controller, the dksyn command was used in 
MATLAB. The order of the µ-synthesis controller obtained was 40. To prevent 
implementation issues, the controller was reduced to a lower order. 

3.3.3 Controller Order Reduction 
This higher-order controller was then reduced by using the Hankel model order 
reduction technique. From the comparison of the bode plots of the full-order 
and reduced-order controller, we selected the 8-th order controller since its 
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response to low-frequencies was similar to those of the full-order controller, as 
shown in Figure 5. 

 
Figure 5 Bode plots of the full-order and the reduced-order controller. 

4 Experimental Setup 
We developed the proposed system on a PC. For the visual servo system, we 
mounted a Sony FCB-EV7520 camera on a prototype of a yaw and pitch 
platform built from two Dynamixel AX-12 servomotors, as shown in Figure 6-
(a). We chose an image size of 540 x 540 pixels for the images from the CCD 
camera. The input command was sent from the computer to the servomotor 
using serial communication via Arduino Mega. A block diagram of the 
proposed system hardware used in this experiment is shown in Figure 6 (b). 

  
(a) (b) 

Figure 6 The yaw and pitch camera platform (a); block diagram of the system 
hardware (b). 
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We designed a user interface for selecting the target to be tracked for real-time 
use with a complete block diagram of the system configuration, as shown in 
Figure 7. We separated the program into two threads that run independently. 
The first one is used for displaying the image and the video tracker algorithm 
while the other one is used for visual servo control running on a fixed sampling 
time of 10 ms. 

 
Figure 7 Block diagram of the proposed system configuration. 

5 Result and Analysis 
5.1 System Response to Single Target Object Displacement  
An experiment was carried out to see the performance of the proposed system to 
a single target object displacement. The PID controller method was used to 
compare the performance of the robust µ-synthesis controller that was designed. 
In the setup, we put the target in a certain position, as shown in Figure 8, and 
then moved the camera at an angle of about 12° downward and to the left.  

  
Figure 8 Initial target and final position for single target object displacement. 
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Figure 9  System response to single target object displacement with PID and µ-
synthesis controller. 

From Figure 9 (a) and (b), it can be seen that the control system can keep the 
target object being tracked in the center of the image plane. Because of the 
relatively similar response on both axes, further analysis was carried out only on 
the x-axis data.  

The results for the PID controller were: rise time 0.2077 s, settling time 1.161 s, 
overshoot 29.16%, mean absolute error of 4.420 pixels for the x-axis and 5.468 
pixels for the y-axis. The results for the µ-synthesis controller obtained were: 
rise time 0.570 s, settling time 0.940 s, overshoot 0 %, and mean absolute error 
for the x-axis 2.840 pixels and for the y-axis 2.823 pixels.  

From the results, a better performance was seen from the system response based 
on the µ-synthesis controller because it had less overshoot, while the speed was 
only slightly slower when compared to the PID controller. This is because the 
µ-synthesis controller considers the robustness of the performance so that the 
resulting control signal does not lead to a negative value and has a smaller 
output energy, as can be seen in Figure 9(c). 

5.2 System Response to Target Movement 

5.2.1 Indoor Test 
This test was done with a moving target to see the controller’s performance 
while the target is subjected to real-time uncertainty. Indoor testing was done by 
choosing a human face as the target. The result is shown in Figures 10 and 11, 
respectively. 

From the result it can be seen that the proposed method can keep the targeted 
object in the center of the image plane with a mean absolute error of 14.715 
pixel for the x-axis and 5.360 pixel  for the y-axis. 

(a) (b) (c) 
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Figure 10   Indoor testing with a human face target. 

 
Figure 11  System response to moving target for indoor testing. 

5.2.2 Outdoor Test 
To test our system under more challenging conditions, we also used the tracker 
to track a moving object in an outdoor location. The experiment was carried out 
from the 6th floor of a building with the camera directed at a highway. The 
object being targeted was a moving car, as shown in Figure 12. The result is 
shown in Figure 13.  

   
Figure 12   Outdoor testing with a moving car on the highway as the target. 
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Figure 13   System response to a moving target during outdoor testing. 

From Figure 13 it can be seen that the control systems could keep the targeted 
object by the tracker in the center of the image plane with a mean absolute error 
of 5.565 pixels for the x-axis and 3.078 pixels for the y-axis. 

6 Conclusion 
In this work, a method of µ-synthesis was used to design a robust controller for 
visual servoing. The results obtained from the experiment showed that the 
proposed visual tracking system from integration of the STRUCK video tracker 
and the robust µ-synthesis controller performed relatively well. The designed 
system can be used to track any single random object under various 
environmental conditions despite a number of challenging uncertainties in the 
target’s appearance model. In addition, the designed controller also had good 
performance behavior. Further study can be done to examine the sources of 
uncertainty in the model in more comprehensive detail, such as modeling the 
yaw and pitch platform with a mathematical model so that the system 
parameters can be known. From these physical parameters, the source of the 
uncertainty that comes from changes in the system’s internal parameters can be 
known in more detail. With this approach it is expected that the design of the 
proposed control system can better cope with the problem of uncertainty in the 
overall system. 
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