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Highlights: 

 The PSO inversion scheme was applied to the grounded wire TDEM method to infer 
subsurface resistivity models. 

 The forward modeling part was expressed in the Laplace domain, while the 
transformation into the time-domain was conducted using the Gaver-Stehvest method. 

 The inversion scheme was tested on noise-free and noisy synthetic data to evaluate the 
accuracy of the scheme and was then applied to field data recorded at two stations in 
a volcanic-geothermal region. 

 The inversion scheme gave an excellent fit between the observed data and the 
calculated data. 
 

Abstract. Global optimization inversion of grounded wire time-domain 
electromagnetic (TDEM) data was implemented through application of the 
particle swarm optimization (PSO) algorithm. This probabilistic approach is an 
alternative to the widely used deterministic local-optimization approach. In the 
PSO algorithm, each particle that constitutes the swarm epitomizes a probable 
geophysical model comprised by subsurface resistivity values at several layers and 
layer thicknesses. The forward formulation of the TDEM problem for calculating 
the vertical component of the induced magnetic field is first expressed in the 
Laplace domain. Transformation of the magnetic field from the Laplace domain 
into the time domain is performed by applying the Gaver-Stehfest numerical 
method. The implementation of PSO inversion to the TDEM problem is 
straightforward. It only requires adjustment of a few inversion parameters such as 
inertia, acceleration coefficients and numbers of iteration and particles. The PSO 
inversion scheme was tested on synthetic noise-free data and noisy synthetic data 
as well as to field data recorded in a volcanic-geothermal area. The results suggest 
that the PSO inversion scheme can effectively solve the TDEM 1D stratified earth 
problem. 
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1 Introduction 

The time-domain electromagnetic (TDEM) method measures the magnetic field 
attenuation with respect to time caused by the generation of time-varying 
secondary EM fields in the subsurface as a response to an abrupt current 
cancelation in a grounded wire transmitter. Forward formulation of TDEM for 
one-dimensional (1D) stratified earth has been comprehensively reviewed in [1-
3]. Domain transformation from frequency to time for the TDEM method has 
been carried out by several authors, either directly using the Fourier transform or 
through the Laplace transform. In the latter case, the TDEM forward formulation 
is first expressed in the Laplace domain. 

The realization of TDEM response calculations can be conducted through several 
methods. For example, Qi, et al. [4] used the so-called temporal interpolation and 
convolution (TIC) method, which is faster than the fast Fourier transform (FFT) 
method yet has comparable accuracy [4-6] for dipole-dipole and central loop 
configurations. Newman, et al. [7] and Farquharson and Oldenburg [8] used the 
digital filter method to calculate the transient responses from a vertical magnetic 
dipole (VMD). Mitsuhata, et al. [9] implemented the Gaver-Stehvest method [10-
12] to calculate the transient responses for the long-offset transient EM (LOTEM) 
method. The same method was also used by Srigutomo, et al. [13] for a horizontal 
electric dipole (HED) configuration. The FFT method is well perceived because 
of its high accuracy at the expense of computation time, as can be seen in the 
calculation of transient responses for VMD cases [4,14]. The Gaver-Stehfest 
method is a numerical method for calculating the inverse Laplace transform to 
obtain the expression of the transient responses. This method provides accurate 
results when implemented to a transform with known analytical form [10] and 
converges to a function of bounded variation [12]. This method provides faster 
calculation than digital-filter and FFT methods [12,15]. The digital filter method 
involves more functions and steps than the Gaver-Stehvest method and thus 
requires longer computation time [15,16]. 

The TDEM method has been widely applied in geophysical explorations. 
Fitterman & Stewart [17] used the VMD configuration for groundwater 
investigation. Zhdanov & Pavlov [18] implemented a similar configuration for 
interpreting the subsurface structure with both electrical conductivity and 
magnetic permeability inhomogeneities. Qi, et al. [19] employed an airborne 
TEM system using a pair of transmitter-receiver coil antennas to investigate the 
subsurface structure taking into account the effects of the antennas’ attitude 
changes. Blatter, et al. [20] used an airborne TEM configuration to image a 
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subglacial hydrology structure in Antarctica. Newman, et al. [21] used a central 
loop to study the thicknesses of the conductive overburden and depth to the 
sedimentary structure beneath a volcanic area. Asten [22] applied a large square 
loop transmitter and an in-loop receiver coil to delineate a coal seam based on 
conductivity contrast, while Haber, et al. [23] used the same configuration to 
investigate a Cu-Zn massive sulphide deposit. Mitsuhata, et al. [9] used the long 
offset transient electromagnetic (LOTEM) method, utilizing a grounded wire 
transmitter to study the resistivity structure beneath an oil and gas field. Kanda, 
et al. [24] used a grounded wire transmitter to observe the conductivity variation 
in a high-seismicity area. Gunderson, et al. [25] applied the same transmitter 
system to depict responses for a conductive sediment below a resistive volcanic 
area. Using the same configuration, Srigutomo, et al. [13] conducted a resistivity 
survey to confirm the presence of an extensive water-saturated layer beneath a 
volcanic area. Srigutomo, et al. [26] applied a grounded wire for benchmarking 
the resistivity structure of an area before CO2 injection in a carbon capture and 
sequestration (CCS) study in Indonesia. In surveys that use a grounded wire 
transmitter, when the transmitter-receiver offset is large we can approximate the 
transmitter as a dipole source or an HED [13,24,25]. 

The most important step in the TDEM method is the numerical interpretation 
scheme used to extract information of the resistivity structure in the subsurface 
from the data measured at the surface, known as inversion. TDEM inversion is a 
non-linear problem dictated by the relation between the data and the model 
parameters. Non-linear inversion schemes can be broadly divided into 
deterministic and non-deterministic approaches. Some deterministic inversion 
schemes for solving TDEM inversion are the Levenberg-Marquardt [9] and 
smoothness-constrained inversion or Occam [13] methods. The non-
deterministic methods are implemented by incorporating statistical approaches, 
such as the Bayesian [20], Akaike’s Bayesian Information Criterion (ABIC) [9], 
and several approaches that utilize global optimization procedures. 

The global optimization approach is an appropriate alternative to accommodate 
situations where there are many local minima in the objective function due to the 
probabilistic framework [27]. In the global optimization approach, the inverse 
problem solution is sought by employing a global search to obtain the absolute 
minimum objective function [28]. In geophysical applications, the non-
uniqueness of the inversion solution makes the use of an optimization approach 
based on evolutionary algorithms such as particle swarm optimization (PSO) 
extremely challenging [29]. PSO is a stochastic evolutionary computation 
technique applied to optimization inspired by the behavior of a group consisting 
of individuals in nature, such as bird flocks and fish schools [30]. Previously, the 
behavior of animal movement in nature has been observed and computationally 
modeled by [31-33], where the aggregate motion of a bird flock consisting of 
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many interacting birds is represented by a motion of particle system. In the PSO 
algorithm, each particle is defined as an artificial bird that symbolizes a probable 
solution or model of the optimization inversion problem. The best position of the 
group of particles represents the best fit between the observed and the calculated 
data [34,35]. Ref. [36] used a damping factor and a cooperative mechanism for 
quickly searching the solutions residing between local-oriented swarms and 
global-oriented swarms. A damping factor and a cooperative mechanism are 
applied during the position updating step to find the best swarm position. 

In geophysical inversion applications, the PSO algorithm has shown good 
performance in terms of global optimization ability, convergence rate, and 
robustness. PSO has been applied to direct current (DC) resistivity methods 
[37,38], seismic [39-41], streaming-potential [27], magnetic [33,42], gravity [43-
45], airborne EM [46], AMT and MT data [29], and self-potential [47]. 
Furthermore, it has also been successfully used for an artificial neural network 
[48], reservoir characterization [49], and for big data research [50]. Global 
optimization using the PSO method can also be effectively applied to DC and 
TDEM studies [29]. VMD-TDEM inversion using global optimization has 
previously been carried out by [51], who applied and compared the PSO method 
with the genetic algorithm (GA) method. They utilized a central-loop 
configuration and solved the forward modeling part using Born approximation. 
Their results revealed that the PSO approach provides better and faster 
convergence compared to the GA method. 

In previous decades, TDEM data inversion studies have been carried out with 
deterministic methods to determine the best fit value between observed and 
predicted data related to solutions at local minima. Currently, implementation of 
non-deterministic methods for solving the TDEM inversion problem are carried 
out increasingly by seeking solutions at global minima. This paper discusses the 
application of the PSO approach to the HED-TDEM inverse problem, where the 
forward modeling part is expressed in the Laplace domain and the transformation 
into the time-domain is conducted through the Gaver-Stehfest method. The 
inversion scheme was first applied to both noise-free and noisy synthetic data to 
investigate its performance. To check the applicability of the inversion scheme in 
a real application, the scheme was used to invert a resistivity structure from 
TDEM data measured in a volcanic environment. 

2 Forward Modeling 

2.1 Magnetic Field from the HED Source 

The time-domain electromagnetic fields generated by a time-varying source 
current in a grounded wire or dipole are expressed as follows: 
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where h is the intensity of magnetic field (H/m), e is the electric field intensity 
(V/m), μ0 is the permeability of magnetic material (4π x10-7 F/m), and σ is the 
conductivity of the material in the subsurface (S/m). js (A/m2) is the current 
distribution generated by an HED that is localized at r = r0. For a cut-off current 
distribution at t = t0 it is expressed as: 

 
Figure 1 The layered earth model used in this work; zj is the depth to the j-th 
bottom layer, σj is the conductivity and lj is the thickness of the j-th layer. 

      s 0 0, 1 H -      t I r r t tj r ,  (3) 

where I is the current intensity (A) and H(t) is the Heaviside function. 

In practice, it is more convenient to apply the Laplace transform than the Fourier 
transform due to the simplicity of the formulation [13]. The expression of iω in 
the frequency domain is substituted by s. Then, we substitute expression iω with 
s, the variable of the Laplace domain. This transformation is intended to avoid 
source singularity in time [13,15]. Eqs. (1) and (2) then become 

 , (4) 

 s  E B . (5) 

s  H E J
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For simplicity, the conductivity is assumed to vary only vertically in the z 
direction. The earth consists of N layers of conductivity, with a constant 
conductivity for each layer. The HED source with current moment Idx is placed 
at z = -h, where dx denotes the length of the dipole. In the i-th layer, where zi-1 < 
z < zi (Figure 1), which is a free source area, Eqs. (4) and (5) become 

 , (6) 

 i is E B . (7) 

(Kaufman & Keller, 1983) used vector potential A (A/m2) for the expression of 
the magnetic field, such that 

 . (8) 

Substituting Eq. (8) into Eq. (7), we obtain 

  0 0i is  E A . (9) 

The electric field can be expressed by introducing an arbitrary scalar potential U: 

 . (10) 

From Eqs. (6) and (10) and using vector calculus identity, we obtain 

  (11) 

and by defining the gauge condition as 

 i i iU  A , (12) 

and applying it to Eq. (11) we get: 

  2 2 0i ik A    (13) 

where k2 = -μ0sσi. In this problem, we utilize two axes of symmetry: one is the 
dipole direction axis and the other one is the direction in change in the 
conductivity (the vertical direction in the 1D earth). Consequently, we can define 
that the y component of the potential vector equals zero: 

  ,0,
i ii x zA A A . (14) 

Therefore, we have the following two components of the vector potential:  

 , (15) 

i i i H E

i i H A

0i i is U  E A

2
0i i i i i i i is A U            H A A A   

 2 2 0
ii xk A  
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  2 2 0
ii zk A   . (16) 

By using the definition of the triple spatial Fourier transform pairs [52] and 

expressing the transform of 2 2 S
ek   A A J , where JS

e = iωPS and P is the 

polarization vector, and applying the Fourier transform derivative property, we 
obtain 

 GA J     , (17) 

where A  and J  are the expressions of the potential vector and current density in 
the wave number domain, respectively, and 

 2 2 2 2

1

x y z

G
k k k k


   

  (18) 

is the Green’s function Fourier transform. 

In the space domain, Green’s function satisfies 

 , (19) 

which is a scalar differential equation. G  can be found by evaluating the inverse 
transform of Eq. (18) with respect to z: 

 , (20) 

which is equal to 
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with 

  1 22 2 2
x yu k k k    [53].  

The remaining 2D Fourier transform is 
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After converting the above equation to the Hankel transform, we get 
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where 

 , 

  1 22 2u k  , and 

  1 22 2
x yk k   . 

and J0 is the Bessel function of the first kind of order 0. Green’s function for the 
whole space can now be expressed by 

 . (24) 

The potential vector due to a source current can be expressed by 
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' '
4 '

ik

v

e
dv



 




r r

A r J r
r r
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or for an electric dipole, we can it write as 

  
4

ikr
x

Ids
e

r
A r u . (26) 

For a stratified 1D earth, a particular solution of a homogeneous differential 
equation must be added to the complementary solution in a layer containing the 
source dipole: 

   0, u z h
p x yF k k e  , (27) 

where Fp is the incident field amplitude. The reflected field is given by 

 , (28) 

where rTE is the reflection coefficient given by 
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where 1̂Y  is the surface admittance on z = 0. 

For an N-layered earth, as shown in Figure 1, the surface admittance and 
impedance are given by 
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where 

  1 22 2 2
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and 

 2 2ˆˆn n n n n n nk z y i        . (33) 

We can recursively determine 1̂Y  from the deepest layer and consecutively iterate 

it upward until the surface. Between the source and the earth, the primary and 
secondary solutions can be combined to get the transform space as follows: 

  0 0 0u h u z u z
p TEF F e e r e   . (34) 

The inverse Fourier transform of the above equation is 
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which is a function of (x,y). 

Analogous with Eqs. (21) and (26) the solution for the vector potential of a 
horizontal electric dipole (in the x-direction) can be expressed by the 2D Fourier 
transform as follows: 
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where I is the current in the dipole, and ds is the dipole length. The location of 
the dipole is at point z = -h on the z-axis above the earth’s surface. The vector 
potential is calculated between the dipole and the earth. 

The total electric and magnetic fields due to JS
e are 

  (36) 

and 

 
e  H A . (37) 

From Eqs. (36) and (37), the dipole produces the vertical component of the 
magnetic field expressed as 

  0

02
y u z hp x
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To find the expression of primary TE coefficient Fp from Eq. (34), we equalize 

the expression of p
zH  from Eq. (38) with 
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Substituting this expression into Eq. (36) yields the expression of the TE 
potentials between the dipole and the earth as follows: 
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The components of the magnetic field are determined by substituting Eq. (39) 
into Eq. (35). The vertical magnetic field for TE potential F is expressed as 
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or in the form of the Hankel transform as 

    0
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where J1 is the Bessel function of the first kind of order 1. In this study, we 
performed the calculation of the Hankel transform integral denoted by Eq. (42) 
explicitly by using a digital linear filter based on the work of Anderson [16]. 

2.2 Transformation from Frequency to Time Domain 

To get the value of the time domain response, we apply the inverse Laplace 
transform to the vertical magnetic component. The transformed field in the time 
domain is written as 

 , (44) 

where Hz(s) is the vertical magnetic field in the Laplace domain expressed by Eq. 
(43). The numerical integration of Eq. (44) is executed by using the Gaver-
Stehfest approximation [10-12]: 
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where L is a coefficient number, which depends on the computer used for 
calculating the inverse transform. In this study, the value of L was set to 8 [13]. 
We are interested in h_(t), which is the transient response after the current is shut-
off at t = 0 and is expressed as: 

    _ DCh t h h t  ; 0t  , (47) 

where hDC is the induced magnetic field at t → ∞ or ω → 0 due to the grounded 
wire source, calculated in similar fashion as h(t) for layered earth, except that the 
value of Laplace variable  is set to zero. 

In a real field measurement, a half duty cycle bipolar square wave current was 
injected into the ground through a grounded wire. A typical length of time for one 
cycle (period) related to this study was 20 s [13,24], which comprises a turn-on 
interval of 5 s and a turn-off interval of 5 s in alternating polarity (Figure 2). The 
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bipolar nature of the transmitted waveform is useful for periodic noise removal 
and for the determination of the transient response’s zero level. A typical length 
of the transmitter is about 1-2 km and the transmitter-receiver offset varies from 
2 to 8 km, thus ensuring that the grounded wire transmitter can be regarded as an 
HED. The amplitude of the injected current may vary from 15 to 25 A [13,24]. 

 
Figure 2 Illustration of the HED-TDEM setup in this study. The injected current 
waveform and the recorded magnetic response at the receiver site is shown here. 

It is well understood that TDEM measurements conventionally use inductive 
coils as receivers and thus only enable us to measure the time derivative of the 
magnetic field (dB/dt). There is an inherent drawback to these measurements 
since they are less sensitive to the presence of good conductors. Magnetic field 
data that are expressed directly by B enhance the responses of good conductors 
and suppress the responses of poor conductors better than dB/dt data [54]. In this 
study, the forward expression of our data is in B, as we assume that fluxgate 
magnetometer sensors are used as receivers [13,24]. An example of an observed 
transient response recorded by a fluxgate magnetic sensor in the form of the 
vertical magnetic field component in pT is depicted in Figure 2. 

3 PSO Inversion for TDEM 

Farquharson and Oldenburg [55] attempted to solve the TDEM inverse problem 
by linearizing the nonlinear problems with an iterative re-weighted least-squares 
procedure. Solving grounded-wire source TDEM inversion problems by 
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linearization was also conducted by [56]. For a 3D case to resolve least-squares 
instability in the solution, [57] used the modified Gauss-Newton and applied 
Tikhonov regularization in solving the inversion problem. Solving the inversion 
problem by optimization for a TDEM sounding problem was conducted by [58] 
for loop and grounded-wire sources. [28] applied optimization inversion by 
applying simulated annealing (SA) for resistivity sounding. Ref. [59] successfully 
conducted the inversion by using unconstrained nonlinear optimization for 3D 
finite-difference and finite-element electromagnetic cases.  

A powerful optimization method for solving geophysical inverse problem is by 
applying the PSO method [37]. In the PSO scheme, the best position of the 
particles and groups is evaluated by adding a function of velocity to the position 
of the previous particles. The velocity function is evaluated by adding the velocity 
of the previous particles and an acceleration-like function. The updated velocity 
function is expressed by the sum of weighted velocity values and the acceleration-
like function. The acceleration-like function itself is expressed as the product of 
the PSO constants and the particle positions. The values of the weights and the 
PSO constants are kept small enough to ensure that the values of the updated PSO 
constants are significantly unchanged from the previous ones. This condition is 
intended for faster convergence towards best fit values while maintaining stability 
during the iteration of the inversion. The nonlinear inversion problem to be solved 
is expressed as G(m) = d, where d ∈ R1 are the observed data vectors, m ∈ Rn 
are the vector of model parameters, and G: Rn → R1 is the forward function 
defining the physical and geometrical relations between d and m. The objective 
function to be minimized in searching for the best value of the model parameters 
is determined deterministically as [60]: 

 , (48) 

where δ is the standard deviation obtained from the measured data, dcal are the 
calculated data, dobs are the observed data, and n is the number of data. The 
standard deviation is used to update the best particle position and the best group 
position to get the smallest misfit [61]. This objective function is similar to that 
of [62-64], except that they are not divided by the number of data. 

The PSO algorithm to solve the geophysical inverse problem discussed in this 
study is straightforward and simple. Mainly following the works of [2,27], the 
implementation of the algorithm can be described as follows: 

1. Defining M, a space of models whose dimension is N and expressed as: 
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where lk and uk are the upper and lower limits for the k-th coordinate for each 
model parameter (j), respectively. Each model parameter is called a particle. 
The particle is symbolized by a vector with the number of degrees of freedom 
of the inversion problem indicated by its length. Every single particle is 
correlated to a unique position in the search space, M. Search space M is the 
main prior information that is inserted into the inversion problem. In this 
scheme, the velocity of a particle represents the model parameter 
perturbations required by these particles to reach the solution of Eq. (48). 

2. A swarm of particles with initial positions xj(0) is randomly distributed in M, 
with a value of zero for initial velocity vj(0). The forward problem G(xj (0)) 
is then computed for each particle as well as misfit function ε(xj (0)). The 
values of the local and global bests for the initial swarm (lj(0) and gj(0)) are 
calculated. Each particle in the Nsize swarm undergoes the same procedure. 

3. At the (k + 1)-th iteration, each particle in the swarm examines the search 
space in accordance with its misfit history lj(k), and its companions’ 
searching experience gj(k) [27]: 

    j j bjk kl x ,                
0
minj bj j

l k
k i 

 
x x  (49) 

    
pj

k kg l ,                   
1
min

p
size

j j
j N

k k 
 

l l  (50) 

where kbj denotes the iteration for each particle j where the minimum misfit 
is achieved and jp is the particle in the swarm that has the minimum misfit 
(global best). 

4. The rules for updating positions xj(k) and velocities vj (k) for each particle are 
expressed as [65-67] among others: 
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v v l x

g x

x x v
 (51) 

where ω, ϕ1, ϕ2  ∈ R and r1, r2 ∈ U(0,1). The constants ω, ag and al are PSO 
tuning parameters, called inertia, global and local accelerations, respectively, 
while r1 and r2 are uniform random variables. Selection of the initial position 
xj(k) significantly determines the quality of the next position after being 
updated [50]. Ref. [68] successfully applied the algorithm in Eq. (51) to the 
inversion problem of a water supply system. 
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4 Result and Discussion 

4.1 Transformation from Frequency to Time Domain 

The above PSO inversion was first applied to synthetic data generated by the 
forward calculation of the HED-TDEM problem for a stratified earth. The length 
of the HED transmitter was 1.425 km in the x-direction and the center was located 
at (0,0). The receiver was situated at x = 3 km and y = 4 km, giving a distance of 
5 km from the center of the transmitter. A three-layer earth model was set up to 
generate synthetic Bz data. The resistivity values of the first, the second and the 
semi-infinite third layer were 25 Ωm, 1 Ωm, and 500 Ωm, respectively. The 
thicknesses of the first and second layers were 1000 m and 2000 m. This simple 
resistivity model may represent a general feature of the resistivity structure of a 
volcanic geothermal area comprising a resistive or moderately resistive surface 
layer, a conductive layer with resistivity below 10 Ωm (hydrothermally altered 
clay) and a third resistive layer [69,13].  

In total 212 transient times and hence the same number of Bz data were calculated 
between 1.58 ms and 4.28 s. The resistivity model (labeled Test Model) and the 
generated curve of synthetic Bz (labeled Obs. Data) are depicted in Figures 3(a) 
and 3(b). 

The total number of model parameters used in this inversion scheme was 9, 
comprising 5 resistivity values and 4 layer thicknesses. In this study we evaluated 
results from several configurations of PSO parameters to obtain the smallest 
misfit value, as listed in Table 1. The combinations of number of iterations and 
total particles were varied, whereas the maximum and minimum weight values 
(ωmax and ωmin) and ϕ were kept constant. It was found that a small range of ω 
values will give a fairly stable misfit. Relatively larger values of ω will result in 
greater particle velocity values as well, thus allowing the best position values of 
the particles to be greater. From Table 1, the lowest misfit value of 0.0089 was 
obtained when the combination of the number of iterations and the total number 
of particles was 90 and 70, respectively. Henceforth, within the scope of this 
study, we used this combination when performing PSO inversion, including those 
of field data. The comparison between the observed (synthetic) and the calculated 
curves of Bz using this combination is shown in Figure 3(a).  

The calculated curve resembles the observed one, ensuring a very small 
discrepancy between them. A comparison between the resistivity test model and 
the inverted models is shown in Figure 3(b). The best inverted model, which is 
associated with the smallest misfit, consistently mimics the general pattern of the 
test model. However, at depth > 3000 m, the discrepancy between the test model 
and the inverted model is noticeable, although it is not as large as several others. 
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The convergence of the misfit values towards their minimum values during the 
increment of the iteration number is shown in Figure 3(c).  Generally, for almost 
all combinations, misfit convergence was achieved at about the 40th iteration. 
Above this number, relatively small values of misfit difference and no fluctuation 
were observed.  

Table 1 Comparison of inversion results for various combinations of PSO 
constants. 

PSO Constants 

RMS Misfit 
Number of Iterations (m) Total Particles (n) 

ω max/ 
ω min 

Φ particle/ 
Φ group 

10 10 0.3/0.2 1.2/1.2 0.7045 

20 20 0.3/0.2 1.2/1.2 0.1840 

30 30 0.3/0.2 1.2/1.2 0.1130 

40 40 0.3/0.2 1.2/1.2 0.0320 

50 50 0.3/0.2 1.2/1.2 0.0524 

60 60 0.3/0.2 1.2/1.2 0.0509 

70 70 0.3/0.2 1.2/1.2 0.0349 

80 80 0.3/0.2 1.2/1.2 0.0548 

90 90 0.3/0.2 1.2/1.2 0.0090 

100 100 0.3/0.2 1.2/1.2 0.0108 

90 70 0.3/0.2 1.2/1.2 0.0089 

Real observed data are always accompanied by noise and the interpreted model 
will be affected by the presence of noise. Therefore, to test the resilience of the 
PSO inversion scheme to noise, 5% and 10% random noise was added to the same 
synthetic data. A comparison between the noisy data and the calculated data as 
well as the inverted models for both 5% and 10% noise are depicted in Figure 4. 
The RMS misfit between the 5% noisy data and the calculated data was 0.101, 
while that between the 10% noisy data and the calculated data was 0.537. Within 
the scope of this study, addition of noise increased the RMS misfit value. 

The inverted models for both cases exhibited the same pattern as the test model. 
At shallow and intermediate depth, the model parameters (resistivity and 
thickness) fit those of the test model. Large discrepancies were observed at deeper 
depths and there were larger discrepancies for larger noise levels. These results 
may suggest also that there is a range of noise levels where the inverted results 
do not vary greatly. The stability of PSO inversion against the presence of a 
certain noise level in the data was also addressed by [34] in the case of using a 
magnetic method and [70] in the case of fitting of noisy levy data. 
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Figure 3 Inversion of synthetic data in the form of a vertical magnetic field. The 
numbers of particles and iterations are listed in Table 1: (a) comparison between 
the synthetic (observed) data and the inverted data; (b) comparison between the 
test model that generated the synthetic data (solid line) and the inverted resistivity 
models (colored lines); and (c) misfit versus number of iterations. 
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Figure 4 Addition of noise to the vertical magnetic field data and the inverted 
resistivity models. The combination of number of iterations and total particles was 
90 and 70, respectively. (a) Comparison between 5% noisy data and the calculated 
data; error bars denote the standard deviations from each noise to each noise-free 
data. (b) Comparison between the test model and the inverted resistivity model for 
the data in (a). (c) Comparison between 10% noisy data and the calculated data. 
(d) Comparison between the test model and the inverted resistivity model for the 
data in (c). 

4.2 Numerical Experiment with Field Data 

To test its applicability in dealing with field data, the developed inversion scheme 
was tested on data sets recorded at two stations on the eastern flank of the Unzen 
volcano in Shimabara Peninsula, Kyushu Island, Japan in 2001 [13]. The two 
TDEM receiver stations, named UZ01 and UZ09, were located at distances of 
about 2 km and 4.5 km, respectively, from the center of a 1.4 km-long TDEM 
transmitter Tx (Figure 5). The stations were located at a fan deposit and a 
pyroclastic flow of the Younger Unzen complex, respectively, whose age is 
estimated to be 0-0.5 Ma [71]. 
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Figure 5 The (x, y) coordinates of the UZ01 and UZ02 TDEM receiver stations 
(in meters) relative to the center of transmitter Tx in the Unzen volcanic area, 
Shimabara Peninsula, Kyushu, Japan. 

Figures 6(a) to (f) show a comparison between the observed and the calculated 
data and a comparison between the PSO inverted resistivity models and the 
resistivity models calculated using Occam’s inversion method [62], which was 
applied previously to the same UZ01 and UZ09 data in [13]. Occam’s inversion 
uses smoothness constraints, which produces a smooth resistivity model whose 
responses fit the observed data within an acceptable misfit tolerance. In this 
inversion scheme, the non-linear problem is linearized about a starting model and 
is solved explicitly for the deemed model instead of for a model update. During 
the iteration the model is parameterized by its derivative with respect to depth, 
ensuring the minimum norm results in the smoothest model. [13] discretized a 
10-km deep subsurface into 40 layers plus one semi-infinite lowermost layer. The 
thicknesses of these layers were increased logarithmically with depth and were 
fixed, leaving only 41 resistivity values as model parameters to be estimated. 

Figure 6(a) and 6(b) show a comparison between the observed data and the 
calculated data from PSO inversion for the UZ01 and the UZ09 station 
respectively. As can be seen, the fitness between the observed and the calculated 
data was remarkably good, except at several later transient times. These 
discrepancies at later times are probably caused by the nature of sites that cannot 
be represented by a layer and/or due to rapid decay of the data, causing a decrease 
in the signal-to-noise ratio of the data. The RMS misfit for UZ01 and UZ09 was 
about 26 and 12, respectively. These misfits differed from those of the noise-free 
synthetic data by about two orders of magnitude and from those of noisy synthetic 
data by about one order of magnitude. The PSO parameters used for inversion of 
the data from UZ01 and UZ09 were: total particle number 50 and 70, iteration 
number 50 and 90, Φp/Φg 1.2/1.2 and 2.1/2.1, ωmax/ωmin 0.6/0.2 and 0.6/0.2, 
respectively. 
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Figure 6 Comparison between observed and calculated data using the PSO 
inversion scheme for the (a) UZ01 data and (b) UZ09 data. Comparison between 
the inverted subsurface resistivity model for the UZ01 data yielded by (c) the PSO 
inversion (this study) and (d) Occam’s inversion [13]; (e) and (f) are the same as 
(c) and (d) except for the data are from station UZ09. 

Comparisons between the resulted models from the PSO inversion and those from 
Occam’s inversion for UZ01 and UZ09 are depicted in Figures 6(c)-6(f). The 
general subsurface resistivity pattern for UZ01 resulted from the PSO inversion 
was the same as the pattern resulted from Occam’s inversion. Both patterns show 
the presence of an intermediate resistive top layer of about 80-100 m followed 
by a conductive layer of about 1-1.5 m, terminated by a more resistive third 
layer of about 200-240 m. The general feature of the resistivity profile beneath 
station UZ09 resulted from the PSO inversion also bore resemblance to that from 
Occam’s inversion. A high-resistivity top layer (300-340 m) overlays a 
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conductive layer of about 2.5-5 m above a moderately resistive layer of about 
50-60 m. Ref. [13] suggests that conductive layers represent a combination of 
a water-saturated layer and hydrothermally altered rocks. The enhancement of 
conductivity values at the above TDEM stations may be ascribed to the supply of 
hot ionic gases or fluids to the water-rich layer. 

5 Conclusions 

A PSO inversion scheme for the HED-TDEM problem was successfully carried 
out for inferring subsurface resistivity models. The forward modeling part of this 
scheme was expressed in the Laplace domain and the inverse transformation into 
the time domain was conducted using the Gaver-Stehvest method. Tests to 
evaluate the pertinence of the PSO inversion scheme for synthetic data sets for 
both noise-free and noisy cases (by adding 5% and 10% random noise) revealed 
that this method can be a strong alternative for solving highly non-linear inverse 
problems such as our TDEM problem. The results also suggest that PSO 
inversion is relatively stable and resilient against the presence of typical noise in 
the data.  

The algorithm of the inversion performed in this study is simple; we only need 
adjustment of some inversion parameters, such as inertia, acceleration 
coefficients and number of iteration and number of particles. Application of the 
inversion scheme to field data recorded at two stations in a volcanic geothermal 
region exhibited an excellent fit between the observed data and the calculated 
data, except at several later times. However, from the comparison between the 
models inverted by this scheme and those resulted from the deterministic 
smoothness-constrained Occam-type inversion, very good resemblances of the 
general features of the subsurface resistivity profiles were obtained. These results 
suggest high applicability and strong practicality of the discussed PSO inversion 
scheme for the non-linear HED-TDEM problem. 
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