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#### Abstract

A fundamental question in device-independent quantum cryptography is to determine the minimal physical principle upon which the security of such a cryptographic protocol (such as for key distribution or for randomness generation) may be based. Since the seminal work on device-independent quantum key distribution by J. Barrett, L. Hardy, and A. Kent [Phys. Rev. Lett. 95, 010503 (2005)], a conjectured candidate for certification of deviceindependent security has been the principle of relativistic causality, namely the disallowance of causal loops. While this principle has thus far been equated with the no-signaling constraints, it has been shown recently that in multiparty Bell scenarios, the no-signaling constraints are sufficient but not necessary for relativistic causality, and a refined set of constraints has been proposed that more precisely capture the notion of relativistic causality. In this paper, we build upon this finding to show that, in contrast to the no-signaling constraints, the constraints of relativistic causality are not sufficient for certification of device-independent security. More specifically, we show that there exist correlations allowed by the causality principle that allow an adversary to gain complete information about the measurement outcomes of honest parties in any device-independent cryptographic protocol, thereby rendering the protocol completely insecure. As a tool to develop this adversarial attack strategy, we fully characterize the set of correlations allowed by relativistic causality in the tripartite Bell scenario of three parties, each performing two binary measurements, that may be of independent interest. We also demonstrate the difference between the relativistic causal correlations and those allowed by the usual nosignaling constraints by presenting explicit communication tasks wherein the two sets exhibit striking difference in their respective winning probabilities.
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## I. INTRODUCTION

Quantum cryptography has played a foundational role in the development of the field of quantum information (QI), covering a plethora of security scenarios ranging from secure key distribution to randomness generation and bit commitment [1,2]. The security of quantum cryptographic protocols is based on the very laws of nature, and does not rely on any restrictions on the computational power of an adversary. Furthermore, quantum mechanics also allows for the highest form of security called device-independent (DI) security [3-10]. In the DI paradigm, the honest users do not even

[^0]need to trust the devices used to execute the protocol, and can verify the security of the protocol directly by checking for a Bell inequality violation by the input-output statistics of their devices.

Security of DI cryptographic protocols (such as for key distribution or randomness generation) has been shown in two different scenarios. In one scenario, the adversary is assumed to be constrained by the entire machinery of quantum mechanics [11]. In the second scenario, the adversary is only assumed to be constrained by the no-signaling constraints [3,4,7-9]. The no-signaling constraints have been justified on the grounds of special relativity; namely they were designed to capture the notion of no-faster-than-light transfer of information, or equivalently of relativistic causality, namely the disallowance of causal loops in a physical theory. Recently it has been shown [12] that in Bell scenarios with more than two spatially separated parties, the no-signaling constraints are, in general, sufficient but not necessary for a theory to obey the principle of relativistic causality. In their stead, a (in general, smaller) subset of relativistic causality constraints
has been proposed, depending on the exact spacetime configuration of the measurement events, that are both necessary and sufficient for causality. Since in DI cryptographic scenarios, one naturally has to deal with at least two spatially separated honest parties (that perform a Bell test on their devices) plus an adversary, the tripartite Bell scenario is in general minimal for DI protocols. It is also noteworthy that the spacetime configuration of the measurement events of the adversary are in general unknown to the honest parties so that the subset of relativistic causality constraints is the more accurate one to choose in this paradigm. It is then natural to ask if the security of DI protocols that has thus far been established based on the no-signaling constraints can equally be established on the basis of the relativistic causality constraints alone. In other words, can device-independent security be predicated upon the principle of relativistic causality alone?

In this paper, we prove a negative answer to this fundamental question. We show an explicit attack strategy obeying relativistic causality that can be executed by two cooperating adversaries, and that can break the security of any DI protocol. In particular, we show that independently of the number of honest parties in the DI protocol, and irrespective of the specific Bell inequality tested, the two adversaries are able to perfectly determine (through measurements on their own systems) the measurement outcomes obtained by the honest parties. Therefore, any DI protocol that uses these outcomes either for randomness extraction or for key distribution cannot be proven secure on the basis of relativistic causality alone. Additional assumptions such as that the adversaries are constrained by the laws of quantum mechanics, or by some other fundamental physical principle, are therefore required to restore device-independent security.

The paper is organized as follows. We first introduce the notion of relativistic causality and explain how the causality constraints differ in general from the no-signaling constraints [12,13]. We then show that the phenomenon of monogamy of Bell inequalities that underpins security of DI protocols and that has been proven to hold under the usual no-signaling constraints does not hold when considering the causality constraints alone. Specifically, we present spatiotemporal configurations of measurement events for which monogamy is broken for any bipartite Bell inequality. We then present the main result, namely that DI security cannot solely be based upon the relativistic causality principle. We establish an attack strategy for two adversaries who exploit specific correlations allowed by relativistic causality to completely learn a copy of the correlations shared by honest parties, as a shared secret between the adversaries which they can subsequently recover. We present a detailed proof for the explicit case of two honest parties executing a DI key distribution protocol. Finally, as a technical tool that may be of independent interest, we provide a complete characterization of the set of correlations allowed by the relativistic causality constraints in the simplest tripartite Bell scenario where three parties each perform two binary measurements. We demonstrate the difference between these correlations and the usual no-signaling correlations by presenting explicit communication tasks wherein the two sets exhibit striking difference in their respective winning probabilities.

## II. RELATIVISTIC CAUSALITY VERSUS NO-SIGNALING

Relativistic causality is the physical principle which states that an effect cannot occur from a cause that is not in its past light cone, and similarly a cause cannot have an effect outside its future light cone, i.e., that there must be no causal loops in a physical theory $[14,15]$. This principle captures the idea of no-faster-than-light propagation of information. The no-signaling constraints are a set of mathematical constraints on the observed probability distributions in a Bell experiment conducted by two or more spatially separated parties that was designed to capture the idea of relativistic causality. Specifically, the no-signaling constraints state that the conditional probability distribution of the measurement outcomes of any subset of parties is independent of the input choice of the remaining parties, and are in general sufficient to ensure that there are no causal loops in the theory. On the other hand, it was pointed out in $[12,13]$ that in general, not all the nosignaling constraints are necessary to ensure that relativistic causality holds. In particular, in Bell experiments with three or more spatially separated parties, there exist spacetime configurations of the three parties' measurement events such that a subset of the no-signaling constraints are already sufficient to ensure relativistic causality. As such, in multiparty Bell scenarios, the set of constraints necessary to guarantee relativistic causality are in general a subset of the no-signaling conditions. As pointed out earlier, this is especially relevant in Bell experiments conducted as part of DI cryptographic protocols, where the spacetime configuration of the measurement events of one of the parties, namely the adversary, is not under the honest parties' control. We explain the difference between the two sets of constraints with a particularly relevant example here. Consider a Bell experiment with three parties-Alice $(A)$, $\operatorname{Bob}(B)$, and Charlie ( $C$ ). The input choices for the three parties are labeled $x, y, z$, respectively, with the corresponding measurement outcomes being labeled $a, b, c$. Now, consider the spacetime measurement configuration of the three parties' measurement events shown in Fig. 1. The noteworthy property of this configuration is that the intersection of the future light cones of measurement events detected by Alice and Charlie is contained within the future light cone of the measurement event detected by Bob. This property ensures that no breakdown of causality occurs if the joint distribution of the outcomes $a, c$ were to depend on Bob's input $y$. This may be intuitively understood from the fact that the information concerning the correlations between $a$ and $c$ is only accessible at a point in the intersection of the future light cones of Alice and Charlie's measurement events, which is itself contained within the future light cone of Bob's measurement event. This observation, shown with a more detailed argument in [12,13], implies that only a strict subset of the no-signaling constraints, given in (1) and called the relativistic causality constraints, is necessary and sufficient to ensure causality when the measurement events follow this spacetime configuration:

$$
\begin{aligned}
\sum_{a} P(a, b, c \mid x, y, z) & =\sum_{a} P\left(a, b, c \mid x^{\prime}, y, z\right) \\
\sum_{c} P(a, b, c \mid x, y, z) & =\sum_{c} P\left(a, b, c \mid x, y, z^{\prime}\right)
\end{aligned}
$$



FIG. 1. Spacetime configuration of measurement events in the three-party Bell experiment, when measurements are simultaneous in a common reference frame. The information about two-point correlations $\langle A, C\rangle$ between Alice and Charlie's outputs is only accessible in the yellow region that lies within the causal future of Bob's measurement event.

$$
\begin{aligned}
& \sum_{b, c} P(a, b, c \mid x, y, z)=\sum_{b, c} P\left(a, b, c \mid x, y^{\prime}, z^{\prime}\right) \\
& \sum_{a, b} P(a, b, c \mid x, y, z)=\sum_{a, b} P\left(a, b, c \mid x^{\prime}, y^{\prime}, z\right)
\end{aligned}
$$

for all $x, x^{\prime}, y, y^{\prime}, z, z^{\prime}, a, b, c$. We refer to the above set of constraints as the relativistic causality constraints in this measurement configuration. A couple of points are worth mentioning here. First, the absence of the no-signaling condition for $A C$ does not imply the presence of signaling, i.e., a faster-than-light transmission of information in a standard, point-to-point sense. Second, the above observation shows that in general multiparty Bell scenarios, the set of necessary and sufficient constraints to guarantee relativistic causality depends explicitly on the spacetime configuration of the measurement events of all participating parties. This also means that the polytope of behaviors (correlations) obeying relativistic causality is richer in structure and in general has a higher dimensionality than the usual no-signaling polytope for the multiparty Bell scenario. Finally, we also note that the above constraints are manifestly Lorentz covariant. If the intersection of the future light cones of $A$ and $C$ is contained within the future light cone of $B$ in one inertial reference frame, then the same holds for all inertial reference frames. In Appendix B, we provide the necessary and sufficient constraints imposed by relativistic causality for an arbitrary number of parties in arbitrary globally hyperbolic spacetime.

## III. MONOGAMY OF NONLOCALITY

One of the most intriguing properties of quantum nonlocal correlations is the phenomenon of monogamy of nonlocality. The monogamy relations were first derived, based on the nosignaling constraints for the well-known CHSH inequality, by Toner [16], after which more stringent relations based on the laws of quantum theory were also derived. The monogamy relations are direct trade-off relations between the amount of
violation of an inequality observed by a pair of agents Alice and Bob and the correlations between Alice (or Bob) and a third party Charlie's system. The monogamy of nonlocality underpins the security of device-independent key distribution and randomness generation protocols $[3,4]$, besides having other applications such as in deriving nontrivial bounds on cloning [17], and even helping in the detection of gravitational decoherence [18]. Since, as we have seen, the relativistic causality constraints are in general only a strict subset of the no-signaling constraints, a fundamental question arises: Can the monogamy of nonlocality be derived on the basis of relativistic causality alone? In this section, we answer this question in the negative in a very general setting. Namely, we show a general theorem stating that there exist spacetime measurement configurations such as in Fig. 1 for which no two-party Bell inequality admits a monogamy relation on the basis of the relativistic causality constraints alone. Note that detailed proofs are deferred to the appendices.

Consider a general bipartite Bell scenario with two parties Alice and Bob performing measurements labeled $x, y$ and obtaining outcomes $a, b$, respectively. Let us write a general Bell inequality $G$ in this scenario as

$$
\begin{equation*}
G:=\sum_{a, b, x, y} V(a, b, x, y) P(a, b \mid x, y) \leqslant \omega_{c}(G) \tag{1}
\end{equation*}
$$

where $V(a, b, x, y)$ is a predicate indicating which probabilities enter the Bell expression and $\omega_{c}(G)$ denotes the maximal value achievable for the Bell expression within a classical (local hidden variable) theory. Let $\omega_{r c}(G) \geqslant \omega_{c}(G)$ denote the maximal value achievable within a general physical theory obeying causality.

The following proposition shows that in a three-party Bell scenario with a third player Charlie performing measurements $z$ and obtaining outcomes $c$, when the measurement events occur in the spacetime configuration given by Fig. 1, relativistic causal correlations allow both pairs of parties, i.e., $A-B$ and $B-C$, to simultaneously observe the maximum relativistic causal value $\omega_{r c}(G)$ of the inequality.

Proposition 1. Consider any bipartite Bell inequality $G$ of the form in Eq. (1). Suppose three players $A, B, C$ perform their measurements in the spacetime configuration of Fig. 1, and that both $A-B$ and $B-C$ test for the violation of $G$. Then, there exist correlations $\{P(a, b, c \mid x, y, z)\}$ obeying relativistic causality that allow both pairs $A-B$ and $B-C$ to achieve the maximal relativistic causal value $\omega_{r c}(G)$ of the inequality.

An important insight gained from Proposition 1 goes into the very roots of the structure of correlations in theories constrained by causality alone. In all generalized probabilistic theories studied thus far, given a composite physical system, the extremal points of the polytope of allowed correlations in the system were always of the form that guaranteed a lack of correlations of the system with any external observer. According to Proposition 1, there is a dramatic change in theories constrained by relativistic causality alone (RC theories). In such theories, even extremal points could potentially be correlated with an environmental system giving rise to a very interesting structure of allowed behaviors and physical phenomena.

## IV. A NO-GO THEOREM FOR DEVICE-INDEPENDENT SECURITY

We build on the shareability of correlations derived in the previous section to show that for any device-independent cryptographic protocol (say for randomness or key distribution), there exists an attack strategy by two eavesdroppers with suitably chosen spacetime measurement configurations that completely breaks the security of the protocol. Moreover, the hacking strategy is valid irrespective of the number of honest parties executing the protocol and regardless of the Bell inequality that they test for in the protocol. First consider any DI protocol which begins with parallel measurements on the device by the two honest parties. These protocols consist of the operations called "measurement on device followed by local operations and public communication" (MDLOPC) [19]. Note that all known protocols secure against the nonsignaling adversary perform this MDLOPC paradigm; see, e.g., [ $8,9,20]$. To establish the result, let us consider $N$ spacelike separated parties performing a multiparty Bell test as part of a DI protocol with the general Bell inequality given by

$$
\begin{equation*}
G:=\sum_{\mathbf{r}, \mathbf{q}} V(\mathbf{r}, \mathbf{q}) P(\mathbf{r} \mid \mathbf{q}) \leqslant \omega_{c}(G) \tag{2}
\end{equation*}
$$

Here, the inputs $\mathbf{q}=x, y_{1}, \ldots, y_{N-1}$ and outputs $\mathbf{r}=$ $a, b_{1}, \ldots, b_{N-1}$ correspond to the $N$ reliable agents labeled as $A, B_{1}, \ldots, B_{N-1}$. We show that even in the extreme noiseless scenario where the honest parties observe the maximal (relativistic causal) value for the Bell expression (2), the protocol is rendered completely insecure against adversaries who are restricted only by the relativistic causality principle. In other words, DI security cannot be predicated upon the causality principle alone.

Theorem 1. Consider a multipartite Bell inequality (2) and assume that $N$ reliable agents perform measurements in some fixed but arbitrary spacetime configuration, obtaining a violation $\omega^{*}>\omega_{c}$. Then, there is a spacetime configuration of two eavesdroppers, implementing $N$ measurements each, such that the correlations of those measurements fully reproduce the statistics of the $N$ reliable agents, which the eavesdroppers can recover by communicating their results.

A configuration in which two eavesdroppers $E_{1}, E_{2}$ can use their outputs $c_{1}, c_{2}$ to infer the output $a$ of an honest party $A$ for any of its inputs $x$ is shown in Fig. 2. Now to be more concrete, let us explicitly consider the case of a DI quantum key distribution protocol between two parties Alice (A) and Bob $(B)$, and define the notion of distillable key $K_{D}^{\mathrm{RC}}$. This quantity is the maximum ratio of the number of key bits divided by the initial number of devices $n$, in the asymptotic limit of large $n$, that can be obtained via protocols based on operations from $n$ copies of identically prepared quantum systems. For further details see Definitions 1 and 2 in Appendix E. We build upon Theorem 1 to show that $K_{D}^{\mathrm{RC}}$ is zero within the framework of relativistic causal theories.

Theorem 2. (no-go for MDLOPC secure key distribution). For any $P_{A B} \equiv P(A, B \mid X, Y)$ satisfying the no-signaling constraints, there exists a spacetime configuration of two eavesdroppers $E_{1}$ and $E_{2}$ and a four-partite distribution $P\left(A, B, E_{1}, E_{2} \mid X, Y\right)$ satisfying RC constraints, with bipartite


FIG. 2. One-dimensional illustration of the no-go theorem. Here $E$ stands for the correlation between measurement outputs of the two eavesdroppers $E_{1}$ and $E_{2}$. The measurement events $A, B_{1}, \ldots, B_{N-1}$ of the reliable parties determine a spatial convex hull from which there are two possible situations: (a) The party $A$ is in the interior of the convex hull of the events, or (b) the party $A$ is at the boundary of the convex hull. In both cases the eavesdroppers can choose positions far enough such that the inputs $Y=y_{1}, \ldots, y_{N-1}$ can influence the correlation $\langle A, E\rangle$. This is allowed by RC theory when the eavesdroppers calibrate the region where information from $\langle A, E\rangle$ (pink) is accessible only in a region inside the causal future of all inputs $Y$ (light blue).
marginal distribution on $A-B$ equal to $P_{A B}$ such that

$$
\begin{equation*}
K_{D}^{\mathrm{RC}}\left[P\left(A B E_{1} E_{2} \mid X Y\right)\right]=0 . \tag{3}
\end{equation*}
$$

Note that in RC theories, the eavesdropper could, in principle, even decorrelate the honest parties Alice and Bob. However, in such case they would abort the protocol. Hence, the challenge in Theorem 2 was to find an eavesdropping strategy, for two eavesdroppers in this case, that works without changing the correlations between Alice and Bob.

At this point, one might be tempted to believe that security can be restored by an additional assumption that the devices are sufficiently shielded from any influence beyond the nosignaling constraints. However, we remark that the attack by the adversaries is based on the relaxation from no-signaling to relativistic causal constraints. These latter constraints allow for point-to-region physical influences of correlations without having a point-to-point faster-than-light transfer of information [12]. Such effects are locally undetectable and may be controlled by an adversary, in such a way to have the
correlations within his or her light cone, outside of the region occupied by the trusted parties. Moreover, the point-to-region effect may have a physical nature that prevents shielding by the honest parties. In contemporary physics, we know already of a prominent example of a phenomenon of this kind, namely vacuum correlations in quantum electrodynamics which cannot be shielded for fundamental reasons.

## V. THE TRIPARTITE RELATIVISTIC CAUSAL POLYTOPE

For bipartite systems, relativistic causal (RC) constraints coincide with the no-signaling constraints. The simplest scenario where the two differ is the $(3,2,2)$ Bell scenario, i.e., three parties Alice, Bob, and Charlie performing two binary measurements each, in the particular measurement configuration of Fig. 1. RC correlations in this case form a finite polytope that strictly contains the no-signaling polytope. An important method to illustrate the difference between the two correlations is to consider the following question: Are there any information processing tasks for which RC correlations work better than the no-signaling ones? As a tool to answer this question, we first provide a complete characterization of the RC polytope in terms of its extremal behaviors. More specifically, by using the software polymake [21], we computed [22] all the extremal boxes for the RC polytope in the $(3,2,2)$ scenario (see Appendix I). We found 153600 extremal behaviors of the RC polytope, of which 64 belong to the local hidden variable (LHV) polytope, 2144 to the no-signaling (NS) polytope, and 151392 being outside of the NS polytope. Considering equivalences up to local transformations and symmetry between Alice and Charlie, we have 1 Classical, 5 NS, and 190 genuinely RC equivalence classes, shown explicitly in Appendix I.

We also computed the general dimensionality of the RC polytope in the Bell scenario ( $3, m, n$ ), i.e., three parties with $m$ measurements having $n$ outcomes each, again in the measurement configuration of Fig. 1. This quantity works out to $\mathcal{D}[R C(3, m, n)]=[m(n-1)+1]^{3}+m^{2}(m-$ $1)(n-1)^{2}-1$ which is significantly larger than that of the usual no-signaling polytope. Further details are given in Appendix G.

The above characterization of the relativistic causal behaviors allowed us to identify communication complexity scenarios, cf. [23], in which relativistic causal correlations outperform all no-signaling correlations. As an example, in the Supplemental Material [24], we show a three-partite function that can be fully computed nonlocally using RC correlations, while the probability of doing so using no-signaling correlations is at most $3 / 4$.

## VI. CONCLUDING REMARKS

Many interesting open questions arise from this work. The complete characterization of the RC correlation polytope in the $(3,2,2)$ scenario provides a useful tool to investigate multiparty nonlocality in causal networks [25-31]. Another interesting question is to investigate the interplay between communication complexity and hardness in security proofs; for instance, does an information-theoretic principle, such as the nonreduction of communication complexity beyond the

NS constraints, ensure the security of DI protocols? A crucial question is to identify natural physical principles upon which the security of DI cryptographic protocols can be based. An open question is whether these principles would allow correlations beyond the limits imposed by the no-signaling condition, in which case a new range of phenomena could be studied. Finally, it would also be interesting to study possible changes to the device-independent paradigm to restore security against adversaries only constrained by causality.

## ACKNOWLEDGMENTS

R.S. acknowledges support of Comision Nacional de Investigacion Ciencia y Tecnologia (CONICYT) Programa de Formacion Capital Humano Avanzado/Beca de Postdoctorado en el extranjero (BECAS CHILE) 74160002, John Templeton Foundation and by Foundation for Polish Science under the grant TEAM-NET project (Contract No. POIR.04.04.00-00-17C1/18-00). M.K., D.G., and P.H. acknowledge support of John Templeton Foundation. K.H. acknowledges the grant Sonata Bis 5 (Grant No. 2015/18/E/ST2/00327) from the National Science Center and John Templeton Foundation. K.H. and P.H. are also supported by the Foundation for Polish Science (IRAP project, ICTQT, Contract No. 2018/MAB/5, co-financed by EU within Smart Growth Operational Programme). R.R. acknowledges the support of the Start-up Fund "Device-Independent Quantum Communication Networks" from The University of Hong Kong (166DRRAVI), the Seed Fund "Security of Relativistic Quantum Cryptography" (Grant No. 201909185030) and the Early Career Scheme (ECS) grant "Device-Independent Random Number Generation and Quantum Key Distribution with Weak Random Seeds" (Grant No. 27210620)'. D.G. acknowledges partial support from Grant FONDECYT Iniciación number 11180474, Chile, and D.S. acknowledges support of NCN Grants No. 2016/23/N/ST2/02817 and No. 2014/14/E/ST2/00020.

## APPENDIX A: INTRODUCTION TO THE APPENDICES

The most fundamental cryptography task is to achieve secure communication between two separated parties; this is the task of secure key distribution. We focus on this task in the parallel measurement scenario, as in this case an adversary cannot pursue drastic attacks. As one of the main results, we show that contrary to the case of no-signaling theory, there is no protocol in the parallel measurement scenario that allows for distributing keys secure against RC adversaries.

The way to check whether security is possible in NS theory is to test the level of violation of a Bell inequality. Special cases of Bell inequalities with only either 0 or 1 coefficients are called games [32]. In NS theory if some two parties share a device, the statistics of which violate a Bell inequality by a sufficiently high amount (or, in the case of games, win the game with high enough probability), then the so-called monogamy holds: none of them can achieve the same with respect to some other party, i.e., win the game with someone with large probability. This fact is fundamental for secure communication in quantum and NS theories. On our way to answer the main question we therefore first study whether
monogamy takes place in RC. Interestingly, we show a drastic violation of this phenomenon in the RC scenario. The above fact leads to our main contribution: that key rate in any Bell violation based security protocol is zero against RC adversaries.

## APPENDIX B: GENERAL CONSTRAINTS OF RELATIVISTIC CAUSAL CORRELATIONS

In this Appendix we introduce a general formalism for the study of RC constraints in multipartite scenarios and a general spacetime. Consider a set of $[n]=\{1, \ldots, n\}$ parties with a string of inputs $\boldsymbol{x}=\left\{x_{1}, \ldots, x_{n}\right\}$ and string of outputs $\boldsymbol{a}=\left\{a_{1}, \ldots, a_{n}\right\}, \boldsymbol{S} \subseteq[n]$, with complement $\boldsymbol{S}^{c}$, such that $\boldsymbol{a}_{\mathbf{S}}=\left\{a_{i}\right\}_{i \in \boldsymbol{S}}$ and an analogous definition for $\boldsymbol{x}_{\boldsymbol{S}}$. In this scenario, the usual no-signaling constraints can be written as

$$
\begin{align*}
P\left(\boldsymbol{a}_{\boldsymbol{S}} \mid \boldsymbol{x}_{\boldsymbol{S}}\right) & =\sum_{\boldsymbol{a}_{s^{c}}^{\prime}} P\left(\boldsymbol{a}_{\boldsymbol{S}^{c}}^{\prime}, \boldsymbol{a}_{\boldsymbol{S}} \mid \boldsymbol{x}_{\boldsymbol{S}^{c}}^{\prime}, \boldsymbol{x}_{\boldsymbol{S}}\right) \\
& =\sum_{\boldsymbol{a}_{s^{c}}} P\left(\boldsymbol{a}_{\boldsymbol{S}^{c}}^{\prime \prime}, \boldsymbol{a}_{\boldsymbol{S}} \mid \boldsymbol{x}_{\boldsymbol{S}^{c}}^{\prime \prime}, \boldsymbol{x}_{S}\right) \tag{B1}
\end{align*}
$$

for all $\boldsymbol{x}_{\boldsymbol{S}^{c}}^{\prime}, \boldsymbol{x}_{\boldsymbol{S}^{c}}^{\prime \prime}$ In words, these constraints state that the probability distribution of the outputs of any subset of parties is independent from the inputs of the complementary set of parties. In the multipartite relativistic causal set of constraints we also consider the spacetime measurement events $\left\{M_{a_{1}}^{x_{1}}, \ldots, M_{a_{n}}^{x_{n}}\right\}$ in the spacetime $\left(\mathcal{M}, g_{\mu \nu}\right)$ for some coordinate system (in special relativity this could be a particular reference frame). For a party $p$ to influence the correlations of a set of parties $S \nsupseteq\{p\}$ the event $M_{a_{p}}^{x_{p}}$ must satisfy

$$
\begin{equation*}
\bigcap_{q \in S} J^{+}\left(M_{a_{q}}^{x_{q}}\right) \subset J^{+}\left(M_{a_{p}}^{x_{p}}\right) . \tag{B2}
\end{equation*}
$$

In words, this condition states that the causal future $J^{+}\left(M_{a_{p}}^{x_{p}}\right)$ of party $p$ 's measurement event contains the intersection of the causal futures of the measurement events of all the parties $q \in \boldsymbol{S}$. Thus, a set $\boldsymbol{K}$ of parties might signal to another set $\boldsymbol{S}$ iff for each $\{p\} \in \boldsymbol{K}$ the condition (B2) is satisfied. If $\boldsymbol{K}$ cannot signal to $\boldsymbol{S}$ we say $\boldsymbol{K} \rightarrow \boldsymbol{S}$; thus the RC conditions are all those of the form

$$
\begin{align*}
P\left(\boldsymbol{a}_{\boldsymbol{S}} \mid \boldsymbol{x}_{S}\right) & =\sum_{\boldsymbol{a}^{\prime} s^{c}} P\left(\boldsymbol{a}^{\prime} \mid \boldsymbol{x}^{\prime}\right) \\
& =\sum_{\boldsymbol{a}^{\prime \prime} s^{c}} P\left(\boldsymbol{a}^{\prime \prime} \mid \boldsymbol{x}^{\prime \prime}\right) \text { iff } \forall \boldsymbol{K} \subseteq \boldsymbol{S}^{c}, \boldsymbol{K} \nrightarrow \boldsymbol{S} . \tag{B3}
\end{align*}
$$

Of course, in general this definition has redundant constraints and in general a subset of these constraints can determine the full set. By definition the RC constraints are a subset of no-signaling constraints; therefore no-signaling boxes satisfy the RC constrains while the opposite is not always true. An important remark to be made here is that for any spacetime and spacelike separated parties we have

$$
\begin{equation*}
P\left(a_{p} \mid x_{p}\right)=\sum_{a^{\prime}(p]^{c}} P\left(a^{\prime} \mid x^{\prime}\right)=\sum_{a^{\prime \prime}} P\left(a^{\prime \prime} \mid x^{\prime \prime}\right) \tag{B4}
\end{equation*}
$$

for any single party $p$. This is the minimum number of RC constraints, which corresponds to the largest correlation poly-


FIG. 3. A particular spacetime configuration of measurement events in the three-party Bell experiment. The spacetime locations of Alice, Bob, and Charlie's measurement events are $A, B, C$, respectively. The yellow area shows $J^{+}(A) \cap J^{+}(C)$, the only region where the information from the correlations between the outputs of Alice and Charlie, denoted $\langle A, C\rangle$, is accessible. The crucial property of this measurement configuration is that $J^{+}(A) \cap J^{+}(C) \subset J^{+}(B)$.
tope. Since always the single-party outcome probabilities are well defined, the signaling in RC can only target sets of parties with two or more elements, i.e., to a region. In this article we only consider cases where signaling from a region is the union of the several individual signals from parties inside that region; accordingly we designate the signaling allowed by RC as point-to-region (PTR) signaling without any loss of generality.

## APPENDIX C: COMMUNICATION COMPLEXITY ADVANTAGE IN RELATIVISTIC CAUSAL THEORIES

The relativistic causal correlations in the measurement configuration of Fig. 3 are separated from the usual nosignaling correlations by constraints of the form

$$
\begin{align*}
& \sum_{b} P(a, b, c \mid x, y, z)-\sum_{b} P\left(a, b, c \mid x, y^{\prime}, z\right) \\
& \quad=0 \quad \forall a, c, x, z, y \neq y^{\prime} \tag{C1}
\end{align*}
$$

The usual no-signaling constraints impose equality above while this equality is not necessary for relativistic causality to hold as shown in [12]. The relaxation of these constraints is also reflected in a difference between the optimal success probability $\omega(G)$ of multiplayer games in NS theories versus that in RC theories. We first note that as in the no-signaling case, the calculation of the optimal success probability of multiplayer games in RC theories can be achieved in polynomial time by means of a linear program, and second we explain how advantages in some of these games imply communication complexity advantages.

As a first example of the difference in $\omega(G)$ between NS and RC theories, consider the "guess your neighbor's input" game (GYNI) in the (3,2,2) Bell scenario. The inputs $x, y, z$ to the three parties in the game obey the promise $x \oplus y \oplus z=0$ and the task is for each party to output their neighbor's input,
so that the expression for the success probability in the game is given by

$$
\begin{align*}
\omega(\mathrm{GYNI})= & \frac{1}{4}[P(000 \mid 000)+P(110 \mid 011) \\
& +P(011 \mid 101)+P(101 \mid 110)] \tag{C2}
\end{align*}
$$

It was shown in [33] that $\omega_{c}(\mathrm{GYNI})=\omega_{q}(\mathrm{GYNI})=\frac{1}{4}$ while correlations obeying the no-signaling constraints allow $\omega_{n s}(\mathrm{GYNI})=\frac{1}{3}$. Here, $\omega_{c}, \omega_{q}$, and $\omega_{n s}$ denote the optimal success probability in classical, quantum, and no-signaling theories, respectively, while similarly $\omega_{r c}$ will denote the optimal success probability in theories that only impose relativistic causality. A simple maximization over the constraints in Eq. (B3) gives that $\omega_{r c}(\mathrm{GYNI})=\frac{1}{2}$ and this optimal value is achieved by the RC box (extremal box class No. 77 in Appendix I):

$$
\begin{align*}
& B_{\mathrm{GYNI}}^{\mathrm{RC}}: P(a b c \mid x y z) \\
& \quad= \begin{cases}\frac{1}{2}, & \text { if }(1 \oplus b \oplus c \oplus y)(1 \oplus a \oplus b \oplus x)=1, \\
0, & \text { otherwise } .\end{cases} \tag{C3}
\end{align*}
$$

As a second example, we present games where RC correlations allow the players to win with certainty (success probability 1) while the best no-signaling strategy gives a success probability less than 1 . In these games, we consider three parties, of whom only the outputs of two parties appear in the winning constraint, while the third player helps the others achieve their task, so that one might term these games as "games with allies" (GWA). Specifically, we propose a GWA game for Alice and Charlie with Bob as the ally, with a winning constraint given by

$$
\begin{equation*}
x y \oplus y z=a \oplus c \tag{C4}
\end{equation*}
$$

where as usual $x, y, z$ denote the inputs of the three players and $a, b, c$ denote their respective outputs. For this game, a simple maximization over the usual no-signaling constraints by a linear program shows that $\omega_{n s}($ GWA $)=\frac{3}{4}$. In fact, a classical strategy exists that achieves this value, and is simply given when Alice and Charlie output $a=c=0$ for any input $x, y, z$. When $y=0$, this strategy satisfies the winning constraint $a \oplus c=(x \oplus z) y=0$, and when $y=1$, this strategy satisfies $a \oplus c=(x \oplus z)$ in exactly half of the cases, so that the optimal success probability $\omega_{c}(\mathrm{GWA})=\frac{3}{4}$ is achieved. On the other hand using a RC box is it possible to win the GWA with certainty. Specifically, consider the RC box (extremal box class No. 76 in Appendix I):

$$
\begin{align*}
& B_{\mathrm{GWA}}^{\mathrm{RC}}: P(a b c \mid x y z) \\
& \quad= \begin{cases}\frac{1}{2}, & \text { if }(1 \oplus a \oplus b \oplus x y)(1 \oplus b \oplus c \oplus z y)=1, \\
0, & \text { otherwise } .\end{cases} \tag{C5}
\end{align*}
$$

This box satisfies $a \oplus b=x y$ and $b \oplus c=z y$ (two PopescuRohrlich type boxes between $A-B$ and $B-C$ ) so that it directly satisfies $a \oplus c=x y \oplus z y$, which gives $\omega_{r c}(\mathrm{GWA})=1$. In the literature the condition (C4) appears in [34] as a communication complexity task for Alice and Charlie: They must compute functions $f(x, y, z)=h(x, y) \oplus g(y, z)$, sharing 1 bit of information and without communication with Bob. This shows that RC boxes can be used to trivialize some communication complexity tasks [34]. This remarkable result
suggests that a communication principle demanding the notrivialization of GWA games has direct consequences on RC correlations. Could it be that a communication principle implies enough restrictions to certify a security protocol in RC theories? We leave for future research the investigation of this question.

## APPENDIX D: LACK OF MONOGAMY FOR TWO-PLAYER GAMES IN RC THEORIES

An important consequence of the relaxation of the nosignaling constraints to those that are sufficient to ensure relativistic causality is the resulting lack of monogamy for general two-player games in RC theories. In particular, when the players' measurements are arranged in the spacetime configuration of Fig. 3, for any two-player game $G$ it holds that $\omega_{r c}\left(G^{A B}\right)=\omega_{r c}\left(G^{B C}\right)=\omega_{n s}(G)$. In other words, both players are able to achieve the maximum no-signaling (equal to the relativistic causal) value of the two-player game $G$ in this configuration. We give the proof of this statement for a general bipartite Bell inequality in this section.

Consider a general bipartite Bell inequality $G$ of the form

$$
\begin{equation*}
G:=\sum_{a, b, x, y} \alpha_{a, b, x, y} P(a, b \mid x, y) \leqslant \omega_{c}(G), \tag{D1}
\end{equation*}
$$

where we take without loss of generality $\alpha_{a, b, x, y} \geqslant 0$ and normalize the inequality so that $\omega_{c}(G) \leqslant 1$.

Proposition 2. Consider any bipartite Bell inequality $G$ of the form in Eq. (D1). Suppose three players perform their measurements in the spacetime configuration of Fig. 3, and that both Alice-Bob and Bob-Charlie test for the violation of $G$. Then, there exist correlations $\{P(a, b, c \mid x, y, z)\}$ in RC theories that allow both $A-B$ and $B-C$ to achieve $\omega_{n s}(G)$.

Proof. We construct the required RC box $\{P(a, b, c \mid x, y, z)\}$ depending on the bipartite Bell inequality $G$ as follows. Let $\{Q(a, b \mid x, y)\}$ be a two-party no-signaling box that achieves the maximum no-signaling (equal to relativistic causal, in this bipartite case) value $\omega_{n s}(G)$.

Fix $y=1$. The box $\{Q(a, b \mid x, y=1)\}$ is local realistic by virtue of the fact that party $B$ only chooses the single input $y=$ 1. We construct a symmetric extension of $\{Q(a, b \mid x, y=1)\}$ to the three-party box $\left\{\tilde{Q}_{1}(a, b, c \mid x, y=1, z)\right\}$ such that the twoparty marginals $A-B$ and $C-B$ are equal to $Q(a, b \mid x, y=1)$; i.e., we impose

$$
\begin{align*}
Q(a, b \mid x, y=1) & =\sum_{c} \tilde{Q}_{1}(a, b, c \mid x, y=1, z) \\
& =\sum_{a^{\prime}} \tilde{Q}_{1}\left(a^{\prime}, b, c^{\prime} \mid x^{\prime}, y=1, z^{\prime}\right) \\
& \forall b, a=c^{\prime}, x=z^{\prime} \tag{D2}
\end{align*}
$$

Such a symmetric extension can always be constructed for the local realistic box $\{Q(a, b \mid x, y=1)\}$. To make this more explicit, suppose that the box has the following decomposition into classical deterministic boxes:

$$
\begin{equation*}
Q(a, b \mid x, y=1)=\sum_{\lambda} p_{\lambda} Q_{A}(a \mid x, \lambda) Q_{B}(b \mid y=1, \lambda) . \tag{D3}
\end{equation*}
$$

One can then construct the symmetric extension $\left\{\tilde{Q}_{1}(a, b, c \mid x, y=1, z)\right\}$ as

$$
\begin{align*}
& \tilde{Q}_{1}(a, b, c \mid x, y=1, z) \\
& \quad=\sum_{\lambda} p_{\lambda} Q_{A}(a \mid x, \lambda) Q_{B}(b \mid y=1, \lambda) Q_{A}(c \mid z, \lambda) \tag{D4}
\end{align*}
$$

where the marginal distribution for party $C$ is the same as that for $A$, and $Q_{A}, Q_{B}$ are deterministic boxes. Note that the symmetric extension obeys all the usual no-signaling constraints; i.e., every bipartite marginal $\tilde{Q}_{1}(a, b \mid x, y=1)$ and $\tilde{Q}_{1}(b, c \mid y=1, z)$ as well as the single-party marginals $\tilde{Q}_{1}(a \mid x), \tilde{Q}_{1}(b \mid y=1)$, and $\tilde{Q}_{1}(c \mid z)$ are well defined independently of the inputs of the remaining parties.

Similarly, fix $y=2,3, \ldots,|Y|$ and construct the corresponding symmetric extensions $\tilde{Q}_{k}(a, b, c \mid x, y=k, z)$ for each of the local realistic boxes $Q(a, b \mid x, y=k)$. In all these boxes again, the bipartite and single-party marginals are well defined independently of the inputs of the other parties, and moreover we have that

$$
\begin{align*}
& \left.\tilde{Q}_{k}(a \mid x)=\tilde{Q}_{k^{\prime}}(a \mid x)=\sum_{b} Q(a, b \mid x, y=1) \quad \forall\right] a, x, k, k^{\prime}, \\
& \tilde{Q}_{k}(c \mid z)=\tilde{Q}_{k^{\prime}}(c \mid z)=\sum_{b} Q(c, b \mid z, y=1) \quad \forall c, z, k, k^{\prime}, \tag{D5}
\end{align*}
$$

by the property of the symmetric extension; i.e., $A$ and $C$ 's marginals are the same in each extension.

Now, putting together all the symmetric extensions, we obtain the combined box $P(a, b, c \mid x, y, z)$ that is the required box
shared by the three parties $A, B$, and $C$, with $P(a, b, c \mid x, y=$ $k, z)=\tilde{Q}_{k}(a, b, c \mid x, y=k, z)$ for every $k, a, b, c, x, z$. This box satisfies all the RC constraints in Eq. (B3) by the argument above. Note that in general,

$$
\begin{align*}
& \sum_{b} P(a, b, c \mid x, y=k, z) \\
& \quad \neq \sum_{b} P\left(a, b, c \mid x, y=k^{\prime}, z\right) \quad k \neq k^{\prime} \tag{D6}
\end{align*}
$$

but we have seen that this is precisely the missing constraints from the usual no-signaling conditions, that is not necessary to ensure by causality in this measurement configuration. Since the two-party marginals $P(a, b \mid x, y)$ and $P(c, b \mid z, y)$ are both equal to $Q(a, b \mid x, y)$, we have that both $A-B$ and $B-C$ achieve the maximum no-signaling value $\omega_{n s}(G)$. This completes the proof.

As an example of the general proposition above, we find that the following RC box,

$$
B_{G_{u}}^{\mathrm{RC}}: P(a b c \mid x y z)= \begin{cases}\frac{1}{d}, & \text { if } a=\pi_{x y}(b), c=\pi_{z y}(b)  \tag{D7}\\ 0, & \text { otherwise }\end{cases}
$$

allows both $A-B$ and $B-C$ to achieve the maximum nosignaling value of 1 , for any unique game $G_{u}$ defined by a set of permutations $\left\{\pi_{x y}\right\}$.

## APPENDIX E: THE NO-GO THEOREM FOR DEVICE-INDEPENDENT SECURITY IN RELATIVISTIC CAUSAL THEORIES

In this Appendix we complete the proof of the no-go theorem presented in our article. The main theorem is as follows:
Theorem 3. Assume that $N$ reliable agents perform their measurements with inputs $\mathbf{q}=y_{1}, \ldots, y_{N}$ and outputs $\mathbf{r}=b_{1}, \ldots, b_{N}$ in arbitrary spacelike separated positions, to compute any multipartite Bell inequality $G$ of the form

$$
\begin{equation*}
G:=\sum_{\mathbf{r}, \mathbf{q}} V(\mathbf{r}, \mathbf{q}) P(\mathbf{r} \mid \mathbf{q}) \leqslant \omega_{c}(G) \tag{E1}
\end{equation*}
$$

in which a violation of $G, \omega^{*}>\omega_{c}$ is observed. Then, there is a spacetime configuration for two eavesdroppers' measurements, so that $N$ correlations of those measurements will reproduce the statistics of the $N$ reliable agents after the eavesdroppers meet or communicate their results.

Proof. We begin with a brief description of the idea of the proof. We consider two eavesdroppers $E_{1}$ and $E_{2}$. We show that satisfying RC constraints one can construct a device such that the inputs and outputs of the honest parties' devices are encoded into correlations between $E_{1}$ and $E_{2}$. In order to avoid signaling, the local marginals of the eavesdroppers are uniform, as one of the Eves in a sense one-time-pads the information of the other. We borrow this idea from the simplest secret sharing scheme. To give a concrete example, the outputs of the honest parties $\mathbf{r}=b_{1}, \ldots, b_{N}$ will be encoded into variables of Eves $\mathbf{d}$ and $\mathbf{c}$, respectively, as follows. For each of $j \in\{1, \ldots, N\}$ there is $d_{j}=c_{j} \oplus_{H_{j}} b_{j}$ where addition is modulo $H_{j}$-the dimension of $b_{j}$-and the distribution of $c_{j}$ is $\frac{1}{H_{j}}$. It is easy to see that none of the eavesdroppers can gain any knowledge about each of $b_{j}$; however upon meeting they can learn each of $b_{j}$ perfectly.

We are ready to proceed with details of the proof. Consider two eavesdroppers $E_{1}, E_{2}$ with devices that have only outputs $\mathbf{s}_{1}=c_{1}, \ldots, c_{N}, z_{1}, \ldots, z_{N}, \mathbf{s}_{2}=d_{1}, \ldots, d_{N}, w_{1}, \ldots, w_{N}$, respectively. Let us say the eavesdroppers want to attack all trusted parties $B_{1}, \ldots, B_{N}$. Given a particular reference system $S(\vec{r}, t)$ there always exists an event $p_{B}$ in a causal spacetime, such that the spacetime convex hull $\mathcal{B}$ of the spacelike separated measurement events $p_{B_{1}}, \ldots, p_{B_{N}}$ performed by the $B_{1}, \ldots, B_{N}$ parties is completely inside its causal past $J^{-}\left(p_{B}\right) \supseteq \mathcal{B}$. When the two eavesdroppers $E_{1}, E_{2}$ can choose any spacelike separated positions for their measurement events $p_{E_{1}}, p_{E_{2}}$, in particular they can satisfy $J^{+}\left(p_{E_{1}}\right) \cap J^{+}\left(p_{E_{2}}\right) \subseteq J^{+}\left(p_{B}\right)$ for any spacetime which is causal and simply connected. In this case every $B_{1}, \ldots, B_{N}$ can signal to any correlation between the outputs of $E_{1}, E_{2}$.

Then, the eavesdroppers could distribute a behavior that satisfies

$$
\begin{equation*}
\sum_{\mathbf{r}} \tilde{Q}_{\mathbf{k}}\left(\mathbf{r}, \mathbf{s}_{1}, \mathbf{s}_{2} \mid \mathbf{q}=\mathbf{k}\right) \neq \sum_{\mathbf{r}} \tilde{Q}_{\mathbf{k}^{\prime}}\left(\mathbf{r}, \mathbf{s}_{1}, \mathbf{s}_{2} \mid \mathbf{q}=\mathbf{k}^{\prime}\right) \quad \forall \mathbf{k} \neq \mathbf{k}^{\prime} \tag{E2}
\end{equation*}
$$

The correlation between the outputs of $E_{1}, E_{2}$ can be chosen such that $d_{j}=c_{j} \bigoplus_{H_{j}} b_{j}$ and $w_{j}=z_{j} \bigoplus_{L_{j}} y_{j}$, with $H_{j}$ the dimension of outputs $b_{j}$ (also outputs $c_{j}, d_{j}$ are chosen to have dimension $H_{j}$ ), $L_{j}$ the dimension of inputs $y_{j}$ (also outputs $z_{j}, w_{j}$ are chosen to have dimension $L_{j}$ ), and $\bigoplus_{H_{j}}, \bigoplus_{L_{j}}$ are sums $\bmod H_{j}$ and $\bmod L_{j}$, respectively.

Now, we should check that no-signaling conditions are satisfied according to the scenario. First, because the $E_{1}, E_{2}$ have no input, they cannot signal to the $B_{1}, \ldots, B_{N}$. Second, the $\tilde{Q}_{\mathbf{k}}\left(\mathbf{r}, \mathbf{s}_{1}, \mathbf{s}_{2} \mid \mathbf{q}=\mathbf{k}\right)$ is a classical distribution because it has a single input $\mathbf{k}$ and in consequence we can choose

$$
\begin{equation*}
\tilde{Q}_{\mathbf{k}}\left(\mathbf{r}, \mathbf{s}_{1}, \mathbf{s}_{2} \mid \mathbf{q}=\mathbf{k}\right)=\sum_{\lambda} p_{\lambda} Q_{B}(\mathbf{r} \mid \mathbf{k}, \lambda(\mathbf{r}, \mathbf{k})) Q_{E}\left(\mathbf{s}_{1}, \mathbf{s}_{2} \mid \mathbf{k}, \lambda(\mathbf{r}, \mathbf{k})\right) \quad \forall \mathbf{k}, \tag{E3}
\end{equation*}
$$

where $Q_{B}(\mathbf{r} \mid \mathbf{k}, \lambda(\mathbf{r}, \mathbf{k}))$ reproduce the marginals of $Q(\mathbf{r} \mid \mathbf{q}=\mathbf{k})$ for each particular $\mathbf{k}$ when $Q(\mathbf{r} \mid \mathbf{q})$ is the no-signaling box that achieves the value $\omega^{\prime}(G)>\omega_{c}(G)$ expected by the parties $B_{1}, \ldots, B_{N}$ for the Bell inequality $G$. Because $Q(\mathbf{r} \mid \mathbf{q})$ is no-signaling, then no $B_{i}$ signals to any $B_{j}$. Now, what is left is to check that $B_{1}, \ldots, B_{N}$ do not signal either to $E_{2}$ or to $E_{1}$. That is,

$$
\begin{array}{ll}
\sum_{\mathbf{r}, \mathbf{s}_{2}} \tilde{Q}_{\mathbf{k}}\left(\mathbf{r}, \mathbf{s}_{1}, \mathbf{s}_{2} \mid \mathbf{q}=\mathbf{k}\right)=\sum_{\mathbf{r}, \mathbf{s}_{2}} \tilde{Q}_{\mathbf{k}^{\prime}}\left(\mathbf{r}, \mathbf{s}_{1}, \mathbf{s}_{2} \mid \mathbf{q}=\mathbf{k}^{\prime}\right) & \forall \mathbf{k} \neq \mathbf{k}^{\prime}, \\
\sum_{\mathbf{r}, \mathbf{s}_{1}} \tilde{Q}_{\mathbf{k}}\left(\mathbf{r}, \mathbf{s}_{1}, \mathbf{s}_{2} \mid \mathbf{q}=\mathbf{k}\right)=\sum_{\mathbf{r}, \mathbf{s}_{1}} \tilde{Q}_{\mathbf{k}^{\prime}}\left(\mathbf{r}, \mathbf{s}_{1}, \mathbf{s}_{2} \mid \mathbf{q}=\mathbf{k}^{\prime}\right) \quad \forall \mathbf{k} \neq \mathbf{k}^{\prime} \tag{E4}
\end{array}
$$

At this point we remark that $\lambda$ carries on the information from $\mathbf{r}=b_{1}, \ldots, b_{N}$ which determine the correlation of outputs $c_{j}, d_{j}$. Now, since $d_{j}=c_{j} \bigoplus_{H_{j}} b_{j}$ and $w_{j}=z_{j} \bigoplus_{L_{j}} y_{j}$ the outputs $c_{j}, d_{j}, z_{j}, w_{j}$ depend only on the inputs and outputs $y_{j}, b_{j}$ of agent $B_{j}$. Because of the functional dependencies above we can rewrite $Q_{E}\left(\mathbf{s}_{1}, \mathbf{s}_{2} \mid \mathbf{k}, \lambda(\mathbf{r}, \mathbf{k})\right)$ as

$$
\begin{equation*}
Q_{E}\left(\mathbf{s}_{1}, \mathbf{s}_{2} \mid \mathbf{k}, \lambda(\mathbf{r}, \mathbf{k})\right)=\prod_{j} Q_{E}^{(j)}\left(c_{j}, d_{j}, z_{j}, w_{j} \mid \lambda\left(b_{j}, y_{j}\right), y_{j}\right) \tag{E5}
\end{equation*}
$$

Here a valid choice for each $Q_{E}^{(j)}$ is

$$
Q_{E}^{(j)}\left(c_{j}, d_{j}, z_{j}, w_{j} \mid \lambda\left(b_{j}, y_{j}\right), y_{j}\right)= \begin{cases}\frac{1}{H_{j} L_{j}}, & d_{j}=c_{j} \bigoplus_{H_{j}} b_{j} \text { and } w_{j}=z_{j} \bigoplus_{L_{j}} y_{j}  \tag{E6}\\ 0, & \text { otherwise }\end{cases}
$$

If we consider the behavior of the form (E3) to obtain the marginal of $E_{2}$,

$$
\begin{aligned}
\sum_{\mathbf{r}, \mathbf{s}_{1}} \tilde{Q}_{\mathbf{k}}\left(\mathbf{r}, \mathbf{s}_{1}, \mathbf{s}_{2} \mid \mathbf{q}=\mathbf{k}\right) & =\sum_{\mathbf{r}, \mathbf{s}_{1}} \sum_{\lambda} p_{\lambda} Q_{B}(\mathbf{r} \mid \mathbf{k}, \lambda(\mathbf{r}, \mathbf{k})) Q_{E}\left(\mathbf{s}_{1}, \mathbf{s}_{2} \mid \mathbf{k}, \lambda(\mathbf{r}, \mathbf{k})\right) \\
& =\sum_{\mathbf{r}} \sum_{\lambda} p_{\lambda} Q_{B}(\mathbf{r} \mid \mathbf{k}, \lambda(\mathbf{r}, \mathbf{k})) \sum_{\mathbf{s}_{1}} Q_{E}\left(\mathbf{s}_{1}, \mathbf{s}_{2} \mid \mathbf{k}, \lambda(\mathbf{r}, \mathbf{k})\right) \\
& =\sum_{\mathbf{r}} \sum_{\lambda} p_{\lambda} Q_{B}(\mathbf{r} \mid \mathbf{k}, \lambda(\mathbf{r}, \mathbf{k})) \sum_{c_{N}, z_{N}} \cdots \sum_{c_{1}, z_{1}} Q_{E}\left(\mathbf{s}_{1}, \mathbf{s}_{2} \mid \mathbf{k}, \lambda(\mathbf{r}, \mathbf{k})\right) .
\end{aligned}
$$

But, if we sum the distributions $Q_{E}\left(\mathbf{s}_{1}, \mathbf{s}_{2} \mid \mathbf{k}, \lambda(\mathbf{r}, \mathbf{k})\right)$ over the components $\left(c_{i}, z_{i}\right)$ of $\mathbf{s}_{1}$ we obtain

$$
\begin{aligned}
& \sum_{c_{i}, z_{i}} Q_{E}\left(\mathbf{s}_{1}, \mathbf{s}_{2} \mid \mathbf{k}, \lambda(\mathbf{r}, \mathbf{k})\right)=\sum_{c_{i}, z_{i}} \prod_{j} Q_{E}^{(j)}\left(c_{j}, d_{j}, z_{j}, w_{j} \mid \lambda\left(b_{j}, y_{j}\right), y_{j}\right) \\
& \quad=\prod_{j \neq i} Q_{E}^{(j)}\left(c_{j}, d_{j}, z_{j}, w_{j} \mid \lambda\left(b_{j}, y_{j}\right), y_{j}\right) \sum_{c_{i}, z_{i}} Q_{E}^{(i)}\left(c_{i}, d_{i}, z_{i}, w_{i} \mid \lambda\left(b_{j}, y_{j}\right), y_{j}\right) \\
& \quad=\prod_{j \neq i} Q_{E}^{(j)}\left(c_{j}, d_{j}, z_{j}, w_{j} \mid \lambda\left(b_{j}, y_{j}\right), y_{j}\right) \sum_{c_{i}, z_{i}} Q_{E}^{(i)}\left(d_{i}=c_{i} \bigoplus_{H_{i}} b_{i}, w_{i}=z_{i} \bigoplus_{L_{i}} y_{i} \mid \lambda\left(b_{j}, y_{j}\right), y_{j}\right) \\
& =\prod_{j \neq i} Q_{E}^{(j)}\left(c_{j}, d_{j}, z_{j}, w_{j} \mid \lambda\left(b_{j}, y_{j}\right), y_{j}\right)\left(\frac{1}{H_{i} L_{i}}\right)
\end{aligned}
$$

where in the last step we use the fact that the permutations $\pi_{b_{j}}(\cdot)=(\cdot) \bigoplus_{H_{j}} b_{j}$ and $\pi_{y_{j}}(\cdot)=(\cdot) \bigoplus_{L_{j}} y_{j}$ have a unique value. Since the above calculation is equally valid when summing up over every pair ( $c_{i}, z_{i}$ ) of $\mathbf{s}_{1}$ we have

$$
\begin{aligned}
\sum_{\mathbf{r}, \mathbf{s}_{1}} \tilde{Q}_{\mathbf{k}}\left(\mathbf{r}, \mathbf{s}_{1}, \mathbf{s}_{2} \mid \mathbf{q}=\mathbf{k}\right) & =\sum_{\mathbf{r}} \sum_{\lambda} p_{\lambda} Q_{B}(\mathbf{r} \mid \mathbf{k}, \lambda(\mathbf{r}, \mathbf{k})) \sum_{c_{N}, z_{N}} \cdots \sum_{c_{1}, z_{1}} Q_{E}\left(\mathbf{s}_{1}, \mathbf{s}_{2} \mid \mathbf{k}, \lambda(\mathbf{r}, \mathbf{k})\right) \\
& =\sum_{\mathbf{r}} \sum_{\lambda} p_{\lambda} Q_{B}(\mathbf{r} \mid \mathbf{k}, \lambda(\mathbf{r}, \mathbf{k}))\left(\frac{1}{H_{1} L_{1}}\right) \sum_{c_{N}, z_{N}} \cdots \sum_{c_{2}, z_{2}} \prod_{j \neq 1} Q_{E}^{(j)}\left(c_{j}, d_{j}, z_{j}, w_{j} \mid \lambda\left(b_{j}, y_{j}\right), y_{j}\right) \\
& \vdots \\
& =\sum_{\mathbf{r}} \sum_{\lambda} p_{\lambda} Q_{B}(\mathbf{r} \mid \mathbf{k}, \lambda(\mathbf{r}, \mathbf{k}))\left(\prod_{j=1}^{N} \frac{1}{H_{j} L_{j}}\right) \\
& =\left(\prod_{j=1}^{N} \frac{1}{H_{j} L_{j}}\right) \sum_{\mathbf{r}} \sum_{\lambda} p_{\lambda} Q_{B}(\mathbf{r} \mid \mathbf{k}, \lambda(\mathbf{r}, \mathbf{k}))=\prod_{j=1}^{N} \frac{1}{H_{j} L_{j}} .
\end{aligned}
$$

Hence, the marginal of $E_{2}$ is

$$
\begin{equation*}
\sum_{\mathbf{r}, \mathbf{s}_{1}} \tilde{Q}_{\mathbf{k}}\left(\mathbf{r}, \mathbf{s}_{1}, \mathbf{s}_{2} \mid \mathbf{q}=\mathbf{k}\right)=\prod_{j=1}^{N} \frac{1}{H_{j} L_{j}} \quad \forall \mathbf{k} . \tag{E7}
\end{equation*}
$$

Now, since the permutations $\pi_{b_{j}}(\cdot), \pi_{y_{j}}(\cdot)$ have unique inverses $\pi_{b_{j}}^{-1}(\cdot), \pi_{y_{j}}^{-1}(\cdot)$, respectively, we can apply the same arguments when summing up with every pair $\left(d_{i}, w_{i}\right)$ of $\mathbf{s}_{2}$. Then, a direct calculation shows that the marginal of $E_{1}$ is

$$
\begin{equation*}
\sum_{\mathbf{r}, \mathbf{s}_{2}} \tilde{Q}_{\mathbf{k}}\left(\mathbf{r}, \mathbf{s}_{1}, \mathbf{s}_{2} \mid \mathbf{q}=\mathbf{k}\right)=\prod_{j=1}^{N} \frac{1}{H_{j} L_{j}} \quad \forall \mathbf{k} . \tag{E8}
\end{equation*}
$$

This demonstrates that the marginals of $E_{1}$ and $E_{2}$ are independent from the inputs of $B_{j}$ for each $j \in\{1, \ldots, N\}$.
To complete the attack, we specify how the eavesdroppers can extract the information of $Q(\mathbf{r} \mid \mathbf{q})$ from $\mathbf{s}_{1}, \mathbf{s}_{2}$. As we have seen the value of $Q_{E}\left(\mathbf{s}_{1}, \mathbf{s}_{2} \mid \mathbf{q}=\mathbf{k}, \lambda(\mathbf{r}, \mathbf{k})\right)$ is nonzero only when $d_{j}=c_{j} \bigoplus_{H_{j}} b_{j}$ and $w_{j}=z_{j} \bigoplus_{L_{j}} y_{j}$ for every $j \in\{1, \ldots, N\}$. Then, from the table of values $\mathbf{s}_{1}, \mathbf{s}_{2}$ is possible to compute a table $\mathbf{r}, \mathbf{q}$ and determine a distribution $Q_{E}(\mathbf{r}, \mathbf{q})$. From here we compute

$$
\begin{equation*}
Q(\mathbf{r} \mid \mathbf{q})=\frac{Q_{E}(\mathbf{r}, \mathbf{q})}{\sum_{\mathbf{r}} Q_{E}(\mathbf{r}, \mathbf{q})} \tag{E9}
\end{equation*}
$$

Finally, the eavesdroppers are able to compute $Q(\mathbf{r} \mid \mathbf{q})$ without affecting the violation $\omega^{\prime}(G)>\omega_{c}(G)$ observed by parties $B_{j}$.
We remark that such attack is possible because behaviors $\tilde{Q}_{\mathbf{k}}\left(\mathbf{r}, \mathbf{s}_{1}, \mathbf{s}_{2} \mid \mathbf{q}=\mathbf{k}\right)$ are allowed by the relativistic causal constraints.

## APPENDIX F: NO SECURE KEY DISTILLATION VIA DIRECT MEASUREMENT AND LOPC OPERATIONS, AGAINST RC ADVERSARIES

In the previous Appendix, we have shown that two collaborating eavesdroppers can learn a copy of correlations shared by two honest parties. Intuitive as it is, in such a case, no cryptographic protocol based on these correlations could be accomplished. However, cryptography is a domain which studies a plethora of security scenarios. Proving a no-go result for each of them is a difficult task, as the proof is highly dependent on the mathematical description of a particular scenario (such as two-party cryptographic protocols, secret sharing, anonymous voting, public-key cryptographic protocols, or private randomness generation). The most fundamental among those scenarios is, no doubt, the secure key distribution between two honest parties against an adversary. To exemplify that it may not be possible in RC, we prove in detail that a broad class of protocols yield zero key rate in the latter scenario. These are protocols that obtain key via the same measurement in each run of the protocol. They are called "measured device followed by local operations and public communications" (MDLOPC). Notably, all modern protocols in device-independent cryptography and quantum device-independent cryptography are MDLOPC operations (see [32] and [19] and references therein). Moreover, in the scenario of secure key distribution against the nonsignaling adversary, it is believed that a more general class cannot yield positive key [35]. This fact justifies our focus on MDLOPC operations that lead to positive key in the case of a nonsignaling adversary $[8,9,36]$. As we will see, no such protocol can achieve a positive key rate against the relativistic causal ones. Since we will base the discussion on the results of Theorem 3, we will consider two collaborating adversaries (eavesdroppers) rather than a single one.

## 1. Scenario for secure key distribution against the relativistic causal adversary

In the scenario of secure key distribution against relativistic causal (RC) adversaries, the $M$ honest parties share $N$ copies of a (single-use) device. The $M$ parties first measure each of $N$ devices $P\left(A B E_{1} E_{2} \mid Y_{1}, \ldots, Y_{M}, Z_{1}, Z_{2}\right)$ with the same direct $\mathbf{q}:=$ $\left(y_{1}^{1}, \ldots, y_{M}^{1}\right)$. They further apply an LOPC (local operations and public communications) operation on outputs $\mathbf{r}:=\left(b_{1}, \ldots, b_{M}\right)$ of the measurement. This class of operations (introduced in [19]) is called MDLOPC (measurement on device followed by LOPC operations).

In practical protocols, there are two phases: testing and key generation. The measurements in the protocol are taken randomly for both tests and key generation. There is a finite set of test measurements, while there is a single measurement for key generation [here $\left(y_{i}^{1}\right)_{i=1}^{M}$ ]. The testing rounds are necessary for checking the value of the Bell inequality. If this value is high enough, the data from key generation rounds are processed to produce key. The whole protocol is aborted otherwise. In what follows, we assume that the device has passed the test, which means that the tested Bell violation is high enough (or even maximal possible). This fact ensures that in the no-signaling case, Alice and Bob would be able in principle to produce key by postprocessing (information reconciliation and privacy amplification). For the sake of clarity, we will present the proof for $M=2$ honest parties and later show how to generalize the result for an arbitrary number of them based on Ref. [37]. Consequently, instead of inputs $Y_{1}, Y_{2}$ and outputs $B_{1}, B_{2}$ we will write $X, Y$ and $A, B$, respectively, and use lowercase for the values of random variables (e.g., $X=x, Y=y$ ). In what follows, the attack by the Eves will be chosen such that $Z_{1}, Z_{2}$ will both be unary, and hence omitted in notation in most cases.

We are ready to define the protocol of key distillation for the case of the two honest parties $A$ and $B$.
Definition 1. A protocol of key distillation is a sequence of MDLOPC operations $\Lambda=\left\{\Lambda_{N}\right\}$, performed by the honest parties, each element of which consisting of a measurement stage $\left\{\mathcal{M}=\left(y_{i}^{1}\right)_{i=1}^{M}\right\}$ with $y_{i}^{1}=y^{1}$, followed by a postprocessing $\left\{\mathcal{P}_{N}\right\}$. Moreover, for each consecutive $N$ copies of shared devices $P \equiv P(A, B, E \mid X Y Z)^{\otimes N}$, it outputs a conditional probability distribution such that

$$
\begin{equation*}
\left\|\Lambda_{N}\left(P^{\otimes N}\right)-\hat{P}_{\text {ideal }}^{\left(d_{N}\right)}\right\|_{R C} \leqslant \varepsilon_{N} \xrightarrow{N \rightarrow \infty} 0 \tag{F1}
\end{equation*}
$$

where an ideal distribution $\hat{P}_{\text {ideal }}^{\left(d_{N}\right)}$ is perfectly correlated between the honest parties, and product with the device of the eavesdroppers:

$$
\begin{equation*}
\hat{P}_{\mathrm{ideal}}^{\left(d_{N}\right)}\left(A=a, B=b, E_{1}, E_{2} \mid Z_{1}, Z_{2}\right)=\left(\frac{\delta_{A=a, B=b}}{d_{N}}\right) \sum_{a, b} P\left(A=a, B=b, E_{1}, E_{2} \mid Z_{1}, Z_{2}\right) \tag{F2}
\end{equation*}
$$

with $P\left(A=a, B=b, E_{1}, E_{2} \mid Z_{1}, Z_{2}\right) \equiv \Lambda_{N}\left(P^{\otimes N}\right)$. Moreover by $\|P-Q\|_{R C}:=\sup _{\theta \in R C}\|\theta(P)-\theta(Q)\|_{1}$, we mean the supremum of distinguishability between the distributions achievable by the linear operations satisfying relativistic causality, and $d_{N}=\operatorname{dim} \mathrm{A}^{N}$.

Knowing what the protocols of key distillation in the considered scenario are, we can pass to define the quantity of the key secure against RC adversaries. We limit ourselves here to the case of the key distilled by MDLOPC protocols.

Definition 2 (key secure against RC adversary). Given a tripartite device $P \equiv P(A B E \mid X Y Z)$ the secret key rate of the protocol of key distillation $\left\{\Lambda_{N}\right\}$, on $N$ iid copies of the device, denoted by $\mathcal{R}\left(\left.\Lambda\right|_{P}\right)$ is a number $\lim \sup _{N \rightarrow \infty} \frac{\log _{2} d_{N}}{N}$, where $\log _{2} d_{N}$ is the length of a secret key shared between Alice and Bob, with $d_{N}=\operatorname{dim}_{A}\left(\Lambda_{N}\left(P^{\otimes N}\right)\right)$. The rate of device-independent key secure against RC adversary in the iid scenario is given by

$$
\begin{equation*}
K_{D I}^{\mathrm{RC}}(P)=\sup _{\Lambda_{N} \in \mathrm{MDLOPC}} \mathcal{R}\left(\left.\Lambda\right|_{P}\right) \tag{F3}
\end{equation*}
$$

where the supremum is taken with respect to MDLOPC protocols.

## 2. No-go for MDLOPC protocols

To show that the key rate obtained by MDLOPC operations secure against RC adversaries is zero, we demonstrate an upper bound on the key rate and show that it is zero. We achieve this task by relating the introduced scenario of security against relativistic causal adversaries with the so-called secure key agreement (SKA) [38].

Since we are going to refer to SKA, we recall it briefly here. There, the honest parties and an eavesdropper share (asymptotically growing number) $N$ copies of a joined probability distribution $P(A, B E)$. The parties can perform LOPC operations. The eavesdropper collects the public communication during the protocol. The original security condition that is demanded for an output of a key distillation protocol is rather involved [38]. It has been however shown in [19] that a simple lower bound holds:

Theorem 4. [19]. The secret key rate $S(A: B \| E)$ of the SKA cryptographic model $[38,39]$ is lower bounded by the following asymptotic expression:

$$
\begin{equation*}
\mathrm{S}(A: B \| E)_{P(A B E)} \geqslant \sup _{\mathcal{P}} \limsup _{N \rightarrow \infty} \frac{\log _{2} \operatorname{dim}_{A}}{\left[\mathcal{P}_{N}\left(P^{\otimes N}(A B E)\right)\right]} N \tag{F4}
\end{equation*}
$$

with security condition

$$
\begin{equation*}
\left\|\mathcal{P}_{N}\left(P^{\otimes N}(A B E)\right)-P_{\text {ideal }}^{\left(d_{N}\right)}\right\|_{1} \leqslant \delta_{N} \xrightarrow{N \rightarrow \infty} 0 \tag{F5}
\end{equation*}
$$

where $\mathcal{P}=\cup_{N=1}^{\infty}\left\{\mathcal{P}_{N}\right\}$ is a cryptographic protocol consisting of LOPC operations, acting on $N$ iid copies of the classical probability distribution $P(A B E)$. Moreover $P_{\text {ideal }}^{\left(d_{N}\right)}=\frac{\delta_{A-a, B=b}}{d_{N}} P(E)$, and $P(E)=\sum_{a, b} P(A=a, B=b, E)$.

Let us describe the idea of the proof of the no-go briefly. We consider a family of tripartite devices with unary input on the eavesdropper's part (hence omitted in notation) that realize the attack described in Theorem 3. For a fixed number of copies $N$, it reads $P\left(A B E_{1} E_{2} \mid X Y\right)^{\otimes N}$. Since the honest parties first measure their device, the figure of merit is, in fact, a
joined probability distribution $P\left(A B E_{1} E_{2} \mid X=x, Y=y\right)^{\otimes N}$. In this case, the norm $\|\cdot\|_{R C}$ of the difference of two conditional distributions in Eq. (F1) is equal to the variational distance between two distributions. Hence, the key secret against the Eves under this particular strategy turns out to be upper bounded by the key obtained from $P(A B \bar{E})^{\otimes N}$ by LOPC operations, where $\bar{E}=(A B)$. Indeed from Theorem 3, the two Eves can upon meeting learn the realization of the marginal $P(A B \mid X=x, Y=y)$. In this way, the Eves switch from the RC scenario to the secrete key agreement scenario. In the latter scenario, there is a well known bound on the secure key $S(A: B \| \bar{E})$, called intrinsic information. The intrinsic information of a distribution $P(A B E)$ is $I(A: B \downarrow E)_{P(A B E)}:=\inf _{\Lambda_{E}: E \rightarrow E^{\prime}} I\left(A: B \mid E^{\prime}\right)_{P\left(A B E^{\prime}\right)}$. Here $I\left(A: B \mid E^{\prime}\right)_{P\left(A B E^{\prime}\right)}$ is the conditional mutual information equal to $H\left(A E^{\prime}\right)+H\left(B E^{\prime}\right)-H\left(E^{\prime}\right)-H\left(A B E^{\prime}\right)$ with $H(X)$ denoting a Shannon entropy of the random variable $X$, and the infimum is taken over stochastic maps transforming $E$ into $E^{\prime}$. We have then the following:

Theorem 5. [40]. For any tripartite distribution $P(A B E)$, there is

$$
\begin{equation*}
S(A: B \| E)_{P(A B E)} \leqslant I(A: B \downarrow E)_{P(A B E)} \tag{F6}
\end{equation*}
$$

We are ready now to state the main result of this section: a no-go for distillation via MDLOPC operations.
Theorem 6. (no-go for MDLOPC secure key distribution). For any $P_{A B} \equiv P(A, B \mid X, Y)$ satisfying no-signaling constraints, there exists a spacetime configuration of two eavesdroppers $E_{1}$ and $E_{2}$ and a tripartite distribution $P\left(A, B, E_{1}, E_{2} \mid X, Y\right)$ satisfying RC constraints, with marginal distribution on $A B$ equal to $P_{A B}$ such that

$$
\begin{equation*}
K_{D}^{\mathrm{RC}}\left(P\left(A B E_{1} E_{2} \mid X Y\right)\right)=0 \tag{F7}
\end{equation*}
$$

Proof. Let us fix $\eta>0$. For this $\eta$ there exist natural $N, \epsilon_{N}>0$ and the operation of the MDLOPC protocol, which is $\eta$-optimal. We denote this operation as $\Lambda_{N}:=\mathcal{P}_{N} \circ \mathcal{M}_{N}$. The first part $\mathcal{M}_{N}$ is equivalent to an $N$-fold measurement $x^{1}, y^{1}$ [the same on each of the copies of $\left.P\left(A B E_{1} E_{2} \mid X, Y\right)\right]$. By $\eta$-optimality we mean that the rate of protocol $\left\{\Lambda_{N}\right\}$ is close by $\eta$ to the optimal $K_{D}^{\mathrm{RC}}\left(P\left(A B E_{1} E_{2} \mid X Y\right)\right)$ :

$$
\begin{equation*}
(1 / N) \log _{2} \operatorname{dim}_{A}\left[\Lambda_{N}\left(P^{\otimes N}\left(A B E_{1} E_{2} \mid X, Y\right)\right)\right] \geqslant K_{D}^{\mathrm{RC}}\left(P\left(A B E_{1} E_{2} \mid X, Y\right)\right)-\eta \tag{F8}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\Lambda_{N}\left(P^{\otimes N}\left(A B E_{1} E_{2} \mid X Y\right)\right)-\hat{P}_{\text {ideal }}^{\left(d_{N}\right)}\right\|_{R C} \leqslant \epsilon_{N} . \tag{F9}
\end{equation*}
$$

Now, thanks to Theorem 3 the device $P\left(A B E_{1} E_{2} \mid X Y\right)$ can be chosen such that the two Eves, upon meeting, are able to learn a copy of a realization of each copy of the distribution $P\left(A, B \mid X=x^{1}, Y=y^{1}\right)$. Let us note here that the Eves can learn not only the outputs $A B$ but also the inputs $X, Y$. However in the class of MDLOPC protocols the measurement $\left(x^{1}, y^{1}\right)$ that attains the supremum in the definition of $K_{D}^{\mathrm{RC}}$ is known to Eve(s). This is because the protocol, as it is usually assumed, is publicly known in particular to adversaries. We focus then on the fact that the Eves learn the outputs, so that $\Omega_{E}\left(\left(E_{1} E_{2}\right)^{\otimes N}\right)=(A B)^{\otimes N}$. Since $\Omega_{E}$ is (in principle unnecessary) action of Eves, the key can only be higher after performing $\Omega_{E}$ :

$$
\begin{equation*}
\frac{\log _{2} \operatorname{dim}_{A}\left[\Lambda_{N}\left(P^{(N)}\left(A B E_{1} E_{2} \mid X Y\right)\right)\right]}{N}=\frac{\log _{2} \operatorname{dim}_{A}\left[\mathcal{P}_{N}\left(P^{(N)}\left(A B E_{1} E_{2} \mid X=x^{1}, Y=y^{1}\right)\right)\right]}{N} \leqslant \frac{\log _{2} \operatorname{dim}_{A}\left[\mathcal{P}_{N}\left(P(A B(A B))^{\otimes N}\right)\right]}{N} \tag{F10}
\end{equation*}
$$

where $\left(\frac{1}{N}\right) \log _{2} \operatorname{dim}_{A}\left[\mathcal{P}_{N}\left(P(A B(A B))^{\otimes N}\right)\right]$ is the key rate of the LOPC protocol $\mathcal{P}_{N}$ when acting on $P(A B(A B))^{\otimes N}$. We have also

$$
\begin{equation*}
\left\|\Lambda_{N}\left(P\left(A B E_{1} E_{2} \mid X Y\right)^{\otimes N}\right)-\hat{P}_{\text {ideal }}^{\left(d_{N}\right)}\right\|_{R C} \leqslant \epsilon_{N} \Rightarrow\left\|\mathcal{P}_{N}\left(P(A B(A B))^{\otimes N}\right)-P_{\text {ideal }}^{\left(d_{N}\right)}\right\|_{1} \leqslant \epsilon_{N} \tag{F11}
\end{equation*}
$$

Indeed, the measurement $(X, Y)=\left(x^{1}, y^{1}\right)$ operation composed with an LOPC protocol $\mathcal{P}_{N}$ is one of the linear operations satisfying RC; hence we have

$$
\begin{equation*}
\sup _{\theta \in R C}\left\|\theta\left[\Lambda_{N}\left(P(A B(A B) \mid X Y)^{\otimes N}\right)-\hat{P}_{\text {ideal }}^{\left(d_{N}\right)}\right]\right\|_{1} \leqslant \epsilon_{N} \Rightarrow\left\|\mathcal{P}_{N}\left(P\left(A B E_{1} E_{2} \mid X=x^{1}, Y=y^{1}\right)^{\otimes N}\right)-\tilde{P}_{\text {ideal }}^{\left(d_{N}\right)}\right\|_{1} \leqslant \epsilon_{N} \tag{F12}
\end{equation*}
$$

where $\tilde{P}_{\text {ideal }}^{\left(d_{N}\right)}=\frac{\delta A=a, B=b}{d_{N}} \sum_{a, b} P\left(A=a, B=b, E_{1} E_{2} \mid X=x^{1}, Y=y^{1}\right)$. We use now contractivity of the $\|\cdot\|_{1}$ norm under stochastic maps, including $\Omega_{E}$ which maps $E_{1} E_{2}$ to $A B$, to obtain finally (F11) with $P_{\text {ideal }}^{\left(d_{N}\right)}=\frac{\delta(A=a, B=b)}{d_{N}} P(A B)$. Now $P(A B(A B) \mid X=$ $\left.x^{1}, Y=y^{1}\right)^{\otimes N}$ is a tripartite probability distribution which we denote as $P(A B(A B))^{\otimes N}$. It is an instance of the SKA scenario. We can therefore apply Theorem 4 (with $\delta_{N}=\epsilon_{N}$ ). Indeed, in $\mathcal{P}_{N}$ we recognize an LOPC operation such that (since $\epsilon_{N}$ can be arbitrarily small) we have

$$
\begin{equation*}
S(A: B \|(A B)) \geqslant \frac{\log _{2} \operatorname{dim}_{A}\left[\mathcal{P}_{N}\left(P(A B(A B))^{\otimes N}\right)\right]}{N} \tag{F13}
\end{equation*}
$$

Now by Eqs. (F10) and (F8) there is

$$
\begin{equation*}
S(A B \|(A B)) \geqslant \frac{\log _{2} \operatorname{dim}_{A}\left[\mathcal{P}_{N}\left(P(A B(A B))^{\otimes N}\right)\right]}{N} \geqslant \frac{\log _{2} \operatorname{dim}_{A}\left[\Lambda_{N}\left(P^{(N)}\left(A B E_{1} E_{2} \mid X Y\right)\right)\right]}{N} \geqslant K_{D}^{\mathrm{RC}}\left(P\left(A B E_{1} E_{2} \mid X Y\right)\right)-\eta \tag{F14}
\end{equation*}
$$

Since $\eta$ was arbitrary, we can set it to 0 , keeping the above inequality true. It is enough to observe now that

$$
\begin{equation*}
S(A: B \|(A B))_{P(A B(A B))} \leqslant I(A: B \downarrow(A B))_{P(A B(A B))}=0 . \tag{F15}
\end{equation*}
$$

The inequality is thanks to Theorem 5 . Equality holds due to the fact that the intrinsic information $I(A: B \downarrow(A B)$ ) equals 0 . Indeed, there is

$$
\begin{align*}
I(A: B \mid(A B)) & =H(A(A B))+H(B(A B))-H(A B)-H(A B(A B)) \\
& =H(A A B)+H(B A B)-H(A B)-H(A B A B)=H(A B)+H(B A)-H(A B)-H(A B)=0, \tag{F16}
\end{align*}
$$

and so $I(A: B \downarrow A B)=\inf _{\kappa: A B \rightarrow E^{\prime}} I\left(A: B \mid E^{\prime}\right)=0$, as the infimum is achieved for $\kappa$ being an identity operation. From Eq. (F14), and Eq. (F15), we conclude that

$$
\begin{equation*}
K_{D}^{\mathrm{RC}}\left(P\left(A B E_{1} E_{2} \mid X Y\right)\right) \leqslant S(A: B \|(A B)) \leqslant 0 \tag{F17}
\end{equation*}
$$

By definition $K_{D}^{\mathrm{RC}} \geqslant 0$ as the rate 0 is achieved for a protocol which traces out the input yielding output with $d_{N}=1$. Hence the assertion follows from the above inequality.

In the above proof we have considered $M=2$ of the honest parties. We argue now that analogous result holds for the conference key obtained by the $M>2$ parties, secure against RC adversaries. First, the analog of a technical Theorem 4 of [19] is straightforward. Then, the proof of an analog of Theorem 6 goes along similar lines to those for $M=2$, with a modification in Eq. (F15). There we base the discussion on the following analog of Theorem 5 shown in [37] (see Theorem 4, and Example 2 there):

$$
\begin{equation*}
S\left(B_{1}: B_{2}: \ldots: B_{M} \| E\right)_{P\left(B_{1}, \ldots, B_{M} E\right)} \leqslant \frac{1}{(M-1)} I\left(B_{1}: B_{2}: \ldots: B_{M} \downarrow E\right)_{P\left(B_{1}, \ldots, B_{M} E\right)} \tag{F18}
\end{equation*}
$$

for any $M+1$-partite device $P\left(B_{1}, \ldots, B_{M} E\right)$, where $S\left(B_{1}: B_{2}: \ldots: B_{M} \| E\right)$ denotes the so called conference key, while $I\left(B_{1}: B_{2}: \ldots: B_{M} \downarrow E\right)=\sum_{i=1}^{M} H\left(B_{i}, E\right)-H\left(B_{1}, \ldots, B_{M}, E\right)-(M-1) H(E)$. The fact that $I\left(B_{1}, \ldots, B_{M} \downarrow E\right)$ equals zero for $E=(A B)$ can be checked by direct inspection.

## APPENDIX G: DIMENSIONALITY OF THE RC POLYTOPE

In this Appendix we compute the dimensionality $\mathcal{D}[\ldots]$ of the polytope of RC correlations in the three-party $m$ inputs, $n$ outputs ( $3, m, n$ ) scenario. We proceed with our calculation in three steps: (1) begin with the general set of constraints and divide them into appropriate subsets, ( 2 ) compute in detail the dimensionality of the ( $3,2,2$ ) scenario (i.e., $\mathcal{D}[R C(3,2,2)]$ ), and (3) reproduce computation in step 2 for the general scenario of $(3, m, n)$ with the corresponding alterations.

## Step 1: General setting

The general setting corresponds to the 3-party, $m$ inputs, $n$ outputs (3, $m, n$ ) scenario with correlations satisfying the following constraints:

$$
\begin{gather*}
P(a, b, c \mid x, y, z) \in[0,1] \quad \forall_{x, y, z, a, b, c},  \tag{G1}\\
\sum_{a, b, c} P(a, b, c \mid x, y, z)=1 \quad \forall_{x, y, z},  \tag{G2}\\
P(b, c \mid y, z)=\sum_{a} P(a, b, c \mid x, y, z)=\sum_{a} P\left(a, b, c \mid x^{\prime}, y, z\right) \quad \forall_{x, x^{\prime}, y, z, b, c},  \tag{G3}\\
P(a, b \mid x, y)=\sum_{c} P(a, b, c \mid x, y, z)=\sum_{c} P\left(a, b, c \mid x, y, z^{\prime}\right) \quad \forall_{z, z^{\prime}, x, y, a, b},  \tag{G4}\\
P(a \mid x)=\sum_{b, c} P(a, b, c \mid x, y, z)=\sum_{b, c} P\left(a, b, c \mid x, y^{\prime}, z^{\prime}\right) \forall_{y, y^{\prime}, z, z^{\prime}, x, a}  \tag{G5}\\
P(c \mid z)=\sum_{a, b} P(a, b, c \mid x, y, z)=\sum_{a, b} P\left(a, b, c \mid x^{\prime}, y^{\prime}, z\right) \forall_{x, x^{\prime}, y, y^{\prime}, z, c} \tag{G6}
\end{gather*}
$$

We divide the equalities (G2)-(G6) into three sets of constraints $\mathcal{N}=\{(G 2)\}, \mathcal{P}=\{(G 3),(G 4)\}$, and $\mathcal{R C}=\{(G 5),(G 6)\}$. The cardinalities of these sets, for any $m, n$, are given by

$$
\begin{gather*}
|\mathcal{N}|=m^{3},  \tag{G7}\\
|\mathcal{P}|=2 m^{2} n^{2}(m-1),  \tag{G8}\\
|\mathcal{R C}|=2 m n(m n-1), \tag{G9}
\end{gather*}
$$

and together fully describe the $(3, m, n)$ RC polytope.

Since the set of normalization constraints $\mathcal{N}$ involves mutually independent equalities we consider them—without loss of generality-as independent and describe the dependencies of equations in other sets with respect to them.

Step 2: Computing $\mathcal{D}[\operatorname{RC}(\mathbf{3}, 2,2)]$
Here we discuss in detail mutual dependencies between equalities in and between the sets $\mathcal{N}, \mathcal{P}$, and $\mathcal{R C}$ for the $(3,2,2)$ scenario. We begin by writing explicitly all equations of $\mathcal{P}$ and $\mathcal{R C}$ in the form of tables:

| $\mathcal{P}$ |  | c1 |  | c2 |  | c3 |  | c4 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Q1 |  |  |  | Q5 |  |  |  |
| $r 1$ |  | $\sum_{a} P(a 00 \mid 000)$ | $=$ | $\sum_{a} P(a 00 \mid 100)$ |  | $\sum_{c} P(00 c \mid 000)$ | $=$ | $\sum_{c} P(00 c \mid 001)$ |
| $r 2$ |  | $\sum_{a} P(a 01 \mid 000)$ | $=$ | $\sum_{a} P(a 01 \mid 100)$ |  | $\sum_{c}{ }_{c} P(01 c \mid 000)$ | $=$ | $\sum_{c} P(01 c \mid 001)$ |
| r3 |  | $\sum_{a} P(a 10 \mid 000)$ | $=$ | $\sum_{a} P(a 10 \mid 100)$ |  | $\sum_{c} P(10 c \mid 000)$ | = | $\sum_{c} P(10 c \mid 001)$ |
| $r 4$ |  | $\sum_{a} P(a 11 \mid 000)$ | $=$ | $\sum_{a} P(a 11 \mid 100)$ |  | $\sum_{c} P(11 c \mid 000)$ | $=$ | $\sum_{c} P(11 c \mid 001)$ |
|  | Q2 |  |  |  | Q6 |  |  |  |
| $r 5$ |  | $\sum_{i} P(a 00 \mid 001)$ | $=$ | $\sum_{a} P(a 00 \mid 101)$ |  | $\sum_{c} P(00 c \mid 010)$ | $=$ | $\sum_{c} P(00 c \mid 011)$ |
| $r 6$ |  | $\sum_{i} P(a 01 \mid 001)$ | $=$ | $\sum_{a} P(a 01 \mid 101)$ |  | $\sum_{c} P(01 c \mid 010)$ | $=$ | $\sum_{c} P(01 c \mid 011)$ |
| $r 7$ |  | $\sum_{a} P(a 10 \mid 001)$ | $=$ | $\sum_{a} P(a 10 \mid 101)$ |  | $\sum_{c} P(10 c \mid 010)$ | $=$ | $\sum_{c} P(10 c \mid 011)$ |
| r8 |  | $\sum_{a} P(a 11 \mid 001)$ | $=$ | $\sum_{a} P(a 11 \mid 101)$ |  | $\sum_{c} P(11 c \mid 010)$ | = | $\sum_{c} P(11 c \mid 011)$ |
|  | Q3 |  |  |  | Q7 |  |  |  |
| $r 9$ |  | $\sum_{i} P(a 00 \mid 010)$ | $=$ | $\sum_{a} P(a 00 \mid 110)$ |  | $\sum_{c} P(00 c \mid 100)$ |  | $\sum_{c} P(00 c \mid 101)$ |
| $r 10$ |  | $\sum_{\sum}{ }^{2} P(a 01 \mid 010)$ | $=$ | $\sum_{i} P(a 01 \mid 110)$ |  | $\sum_{\sum}{ }_{c} P(01 c \mid 100)$ | $=$ | $\sum_{c} P(01 c \mid 101)$ |
| $r 11$ |  | $\sum_{i} P(a 10 \mid 010)$ | $=$ | $\sum_{a} P(a 10 \mid 110)$ |  | $\sum_{c} P(10 c \mid 100)$ | $=$ | $\sum_{c} P(10 c \mid 101)$ |
| $r 12$ |  | $\sum_{a} P(a 11 \mid 010)$ | = | $\sum_{a} P(a 11 \mid 110)$ |  | $\sum_{c} P(11 c \mid 100)$ | = | $\sum_{c} P(11 c \mid 101)$ |
|  | Q4 |  |  |  | Q8 |  |  |  |
| $r 13$ |  | $\sum_{i} P(a 00 \mid 011)$ | $=$ | $\sum_{a} P(a 00 \mid 111)$ |  | $\sum_{c} P(00 c \mid 110)$ | $=$ | $\sum_{c} P(00 c \mid 111)$ |
| $r 14$ |  | $\sum_{i} P(a 01 \mid 011)$ | $=$ | $\sum_{i} P(a 01 \mid 111)$ |  | $\sum_{c} P(01 c \mid 110)$ | $=$ | $\sum_{c} P(01 c \mid 111)$ |
| $r 15$ |  | $\sum_{a} P(a 10 \mid 011)$ |  | $\sum_{a} P(a 10 \mid 111)$ |  | $\sum_{c} P(10 c \mid 110)$ | $=$ | $\sum_{c} P(10 c \mid 111)$ |
| $r 16$ |  | $\sum_{a} P(a 11 \mid 011)$ | $=$ | $\sum_{a} P(a 11 \mid 111)$ |  | $\sum_{c}{ }_{c} P(11 c \mid 110)$ | $=$ | $\sum_{c} P(11 c \mid 111)$ |


| $\mathcal{R C}$ |  | c1 |  | $c 2$ |  | c3 |  |  | c4 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Q1 |  |  |  | Q5 |  |  |  |  |
| $r 1$ |  | $\sum_{a, b} P(a b 0 \mid 000)$ | = | $\sum_{a, b} P(a b 0 \mid 010)$ |  | $\sum_{b, c} P(0 b c \mid 000)$ | $=$ |  | $P(0 b c \mid 001)$ |
| $r 2$ |  |  | $=$ | $\sum_{a, b} P(a b 0 \mid 100)$ |  |  |  |  | $P(0 b c \mid 010)$ |
| r3 |  |  | $=$ | $\sum_{a, b} P(a b 0 \mid 110)$ |  |  | = |  | $P(0 b c \mid 011)$ |
|  | Q2 |  |  |  | Q6 |  |  |  |  |
| $r 4$ |  | $\sum_{a, b} P(a b 1 \mid 000)$ | $=$ | $\sum_{a, b} P(a b 1 \mid 010)$ |  | $\sum_{b, c} P(1 b c \mid 000)$ | $=$ |  | $P(1 b c \mid 001)$ |
| r5 |  |  | $=$ | $\sum_{\sum, b}{ }_{\text {a }}{ }^{\text {a }}$ P(ab1\|100) |  |  |  |  | $P(1 b c \mid 010)$ |
| $r 6$ |  |  | $=$ | $\sum_{a, b} P(a b 1 \mid 110)$ |  |  | = |  | $P(1 b c \mid 011)$ |
|  | Q3 |  |  |  | Q7 |  |  |  |  |
| $r 7$ |  | $\sum_{a, b} P(a b 0 \mid 001)$ | $=$ | $\sum_{i, b} P(a b 0 \mid 011)$ |  | $\sum_{b, c} P(0 b c \mid 100)$ | $=$ |  | $P(0 b c \mid 101)$ |
| r8 |  |  | = | $\sum_{\sum, b}{ }^{\text {a }}$, $P(a b 0 \mid 101)$ |  |  | $=$ |  | $P(0 b c \mid 110)$ |
| $r 9$ |  |  | $=$ | $\sum_{a, b} P(a b 0 \mid 111)$ |  |  | = | $\sum_{b, c}$ | $P(0 b c \mid 111)$ |
|  | Q4 |  |  |  | Q8 |  |  |  |  |
| $r 10$ |  | $\sum_{a, b} P(a b 1 \mid 001)$ | $=$ | $\sum_{a, b} P(a b 1 \mid 011)$ |  | $\sum_{b, c} P(1 b c \mid 100)$ | $=$ |  | $P(1 b c \mid 101)$ |
| $r 11$ |  |  | $=$ | $\sum_{a, b}^{a, b} P(a b 1 \mid 101)$ |  |  |  |  | $P(1 b c \mid 110)$ |
| $r 12$ |  |  | $=$ | $\sum_{a, b} P(a b 1 \mid 111)$ |  |  | $=$ | $\sum_{b, c}$ | $P(1 b c \mid 111)$ |

We use this table as a means to refer to its elements (terms of sums of probabilities) using rows and columns [e.g., $\left.\sum_{a, b} P(a b 0 \mid 010) \equiv \mathcal{R C}(1,2)\right]$ and to define sub-tables referred to as sectors [e.g., $\mathcal{P}(\mathbf{Q 1})$ or $\left.\mathcal{R C}(\mathbf{Q 2})\right]$.

Consider $\mathcal{P}$. In each sector $\mathcal{P}(\mathbf{Q i}), i \in\{1, \ldots, 8\}$, the last equality is implied by the previous ones and one of 8 normalization conditions in $\mathcal{N}$, which gives 8 dependent equalities. There are two more redundant conditions that can be found by writing two sequences of equalities that begin and end with the same sum of probabilities, but with different rows or columns in the tables above. In sectors $\{\mathcal{P}(\mathbf{Q 1}), \mathcal{P}(\mathbf{Q 2}), \mathcal{P}(\mathbf{Q 5}), \mathcal{P}(\mathbf{Q 7})\}$ and $\{\mathcal{P}(\mathbf{Q 3}), \mathcal{P}(\mathbf{Q 4}), \mathcal{P}(\mathbf{Q 6}), \mathcal{P}(\mathbf{Q 8})\}$ we identify the corresponding two sequences (G10) and (G11), respectively. We designate these kind of sequences as closed paths:

$$
\begin{align*}
\mathcal{P}(1,2)+\mathcal{P}(2,2) & =\mathcal{P}(1,1)+\mathcal{P}(2,1)=\mathcal{P}(1,3)+\mathcal{P}(3,3)=\mathcal{P}(1,4)+\mathcal{P}(3,4) \\
& =\mathcal{P}(5,1)+\mathcal{P}(6,1)=\mathcal{P}(5,2)+\mathcal{P}(6,2)=\mathcal{P}(9,4)+\mathcal{P}(11,4)  \tag{G10}\\
& =\mathcal{P}(9,3)+\mathcal{P}(11,3),
\end{align*}
$$

$$
\begin{align*}
& \mathcal{P}(9,2)+\mathcal{P}(10,2)=\mathcal{P}(9,1)+\mathcal{P}(10,1)=\mathcal{P}(5,3)+\mathcal{P}(7,3)=\mathcal{P}(5,4)+\mathcal{P}(7,4) \\
& =\mathcal{P}(13,1)+\mathcal{P}(14,1)=\mathcal{P}(13,2)+\mathcal{P}(14,2)=\mathcal{P}(13,4)+\mathcal{P}(15,4)  \tag{G11}\\
& =\mathcal{P}(13,3)+\mathcal{P}(15,3) \text {, } \\
& \sum_{a c} P(a 0 c \mid 100)=\sum_{a} P(a 00 \mid 100)+\sum_{a} P(a 01 \mid 100)=\mathcal{P}(1,2)+\mathcal{P}(2,2) \\
& =\quad \ldots \quad=\mathcal{P}(9,3)+\mathcal{P}(11,3)  \tag{G12}\\
& =\sum_{c} P(00 c \mid 100)+\sum_{c} P(10 c \mid 100)=\sum_{a c} P(a 0 c \mid 100), \\
& \sum_{a c} P(a 0 c \mid 110)=\sum_{a} P(a 00 \mid 110)+\sum_{a} P(a 01 \mid 110)=\mathcal{P}(9,2)+\mathcal{P}(10,2) \\
& =\cdots \quad=\mathcal{P}(13,3)+\mathcal{P}(15,3)  \tag{G13}\\
& =\sum_{c} P(00 c \mid 110)+\sum_{c} P(10 c \mid 110)=\quad \sum_{a c} P(a 0 c \mid 110) \text {. }
\end{align*}
$$

Notice that the first and last terms in each pair ((G10), (G11)) and ((G12), (G13)) describe the same values.
From this observation, it follows that one equality is dependent in $\{\mathcal{P}(\mathbf{Q 1}), \mathcal{P}(\mathbf{Q 2}), \mathcal{P}(\mathbf{Q 5}), \mathcal{P}(\mathbf{Q 7})\}$ and similarly one in $\{\mathcal{P}(\mathbf{Q 3}), \mathcal{P}(\mathbf{Q 4}), \mathcal{P}(\mathbf{Q 6}), \mathcal{P}(\mathbf{Q 8})\}$. This, for the first case, can be schematically represented as

$$
\begin{aligned}
& \left.\left(\begin{array}{c}
\mathcal{P}(1,1)=\mathcal{P}(1,2) \\
\mathcal{P}(2,1)=\mathcal{P}(2,2) \\
\mathcal{P}(9,3)=\mathcal{P}(9,4) \\
\mathcal{P}(11,3)=\mathcal{P}(11,4)
\end{array}\right\}+\{\mathcal{P}(1,2)+\mathcal{P}(2,2)=\mathcal{P}(9,3)+\mathcal{P}(11,3)\}\right) \\
& \Downarrow \\
& \left.\left(\begin{array}{rl}
\mathcal{P}(1,2)+\mathcal{P}(2,2)=\mathcal{P}(9,3)+\mathcal{P}(11,3) \\
\mathcal{P}(2,1)=\mathcal{P}(2,2) \\
\mathcal{P}(9,3)=\mathcal{P}(9,4) \\
\mathcal{P}(11,3)=\mathcal{P}(11,4)
\end{array}\right\} \Rightarrow\{\mathcal{P}(1,1)=\mathcal{P}(1,2)\}\right) .
\end{aligned}
$$

For the second case an analogous reasoning shows the redundancy of one equation. Closed paths (G10) and (G11) are the shortest possible paths in $\mathcal{P}$ so there are no more dependent equalities leaving in total $8+22$ independent conditions for the set of constraints $\mathcal{N} \cup \mathcal{P}$.

Now, consider the full set of RC constraints $\mathcal{N} \cup \mathcal{P} \cup \mathcal{R C}$. Due to the normalization conditions, it follows that each sector $\mathcal{R C}(\mathbf{Q i}+1), i \in 1,3,5,7$, is implied by $\mathcal{R C}(\mathbf{Q i})$ giving 12 dependent conditions. Furthermore in each of the remaining sectors of $\mathcal{R C}$ two out of three equalities are implied by $\mathcal{P}$. As an example consider sector $\mathcal{R C}(\mathbf{Q 1})$, then write

$$
\begin{gather*}
\mathcal{R C}(1,1)=\mathcal{R C}(2,2) \Leftrightarrow \mathcal{P}(1,1)+\mathcal{P}(3,1)=\mathcal{P}(1,2)+\mathcal{P}(3,2),  \tag{G14}\\
\mathcal{R C}(1,2)=\mathcal{R C}(3,2) \Leftrightarrow \mathcal{P}(9,1)+\mathcal{P}(11,1)=\mathcal{P}(9,2)+\mathcal{P}(11,2) \tag{G15}
\end{gather*}
$$

In other words two out of three equalities is sector $\mathcal{R C}(\mathbf{Q 1})$ are implied by sectors $\mathcal{P}(\mathbf{Q 1})$ and $\mathcal{P}(\mathbf{Q 3})$. Analogously sectors $\{\mathcal{P}(\mathbf{Q 2}), \mathcal{P}(\mathbf{Q 4})\},\{\mathcal{P}(\mathbf{Q 5}), \mathcal{P}(\mathbf{Q 6})\}$, and $\{\mathcal{P}(\mathbf{Q 7}), \mathcal{P}(\mathbf{Q 8})\}$ leave only one independent equation in sectors $\mathcal{R C}(\mathbf{Q 3}), \mathcal{R C}(\mathbf{Q 5})$, and $\mathcal{R C}(\mathbf{Q 7})$, respectively. In summary, the $\mathrm{RC}(3,2,2)$ polytope is fully described by 34 independent conditions so its dimensionality is $\mathcal{D}[R C(3,2,2)]=64-34=30$.

## Step 3: Computing $\mathcal{D}[R C(3, m, n)]$

We now proceed to compute the dimensionality of the RC polytope in the general ( $3, m, n$ ) scenario. Like in step 2, we first consider the set $\mathcal{P}$. Notice that using normalization conditions we can delete $2(m-1)$ equations in each of the $2 m^{2}$ sectors $\mathcal{P}(\mathbf{Q})$. To construct closed paths between sectors one needs probabilities that for a given input and output of Bob, sum over all outputs of Alice and Charlie. This, due to normalization that removes, e.g., the last row in each sector, can be done uniquely for $n-1$ outputs and $m$ inputs of Bob for any choice of $(m-1)^{2}$ combinations of columns for Alice and Charlie. This, in total, gives $2 m^{2}(m-1)+(n-1) m(m-1)^{2}$ dependent equalities and by Eq. (G8), $2 m^{2} n^{2}(m-1)+m^{2} n(2-m)+m(1-n)$ independent equalities.

For the set $\mathcal{N} \cup \mathcal{P} \cup \mathcal{R C}$ normalization conditions together with sectors $\{\mathcal{R C}(\mathbf{Q i}), \ldots, \mathcal{R C}(\mathbf{Q i}+\mathbf{m}-\mathbf{1})\}$ imply sector $\mathcal{R C}(\mathbf{Q i}+\mathbf{m})$ for $i \in\{l \cdot m\}$ with $l=\{0,1, \ldots, 2 *(m-1)\}$ leaving $2(n-1) m$ sectors. By a similar argument to that in the $(3,2,2)$ scenario, in each remaining sector $\mathcal{R C}(\mathbf{Q})$ constraints in $\mathcal{P}$ imply all sums of probabilities with the same input of Bob leaving only $m-1$ equations. This gives $2(n-1) m(m-1)$ independent equalities. Subtracting the total number of independent conditions from $(m \cdot n)^{3}$ gives the dimensionality of RC polytope in the $(3, m, n)$ scenario as

$$
\begin{equation*}
\mathcal{D}[R C(3, m, n)]=[m(n-1)+1]^{3}+m^{2}(m-1)(n-1)^{2}-1 . \tag{G16}
\end{equation*}
$$

## APPENDIX H: NONTRIVIAL BOUNDS FOR RELATIVISTIC CAUSAL CORRELATIONS

The main contribution of our article is the proof that two eavesdroppers can collaborate to break any device-independent security protocol if they can prepare devices with the strongest correlations allowed by RC theories. The natural assumption that the eavesdroppers can choose freely spacetime positions is shown here to be relevant for the proof of the no-go theorem. The reason is because eavesdroppers must choose necessarily appropriate positions for the measuring devices to reach the strongest correlations allowed by RC. In this Appendix we show how a restriction in the spacetime positions of the eavesdroppers could limit the device correlations even below the strength of quantum correlations, demonstrating that the selection of the spacetime positions is crucial for the attack of the eavesdroppers.

We first study trade-off relations between three-party Svetlichny expressions $\langle\mathcal{I}\rangle_{A C D},\langle\mathcal{I}\rangle_{B C D}$ of the form

$$
\begin{equation*}
\langle\mathcal{I}\rangle_{A C D}+\langle\mathcal{I}\rangle_{B C D} \leqslant 2 \mathcal{B}, \tag{H1}
\end{equation*}
$$

where $\mathcal{B}$ is the so-called "broadcast" bound. We remark that the distinguishing feature of RC correlations is the point-to-region (PTR) signaling, described in detail in Appendix B, namely that in certain measurement configurations, a single party can signal to a region thus influencing the correlations between two or more other parties.

Consider a three-party situation with measurement inputs $x, y, z$ and outputs $a, b, c$ for Alice, Bob, and Charlie, respectively. Broadcasting correlations represent the situation when one party sends all the information about its measurement setting and outcome to the other two parties. In [41,42], it was pointed out that quantum correlations violate broadcasting correlations and this can be regarded as an alternative notion of genuine multipartite nonlocality. Tripartite broadcasting correlations $P(a, b, c \mid x, y, z)$ are defined as follows:

$$
\begin{align*}
P(a, b, c \mid x, y, z)= & \sum_{\lambda_{1}} q\left(\lambda_{1}\right) P\left(a \mid x, \lambda_{1}\right) P\left(b \mid y, x, a, \lambda_{1}\right) P\left(c \mid z, x, a, \lambda_{1}\right) \\
& +\sum_{\lambda_{2}} q\left(\lambda_{2}\right) P\left(b \mid y, \lambda_{2}\right) P\left(a \mid x, y, b, \lambda_{2}\right) P\left(c \mid z, y, b, \lambda_{2}\right) \\
& +\sum_{\lambda_{3}} q\left(\lambda_{3}\right) P\left(c \mid z, \lambda_{3}\right) P\left(b \mid y, z, c, \lambda_{3}\right) P\left(a \mid x, z, c, \lambda_{3}\right) \tag{H2}
\end{align*}
$$

Observe that in the first term, Bob's output $b$ and Charlie's output $c$ depend upon Alice's input and output $x, a$, in the case where Alice has broadcast these, and similarly for the other two terms. The following lemma makes a connection between broadcast correlations and relativistic causal (RC) correlations, under the constraint that some of the observables are jointly measurable.

Lemma 1. Any RC tripartite probability distribution can be realized by a broadcast model with the additional condition that all the observables, measured by one party who does not signal PTR, are co-measurable

Proof. Like in Sec. II of the main text, we consider the tripartite spacetime measurement configuration in Fig. 3 where Bob signals PTR (i.e., to the correlations between $A$ and $C$ ) so that the RC constraints are given by the set of equations

$$
\begin{align*}
& \sum_{a} P(a, b, c \mid x, y, z)=\sum_{a} P\left(a, b, c \mid x^{\prime}, y, z\right)  \tag{H3}\\
& \sum_{c}^{a} P(a, b, c \mid x, y, z)=\sum_{c} P\left(a, b, c \mid x, y, z^{\prime}\right) \quad \forall z, x^{\prime}, y, z, b, c  \tag{H4}\\
& \sum_{b, c} P(a, b, c \mid x, y, z)=\sum_{b, c} P\left(a, b, c \mid x, y^{\prime}, z^{\prime}\right) \quad \forall y, y^{\prime}, z, z^{\prime}, x, a  \tag{H5}\\
& \sum_{a, b} P(a, b, c \mid x, y, z)=\sum_{a, b} P\left(a, b, c \mid x^{\prime}, y^{\prime}, z\right) \quad \forall x, x^{\prime}, y, y^{\prime}, z, c \tag{H6}
\end{align*}
$$

From the first two conditions, we also clearly have,

$$
\begin{equation*}
\sum_{a, c} P(a, b, c \mid x, y, z)=\sum_{a, c} P\left(a, b, c \mid x^{\prime}, y, z^{\prime}\right) \tag{H7}
\end{equation*}
$$

This implies that $P(b \mid x, y, z)=P(b \mid y)$ is independent of $x, z$. Now, any RC tripartite probability distribution can be written as

$$
\begin{equation*}
P(a, b, c \mid x, y, z)=P(a, c \mid x, y, z, b) P(b \mid x, y, z)=P(a, c \mid x, y, z, b) P(b \mid y) \tag{H8}
\end{equation*}
$$

Without loss of generality let us say that all the observables $x$ measured by Alice are co-measurable. Also, let us remember some useful concepts: a commutation graph is a graph with vertices representing observables, edges connecting observables that are jointly measurable, and a chordal graph is a graph in which all cycles of four or more vertices have a chord going through them.

In our case we can define a commutation graph of all the observables measured by Alice and Charlie conditioned on a particular pair of Bob's observable and outcome $y, b$. In the commutation graph, all pairs $x, x^{\prime}$ and $x, z$ are connected, so that this commutation graph is chordal. For chordal graphs of measurements there corresponds an expression for which a joint probability distribution exists and which is hence classical [43]. Therefore there exists an overall joint probability distribution of


FIG. 4. Two perspectives of four parties $A, B, C, D$ in a $(2+1)$-dimensional spacetime. The four parties make a simultaneous measurement in the particular reference frame of the picture. The measurement events of parties $A, B, C$ form a triangle and party $D$ is in some location inside the region defined by line $B C$ and line $A C$ (Dave's region). The correlations then satisfy a tight monogamy relation for any broadcast inequality, for instance Svetlichny's inequality [41]: $\left\langle\mathcal{I}_{\text {Sve }}\right\rangle_{A C D}+\left\langle\mathcal{I}_{\text {Sve }}\right\rangle_{B C D} \stackrel{R C}{\leqslant} 8$.
all $x, z$ conditioned on $y, b$. By Fine's theorem [44] we conclude that $P(a, c \mid x, y, z, b)=P(a \mid x, y, b) P(c \mid y, z, b)$. Thus,

$$
\begin{equation*}
P(a, b, c \mid x, y, z)=P(a \mid x, y, b) P(c \mid y, z, b) P(b \mid y) \tag{H9}
\end{equation*}
$$

which is a particular form of the broadcast correlations given in (H2) in which $q\left(\lambda_{1}\right)=q\left(\lambda_{3}\right)=0$ and $\lambda_{2}$ is unique.
Second, we consider the Bell scenario involving four spatially separated parties Alice $(A)$, Bob $(B)$, Charlie $(C)$, and Dave $(D)$. Consider any broadcasting inequality $\langle\mathcal{I}\rangle_{A C D}$ between Alice, Charlie, and Dave in which Alice has two measurement settings $x=0,1$. Assume now that $x=0,1$ are co-measurable; then by Lemma 2,

$$
\begin{equation*}
\langle\mathcal{I}\rangle_{A C D}=\langle\mathcal{I}\rangle_{A C D}^{a_{0}}+\langle\mathcal{I}\rangle_{A C D}^{a_{1}} \leqslant \mathcal{B} \tag{H10}
\end{equation*}
$$

where $\mathcal{B}$ is the upper bound on broadcasting correlations $(H 2)$, and $\langle\mathcal{I}\rangle_{A C D}^{a_{0}},\langle\mathcal{I}\rangle_{A C D}^{a_{1}}$ are the expressions corresponding to $x=0,1$ respectively.

Proposition 3. In the four-party scenario if the following two conditions hold,
(1) $A$ and $B$ do not signal PTR, and
(2) any observable measured by $A$ and any observables measured by $B$ are nondisturbing (or alternatively no party signals PTR such that it affects the correlations between $A$ and $B$ ),
then the monogamy relation,

$$
\begin{equation*}
\langle\mathcal{I}\rangle_{A C D}+\langle\mathcal{I}\rangle_{B C D} \leqslant 2 \mathcal{B} \tag{H11}
\end{equation*}
$$

is satisfied in all theories obeying relativistic causality.
Proof. The expression of interest can be written as

$$
\begin{equation*}
\langle\mathcal{I}\rangle_{A C D}+\langle\mathcal{I}\rangle_{B C D}=\left(\langle\mathcal{I}\rangle_{A C D}^{a_{0}}+\langle\mathcal{I}\rangle_{B C D}^{b_{1}}\right)+\left(\langle\mathcal{I}\rangle_{B C D}^{b_{0}}+\langle\mathcal{I}\rangle_{A C D}^{a_{1}}\right) \tag{H12}
\end{equation*}
$$

The terms within each bracket can be interpreted as the same inequality $\mathcal{I}$ in which the first party measures $x=0, y=1$ and the second measures $x=1, y=0$. Now, any two observables measured by Alice and Bob are nondisturbing and jointly measurable since no other party signals PTR to influence the correlations between them. Moreover, both the parties do not signal PTR to affect the correlation of others. Thus, from the above Lemma 2, one concludes that each of the two terms is bounded by its broadcasting value within theories obeying relativistic causality, that is, $\mathcal{B}$. Hence, the whole expression is bounded by $2 \mathcal{B}$.

An example of a measurement configuration given by the spacetime location of four parties' measurement events is shown in Fig. 4 where the two conditions given in Proposition 3 hold. This example shows that if eavesdroppers are constrained to spacetime positions like those allowed to Dave, their correlations are bounded by broadcast correlations, which are known to be weaker than quantum correlations [42]. This limitation introduced by the restriction on spacetime positions-to Dave's region, for instance-sets aside the attack of eavesdroppers since the reliable parties (Alice, Bob, and Charlie in the example) could perform an experiment with quantum correlations they could not reproduce.

| Class | Probability | Condition for RC extremal boxes beyond no-signaling polytope |
| :---: | :---: | :---: |
| 1 | $\begin{aligned} & 1 \\ & \frac{1}{2} \end{aligned}$ | $\begin{aligned} & a b c(1 \oplus x)(1 \oplus z)==1 \\ & b(c x \oplus(a \oplus x y) z)==1 \end{aligned}$ |
| 2 | 1 | $a b c(1 \oplus x) y(1 \oplus z)==1$ |
|  | $\frac{1}{2}$ | $a(c \oplus c y \oplus b z) \oplus b x(c \oplus z \oplus y z)==1$ |
| 3 | $\begin{aligned} & \frac{1}{4} \\ & \frac{3}{4} \\ & \frac{1}{2} \end{aligned}$ | $\begin{gathered} (1 \oplus c) x y \oplus b(c \oplus y \oplus y z \oplus x y z) \oplus a(c \oplus y \oplus z \oplus b z \oplus y z \oplus b c x y z)==1 \\ a b c x y z==1 \\ a b(1 \oplus c \oplus y \oplus z \oplus y z \oplus c x y z)==1 \end{gathered}$ |
| 4 | $\begin{aligned} & \frac{1}{3} \\ & \frac{2}{3} \end{aligned}$ | $\begin{gathered} a y(c \oplus z) \oplus b(1 \oplus a \oplus a c \oplus c x \oplus x y \oplus y z \oplus x y z)==1 \\ b c((1 \oplus x) y z \oplus a(y z \oplus x(1 \oplus y \oplus y z)))==1 \end{gathered}$ |
| 5 | $\begin{aligned} & \frac{1}{5} \\ & \frac{4}{5} \\ & \frac{2}{5} \\ & \frac{3}{5} \end{aligned}$ | $\begin{gathered} x \oplus c x \oplus y \oplus c y \oplus y z \oplus x y z \oplus b(c \oplus x \oplus c x \oplus y \oplus z \oplus x y z) \oplus a(1 \oplus c \oplus y z \oplus b(1 \oplus c y \oplus z))==1 \\ a b c(1 \oplus x) y(1 \oplus z)==1 \\ b y(c x \oplus a z)==1 \\ a b c(1 \oplus y)==1 \end{gathered}$ |
| 6 | $\begin{aligned} & \frac{1}{3} \\ & \frac{2}{3} \end{aligned}$ | $(1 \oplus c) x y \oplus a(1 \oplus c \oplus b c \oplus b z) \oplus b(c \oplus y \oplus y z \oplus x y z)==1$ $a b c x y z==1$ |
| 7 | $\begin{aligned} & \frac{1}{4} \\ & \frac{3}{4} \\ & \frac{1}{2} \end{aligned}$ | $\begin{gathered} x(c \oplus y) \oplus b(c \oplus y \oplus z \oplus x z) \oplus a(c \oplus y \oplus b z \oplus b c x y z)==1 \\ a b c x y z==1 \\ a b(1 \oplus c \oplus y \oplus z \oplus y z \oplus c x y z)=1 \end{gathered}$ |
| 8 | $\begin{aligned} & \frac{1}{4} \\ & \frac{3}{4} \\ & \frac{1}{2} \end{aligned}$ | $\begin{gathered} c x \oplus y \oplus c y \oplus x y \oplus x z \oplus x y z \oplus b(c \oplus y \oplus x z) \oplus a(y \oplus z \oplus b z \oplus y z \oplus c(1 \oplus b(x \oplus y) z))==1 \\ a b c(x \oplus y) z==1 \\ a b(1 \oplus c \oplus y \oplus z \oplus c x z \oplus y z \oplus c y z)==1 \end{gathered}$ |
| 9 | $\frac{1}{3}$ $\frac{2}{3}$ $\frac{2}{3}$ | $\begin{gathered} x y(c \oplus z) \oplus b(c \oplus x \oplus x y \oplus z \oplus y z \oplus x y z) \oplus a(b(1 \oplus c) \oplus y(c \oplus z))==1 \\ a b c(x \oplus x y \oplus z \oplus y z \oplus x y z)==1 \end{gathered}$ |
| 10 | $\begin{aligned} & \frac{1}{3} \\ & \frac{2}{3} \end{aligned}$ | $\begin{gathered} x(c \oplus y \oplus z) \oplus a(b \oplus c \oplus b c \oplus y \oplus z) \oplus b(c \oplus y z \oplus x(y \oplus z \oplus y z))==1 \\ a b c x(y \oplus z)==1 \end{gathered}$ |
| 11 | $\begin{aligned} & \frac{1}{3} \\ & \frac{2}{3} \end{aligned}$ | $\begin{gathered} c x y \oplus a(y \oplus z) \oplus b(1 \oplus a \oplus c \oplus a c \oplus y \oplus z \oplus x y z)==1 \\ a(1 \oplus b) c(1 \oplus y \oplus z \oplus x y z)==1 \end{gathered}$ |
| 12 | $\begin{aligned} & \frac{1}{4} \\ & \frac{3}{4} \\ & \frac{1}{2} \end{aligned}$ | $\begin{gathered} (a \oplus x) y(c \oplus z) \oplus b(1 \oplus a \oplus c x \oplus y \oplus x z \oplus a c x y z)==1 \\ a b c x y z==1 \\ b c(1 \oplus x) y \oplus a c(1 \oplus b \oplus y \oplus b x y z)==1 \end{gathered}$ |
| 13 | $\begin{aligned} & \frac{1}{3} \\ & \frac{2}{3} \end{aligned}$ | $\begin{gathered} c x(1 \oplus y) \oplus a(c \oplus y z) \oplus b(1 \oplus a(1 \oplus c) \oplus y z \oplus x(1 \oplus y)(1 \oplus z))==1 \\ (1 \oplus a) b c y z==1 \end{gathered}$ |
| 14 | $\begin{aligned} & \frac{1}{3} \\ & \frac{2}{3} \end{aligned}$ | $\begin{gathered} x y(c \oplus z) \oplus a(b \oplus c \oplus b c \oplus y z) \oplus b(c \oplus x \oplus x y \oplus z \oplus y z \oplus x y z)==1 \\ a b c x y z==1 \end{gathered}$ |
| 15 | $\begin{aligned} & \frac{1}{3} \\ & \frac{2}{3} \end{aligned}$ | $\begin{gathered} y \oplus c y \oplus b(c \oplus y \oplus x z \oplus x y z) \oplus a(1 \oplus c \oplus b(1 \oplus c \oplus z))==1 \\ a b c y(1 \oplus z)==1 \end{gathered}$ |
| 16 | $\begin{aligned} & \frac{1}{4} \\ & \frac{3}{4} \\ & \frac{1}{2} \end{aligned}$ | $\begin{gathered} (a \oplus x) y(c \oplus z) \oplus b(1 \oplus a \oplus y \oplus a c x y z \oplus x(1 \oplus c \oplus y \oplus y z))==1 \\ a b c x y z==1 \\ b c(1 \oplus x) y \oplus a c(1 \oplus b \oplus y \oplus b x y z)==1 \end{gathered}$ |
| 17 | $\begin{aligned} & \frac{1}{5} \\ & \frac{4}{5} \\ & \frac{2}{5} \\ & \frac{3}{5} \end{aligned}$ | $\begin{gathered} b(c \oplus x \oplus c x \oplus y \oplus z \oplus x y z \oplus a(1 \oplus c y \oplus z))==1 \\ a(1 \oplus b) c(1 \oplus x) y(1 \oplus z)==1 \\ a y z \oplus b(a y \oplus(1 \oplus a) x(1 \oplus y)) z \oplus c x((1 \oplus a) b z \oplus y(1 \oplus b \oplus b z \oplus a b z))==1 \\ a(1 \oplus b) c(1 \oplus y)==1 \end{gathered}$ |
| 18 | $\begin{aligned} & \frac{1}{3} \\ & \frac{2}{3} \end{aligned}$ | $\begin{gathered} (1 \oplus c) x y \oplus a(1 \oplus c \oplus b c \oplus z \oplus b z \oplus y z) \oplus b(c \oplus y \oplus y z \oplus x y z)==1 \\ a b c x y z==1 \end{gathered}$ |
| 19 | $\begin{aligned} & \frac{3}{5} \\ & \frac{2}{5} \\ & \frac{1}{5} \\ & \hline \end{aligned}$ | $\begin{gathered} (1 \oplus a) b c(1 \oplus y)==1 \\ (1 \oplus b) y(1 \oplus c \oplus z) \oplus a(1 \oplus c \oplus y z \oplus b(1 \oplus c \oplus c x y \oplus y z \oplus c x y z))==1 \\ y((b \oplus x)(c \oplus z) \oplus a(c \oplus b c \oplus z))==1 \\ \hline \end{gathered}$ |

(Continued.)

| Class | Probability | Condition for RC extremal boxes beyond no-signaling polytope |
| :---: | :---: | :---: |
| 20 | $\begin{aligned} & \frac{1}{2} \\ & \frac{1}{4} \end{aligned}$ | $\begin{gathered} (b c \oplus a(1 \oplus b \oplus c))(1 \oplus y)==1 \\ y(a \oplus b \oplus x(c \oplus z))==1 \end{gathered}$ |
| 21 | $\frac{1}{2}$ $\frac{1}{4}$ | $\begin{gathered} (a c \oplus b(1 \oplus a \oplus c))(1 \oplus y)==1 \\ y(a \oplus b \oplus c x \oplus b x z)==1 \end{gathered}$ |
| 22 | $\frac{1}{2}$ $\frac{1}{4}$ | $\begin{gathered} b(c \oplus c y \oplus x y z \oplus c x y z) \oplus a(1 \oplus c \oplus y \oplus c y \oplus c x y z \oplus b(1 \oplus y \oplus x y z))==1 \\ y(a \oplus b \oplus c \oplus c x \oplus a z \oplus b x z)==1 \end{gathered}$ |
| 23 | $\frac{1}{2}$ $\frac{1}{4}$ | $b(1 \oplus c) x y \oplus a(c x y(1 \oplus z) \oplus b(1 \oplus c \oplus c x y \oplus c x y z))==1$ $c(x \oplus y) \oplus b(c \oplus c x \oplus z \oplus y z) \oplus a(c(1 \oplus y) \oplus(b \oplus y) z)==1$ |
| 24 | $\frac{1}{2}$ | $(1 \oplus b)(1 \oplus c) x y \oplus a(1 \oplus c \oplus b(1 \oplus c \oplus c x y \oplus c x y z))==1$ $c x(1 \oplus y) \oplus a(c \oplus c y \oplus b z) \oplus b(c \oplus c x \oplus z \oplus y z)==1$ |
| 25 | $\frac{1}{2}$ $\frac{1}{4}$ | $x y \oplus c x y \oplus b x(c \oplus y \oplus c z \oplus c y z) \oplus a(1 \oplus c \oplus b(1 \oplus c \oplus c x \oplus c x z))==1$ $b(c(1 \oplus x) \oplus(a \oplus x \oplus y) z)==1$ |
| 26 | $\begin{aligned} & \frac{1}{4} \\ & \frac{3}{4} \\ & \frac{1}{2} \end{aligned}$ | $\begin{gathered} c x y \oplus b(1 \oplus c \oplus y \oplus a(1 \oplus c \oplus c y)) \oplus a y(1 \oplus z)==1 \\ a(1 \oplus b) c(1 \oplus y)=1 \\ a c y((1 \oplus x) z \oplus b(x \oplus z))==1 \end{gathered}$ |
| 27 | $\begin{array}{r}1 \\ \hline\end{array}$ | $\begin{gathered} x y(c \oplus z) \oplus a(b \oplus c \oplus b c \oplus z) \oplus b(c \oplus y(1 \oplus x \oplus z))==1 \\ a b c x y z==1 \end{gathered}$ |
| 28 | $\frac{1}{4}$ $\frac{3}{4}$ $\frac{1}{2}$ | $\begin{gathered} y \oplus c y \oplus a(1 \oplus c \oplus b z \oplus b c x y z) \oplus b(y z \oplus x(1 \oplus c \oplus z))==1 \\ a b c x y z==1 \\ b c(1 \oplus a \oplus x \oplus y \oplus x y \oplus a x y z)==1 \end{gathered}$ |
| 29 | $\frac{1}{3}$ <br> $\frac{2}{3}$ | $\begin{gathered} a(1 \oplus b \oplus c \oplus b c \oplus y) \oplus y(b \oplus c x \oplus b x z)==1 \\ (1 \oplus a) b c(1 \oplus y)==1 \end{gathered}$ |
| 30 | $\begin{array}{r}1 \\ \hline\end{array}$ | $\begin{gathered} x y(c \oplus z) \oplus a(b \oplus c \oplus b c \oplus z) \oplus b(c \oplus x \oplus y \oplus x z \oplus y z \oplus x y z)==1 \\ a b c x y z==1 \end{gathered}$ |
| 31 | $\begin{aligned} & \frac{1}{4} \\ & \frac{3}{4} \\ & \frac{1}{2} \end{aligned}$ | $\begin{gathered} c \oplus b x \oplus b c x \oplus y \oplus b x y \oplus z \oplus b z \oplus a(1 \oplus c \oplus y \oplus z \oplus b z \oplus b c x y z)==0 \\ a b c x y z==1 \\ a(b y(1 \oplus z) \oplus c(1 \oplus b \oplus y \oplus b x y z))==1 \end{gathered}$ |
| 32 | 1 $\frac{1}{3}$ $\frac{2}{3}$ | $\begin{gathered} c x(1 \oplus y) \oplus b(c \oplus y) \oplus a(b \oplus c \oplus b c \oplus c y)==1 \\ a(1 \oplus b) c y==1 \end{gathered}$ |
| 33 | $\frac{1}{3}$ <br> $\frac{2}{3}$ | $\begin{gathered} c x(1 \oplus y) \oplus a(c \oplus y z) \oplus b(1 \oplus a \oplus a c \oplus y z)==1 \\ (1 \oplus a) b c y z==1 \end{gathered}$ |
| 34 | $\begin{aligned} & \frac{3}{5} \\ & \frac{2}{5} \\ & \frac{1}{5} \end{aligned}$ | $\begin{gathered} a(1 \oplus b) y(c \oplus z)==1 \\ b x(c \oplus c y \oplus z \oplus y z \oplus c y z) \oplus a(b(1 \oplus y) z \oplus c(1 \oplus y \oplus b x y z))==1 \\ b(1 \oplus c \oplus x \oplus c x \oplus y \oplus x y z \oplus a(1 \oplus c \oplus c y \oplus y z))==1 \end{gathered}$ |
| 35 | $\begin{aligned} & \frac{1}{2} \\ & \frac{1}{4} \\ & \frac{3}{4} \\ & \hline \end{aligned}$ | $\begin{gathered} b(1 \oplus x)(c \oplus y \oplus y z \oplus c y z) \oplus a(c y \oplus b(1 \oplus z \oplus c z \oplus x(1 \oplus c \oplus z \oplus c y z)))==1 \\ b((a \oplus y) z \oplus x(1 \oplus c \oplus a c z \oplus a c y z))==1 \\ a b c x(1 \oplus y) z==1 \end{gathered}$ |
| 36 | $\begin{aligned} & \frac{1}{2} \\ & \frac{1}{4} \end{aligned}$ | $(1 \oplus a) c y \oplus b((1 \oplus a \oplus y \oplus a x y) z \oplus c(1 \oplus a \oplus a y z \oplus a x y z))==1$ $b x y \oplus c x(1 \oplus b \oplus y) \oplus a(b \oplus c \oplus c y \oplus b z)==1$ |
| 37 | $\begin{aligned} & \frac{1}{2} \\ & \frac{1}{4} \\ & \frac{3}{4} \end{aligned}$ | $\begin{gathered} b(1 \oplus x)(y \oplus c(1 \oplus z \oplus y z)) \oplus a((1 \oplus c)(1 \oplus y) \oplus b(1 \oplus x y z \oplus c(y \oplus z \oplus y z \oplus x(1 \oplus y \oplus z))))==1 \\ c(a \oplus x) y \oplus b((1 \oplus a \oplus y \oplus a x y) z \oplus c(x \oplus a x y z))==1 \\ a b(1 \oplus c) x y z==1 \end{gathered}$ |
| 38 | $\frac{1}{2}$ $\frac{1}{4}$ | $\begin{gathered} b c x(y \oplus z) \oplus a((1 \oplus b \oplus y \oplus b x y) z \oplus c(1 \oplus b \oplus y \oplus b x z))==1 \\ a(b \oplus c y \oplus b z) \oplus b(c \oplus x \oplus c x \oplus y \oplus x z \oplus y z \oplus x y z)==1 \end{gathered}$ |
| 39 | $\begin{aligned} & \frac{1}{2} \\ & \frac{1}{4} \end{aligned}$ | $b x(c \oplus y) z \oplus a((1 \oplus b \oplus y) z \oplus c(1 \oplus b \oplus y \oplus b x y \oplus b x z))==1$ $a(b \oplus c y \oplus b z) \oplus b(c(1 \oplus x) \oplus(x \oplus y \oplus x y)(1 \oplus z))==1$ |
| 40 | $\begin{aligned} & \frac{1}{2} \\ & \frac{1}{4} \\ & \hline \end{aligned}$ | $\begin{gathered} c(a \oplus x) y \oplus b((a \oplus x \oplus a y \oplus x y \oplus a x y) z \oplus c(a(y \oplus z \oplus y z) \oplus x(1 \oplus a(1 \oplus y \oplus z))))==1 \\ a(b \oplus c \oplus c y \oplus b z) \oplus b(1 \oplus x)(c \oplus y z)==1 \\ \hline \end{gathered}$ |

(Continued.)

| Class | Probability | Condition for RC extremal boxes beyond no-signaling polytope |
| :---: | :---: | :---: |
| 41 | $\begin{aligned} & \hline \frac{1}{2} \\ & \frac{1}{4} \\ & \frac{3}{4} \end{aligned}$ | $\begin{gathered} b(1 \oplus x)(c \oplus y \oplus y z) \oplus a(c(1 \oplus x) y(1 \oplus z) \oplus b(1 \oplus z \oplus c(x \oplus z \oplus x y z)))==1 \\ c x y \oplus a y z \oplus b((a \oplus x \oplus x y) z \oplus c x(1 \oplus a(1 \oplus y) z))==1 \\ a b c x(1 \oplus y) z==1 \end{gathered}$ |
| 42 | $\frac{1}{2}$ $\frac{1}{4}$ | $b(1 \oplus c) x(1 \oplus y) z \oplus a(b(x \oplus y \oplus x y) z \oplus c(1 \oplus b \oplus y \oplus b x y \oplus b x z))==1$ $c x y \oplus a(b \oplus c y \oplus b z) \oplus b(c \oplus x \oplus c x \oplus y \oplus z \oplus x y z)==1$ |
| 43 | $\frac{1}{2}$ $\frac{1}{4}$ $\frac{3}{4}$ | $\begin{gathered} b(1 \oplus x)(c \oplus y \oplus y z \oplus c y z) \oplus a(c y \oplus b((1 \oplus x y)(1 \oplus z) \oplus c(x \oplus z \oplus x y z)))==1 \\ b((a \oplus y) z \oplus x(y \oplus z \oplus y z) \oplus c x(1 \oplus a(1 \oplus y) z))==1 \\ a b c x(1 \oplus y) z==1 \end{gathered}$ |
| 44 | $\begin{array}{r}1 \\ \hline\end{array}$ | $\begin{gathered} c x \oplus y \oplus c y \oplus x y \oplus x z \oplus y z \oplus a(b \oplus c \oplus b c \oplus y \oplus z) \oplus b(c \oplus x z \oplus y(1 \oplus x \oplus z))==1 \\ a b c(x z \oplus y(1 \oplus x \oplus z))==1 \end{gathered}$ |
| 45 | $\frac{1}{3}$ <br> $\frac{2}{3}$ | $\begin{gathered} x y(c \oplus z) \oplus a(1 \oplus b \oplus c \oplus b c \oplus y \oplus z) \oplus b(c \oplus y(1 \oplus x \oplus z))==1 \\ a b c x y z==1 \end{gathered}$ |
| 46 | $\frac{1}{3}$ $\frac{2}{3}$ | $y(c \oplus z) \oplus a(c \oplus y z) \oplus b(1 \oplus a \oplus a c \oplus c x \oplus y \oplus x z \oplus y z \oplus x y z)==1$ $a b c x y z==1$ |
| 47 | $\frac{1}{2}$ $\frac{1}{4}$ | $b c x y z \oplus a(y(c \oplus z) \oplus b(y z \oplus c(1 \oplus z \oplus y z \oplus x(1 \oplus y \oplus z))))==1$ $c(1 \oplus b \oplus b x \oplus y) \oplus a(1 \oplus b \oplus y \oplus b z) \oplus x(b y \oplus z \oplus y z \oplus b y z)==1$ |
| 48 | $\frac{1}{2}$ | $b(1 \oplus c) x(1 \oplus y) z \oplus a(b x(1 \oplus y) z \oplus c(1 \oplus y z \oplus x y(1 \oplus z) \oplus b(1 \oplus y z \oplus x(y \oplus z))))==1$ $c x y \oplus a(b \oplus b z \oplus y z) \oplus b(c \oplus x \oplus c x \oplus y \oplus z \oplus x y z)==1$ |
| 49 | $\frac{1}{2}$ $\frac{1}{4}$ | $\begin{gathered} a c(x z \oplus y(1 \oplus x \oplus z)) \oplus b(a c x z \oplus y((1 \oplus x)(1 \oplus c \oplus z) \oplus a(1 \oplus z \oplus c(x \oplus z))))==1 \\ c(1 \oplus x \oplus b x \oplus y) \oplus b x(1 \oplus y) z \oplus a(1 \oplus y \oplus z \oplus b z)==1 \end{gathered}$ |
| 50 | $\frac{1}{2}$ $\frac{1}{4}$ | $b c(1 \oplus x) y z \oplus a(y(c \oplus z) \oplus b(y z \oplus c(x \oplus y \oplus x y \oplus x z \oplus y z)))==1$ <br> $b y \oplus b x y \oplus c(1 \oplus b x \oplus y) \oplus b z \oplus x z \oplus x y z \oplus b x y z \oplus a(1 \oplus b \oplus y \oplus b z)==1$ |
| 51 | $\frac{1}{2}$ $\frac{1}{4}$ | $b c x y \oplus a((1 \oplus c) x y z \oplus b(x y z \oplus c(1 \oplus z \oplus y z \oplus x(1 \oplus y \oplus z))))==1$ $c(1 \oplus b \oplus b x \oplus x y) \oplus(1 \oplus b \oplus x \oplus b x y) z \oplus a(1 \oplus b \oplus b z \oplus y z)==1$ |
| 52 | 1 $\frac{1}{2}$ $\frac{1}{4}$ | $b c x(1 \oplus y) z \oplus a((1 \oplus b)(1 \oplus y) z \oplus c(1 \oplus y \oplus b(1 \oplus y z \oplus x(y \oplus z))))==1$ $y \oplus c y \oplus x y z \oplus a(b \oplus y \oplus b z) \oplus b(c(1 \oplus x) \oplus y \oplus x(1 \oplus y)(1 \oplus z))==1$ |
| 53 | $\frac{1}{3}$ <br>  <br> $\frac{2}{3}$ | $\begin{gathered} (1 \oplus c) x y \oplus a(1 \oplus c \oplus b(1 \oplus c \oplus z)) \oplus b(c \oplus y z \oplus x(y \oplus z))==1 \\ a b c x y(1 \oplus z)==1 \end{gathered}$ |
| 54 | $\begin{array}{r}\frac{2}{3} \\ \frac{1}{3} \\ \hline\end{array}$ | $\begin{gathered} a c(1 \oplus y \oplus b(1 \oplus y \oplus y z \oplus x y z))==1 \\ b x(1 \oplus c \oplus y) \oplus a(b(1 \oplus c) \oplus y(c \oplus z))==1 \end{gathered}$ |
| 55 | $\frac{2}{3}$ $\frac{1}{3}$ | $\begin{gathered} a c(1 \oplus y \oplus b(1 \oplus y \oplus x y z))==1 \\ (a \oplus x) y(c \oplus z) \oplus b(1 \oplus a \oplus c \oplus a c \oplus y \oplus x y z)==1 \end{gathered}$ |
| 56 | $\frac{1}{2}$ | $c(1 \oplus x) y \oplus a(b \oplus c y) \oplus b(c \oplus x y)==1$ |
| 57 | $\frac{1}{2}$ | $b x(c \oplus y) \oplus a(b \oplus c y)==1$ |
| 58 | $\frac{1}{2}$ | $b(c \oplus y z) \oplus a(1 \oplus b \oplus c \oplus y z)==1$ |
| 59 | $\frac{1}{2}$ | $b x(1 \oplus c \oplus y) \oplus a(b \oplus c \oplus y)==1$ |
| 60 | $\frac{1}{3}$ $\frac{2}{3}$ | $\begin{gathered} x y(c \oplus z) \oplus a(b \oplus c \oplus b c \oplus y z) \oplus b(c \oplus x y z)==1 \\ a b c x y z==1 \end{gathered}$ |
| 61 | $\frac{1}{3}$ <br> $\frac{2}{3}$ | $\begin{gathered} a y(c \oplus z) \oplus b(1 \oplus a \oplus a c \oplus c x \oplus x y \oplus z \oplus x z)==1 \\ b c((1 \oplus x) z \oplus a(z \oplus x(1 \oplus y \oplus z)))==1 \end{gathered}$ |
| 62 | $\frac{1}{3}$ $\frac{2}{3}$ | $\begin{gathered} x(1 \oplus y)(c \oplus z) \oplus a(b(1 \oplus c) \oplus(1 \oplus y)(c \oplus z)) \oplus b(c \oplus y z \oplus x(y \oplus z))==1 \\ a b c(y z \oplus x(y \oplus z))==1 \end{gathered}$ |
| 63 | $\frac{1}{3}$ <br> $\frac{2}{3}$ | $\begin{gathered} (1 \oplus c) x y \oplus a(1 \oplus c \oplus b c \oplus z \oplus b z \oplus y z) \oplus b(c \oplus y \oplus x z \oplus y z)==1 \\ a b c x y z==1 \end{gathered}$ |
| 64 | $\frac{1}{3}$ <br> $\frac{2}{3}$ | $\begin{gathered} x y(c \oplus z) \oplus a(b \oplus c \oplus b c \oplus y z) \oplus b(c \oplus x \oplus x y \oplus z \oplus x z \oplus y z)==1 \\ a b c x y z==1 \end{gathered}$ |
| 65 | $\begin{aligned} & \frac{1}{3} \\ & \frac{2}{3} \\ & \hline \end{aligned}$ | $\begin{gathered} (a \oplus x) y(c \oplus z) \oplus b(1 \oplus a \oplus c \oplus a c \oplus y \oplus x y z)==1 \\ a b c(1 \oplus y \oplus x y z)==1 \end{gathered}$ |

(Continued.)

| Class | Probability | Condition for RC extremal boxes beyond no-signaling polytope |
| :---: | :---: | :---: |
| 66 | $\begin{aligned} & \frac{1}{3} \\ & \frac{2}{3} \end{aligned}$ | $\begin{gathered} x y(c \oplus z) \oplus a(b \oplus c \oplus b c \oplus y z) \oplus b(c \oplus x(1 \oplus y \oplus z))==1 \\ a b c x y z==1 \end{gathered}$ |
| 67 | $\begin{aligned} & \frac{1}{3} \\ & \frac{2}{3} \end{aligned}$ | $\begin{gathered} (a \oplus x) y(c \oplus z) \oplus b(1 \oplus a \oplus c \oplus a c \oplus y \oplus x z)==1 \\ a b c(1 \oplus y \oplus x z)==1 \end{gathered}$ |
| 68 | $\frac{1}{3}$ <br> $\frac{2}{3}$ | $\begin{gathered} x y(c \oplus z) \oplus b(1 \oplus a \oplus c \oplus a c \oplus y \oplus x z) \oplus a(c \oplus y z)==1 \\ a b c x y z==1 \end{gathered}$ |
| 69 | 1 $\frac{1}{3}$ $\frac{2}{3}$ | $\begin{gathered} (1 \oplus c) x y \oplus a(1 \oplus c \oplus b c \oplus z \oplus b z \oplus y z) \oplus b(c \oplus x \oplus y \oplus x y \oplus x z \oplus y z)==1 \\ a b c x y z==1 \end{gathered}$ |
| 70 | $\frac{1}{2}$ | $a(b \oplus c \oplus c y) \oplus b x(1 \oplus c \oplus y z)==1$ |
| 71 | $\frac{1}{2}$ | $b x(1 \oplus c \oplus y z) \oplus a(b \oplus c \oplus y z)==1$ |
| 72 | $\frac{1}{2}$ | $b x(c \oplus y z) \oplus a(c \oplus(1 \oplus b \oplus y) z)==1$ |
| 73 | $\frac{1}{2}$ | $c y \oplus a(b \oplus c y) \oplus b(c \oplus x(1 \oplus y) z)==1$ |
| 74 | $\frac{1}{2}$ | $a(b \oplus c y) \oplus b(c \oplus y \oplus x z \oplus x y z)==1$ |
| 75 | $\frac{1}{2}$ | $a c(1 \oplus y) \oplus b(1 \oplus a \oplus c \oplus x y \oplus y z)==1$ |
| 76 | $\frac{1}{2}$ | $x y(c \oplus z) \oplus a(c \oplus y z) \oplus b(1 \oplus a \oplus c \oplus x y \oplus y z)==1$ |
| 77 | $\frac{1}{2}$ | $b(c \oplus y) \oplus a(1 \oplus b \oplus c \oplus y)==1$ |
| 78 | $\frac{1}{2}$ | $b(c \oplus y) \oplus a(b \oplus c y)==1$ |
| 79 | $\frac{1}{2}$ $\frac{1}{4}$ | $\begin{gathered} a(c x y z \oplus b(1 \oplus y \oplus x y z)) \oplus b(x(1 \oplus y \oplus z) \oplus c(1 \oplus y \oplus x y z))==1 \\ y(a \oplus b \oplus c \oplus c x \oplus a z \oplus b x z)==1 \end{gathered}$ |
| 80 | $\frac{1}{2}$ $\frac{1}{4}$ | $\begin{gathered} b(c \oplus c y \oplus x z \oplus c x y z) \oplus a(c x y z \oplus b(1 \oplus y \oplus x y z))==1 \\ y(a \oplus b \oplus c \oplus c x \oplus a z \oplus b x z)==1 \end{gathered}$ |
| 81 | $\frac{1}{2}$ $\frac{1}{4}$ | $\begin{gathered} b(c \oplus c y \oplus x y z \oplus c x y z) \oplus a(c x y z \oplus b(1 \oplus y \oplus x y z))==1 \\ y(a \oplus b \oplus c \oplus c x \oplus a z \oplus b x z)==1 \end{gathered}$ |
| 82 | $\frac{1}{3}$ $\frac{2}{3}$ $\frac{2}{3}$ | $\begin{gathered} b x(1 \oplus c \oplus y) \oplus a(b(1 \oplus c) \oplus y(c \oplus z))==1 \\ a b c(1 \oplus y(1 \oplus z \oplus x z))==1 \end{gathered}$ |
| 83 84 | $\frac{1}{2}$ | $\begin{gathered} b(a \oplus c \oplus y(x \oplus z))==1 \\ b(a \oplus c \oplus y \oplus x y z)==1 \end{gathered}$ |
| 85 | $\frac{1}{2}$ | $b(a \oplus c \oplus x y \oplus x z \oplus y z)==1$ |
| 86 | $\frac{1}{2}$ | $b(a \oplus c \oplus(x \oplus y) z)==1$ |
| 87 | $\frac{1}{2}$ | $b(a \oplus c \oplus y z)==1$ |
| 88 | $\frac{1}{2}$ | $b(a \oplus c \oplus y \oplus x z)==1$ |
| 89 | $\frac{1}{2}$ | $b(a \oplus c \oplus y)==1$ |
| 90 | $\frac{1}{2}$ | $b(a \oplus c \oplus x y z)==1$ |
| 91 | $\frac{2}{3}$ $\frac{1}{3}$ | $\begin{gathered} a b(1 \oplus c)(1 \oplus y)==1 \\ a y(c \oplus z) \oplus b(c \oplus a c \oplus y \oplus x y z)==1 \end{gathered}$ |
| 92 | $\frac{2}{3}$ $\frac{1}{3}$ | $\begin{gathered} a b c y==1 \\ c x(1 \oplus y) \oplus b(c \oplus y) \oplus a(b \oplus c \oplus b c \oplus c y)==1 \end{gathered}$ |
| 93 | $\frac{1}{2}$ | $b(a \oplus x(c \oplus y z))==1$ |
| 94 | $\frac{1}{2}$ | $b(a \oplus x(c \oplus y))==1$ |
| 95 | $\frac{1}{2}$ $\frac{1}{4}$ | $\begin{aligned} b(1 \oplus y)(a \oplus c \oplus x z) & ==1 \\ y(a \oplus b \oplus c x \oplus b x z) & ==1 \end{aligned}$ |
| 96 | $\frac{1}{2}$ $\frac{1}{4}$ | $\begin{gathered} b(1 \oplus y)(a \oplus c \oplus x z)==1 \\ y(a \oplus b \oplus c \oplus a z)==1 \end{gathered}$ |
| 97 | $\frac{1}{2}$ $\frac{1}{4}$ | $\begin{gathered} b(1 \oplus y)(a \oplus c \oplus x z)==1 \\ y(1 \oplus b \oplus c \oplus a z \oplus b z z)==1 \end{gathered}$ |
| 98 | $\begin{aligned} & \frac{1}{2} \\ & \frac{1}{4} \\ & \hline \end{aligned}$ | $\begin{gathered} b(1 \oplus y)(a \oplus c \oplus x z)==1 \\ (a \oplus b \oplus c x) y==1 \\ \hline \end{gathered}$ |

(Continued.)

| Class | Probability | Condition for RC extremal boxes beyond no-signaling polytope |
| :---: | :---: | :---: |
| 99 | $\frac{2}{3}$ $\frac{1}{3}$ | $\begin{gathered} a b c y(x \oplus z \oplus x z)==1 \\ b(c \oplus x \oplus x z \oplus y z) \oplus a(b(1 \oplus c) \oplus(1 \oplus y)(c \oplus z))==1 \end{gathered}$ |
| 100 | $\frac{2}{3}$ $\frac{1}{3}$ | $\begin{gathered} a b c y(1 \oplus x z)==1 \\ a(b(1 \oplus c) \oplus(1 \oplus y)(c \oplus z)) \oplus b(c \oplus y \oplus x(1 \oplus y \oplus z))==1 \end{gathered}$ |
| 101 | $\frac{1}{2}$ $\frac{1}{4}$ | $\begin{gathered} b(a \oplus c)(1 \oplus y)==1 \\ y(b \oplus c \oplus(a \oplus x) z)==1 \end{gathered}$ |
| 102 | 1 $\frac{1}{2}$ $\frac{1}{4}$ | $\begin{gathered} b(a \oplus c)(1 \oplus y)==1 \\ y(a \oplus b \oplus x \oplus c x \oplus b x z)==1 \end{gathered}$ |
| 103 | 2 $\frac{2}{3}$ $\frac{1}{3}$ | $\begin{gathered} a b c y(1 \oplus x z)==1 \\ b(c \oplus y \oplus x z) \oplus a(b(1 \oplus c) \oplus(1 \oplus y)(1 \oplus c \oplus z))==1 \end{gathered}$ |
| 104 | $\frac{3}{4}$ $\frac{1}{4}$ $\frac{1}{2}$ | $\begin{gathered} a b c(1 \oplus y)==1 \\ c(1 \oplus x) y \oplus b(1 \oplus c \oplus y \oplus a(1 \oplus c \oplus c y)) \oplus a y z==1 \\ a c y(b z \oplus x(1 \oplus b \oplus z))==1 \end{gathered}$ |
| 105 | $\frac{2}{3}$ $\frac{1}{3}$ | $\begin{gathered} a b c y(1 \oplus x z)==1 \\ c x(1 \oplus y) \oplus a(b \oplus c \oplus b c \oplus c y) \oplus b(c \oplus y \oplus x y z)==1 \end{gathered}$ |
| 106 | $\frac{3}{5}$ $\frac{2}{5}$ $\frac{1}{5}$ | $\begin{gathered} a b(1 \oplus c)(1 \oplus y)==1 \\ a c(1 \oplus x) y z \oplus b((1 \oplus a \oplus x) y \oplus c(1 \oplus a \oplus x y \oplus a y z \oplus a x y z))==1 \\ x y(1 \oplus b \oplus c \oplus z) \oplus a y(1 \oplus b \oplus b c \oplus z)==1 \end{gathered}$ |
| 107 | $\frac{2}{3}$ $\frac{1}{3}$ | $\begin{gathered} a b c y(1 \oplus x z)==1 \\ c x(1 \oplus y) \oplus a(1 \oplus b \oplus b c \oplus y) \oplus b(c \oplus y \oplus x y z)==1 \end{gathered}$ |
| 108 | $\frac{2}{3}$ <br> $\frac{1}{3}$ | $\begin{gathered} a b c(1 \oplus y)(1 \oplus x z)==1 \\ c(a \oplus x) y \oplus b(1 \oplus a \oplus c \oplus a c \oplus x y \oplus x z \oplus y z)==1 \end{gathered}$ |
| 109 | $\frac{1}{3}$ | $a(1 \oplus c \oplus b c \oplus y z) \oplus b(c \oplus z \oplus x(y \oplus z))==1$ |
| 110 | $\frac{1}{3}$ | $a(1 \oplus c \oplus b c \oplus y z) \oplus b(c \oplus y z \oplus x(y \oplus z))==1$ |
| 111 | $\frac{1}{3}$ | $a(1 \oplus c \oplus b c \oplus y z) \oplus b(c \oplus x \oplus x z \oplus y z)==1$ |
| 112 | $\frac{1}{3}$ | $a(b \oplus c \oplus b c) \oplus c x y \oplus b(c \oplus(x \oplus y) z)==1$ |
| 113 | $\frac{1}{3}$ | $a(b \oplus c \oplus b c \oplus y \oplus y z) \oplus b(c \oplus(x \oplus y) z)==1$ |
| 114 | $\frac{1}{3}$ | $b(c \oplus y \oplus x z) \oplus a(1 \oplus c \oplus b c \oplus y \oplus y z)==1$ |
| 115 | $\frac{1}{3}$ | $a(b \oplus c \oplus b c) \oplus c x y \oplus b(c \oplus y z \oplus x(1 \oplus y \oplus z))==1$ |
| 116 | $\frac{1}{3}$ | $b(c \oplus x \oplus x y) \oplus a(b \oplus c \oplus b c \oplus y z)==1$ |
| 117 | $\frac{1}{3}$ | $a(1 \oplus c \oplus b c \oplus y z) \oplus b(c \oplus x \oplus y \oplus x y z)==1$ |
| 118 | $\frac{1}{3}$ | $a(1 \oplus c \oplus b c \oplus y \oplus y z) \oplus b(c \oplus y \oplus z \oplus x y z)==1$ |
| 119 | $\frac{1}{3}$ | $a(1 \oplus c \oplus b c \oplus y \oplus y z) \oplus b(c \oplus y \oplus x z \oplus x y z)==1$ |
| 120 | $\frac{1}{3}$ | $a(1 \oplus c \oplus b c \oplus y z) \oplus b(c \oplus y \oplus x z \oplus x y z)==1$ |
| 121 | $\frac{1}{3}$ | $a(b \oplus c \oplus b c \oplus z \oplus y z) \oplus b(c \oplus y(x \oplus z))==1$ |
| 122 123 | $\frac{1}{3}$ $\frac{1}{2}$ $\frac{1}{2}$ $\frac{1}{4}$ | $\begin{gathered} a(b \oplus c \oplus b c) \oplus c x y \oplus b(c \oplus x \oplus y \oplus z \oplus x y z)==1 \\ b(1 \oplus c)(a \oplus x y)==1 \\ c x(1 \oplus y) \oplus b(c \oplus c x \oplus z \oplus y z) \oplus a(c \oplus(b \oplus y) z)==1 \end{gathered}$ |
| 124 | $\frac{1}{2}$ $\frac{1}{4}$ | $\begin{gathered} b(1 \oplus a \oplus x)(c \oplus y z)==1 \\ b x(c \oplus y \oplus z) \oplus a(1 \oplus b \oplus c \oplus y \oplus b z)==1 \end{gathered}$ |
| 125 | $\frac{1}{3}$ | $a(b \oplus c \oplus b c) \oplus c x(1 \oplus y) \oplus b(c \oplus x y z)==1$ |
| 126 | $\frac{1}{3}$ | $a(b \oplus c \oplus b c \oplus y \oplus y z) \oplus b(c \oplus x(1 \oplus y) z)==1$ |
| 127 | $\frac{1}{3}$ | $a(b \oplus c \oplus b c) \oplus c x y \oplus b(c \oplus(1 \oplus x) y z)==1$ |
| 128 | $\frac{1}{2}$ $\frac{1}{4}$ | $\begin{gathered} b c(1 \oplus a \oplus x y)==1 \\ x y(b \oplus c \oplus z) \oplus a(b \oplus c \oplus y z)==1 \end{gathered}$ |
| 129 | $\frac{1}{2}$ <br> $\frac{1}{4}$ <br> $\frac{3}{4}$ | $\begin{gathered} b(1 \oplus c \oplus y \oplus c y z \oplus a(1 \oplus x y \oplus c(1 \oplus y(1 \oplus x \oplus z))))==1 \\ b(y(x \oplus z) \oplus c(x \oplus x y z)) \oplus a((1 \oplus b \oplus y \oplus b x y) z \oplus c(1 \oplus y \oplus b x y z))==1 \\ (1 \oplus a) b(1 \oplus c) x y z==1 \end{gathered}$ |

(Continued.)

| Class | Probability | Condition for RC extremal boxes beyond no-signaling polytope |
| :---: | :---: | :---: |
| 130 | $\frac{1}{2}$ $\frac{1}{4}$ $\frac{3}{4}$ | $\begin{gathered} b((1 \oplus a)(1 \oplus x) y z \oplus c(1 \oplus a \oplus x \oplus a x y \oplus a y z))==1 \\ b x(c \oplus y \oplus z \oplus y z) \oplus a((1 \oplus c)(1 \oplus y) \oplus b(1 \oplus c x y)(1 \oplus z))==1 \\ a b c x y(1 \oplus z)==1 \end{gathered}$ |
| 131 | $\frac{1}{2}$ $\frac{1}{4}$ $\frac{3}{4}$ | $\begin{gathered} b((1 \oplus a \oplus x) y z \oplus c(1 \oplus a \oplus x \oplus a x y \oplus a y z))==1 \\ b x(c \oplus y \oplus z) \oplus a((1 \oplus c)(1 \oplus y) \oplus b(1 \oplus c x y)(1 \oplus z))==1 \\ a b c x y(1 \oplus z)==1 \end{gathered}$ |
| 132 | $\frac{1}{2}$ $\frac{1}{4}$ | $\begin{gathered} b c(1 \oplus a \oplus x \oplus y \oplus a y \oplus x y \oplus a x y z)==1 \\ a(1 \oplus c \oplus c y \oplus b z) \oplus y(c \oplus z \oplus x z) \oplus b(y \oplus x(1 \oplus c \oplus z \oplus y z))==1 \end{gathered}$ |
| 133 | $\frac{1}{2}$ $\frac{1}{4}$ | $(1 \oplus a) b c(1 \oplus y \oplus x y z)==1$ <br> $y(c \oplus x \oplus x z) \oplus a(1 \oplus c \oplus c y \oplus z \oplus b z \oplus y z) \oplus b(x \oplus c x \oplus y \oplus y z \oplus x y z)==1$ |
| 134 | $\frac{1}{2}$ $\frac{1}{4}$ | $\begin{gathered} a b((x \oplus y \oplus x y) z \oplus c(y \oplus x z \oplus x y z))==1 \\ a \oplus c \oplus b c x \oplus y \oplus a c y \oplus b x y \oplus b z \oplus a b z \oplus x z \oplus x y z \oplus b x y z==1 \end{gathered}$ |
| 135 | $\frac{1}{2}$ $\frac{1}{4}$ | $a b c(y \oplus x z \oplus x y z)==1$ <br> $a \oplus c \oplus b c x \oplus y \oplus a c y \oplus b x y \oplus a b z \oplus x z \oplus b x z \oplus y z \oplus a y z \oplus b y z \oplus x y z \oplus b x y z==1$ |
| 136 | 1 $\frac{1}{3}$ $\frac{2}{3}$ | $\begin{gathered} c x y \oplus a(b \oplus b c \oplus c y) \oplus b(c \oplus x \oplus y \oplus y z \oplus x y z)==1 \\ a b c x(1 \oplus y)==1 \end{gathered}$ |
| 137 | $\frac{1}{3}$ | $a(1 \oplus c \oplus b c \oplus y \oplus b z) \oplus b(c \oplus y \oplus x y z)==1$ |
| 138 | $\frac{1}{3}$ | $(1 \oplus c) x y \oplus a(1 \oplus c(1 \oplus b \oplus y) \oplus b z) \oplus b(c \oplus y \oplus y z \oplus x y z)==1$ |
| 139 | $\begin{array}{r}1 \\ \hline\end{array}$ | $\begin{gathered} b(c \oplus x \oplus y \oplus y z \oplus x y z) \oplus a(b(1 \oplus c) \oplus y(c \oplus z))==1 \\ a b c x(1 \oplus y)==1 \end{gathered}$ |
| 140 | $\frac{1}{4}$ $\frac{1}{2}$ | $\begin{gathered} a(c \oplus c y \oplus b z) \oplus b(c \oplus y \oplus z \oplus x y z)==1 \\ a(y(c \oplus z) \oplus b(1 \oplus c \oplus y \oplus y z))==1 \end{gathered}$ |
| 141 | $\begin{array}{r}\frac{1}{3} \\ \frac{2}{3} \\ \hline\end{array}$ | $\begin{gathered} b(c \oplus x y) \oplus a(b(1 \oplus c) \oplus(1 \oplus y)(c \oplus z))==1 \\ a b c x y==1 \end{gathered}$ |
| 142 | $\frac{1}{4}$ $\frac{1}{2}$ | $\begin{gathered} b(c \oplus x \oplus c x \oplus y \oplus z \oplus x z) \oplus a(b \oplus y(c \oplus z))==1 \\ b c x y \oplus a c(1 \oplus b \oplus y)==1 \end{gathered}$ |
| 143 | 1 $\frac{1}{3}$ $\frac{2}{3}$ | $\begin{gathered} b(c \oplus x \oplus y \oplus z \oplus x y z) \oplus a(b(1 \oplus c) \oplus y(c \oplus z))==1 \\ a b c(1 \oplus y)(x \oplus z)==1 \end{gathered}$ |
| 144 | $\frac{1}{4}$ $\frac{1}{2}$ | $\begin{gathered} b(a \oplus c \oplus x \oplus c x \oplus y \oplus z \oplus x z)==1 \\ (1 \oplus b) c(a \oplus x y)==1 \end{gathered}$ |
| 145 | $\frac{1}{4}$ $\frac{1}{2}$ | $\begin{gathered} b(a \oplus c \oplus x \oplus c x \oplus y \oplus y z \oplus x y z)==1 \\ (1 \oplus b) c(a \oplus x y)==1 \end{gathered}$ |
| 146 | $\frac{1}{3}$ | $c(1 \oplus x) y \oplus b(c \oplus x y) \oplus a(b \oplus c \oplus b c \oplus z \oplus y z)==1$ |
| 147 | $\frac{1}{2}$ $\frac{1}{4}$ | $\begin{gathered} b(1 \oplus c)(x y \oplus a(1 \oplus(1 \oplus x) y z))==1 \\ c x(1 \oplus y) \oplus b(c \oplus c x \oplus z \oplus x y z) \oplus a(c \oplus(b \oplus y) z)==1 \end{gathered}$ |
| 148 | 1 $\frac{1}{2}$ $\frac{1}{4}$ | $\begin{gathered} b c(a \oplus x \oplus x y \oplus a y z \oplus a x y z)==1 \\ x y(c \oplus z) \oplus a(1 \oplus b \oplus c \oplus y \oplus b z \oplus y z) \oplus b(c \oplus c x \oplus y \oplus z \oplus x z \oplus x y z)==1 \end{gathered}$ |
| 149 | $\frac{1}{2}$ $\frac{1}{4}$ | $\begin{gathered} b c(a \oplus x \oplus x y \oplus a x y z)==1 \\ x y(c \oplus z) \oplus a(1 \oplus b \oplus c \oplus y \oplus b z \oplus y z) \oplus b(c \oplus c x \oplus y \oplus z \oplus x z \oplus y z \oplus x y z)==1 \end{gathered}$ |
| 150 | $\frac{1}{2}$ $\frac{1}{4}$ | $\begin{gathered} b(1 \oplus c)(a \oplus a x y z \oplus x y(1 \oplus z))==1 \\ c x(1 \oplus y) \oplus b(c \oplus c x \oplus z \oplus y z \oplus x y z) \oplus a(c \oplus(b \oplus y) z)==1 \end{gathered}$ |
| 151 | $\frac{1}{2}$ $\frac{1}{4}$ | $\begin{gathered} b c(1 \oplus a \oplus y \oplus x y \oplus a y z \oplus a x y z)==1 \\ y(1 \oplus c \oplus z) \oplus a(1 \oplus c \oplus z \oplus b z) \oplus b x(1 \oplus c \oplus y z)==1 \end{gathered}$ |
| 152 153 | $\frac{1}{2}$ $\frac{1}{4}$ $\frac{1}{2}$ $\frac{1}{4}$ | $\begin{gathered} b c(1 \oplus a \oplus x \oplus y \oplus a y \oplus x y \oplus a x y z)==1 \\ a(1 \oplus c \oplus c y \oplus b z) \oplus y(1 \oplus c \oplus z \oplus x z) \oplus b x(1 \oplus c \oplus z \oplus y z)==1 \\ b((1 \oplus a \oplus x) y z \oplus c(1 \oplus a \oplus x \oplus a x y \oplus a x y z))==1 \\ a(1 \oplus b \oplus c \oplus y \oplus b z) \oplus b x(c \oplus z \oplus y z)==1 \\ \hline \end{gathered}$ |

(Continued.)

\begin{tabular}{|c|c|c|}
\hline Class \& Probability \& Condition for RC extremal boxes beyond no-signaling polytope \\
\hline 154 \& \[
\begin{aligned}
\& \frac{1}{2} \\
\& \frac{1}{4}
\end{aligned}
\] \& \[
\begin{gathered}
b c((1 \oplus x)(1 \oplus y) \oplus a(1 \oplus y \oplus x y \oplus x y z))==1 \\
c y \oplus x y z \oplus a(1 \oplus b \oplus c \oplus c y \oplus b z) \oplus b(c x \oplus(x \oplus y \oplus x y) z)==1
\end{gathered}
\] \\
\hline 155 \& \(\frac{1}{2}\)
\(\frac{1}{4}\) \& \[
\begin{gathered}
a b(1 \oplus c \oplus y \oplus c x y \oplus y z \oplus c x y z)==1 \\
x(c \oplus y) \oplus a(c \oplus y \oplus b z) \oplus b(c \oplus c x \oplus y \oplus z \oplus x y z)==1
\end{gathered}
\] \\
\hline 156 \& \(\frac{1}{2}\)
\(\frac{1}{4}\) \& \[
\begin{gathered}
b c(1 \oplus a \oplus x \oplus y \oplus a y \oplus x y \oplus a x y z)==1 \\
c y \oplus x y z \oplus a(1 \oplus c \oplus c y \oplus b z) \oplus b(y(1 \oplus z) \oplus x(1 \oplus c \oplus z \oplus y z))==1
\end{gathered}
\] \\
\hline 157 \& \(\frac{1}{2}\)
\(\frac{1}{4}\) \& \begin{tabular}{l}
\[
a c(b x z \oplus y(1 \oplus b \oplus b x z))==1
\] \\
\(a \oplus c \oplus x \oplus b x \oplus b c x \oplus y \oplus a c y \oplus c x y \oplus a b z \oplus x z \oplus b x z \oplus b y z \oplus x y z \oplus b x y z==1\)
\end{tabular} \\
\hline 158 \& \(\frac{1}{3}\) \& \(c x y \oplus a(b \oplus c \oplus b c \oplus z \oplus y z) \oplus b(c \oplus y z \oplus x(1 \oplus y \oplus z))==1\) \\
\hline 159 \& \(\frac{1}{3}\) \& \(c(a \oplus y) \oplus b(1 \oplus a \oplus a c \oplus c x \oplus x y \oplus x z \oplus y z)==1\) \\
\hline 160 \& \(\frac{1}{2}\)
\(\frac{1}{4}\) \& \[
\begin{gathered}
b c(1 \oplus a \oplus y \oplus a x y \oplus x y z \oplus a x y z)==1 \\
y(b \oplus c \oplus c x \oplus b x z) \oplus a(b \oplus c \oplus z \oplus y z)==1
\end{gathered}
\] \\
\hline 161 \& \(\frac{1}{2}\)
\(\frac{1}{4}\) \& \[
\begin{gathered}
b c(1 \oplus a \oplus y \oplus x y \oplus x y z \oplus a x y z)==1 \\
y(b \oplus c \oplus b x \oplus c x \oplus b x z) \oplus a(b \oplus c \oplus z \oplus y z)==1
\end{gathered}
\] \\
\hline 162 \& \(\frac{1}{2}\)
\(\frac{1}{4}\) \& \[
\begin{gathered}
b c(1 \oplus a \oplus x y \oplus a x y \oplus a x y z)==1 \\
x y(c \oplus b z) \oplus a(b \oplus c \oplus z \oplus y z)==1
\end{gathered}
\] \\
\hline 163 \& \(\frac{1}{2}\)
\(\frac{1}{4}\) \& \[
\begin{gathered}
b c(1 \oplus a \oplus x y \oplus a x y z)==1 \\
x y(b \oplus c \oplus b z) \oplus a(b \oplus c \oplus z \oplus y z)==1
\end{gathered}
\] \\
\hline 164 \& \(\frac{1}{2}\)
\(\frac{1}{4}\) \& \[
\begin{gathered}
a b(1 \oplus c \oplus y \oplus y z \oplus x y z \oplus c x y z)==1 \\
x(c \oplus y) \oplus a(c \oplus y \oplus b z) \oplus b(c \oplus c x \oplus y \oplus x y \oplus z \oplus x y z)==1
\end{gathered}
\] \\
\hline 165 \& \(\frac{1}{2}\)
\(\frac{1}{4}\)
\(\frac{3}{4}\) \& \[
\begin{gathered}
a b(1 \oplus c \oplus c x y \oplus z \oplus c y z) \oplus b x(1 \oplus c \oplus y \oplus z \oplus y z \oplus c y z)==1 \\
b(c \oplus c x \oplus y z) \oplus a((1 \oplus b \oplus y) z \oplus c(1 \oplus y \oplus b y z \oplus b x y z))==1 \\
a b c(1 \oplus x) y z==1
\end{gathered}
\] \\
\hline 166 \& \(\frac{3}{5}\)
\(\frac{1}{5}\)
\(\frac{2}{5}\) \& \[
\begin{gathered}
b c(a \oplus x)(1 \oplus y)==1 \\
a(1 \oplus b \oplus c \oplus y \oplus c y \oplus b c y \oplus b z) \oplus b(c \oplus c x \oplus y \oplus c x y \oplus z \oplus x z \oplus x y z)==1 \\
b x y(c \oplus z) \oplus a y(c \oplus b z)==1
\end{gathered}
\] \\
\hline 167 \& \(\frac{3}{5}\)
\(\frac{1}{5}\)
\(\frac{2}{5}\)
\(\frac{2}{4}\) \& \[
\begin{gathered}
a b c(1 \oplus y)==1 \\
(1 \oplus c) x(1 \oplus y) \oplus a(1 \oplus b \oplus c \oplus y \oplus c y \oplus b c y \oplus b z) \oplus b(c \oplus x \oplus c x \oplus y \oplus z \oplus x y z)==1 \\
b c x y \oplus a y(c \oplus z \oplus b z)==1
\end{gathered}
\] \\
\hline 168 \& \(\frac{2}{5}\)
\(\frac{1}{5}\)
\(\frac{3}{5}\)
\(\frac{3}{4}\) \& \[
\begin{gathered}
a y(1 \oplus c \oplus z) \oplus b((1 \oplus y)(1 \oplus x z) \oplus c(1 \oplus y z \oplus x y(1 \oplus z)) \oplus a(1 \oplus y z \oplus c(1 \oplus x z \oplus y(1 \oplus x \oplus z))))==1 \\
y(c x \oplus(b \oplus x) z) \oplus a(y z \oplus c(y \oplus b y \oplus b x z \oplus b x y z))==1 \\
a b c(1 \oplus y)(1 \oplus x z)==1
\end{gathered}
\] \\
\hline 169 \& \(\frac{2}{5}\)
\(\frac{1}{5}\)
\(\frac{3}{5}\) \& \[
\begin{gathered}
(1 \oplus a) c x y(1 \oplus z) \oplus b((1 \oplus y)(1 \oplus x z) \oplus a(1 \oplus c \oplus c x y \oplus c x z \oplus y z) \oplus c(1 \oplus y \oplus x y \oplus x y z))==1 \\
(a \oplus b \oplus x) y z \oplus c(a b x z \oplus y(1 \oplus a b \oplus x \oplus a b x z))==1 \\
a b c(1 \oplus y)(1 \oplus x z)==1
\end{gathered}
\] \\
\hline 170 \& \(\frac{2}{5}\)
\(\frac{1}{5}\)
\(\frac{3}{5}\)
\(\frac{3}{5}\) \& \[
\begin{gathered}
c(a \oplus x) y \oplus b(1 \oplus c \oplus y \oplus c y \oplus c x y \oplus x z \oplus x y z \oplus a(1 \oplus c \oplus y \oplus x y \oplus c x y \oplus c x z \oplus x y z))==1 \\
(1 \oplus a \oplus x) y(c \oplus z) \oplus b(a c x z \oplus y(1 \oplus a c \oplus x \oplus a c x z))==1 \\
a b c(1 \oplus y)(1 \oplus x z)==1
\end{gathered}
\] \\
\hline 171 \& \(\frac{2}{5}\)
\(\frac{1}{5}\)
\(\frac{3}{5}\) \& \[
\begin{gathered}
a(1 \oplus c) x y z \oplus b(1 \oplus c \oplus y \oplus c y \oplus c x y \oplus x z \oplus x y z \oplus a(1 \oplus c \oplus y \oplus c x z \oplus x y z))==1 \\
(1 \oplus x) y(b \oplus c \oplus z) \oplus a(b c x z \oplus y(1 \oplus b c \oplus z \oplus b c x z))==1 \\
a b c(1 \oplus y)(1 \oplus x z)==1
\end{gathered}
\] \\
\hline 172 \& \(\frac{2}{5}\)
\(\frac{1}{5}\) \& \(a(b \oplus y \oplus c y \oplus b c y \oplus b c x y z) \oplus b(x(1 \oplus y) z \oplus c(1 \oplus y \oplus x y z))==1\) \(y(b \oplus c \oplus c x \oplus b z) \oplus a(1 \oplus c \oplus y \oplus z \oplus y z \oplus b(1 \oplus c \oplus z))==1\) \\
\hline 173 \& 2
\(\frac{2}{5}\)
\(\frac{1}{5}\) \& \[
\begin{gathered}
a(1 \oplus c) y \oplus b((1 \oplus y)(1 \oplus x z) \oplus c(1 \oplus y z \oplus x y(1 \oplus z)) \oplus a(1 \oplus c y(x \oplus z \oplus x z)))==1 \\
c x y \oplus b y z \oplus a((1 \oplus b) c \oplus(1 \oplus b \oplus y) z)==1
\end{gathered}
\] \\
\hline 174 \& 2

$\frac{1}{5}$

$\frac{1}{5}$ \& $$
\begin{gathered}
(1 \oplus b)(c \oplus y \oplus x z \oplus x y z) \oplus a(1 \oplus c y \oplus b(1 \oplus c y(1 \oplus z \oplus x z)))==1 \\
b x(1 \oplus c \oplus y) \oplus a(b(1 \oplus c) \oplus y(c \oplus z))==1 \\
\hline
\end{gathered}
$$ <br>

\hline
\end{tabular}

## APPENDIX I: LIST OF EXTREMAL BOXES

| Class | Probability | Condition for RC extremal boxes beyond no-signaling polytope |
| :---: | :---: | :---: |
| 175 | $\begin{aligned} & \frac{2}{5} \\ & \frac{1}{5} \end{aligned}$ | $b(c \oplus c x y \oplus(x \oplus y) z) \oplus a(c(1 \oplus x) y z \oplus b(1 \oplus y(1 \oplus c \oplus z \oplus c z \oplus c x z)))==1$ $(b \oplus c) x y \oplus a(y \oplus c(1 \oplus b \oplus y) \oplus z \oplus b z)==1$ |
| 176 | $\frac{2}{5}$ $\frac{1}{5}$ | $\begin{gathered} b(x(1 \oplus y)(1 \oplus z) \oplus c(1 \oplus y z \oplus x y(1 \oplus z))) \oplus a((1 \oplus c) y \oplus b(1 \oplus c y(x \oplus z \oplus x z)))==1 \\ c x y \oplus b y z \oplus a((1 \oplus b) c \oplus(1 \oplus b \oplus y) z)==1 \end{gathered}$ |
| 177 | $\begin{aligned} & \frac{2}{5} \\ & \frac{1}{5} \end{aligned}$ | $b(x(1 \oplus y) z \oplus c(1 \oplus y z \oplus x y(1 \oplus z))) \oplus a(y(1 \oplus c \oplus z) \oplus b(1 \oplus y z \oplus c y(x \oplus z \oplus x z)))==1$ $y(c x \oplus(b \oplus x) z) \oplus a(c \oplus b c \oplus y z)==1$ |
| 178 | $\frac{2}{5}$ | $\begin{gathered} b(x(1 \oplus y)(1 \oplus z) \oplus c(1 \oplus y z \oplus x y(1 \oplus z))) \oplus a(y(1 \oplus c \oplus z) \oplus b(1 \oplus y z \oplus c y(x \oplus z \oplus x z)))==1 \\ y(c x \oplus(b \oplus x) z) \oplus a(c \oplus b c \oplus y z)==1 \end{gathered}$ |
| 179 | $\frac{2}{5}$ $\frac{1}{5}$ | $c y \oplus b(c \oplus x(1 \oplus y) z) \oplus a(c y \oplus b(1 \oplus(1 \oplus c) y z \oplus(1 \oplus c) x y(1 \oplus z)))==1$ $b x y \oplus c x(1 \oplus b \oplus y) \oplus a(c \oplus b c \oplus y z)==1$ |
| 180 | $\begin{aligned} & \frac{1}{2} \\ & \frac{1}{4} \end{aligned}$ | $\begin{gathered} a(c(1 \oplus b \oplus y) \oplus b y z)==1 \\ c x y \oplus a(b \oplus c y \oplus b z) \oplus b(c \oplus y \oplus x y \oplus z \oplus x y z)==1 \end{gathered}$ |
| 181 | $\frac{3}{5}$ $\frac{1}{5}$ $\frac{2}{5}$ | $\begin{gathered} a b c y==1 \\ (1 \oplus c)(a \oplus x) y \oplus b(y \oplus c(1 \oplus a \oplus a y))==1 \\ a(1 \oplus y)(b \oplus c \oplus z)==1 \end{gathered}$ |
| 182 | $\begin{aligned} & \frac{1}{2} \\ & \frac{1}{4} \end{aligned}$ | $\begin{gathered} b(a \oplus x)(c \oplus y z)==1 \\ c y \oplus b(1 \oplus a \oplus c \oplus y \oplus a z) \oplus a(c \oplus z \oplus y z)==1 \end{gathered}$ |
| 183 | $\begin{aligned} & \frac{1}{2} \\ & \frac{1}{4} \end{aligned}$ | $\begin{gathered} a b(c \oplus y z)==1 \\ c x y \oplus a(1 \oplus b \oplus c \oplus y \oplus b z) \oplus b(c \oplus y \oplus x y \oplus z \oplus x y z)==1 \end{gathered}$ |
| 184 | $\frac{1}{3}$ <br> $\frac{2}{3}$ | $\begin{gathered} a(b(1 \oplus c) \oplus(1 \oplus y)(c \oplus z)) \oplus b(c \oplus y(x \oplus z))==1 \\ a b c y(x \oplus z)==1 \end{gathered}$ |
| 185 | $\frac{1}{4}$ $\frac{1}{2}$ $\frac{3}{4}$ | $\begin{gathered} y(a \oplus c \oplus c x \oplus a z) \oplus b(1 \oplus c \oplus y \oplus x z \oplus x y z \oplus a(1 \oplus c(1 \oplus y)(1 \oplus x z)))==1 \\ a c(x y z \oplus b(x z \oplus(1 \oplus x) y(1 \oplus z)))==1 \\ a b c(1 \oplus y)(1 \oplus x z)==1 \end{gathered}$ |
| 186 | $\frac{1}{4}$ $\frac{1}{2}$ $\frac{3}{4}$ | $\begin{gathered} c x y \oplus a y(1 \oplus z) \oplus b(1 \oplus c \oplus y \oplus x z \oplus x y z \oplus a(1 \oplus c(1 \oplus y)(1 \oplus x z)))==1 \\ a c((1 \oplus x) y z \oplus b(y z \oplus x(y \oplus z \oplus y z)))==1 \\ a b c(1 \oplus y)(1 \oplus x z)==1 \end{gathered}$ |
| 187 | $\frac{1}{4}$ $\frac{1}{2}$ | $\begin{gathered} c x y \oplus a y z \oplus b(1 \oplus a \oplus c \oplus y \oplus x z \oplus x y z)==1 \\ a c(1 \oplus b \oplus x y \oplus b x y \oplus y z \oplus b y z \oplus x y z)==1 \end{gathered}$ |
| 188 | $\frac{1}{4}$ $\frac{1}{2}$ | $c x y \oplus a(b \oplus y \oplus y z) \oplus b(c \oplus x(1 \oplus y) z)==1$ $a c(1 \oplus y \oplus y z \oplus x y z \oplus b(1 \oplus y(1 \oplus x \oplus z)))==1$ |
| 189 | $\frac{1}{4}$ $\frac{1}{2}$ | $\begin{gathered} c x y \oplus a y z \oplus b(a \oplus c \oplus(1 \oplus y)(1 \oplus z \oplus x z))==1 \\ a c(1 \oplus b \oplus x y \oplus b x y \oplus y z \oplus b y z \oplus x y z)==1 \end{gathered}$ |
| 190 | $\begin{aligned} & \frac{1}{4} \\ & \frac{1}{2} \end{aligned}$ | $\begin{gathered} c x y \oplus a(b \oplus y z) \oplus b(c \oplus x(1 \oplus y) z)==1 \\ a c(1 \oplus b \oplus x y \oplus b x y \oplus y z \oplus b y z \oplus x y z)==1 \end{gathered}$ |
| 1 | 1 | $a b c==1$ |
| 2 | $\begin{aligned} & \frac{1}{3} \\ & \frac{2}{3} \end{aligned}$ | $\begin{gathered} (1 \oplus x) y(c \oplus z) \oplus b(c \oplus z \oplus x z) \oplus a(b \oplus c \oplus b c \oplus y z)==1 \\ a b c(1 \oplus x) y z==1 \end{gathered}$ |
| 3 | $\frac{1}{2}$ | $a(b \oplus c \oplus y z)==1$ |
| 4 | $\frac{1}{2}$ | $b(a \oplus c \oplus x z)==1$ |
| 5 | $\frac{1}{3}$ | $a(b \oplus c \oplus b c) \oplus c x y \oplus b(c \oplus z \oplus x z)==1$ |
| 6 | $\frac{1}{3}$ | $c(b \oplus y \oplus x y) \oplus a(b \oplus c \oplus b c \oplus z \oplus y z)==1$ |
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