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Abstract

The glucocorticoid receptor (GR) is a transcription factor which becomes activated
upon binding to glucocorticoids, a class of steroid hormones. Upon activation, GR binds
to various genomic locations and induces large-scale changes in transcription and chro-
matin structure. Clinically, GR is an important therapeutic target, since glucocorticoids
are widely applied to treat autoimmune and inflammatory conditions. However, long-
term treatment with glucocorticoids is associated with glucocorticoid-resistance and se-
vere side-effects. At the molecular level, the effects of prolonged GR activation on a cell’s
transcriptional responses are not fully understood. Here, I investigated if exposure to glu-
cocorticoids results in long-term changes in chromatin and transcription. In addition, I
studied GR’s genomic binding preferences by investigating mechanisms that shape DNA
binding specificities between GR and its paralog, the androgen receptor (AR).

In the first part of the thesis, I investigated the immediate and the long-term effects
of GR activation on chromatin and transcription. By examining GR binding as well as
glucocorticoid-induced changes in chromatin accessibility and transcription, I found that
genomic regions that lose chromatin accessibility were enriched near downregulated genes.
Interestingly, these ‘closing’ regions were largely not bound by GR, indicating that repres-
sion, in part, does not depend on nearby GR binding and might occur through indirect
effects of GR activation. To study the long-term effects of GR activation, I investigated
changes in chromatin accessibility and transcription after washout of glucocorticoids.
GR-induced changes in chromatin accessibility were found to be reversible following a
24-hour washout period. Similarly, transcriptional activity reverted to basal levels after
washout. Moreover, I tested if a prior exposure to hormone changes the response to a sub-
sequent treatment. Most genes showed similar transcriptional responses upon hormone-
re-stimulation compared to the first stimulation. However, the GR-target gene ZBTB16
showed enhanced upregulation upon reinduction, suggesting that prior glucocorticoid
exposure results in priming of this gene. Single-cell analysis showed that enhanced ex-
pression of ZBTB16 upon reinduction was a consequence of an increased probability of
cells transcribing the gene as well as individual cells showing increased ZBTB16 transcrip-
tion.

In the second part of the thesis, I assayed the role of chromatin and DNA sequence in
generating divergent genomic binding patterns of transcription factors with nearly iden-
tical DNA-binding preferences, specifically, GR and its paralog AR. Investigating binding
of GR and AR in the same cell type revealed that both transcription factors occupy over-
lapping as well as unique sites. Examining the chromatin landscape at receptor binding
regions showed that many GR-specific sites were situated within relatively inaccessible
chromatin, suggesting that binding specificity is, in part, achieved through GR’s ability to



bind to inaccessible chromatin. Furthermore, motif enrichment analysis at GR- and AR-
specific regions provided further evidence that the receptors exhibit subtle differences
in the recognition sequences they preferentially bind to. Lastly, analysis of GC-content
revealed that receptor-specific binding is also driven by GC-content at the binding sites
and the larger surrounding area, as mean GC-content was found to to be higher at GR-
compared to AR-specific sites.

In summary, these results provide evidence that GR is capable of inducing gene-specific
transcriptional memory, even though GR-induced chromatin structural and transcrip-
tional changes are largely reversible. Given GR's biological role as an effector to fluctu-
ating levels of glucocorticoids, the reversibility of GR-induced chromatin and transcrip-
tional changes is to be expected. However, future experiments involving longer, or more
frequently repeated, hormone exposures might yield insights into the underlying mech-
anisms of glucocorticoid resistance and side-effects associated with long-term glucocor-
ticoid treatment. Furthermore, the chromatin landscape as well as DNA sequence com-
position contribute to driving receptor-specific genomic occupancy of GR and AR. These
findings might represent a general mechanism that shapes differential binding among
paralogous transcription factors and could contribute to our understanding of how ge-

nomic binding specificities are established for other related transcription factors.



Zusammenfassung

Der Glukokortikoidrezeptor (GR) ist ein Transkriptionsfaktor (TF), der durch Bindung
an Glukokortikoide, die zu den Steroidhormonen gehoren, aktiviert wird. Aktivierter
GR bindet zahlreiche genomische Regionen und induziert weitreichende Verdnderungen
der Transkription und Chromatin-Struktur. Aus klinischer Sicht stellt GR ein wichtiges
Medikamentenziel dar, da Glukokortikoide oft zur Behandlung von Autoimmunkran-
heiten und Entziindungszustinden eingesetzt werden. Jedoch kann eine Langzeitbe-
handlung mit Glukokortikoiden zu schwerwiegenden Nebenwirkungen und Glukokortikoid-
Resistenzen fiihren. Inwiefern sich eine Langzeitaktivierung von GR auf molekularer
Ebene auswirkt, ist noch nicht klar. In meiner Doktorarbeit habe ich mich mit den Langzeit-
folgen nach GR-Aktivierung befasst, die sich auf Chromatin-Struktur und Transkription
auswirken. Zusitzlich habe ich die genomischen Bindungspriferenzen von GR unter-
sucht und diese mit den Praferenzen des verwandten Androgenrezeptors (AR) verglichen.

Im ersten Teil meiner Doktorarbeit befasste ich mich mit den kurz- und lingerfristigen
Auswirkungen auf Transkription und Chromatin nach einer GR-Aktivierung. Zu diesem
Zweck untersuchte ich genomweite GR-Bindestellen, Verdnderungen in der Chromatin-
Zuganglichkeit genomischer Regionen und transkriptionelle Verdnderungen. Ich kon-
nte zeigen, dass genomische Regionen, die an Chromatin-Zuganglichkeit verlieren und
nicht von GR gebunden sind, in der Ndhe von reprimierten Genen angereichert waren.
Diese Erkenntnisse legen nahe, dass Glukokortikoid-induzierte transkriptionelle Repres-
sion mancher Gene ohne lokaler Binding von GR stattfinden kann. Dariiber hinaus unter-
suchte ich, ob Glukokortikoid-induzierte Veranderungen der Chromatin-Zuganglichkeit,
iiber einen ldngeren Zeitraum bestehen bleiben konnen oder ob sie reversibel sind. Ich
fand, dass die erhchte oder verringerte Chromatin-Zuganglichkeit infolge einer einmali-
gen GR-Aktivierung 24 Stunden nach dem Auswaschen der Glukokortikoide reversibel
war. Ahnlich verhielt sich die transkriptionelle Aktivitdt, welche nach dem Auswaschen
von Glukokortikoiden wieder auf Basallevel zurtickfiel. Aufierdem untersuchte ich den
Einfluss einer vorherigen Hormon-Exposition auf Transkription nach einer zweiten Stim-
ulation. Die meisten Gene zeigten eine dhnliche transkriptionelle Antwort nach einer
solchen Re-stimulation im Vergleich zur ersten Hormonexposition. Jedoch zeigte das GR-
Zielgen ZBTB16 eine gesteigerte Hochregulierung nach Re-induktion, was eine Sensibil-
isierung dieses Gens durch eine vorherige Exposition nahelegt. Einzelzellanalyse nach
Re-induktion konnte zeigen, dass die gesteigerte Expression von ZBTB16 eine Konse-
quenz der erhohten Wahrscheinlichkeit von Genexpression sowie htherer Expression-
sraten einzelner Zellen ist.

Im zweiten Teil der Arbeit fokussierte ich mich auf die Rolle von Chromatin und
DNA-Sequenz in der Etablierung von spezifischen Bindeverhalten von TF mit fast iden-
tischen DNA-Bindepréferenzen am Beispiel von GR und AR. Die Analyse von GR- und



AR-Bindepréferenzen im gleichen zelluldren Hintergrund konnte zeigen, dass beide TF
tiberlappende sowie spezifische Bindestellen targetieren. Die Untersuchung der Chro-
matinlandschaft von Rezeptorbindestellen zeigte, dass viele GR spezifische Bindestellen
in relativ unzugénglichem Chromatin liegen, was suggeriert, dass GR Spezifitit tiber die
Fahigkeit geschlossenes Chromatin zu binden vermittelt wird. AufSerdem konnten Se-
quenzmotifanalysen von GR- und AR-spezifischer Binderegionen weiter auf subtile Dif-
ferenzen in Erkennungssequenzen hinweisen. Abschliefiend zeigte eine GC-Gehaltsanalyse,
dass rezeptorspezifisches Binden auch vom GC-Gehalt der Bindestellen sowie der weit-
eren Umgebung abhéngt, da der durchschnittliche GC-Gehalt hoher an GR- gegeniiber
AR-spezifischen Bindestellen war.

Zusammenfassend konnten diese Ergebnisse zeigen, dass GR genspezifische transkrip-
tionelle Erinnerung induzieren kann, obwohl GR-induzierte Anderungen in Chromatin-
Struktur und Transkription grofitenteils reversibel sind. Da GR als Effektor fluktuieren-
der Glukokortikoid-Spiegel, aufgrund natiirlicher Tagesschwankungen, fungiert, ist eine
Reversibilitidt der GR-induzierten Anderungen teilweise zu erwarten. Zukiinftige Exper-
imente konnten ldngere oder haufiger wiederholte Hormon-Behandlungen beinhalten,
um die molekularen Mechanismen, welche den Nebenwirkungen und Glukokortikoid-
Resistenzen einer Langzeitbehandlung mit Glukokortikoiden zugrunde liegen, vollstandig
zu ergriinden. Zusatzlich tragen Chromatin-Landschaft sowie DNA-Sequenz zum rezep-
torspezifischen genomischen Bindeverhaltens von GR und AR bei. Diese Erkenntnisse
konnten moglicherweise generelle Mechanismen spezifischen Verhaltens paraloger TF
darstellen und deshalb zu unserem Verstdndnis der genomischen Bindepréiferenzen an-

derer verwandter TF beitragen.
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1 Introduction

1.1 Transcriptional Regulation

The genetic information encoded in genes provides the instructions to synthesize molecules,
which are essential in maintaining cellular function and identity. The process by which
genes are ‘switched on’ to generate these gene products, namely proteins or functional
RNAs, is known as gene expression. In order to ensure precise and correct expression of
genes, this complex, multi-step process is precisely regulated.

Gene expression starts with the process of transcription, during which the genetic
code within the DNA of a gene is transcribed into RNA. Since transcription itself is tightly
controlled, a predominant part of the regulation of gene expression occurs during this
stage. Consequently, correct transcription is critical to an organism’s health, since its mis-
regulation is associated with a range of diseases, including cancer and developmental
disorders [[1]].

Transcription of protein-coding genes in eukaryotic cells in carried out by RNA-polymerase
IT (Pol2), the enzyme which synthesizes the RNA molecule (or transcript), from the ge-
nomic DNA template. For transcription to occur, Pol2 binds to the core promoter of genes
alongside general transcription factor (GTFs), which together form the pre-initiation com-
plex (PIC) [2]] (Fig. [L.1). Upon initiation, transcription subsequently begins from the
transcription start site (TSS) within the core promoter of a gene.

However, the presence of the transcriptional machinery at the core promoter alone is
generally not sufficient to drive efficient transcription. Rather, initiation and rate of tran-
scription are largely dependent on the action of regulatory proteins known as transcrip-
tion factors. Transcription factors typically exert their function by binding to regulatory
DNA elements within the genome and subsequently recruiting co-regulatory factors [3,
4. The combined action of genome-bound transcription factors and co-regulatory factors
thus affects the assembly or activity of the PIC at promoters of associated genes [5] (Fig.
[L.I). Interestingly, transcription factor binding sites can be found at varying distances,
either upstream or downstream, from promoters of target genes [3, 4]. Moreover, in ad-
dition to regulating initiation of transcription, transcription factors can also influence the
activity of Pol2 while it is actively transcribing, i.e. during the elongation stage of tran-
scription [6].

Hence, due to their ability to control transcriptional initiation and activity, transcrip-
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Regulatory Gene
Element

Fig. 1.1: Regulation of transcription by transcription factors. In the nucleus, transcription factors
(TFs) bind to specific DNA regulatory elements and recruit cofactors (COFs), which together
assert their regulaty effects on the pre-initation complex (PIC) at the promoter of target genes to
affect transcription.

tion factors are the central regulators of transcription in cells. Notably, their actions in-
crease the complexity of transcriptional regulation, which becomes particular apparent
when considering that approximately 1,600 transcription factors are included within the
human proteome [7]]. Therefore, studying the action of individual transcription factors is
an essential step in unraveling the regulatory processes shaping the transcriptional pro-
grams of cells.

1.2 The Glucocorticoid Receptor — a Hormone-Activated

Transcription Factor

The glucocorticoid receptor (GR) is one of the most-studied transcription factors. GR is
hormone-inducible, which means that it is activated upon binding to its ligand, i.e. gluco-
corticoids. Particular interest in researching the actions of GR, stem from the fact that this
transcription factor is expressed in the majority human cell types [8]. Consequently, GR
action affects various biological processes, including metabolism, inflammation, develop-
ment and cognition [9, 10]]. These properties have also made GR a very important thera-
peutic target, as synthetic glucocorticoids are widely applied in the treatment of chronic
or acute inflammations [[11, 12]. Moreover, GR has become a useful model system to
study general mechanisms of transcriptional regulation. Due to its inducibility, measuring
GR’s direct effects on transcription is facilitated, since its activity can easily be controlled
through the presence or absence of hormone.

Overall, GR’s application as a powerful tool in molecular genetics as well as its broad
physiological functions make GR an important and interesting transcription factor to study.
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1.2.1 Glucocorticoids

Glucocorticoids are members of the steroid hormone family and are the primary stress
hormones in mammals. Acting on numerous cell types, the effects of glucocorticoids
are central to major biological processes, including glucose and lipid metabolism, inflam-
mation, cognition, reproduction and development [9, [13} 14]]. In particular due to their
metabolic effects, which include enhanced gluconeogenesis and thus increased levels of
blood glucose, glucocorticoids also play a notable role in the response to stress in mam-
mals, as their actions provides the necessary energy to orchestrate the ‘fight or flight’
response [9, 13} [14]].

In humans, the predominant glucocorticoid is cortisol which is synthesized in the zona
fasciculata of the adrenal cortex. As is the case for all classic steroid hormones, corti-
sol is synthesized from a cholesterol precursor in a series of enzymatic reactions [15].
Under resting physiological conditions, cortisol is released from the adrenal cortex as
short bursts in a near-hourly manner, resulting in oscillating plasma glucocorticoid lev-
els [[16| [17]. In addition to the rhythmic release, cortisol secretion also follows a circa-
dian pattern with highest levels of secretion occurring at the beginning of the active pe-
riod of the day [18]. This release pattern is established through the feedback loop of
the hypothalamic-pituitary-adrenal (HPA) neuroendocrine axis (Fig. [16-18]]. The
HPA axis establishes a negative feed-forward loop, in which corticotrophin-releasing hor-
mone (CRH), secreted by the hypothalamus, triggers the release of adrenocorticotrophic
hormone (ACTH) by the pituitary gland which subsequently stimulates glucocorticoid
release from the adrenal cortex. Glucocorticoids, in turn, inhibit the production and se-
cretion of CRH and ACTH. Moreover, the HPA neuroendocrine axis also becomes stim-
ulated by physiological and psychological stressors resulting in increased glucocorticoid
synthesis and secretion [[16-19]].

Furthermore, due to their potent inflammatory and immunosuppressive effects, syn-
thetic glucocorticoids, eg. dexamethasone, are widely administered to treat patients suf-
fering from inflammatory and autoimmune conditions, such as asthma or rheumatoid
arthritis [[11}/12]]. However, long-term exogenous treatment with glucocorticoids can lead
to severe side effects, such as osteoporosis, delayed wound healing and impaired glucose
metabolism [[13}20]]. In addition, glucocorticoid resistance can emerge in some patients in
response to prolonged glucocorticoid therapy [20}21]]. Hence, since the molecular mech-
anisms underlying these adverse effects are incompletely understood, research into the
actions of glucocorticoids remains critical.
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Fig. 1.2: Schematic illustration of the HPA neuroendocrine axis controlling glucocorticoid re-
lease. The negative feed-forward loop of the HPA axis establishes the oscillating pattern of glu-
cocorticoid (GC) release. The hypothalamus secretes corticotrophin-releasing hormone (CRH),
which stimulates the anterior pituitary gland to secrete adrenocorticotrophic hormone (ACTH).
ACTH stimulates the adrenal cortex to secrete GC, which, in turn, inhibit the hypothalamus and
the anterior pituitary. The HPA axis is also stimulated by circadian cues and stress, resulting in
the release of GC.

1.2.2 GR - a Member of the Steroid Receptor Family

Glucocorticoids exert their biological functions by binding to and thereby activating GR,
a hormone-inducible transcription factor and member of the steroid hormone receptor
family.

Structurally, GR is composed of an N-terminal transactivation domain, a central DNA-
binding domain, a short and flexible hinge region, and a C-terminal ligand-binding do-
main [22, 23]]. Notable structural similarities are shared between GR and the other clas-
sical steroid receptors, i.e. the androgen receptor (AR), the mineralocorticoid receptor
(MR) and the progesterone receptor (PR). This nuclear receptor subfamily is character-
ized by a highly conserved DNA-binding domain and therefore each receptor recognizes
a very similar DNA sequence, the consensus motif of which is composed of two inverted
repeats of the halfsite 5-AGAACA-3’, joined by a three-base pair spacer (Fig. [23].
GR and the other steroid receptors generally bind to their DNA recognition sequence as
homodimers in a head-to-head arrangement (Fig. (23, 24]).

Even though the binding preferences of the classical steroid receptors are highly sim-
ilar, each receptor performs functionally distinct roles. Activation of AR, for instance, is
critical in driving the male phenotype [26]], while MR and PR are prominently involved
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Fig. 1.3: Cartoon representation of GR and AR binding to DNA as homodimers. (A)
Glucocorticoid-bound GR binds DNA as a homodimer is a head-to-head fashion. GR’s consen-
sus recognition sequence from JASPAR is shown below (MA0113.2; [25]). (B) Same as (A), but
androgen-bound AR is shown. AR’s consensus recognition sequence from JASPAR is shown be-
low (MAO0007.2; [25]])

in blood pressure regulation [27]] and the development of mammary glands [[28]], respec-
tively. This functional diversification of related transcription factors, which recognize and
bind to the same DNA consensus sequence, appears initially paradoxical and has been the
topic of extensive research.

Particular interest has arisen in comparing genomic binding sites of GR to AR. Func-
tionally, the two related receptors exhibit opposing roles, for instance, with GR action
leading to muscle wasting [29] and AR action to muscle growth [30]]. In part, the dif-
fering functional roles are likely to arise due to differences in genomic binding, since
previous studies comparing the binding patterns of GR and AR found that, in the same
cell types, the two receptors showed overlapping, yet also receptor-specific binding sites
[31-33]. The fact that GR and AR have very similar DNA binding preferences and have
structurally near-identical DNA-binding interfaces [34], raises the question of how the
receptors achieve binding specificity at certain genomic sites.

Different explanations have been put forward to account for the observed binding
specificities. Previous studies have identified a role of composite binding with the fork-
head transcription factor FoxA1l to influence receptor-specific binding [33, [35]. Further-
more, there appear to be subtle differences in the exact motif sequence which GR and
AR preferentially bind to. Specifically, AR exhibits the ability to bind more degenerate
consensus sequences and also shows a preference for sites flanked by poly(A) sequences
[32,34]]. Unlike GR, AR also seems to be capable of binding sequences composed of di-
rect repeats of the 5'-AGAACA-3" halfsite [[36, 37], to which it binds in a head-to-head
orientation [38].

Together, these findings suggest that GR and AR do show subtle differences in their
binding preferences. However, it remains unclear whether the above-described differ-
ences account for all the observed binding specificities between GR and AR or whether
other factors also play a role in shaping divergent genomic binding. Notably, since tran-
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scription factors do not bind to ‘naked” DNA in the nucleus, but rather bind to it in its
‘packaged’ or chromatinized form (as discussed in section[1.3)), chromatin structure is a
major determining factor which restricts or enables transcription factor binding [39-41]].
This raises the question to what extent chromatin context also contributes to shaping dif-
ferential binding of GR and AR.

1.2.3 GR - an Activator and Repressor of Transcription

Being expressed in most human cell types [8], GR regulates the transcription of a large
number of target genes central to processes, such as metabolism, inflammation, develop-
ment and cognition [9, 10].

In the absence of glucocorticoids, inactive GR is predominantly situated in the cytosol
forming part of multi-protein complex consisting of heat shock proteins and other factors
[42, 43]]. This multi-protein complex aids in stabilizing GR, increases its ligand affinity
and is also important in nuclear transport of GR [42} 43]]. GR becomes activated upon
glucocorticoid binding, causing it to translocate into the nucleus where it associates with
various genomic loci and a multitude of other transcriptional regulatory factors. Inter-
estingly, hormone-bound GR can act as both an activator and a repressor of transcription
[44]]. To gain a better understanding of how GR is able to activate some genes while re-
pressing others, studying the mechanism by which GR regulates target gene expression
is essential.

As an activator of transcription, GR is classically thought to directly bind DNA as a
homodimer at its consensus recognition sequence (Fig. [1.3)) [24,[45]. GR binding subse-
quently results in the recruitment of co-activators which, together with GR, affect the as-
sembly or activity of the transcriptional machinery at the promoter of target genes. While
this mode of action has frequently been put forward as the main mechanism by which
GR mediates gene activation, GR-induced repression of transcription appears to be more
complex, as a variety of potential mechanisms have been proposed.

Similar to activation, it has been suggested that GR can act as a repressor by directly
binding to DNA. In this case, GR binding is thought to occur at repressive DNA mo-
tifs which are commonly referred to as the negative glucocorticoid response elements
(nGREs) [46, 47]. However, there are ongoing discussions as to whether GR binding
to such repressive sequences is, in itself, sufficient to repress transcription, since nGREs
were identified in equal amounts near up- and downregulated genes in macrophages [48]].
Moreover, GR is also thought to downregulate genes by tethering to other transcription
factors, such as nuclear factor-xB (NFxB) or activator protein 1 (AP1), and thereby inhibit
their functions [[49H53]]. However, recent studies oppose the notion that GR represses tran-
scription via tethering, since there is increasing evidence that GR is able to directly bind
to DNA at sites where it supposedly only tethers to [54-56]]. Furthermore, GR binding
to composite motifs together with other transcription factors has also been suggested as
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mechanisms explaining downregulation of GR target genes [57]]. In addition to models in
which GR action directly represses transcription, there is also accumulating evidence that
downregulation might be a consequence of the indirect effects of GR binding, since previ-
ous studies have reported repression which was not dependent on nearby GR occupancy
[58-60]. Along these lines, the notion of ‘cofactor squelching’ has been proposed as a
mechanisms for GR-induced repression, in which the redistribution of cofactors and other
transcription factors away from genes results in their downregulation [58-62]]. Taken to-
gether, multiple mechanisms by which GR mediates repression have been proposed, and
the above described findings are summarized in Fig. Thus, repression by GR might
be inherently more complex than activation and therefore further research is required to
better understand how GR represses transcription.

Direct DNA Binding Tethering Composite Binding Cofactor 'Squelching’

G’ COF
@ e 2 e >

Fig. 1.4: Summary of proposed mechanisms by which GR represses transcription. Different
mechanisms have been suggested to explain GR-mediated transcriptional repression, including
(1) direct binding near repressed genes to negative response elements known as nGREs, (2) tether-
ing to other transcription factors (TFs) and thereby inhibiting their activity, (3) composite binding
together with other TF, and (4) indirect repression via cofactor (COF) "squelching’ or redistribu-
tion, in which GR competes for COFs of limited availability.

Experimentally, one of the most prominent methods to study transcriptional changes
is RNA-sequencing (RNA-seq) [63]], in which all RNA molecules of a population are se-
quenced, enabling their identification and quantification. A typical RNA-seq workflow
involves the enrichment of mature transcripts, also known as messenger RNAs (mRNAs).
However, studying transcriptional changes using this approach comes with its limita-
tions. Specifically, active transcription cannot be captured accurately due to the presence
of pre-existing mRNAs, whose levels are strongly influenced by their stability. To obtain
a more accurate picture of the acute transcriptional processes, previous studies have pro-
posed the analysis of intronic RNA sequences obtained from a total RNA-seq experiment,
which does not enrich for mRNAs and therefore allows capturing intron-containing RNAs
[64-66]]. Since transcripts are generally co-transcriptionally spliced to remove intronic
sequences [67]], intron-containing molecules thus represent freshly-transcribed RNAs.
Moreover, another limitation of classical RNA-seq is the fact that this method measures
population averages and does not provide information on individual cells. To address this
limitation, single-cell RNA sequencing has emerged as a powerful tool to study transcrip-
tion of single cells [|68]. In addition, non-sequencing-based methods to study single-cell
transcription are available, such as RNA fluorescence in situ hybridization (FISH) [|69], in
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which transcripts-of-interest are targeted with fluorescently-labelled probes and can thus
be detected using fluorescent microscopy:.

1.3 The Role of Chromatin in GR-Mediated Transcriptional

Regulation

In the nucleus of eukaryotic cells, DNA forms a complex with different proteins known
as chromatin. Chromatin is composed of an array of nucleosomes, which represent the
structural units of chromatin. Nucleosomes, in turn, consist of 146 base pairs (bp) of DNA
tightly wound around a histone octamer consisting of two copies each of the core histone
proteins H2A, H2B, H3 and H4 (70| [71]]. This array of nucleosomes is further folded in
the three-dimensional (3D) space forming higher-order chromatin structures [72]]. As
discussed in the following sections, the structure of chromatin does not only allow pack-
aging of the DNA, but also adds an additional layer of regulation to the transcriptional
processes of a cell.

1.3.1 Chromatin Accessibility

The packaging of DNA into an array of nucleosomes plays an important role in transcrip-
tional regulation, as nucleosomes might cover regulatory DNA elements and thereby
block transcription factors from binding [[39-41]]. Unsurprisingly, accessible chromatin
sites, which are generally nucleosome-depleted, coincide with regulatory DNA sequences,
such as promoters or transcription factor binding sites [[73-75]]. Further, chromatin acces-
sibility has been described to be cell type-specific [74, 76, |77]], underlining its regulatory
importance in shaping differential transcriptional programs between cell types.

Experimentally, a wide range of methods have been established to measure chromatin
accessibility in cells [78]]. Recently, Assay for Transposase-Accessible Chromatin using se-
quencing (ATAC-seq), which is based on the usage of the Tn5 transposase that will insert
itself into, and thereby fragment, accessible DNA [79], has emerged as one of the most
powerful methods to profile chromatin accessibility.

Transcriptional regulation by GRis greatly influenced by chromatin accessibility. Specif-
ically, GR binding to the genome largely follows the accessible chromatin landscape, as
GR preferably associates to accessible sites [[77,/80}/81]]. Therefore, the differences in chro-
matin accessibility between cell types is one of the driving factors involved in establishing
cell type-specific gene regulation by GR (77,80, 81]].

Not only is GR binding affected by chromatin accessibility, but GR binding, itself, also
affects levels of chromatin accessibility. More specifically, GR has been described to in-
duce increases in accessibility at its binding sites, a process often mediated through action
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of the SWI/SNF chromatin remodeling complex [[82-85]. Interestingly, this opening of
chromatin has been shown to enable increased binding of other regulatory factors, a pro-
cess commonly referred to “assisted loading’ [86]]. Hence, GR-induced changes in chro-
matin accessibility influence gene expression, by making its binding sites more accessible
to other regulatory factors which, in turn, can also affect transcription.

In addition to the notion that GR mainly binds previously accessible chromatin sites,
there has been evidence that GR binding might also occur at ‘closed” genomic regions, as
GR has been shown to bind nucleosomal chromatin in vitro [|87-89]]. Interestingly, other
studies have further suggested that GR can bind nucleosomal DNA and induce chromatin
opening in vivo [90, 91]]. These results indicate that GR can potentially act similar to a pi-
oneer factor. Pioneer factors are a small group of transcription factors which are able to
bind to DNA sequences within closed chromatin and subsequently induce chromatin re-
modeling [92]]. Thus, pioneer factors play an important role during development, since
their actions enable binding of other regulatory factors to sites which were previously in-
accessible, thereby establishing novel transcriptional programs [92]. However, regarding
GR and its potential to act in a pioneer-like fashion, further research is needed to char-
acterize GR'’s ability to bind inaccessible DNA in vivo and to investigate the functional
implications of such an ability.

In summary, gene regulation by GR and the accessible chromatin landscape are dy-
namically interconnected. While chromatin accessibility largely influences GR binding in
a given cell type, GR binding, in turn, induces genome-wide changes in chromatin acces-
sibility, thereby changing the availability of accessible binding sites for other transcription
factors.

1.3.2 Histone Modifications

The histone proteins of the chromatin can be post-translationally modified by a vari-
ety of covalent modifications. These marks are dynamically deposited or removed by
different enzymes [93, 94]. Notably, the types and levels of histone marks have been
shown to correlate with the functional as well as transcriptional state of the DNA. For
instance, the histone marks H3K27ac (acetylation at lysine 27 on histone 3), H3K4mel
(monomethylation at lysine 4 on histone 3) and H3K4me3 (trimethylation at lysine 4 on
histone 3) are associated with transcriptionally active chromatin found at distal regulatory
elements (H3K27ac, H3K4mel) or promoter regions (H3K4me3) [95] 96]. Marks, such
as H3K27me3 (trimethylation on lysine 27 of histone 3) and H3K9me3 (trimethylation on
lysine 9 of histone 3), on the other hand, are associated with transcriptional repression
and heterochromatin [[97, 98]]. Rather than just correlating with various regulatory ele-
ments of the genome, histone modifications also directly affect transcription by recruiting
or blocking regulatory proteins or altering chromatin accessibility [94]].

One of the main experimental methods to study levels of histone modifications has
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been by chromatin immunoprecipitation (ChIP) followed by sequencing (ChIP-seq) or
quantitative polymerase chain reaction (ChIP-qPCR). In particular, this method relies on
the usage of antibodies recognizing specific histone modifications (or any protein) on
crosslinked and fragmented chromatin to immunoprecipitate the histone proteins of in-
terest and any bound DNA sequences. After de-crosslinking, the co-precipitated DNA

fragments are identified and quantified by sequencing or qPCR.

GR binding to the genome is positively correlated with the enhancer marks H3K27ac
and H3K4mel, yet its binding does not exclusively occur at genomic sites harboring these
marks [81}91]]. Furthermore, GR binding often results in changes in histone modification
levels at its binding sites, particularly increases in H3K27ac and H3K4mel, through the
action of recruited cofactors [99-101]]. For instance, the histone acetyltransferase p300,
which deposits H3K27ac across the genome [102]], is frequently recruited to GR binding
sites [|61}99,103]].

Together, similar to chromatin accessibility, GR binding is likely affected by the levels
and types histone marks at its binding sites. In turn, GR binding can induce changes in
histone modification levels through cofactor recruitment, reflecting the changes in func-

tional state of its binding sites.

1.3.3 3D Genome Organization

In recent years, the importance of the structural organization of the genome in transcrip-
tional regulation has become increasingly appreciated. The 3D structural arrangement
of chromatin allows transcription factor binding sites, which are often found at long dis-
tances away from their target genes within the two-dimensional space, to be brought into
physical contact with promoters via the formation of DNA-loops [[104H106]. Hence, the
3D chromatin structure plays a major role in correct transcriptional regulation. In fact,
changes of the 3D genome organization have been linked to disease. For instance, pertur-
bations of the genome architecture leading to a re-wiring of long-range interactions were
reported to cause limp malformations in mice [[107]].

Experimentally, chromatin conformation capture (3C)-based technologies represent
powerful methods to study long-range chromosomal interactions on a genome-wide scale
[[108]]. The classical 3C procedure starts by formaldehyde fixation, which crosslinks chromatin-
bound proteins to each other and to DNA, to preserve the 3D interactions of chromatin
segments. Subsequently, the fixed chromatin is digested with restriction enzymes and
subjected to a DNA ligation step, in which the ends of crosslinked interacting fragments
are thought to join at higher frequencies to one another than to non-interacting fragments.
After de-crosslinking, PCR is subsequently performed targeting regions-of-interest to iden-
tify fragments which were joined to one another and, thus, represent likely interacting
fragments. Other 3C-based methods differ from the classical 3C in the way the ligated
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fragments are identified and quantified. Circularized chromosome conformation capture
(4C), for instance, is a variant of 3C, in which the ligated DNA fragments are subjected to
a second round of restriction enzyme digestion and DNA ligation, followed by an inverse
PCR to amplify interacting fragments of a genomic region-in-interest. The amplified frag-

ments are subsequently identified on a genome-wide scale by sequencing [[109]].

Regarding GR and the 3D genome structure, there is increasing evidence that long-
range chromatin interactions also play an important role in GR-mediated transcriptional
control. Specifically, GR-occupied genomic regions are often found to be several kilobases
(kb) away from their target genes. For instance, in A549 cells, a human lung carcinoma
cell line, more than 50% of glucocorticoid-activated genes exhibited a distance of >10kb to
their closest GR binding site [|60]]. In fact, in the same cell line, the majority of GR-occupied
sites were found >3 kb from the TSS of any protein-coding genes [44]]. Thus unsurpris-
ingly, GR has been described to activate genes through long-range interactions, in which
contacts between GR binding sites and target gene promoters are established through
chromatin looping [[101} 110} 111]]. The importance of the 3D genome organization in
shaping GR-mediated transcriptional processes becomes especially apparent with regards
to a previous study which found that cell type-specific differences in pre-established 3D
promoter-enhancer contacts determined of a GR-occupied enhancer regulated a nearby
gene or not [[112]].

Regarding structural changes of the 3D chromatin organization induced by GR bind-
ing, previous studies, in which the authors applied sequencing-based 3C methods, showed
that glucocorticoid treatment increased the interactions frequencies of pre-established
long-range chromatin contacts [|85, 110, [113]]. Additionally, Jubb et al. [[114] observed
glucocorticoid-induced chromatin unfolding by DNA FISH.

Thus, transcriptional regulation by GR is influenced by the 3D structure of the chro-
matin and it appears that GR, in turn, is also able to induce structural chromatin changes

upon activation.

1.4 Transcriptional Memory of Transient Stressors

Transcription is not a static, but rather a very dynamic process. Further, cells are capa-
ble of responding to changes in the environment by transiently altering their transcrip-
tional output to maintain homeostasis. For example, exposure to excessive heat causes
the well-studied heat shock response in cells, which results in transient changes in gene
expression to protect the cells against the heat stress [[115,116]]. To adapt to the occur-
rence of new stressors, some cells have evolved mechanisms to prime stress-responsive
genes upon exposure to an initial stress signal. Consequently, this poised state results in

an improved transcriptional response once the stressor is re-encountered, which can be
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achieved through an altered expression rate or strength of primed genes upon reinduc-
tion [[117,[118]]. Hence, in these instances cells appear to be able to ‘remember’ exposure
to an initial signal resulting in adaptation to environmental stressors at the transcriptional
level.

This type of transcriptional memory in response to transient stressors has repeat-
edly been described in plants [119} [120]. Due to their inability to escape environmen-
tal stresses, transcriptional memory represents as essential coping mechanisms by which
plants ‘learn’ to elicit more efficient transcriptional responses to upcoming stress [119,
120]]. In mammalian cells, examples of transcriptional memory have been shown to occur
in response to heat stress [121]] as well as in response to interferon signaling of immune
cells [[122-125]]. Interestingly, the stress memory in the mentioned examples can be main-
tained for a few days or even weeks [[119H125]]

A number of studies have highlighted a mechanistic role for chromatin in establishing
transcriptional memory. In particular, gene priming can involve changes in the chromatin
state which may be sustained through cell divisions in the absence of ongoing transcrip-
tion [[117]]. Specifically, maintained increases in H3K4me2 and H3K4me3 at promoters of
primed genes have been implicated in transcriptional memory [[119, 120 (122, 123} 126]]
as well as the presence of poised Pol2 at promoters of primed genes [119H122]]. In ad-
dition, there has also been evidence showing that signal-induced increases in chromatin
accessibility underly transcriptional memory in T cells [[124]].

In summary, transcriptional memory of transient stressors is a coping strategy which
allows cells to adapt to changes in their environment. An important player involved in
gene priming appears to be chromatin which, due to its dynamically adjustable nature,
allows the memory of environmental signals to be stored. With regards to GR and its
ability to induce changes to the chromatin state, as discussed in section 1.3} the apparent
question emerges at what point, or if at all, such changes can be propagated through cell

divisions resulting in potential gene priming and, thus, transcriptional memory.

1.4.1 Transcriptional Memory upon GR Activation

Binding of GR to the genome results in epigenetic changes, involving histone modifica-
tions, chromatin accessibility and 3D chromatin organization, as discussed in previous
sections (section[1.3)). Previous studies have addressed the question of what happens to
GR-induced chromatin changes after hormone is removed and GR becomes inactivated
(185,114, [127]]. Interestingly, these studies have uncovered evidence that GR activation can
result in long-term structural chromatin changes, indicating that a GR binding event can
be ‘remembered’ by the chromatin.

Firstly, long-lasting changes to chromatin structure following GR activation have been
described at the level of chromatin accessibility. At a mouse mammary tumour virus
(MMTV)-derived sequence stably integrated into the genome of mouse L cells, GR bind-
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ing resulted in increased DNase I-hypersensitivity which was detectable for more than
9 days after hormone washout [127]]. Taking a genome-wide approach by DNase-seq, a
more recent study found that GR binding resulted in increased levels of chromatin acces-
sibility which, at some of its binding sites, was sustained after removal of hormone for
40 minutes [[85]]. Secondly, GR has also been described to induce more large-scale chro-
matin structural changes. Specifically, GR binding has been reported to induce chromatin
decompaction near a small number of investigates genes, including the GR-target gene
FKBP5, which was detected by DNA FISH in mouse macrophages [114]]. These structural
changes were found to be maintained for another 5 days, even though FKBP5 transcription
levels had returned to pre-hormone levels [[114].

Together, these results suggest that GR binding can lead to long-lived chromatin-based
changes. However, the findings of the above-mentioned studies were either reported after
a very short hormone-washout period (i.e. 40 minutes, [|85]]) or at a small number of loci
[[114][127]. Thus, further research is needed to assess GR’s potential to induce long-term
structural chromatin changes on a genome-wide scale and to determine whether any such

changes can be maintained throughout cellular divisions.

1.5 Aim of the Thesis

The present thesis focuses on transcriptional regulation by GR and is aimed to provide a
deeper understanding of the genomic effects of GR activation.

In the first part of the thesis, I explored the short and long-term effects of GR activation
on chromatin and transcription. To this end, I studied changes in chromatin accessibility
upon exposure to glucocorticoids and linked these to GR-induced transcriptional changes.
To assess GR’s potential to induce long-lived changes in chromatin accessibility, I studied
levels of accessibility upon GR binding and following hormone washout. Additionally, I
wanted to investigate if GR is capable of inducing transcriptional memory and to study
the molecular mechanisms underlying potential gene priming.

In the second part, I investigated how transcription factors with near-identical DNA-
binding domains and consensus DNA recognition sequences none-the-less bind to dis-
tinct genomic loci. To this end, I compared binding between GR to its related steroid re-
ceptor AR. Since both receptors have highly similar binding preferences, yet do not occupy
exactly the same genomic regions, my objective was to explore to what extent chromatin
accessibility and sequence composition affect receptor binding and contribute to driving

receptor-specific binding.
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2 Materials and Methods

2.1 Materials

2.1.1 General Labware

Laboratory consumables and general chemicals were purchased from the companies Ep-
pendorf, Sarstedt, Thermo Fisher Scientific, Greiner Bio-One, Sigma-Aldrich, Carl Roth,

Gibco, and Merck, unless stated otherwise.
2.1.2 Cell Lines
A549 (ATCC CCL-185): Human epithelial cell line established from the lung carcinoma

of a 58-year-old patient (male, Caucasian).

U20S-GR: The cell line was derived from the U20S cell line, which is a human bone
epithelial cell line established from the osteosarcoma of a 15-year-old patient (female,
Caucasian). U20S cells were genetically engineered to express rat GRa [[128]].

U20S-AR: The cell line was derived from the same parental cell line as the U20S-GR
cells. U20S cells were genetically engineered to express human AR. The cell line was
generated by Marina Kulik [129]].

2.1.3 Antibodies

Anti-GR (N499): polyclonal antibody recognizing residues 1-499 of the N-terminus of
human GR (generated by R. M. Nissen, B. Darimont and K. R. Yamamoto)

Anti-H3K27ac: polyclonal antibody recognizing the acetylation at lysine 27 on histone
3 (Diagenode, Cat. No. C15410196).

Anti-H3K4me3: polyclonal antibody recognizing the trimethylation at lysine 4 on his-
tone 3 (Diagenode, Cat. No. C15410003)

Anti-H3K27me3: polyclonal antibody recognizing the trimethylation on lysine 27 of his-
tone 3 (Diagenode, Cat. No. C15410195)
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Anti-RNA Polymerase II (8WG16): monoclonal IgG antibody recognizing the heptapep-
tide repeat of the C-terminal domain of the largest Pol2 subunit (Covance, Cat. No. MM2-
126R)

Anti-phospho-RNA Pol II CTD (Ser5) (4H8): monoclonal IgG antibody recognizing
phosphorylated Serine-5 of the C-terminal heptapeptide repeat of the largest Pol2 sub-
unit (Thermo Fisher Scientific, Cat. No. MA1-46093)

2.2 Experimental Methods

2.2.1 Cell Culture
Culturing of Human Cell Lines

A549 and U20S-GR cells were grown in Dulbecco’s Modified Eagle Medium (DMEM,
Gibco) containing 5% fetal bovine serum (FBS, Gibco). Culture conditions were main-
tained in a humidified incubator at 37°C and 5% CO2.

Hormone Treatments

Hormone Reinduction

A549 and U20S-GR cells were subjected to two subsequent rounds of hormone or vehicle
treatment, separated by a 24-hour (or 48-hour) washout period. To this end, cells were
treated with 100 nM hormone (dexamethasone or hydrocortisone) or 0.1% ethanol for 4
hours. To remove the hormone, cells were washed twice with phosphate buffered saline
(PBS) and grown for 24 hours (or 48 hours) in hormone-free medium. After the 24-hour
(or 48-hour) washout period, cells were treated again with 100 nM hormone (dexametha-
sone or hydrocortisone) or 0.1% ethanol for 4 hours. Cells were 80-90% confluent upon
harvest.

For the hormone reinduction treatment involving three rounds of hormone treatment,
cells were treated as described above, but washed again with PBS after the second treat-
ment and further cultured in hormone-free medium. 48 hours after the initial washout,
cells were treated for a third time with 100 nM hormone (dexamethasone or hydrocorti-

sone) or 0.1% ethanol for 4 hours.

For the hormone reinduction treatment involving a time-course treatment, cells were treated
with 100 nM dexamethasone or 0.1% ethanol for 4 hours. Subsequently, cells were washed
twice with PBS and cultured for 24 hours in hormone-free medium. Next, cells were
treated with 0.1% ethanol for 4 hours or 100 nM dexamethasone for 0, 1, 2, 3 or 4 hours.
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Hormone Washout
A549 cells were treated for 20 hours with 100 nM dexamethasone, 100 nM hydrocortisone
or 0.1% ethanol and (1) harvested directly upon treatment or (2) washed twice with PBS

to remove hormone and grown for 24 hours in hormone-free medium. Cells were 80-90%

confluent upon harvest.

For the hormone washout treatment in U20S-GR cells, cells were treated for 4 hours with
100 nM dexamethasone or 0.1% ethanol and (1) harvested directly upon treatment or
(2) washed twice with PBS to remove hormone and grown for 24 hours in hormone-free

medium.

2.2.2 Quantification of Gene Expression by Quantitative Reverse
Transcription Polymerase Chain Reaction

RNA lIsolation

A549 and U20S-GR cells were grown in 6-well cell culture plates. Following hormone re-
induction treatment (see section , 1 million cells were harvested for RNA isolation
with the RNeasy Mini Kit (QIAGEN), following the manufacturer’s protocol.

cDNA Synthesis

c¢DNA was synthesized with the PrimeScript RT Reagent Kit (TaKaRa) according to the
manufacturer’s instructions, using the supplied random 6-mers and oligo dT primer for

reverse transcription of 500 ng RNA.

Quantitative Reverse Transcription Polymerase Chain Reaction

DNA content was quantified by quantitative reverse transcription polymerase chain re-
action (RT-qPCR) using a home-made qPCR master mix of the following composition:
100 mM Tris-HCI pH 8.3, 6 mM MgCl,, 1 mg/ml bovine serum albumin, 4 mM dNTP
mix, 0.66x SYBR Green, 1x ROX reference dye, 0.2 U/ul perpetual Taq DNA polymerase
(EURx). cDNA samples were diluted 1:10 and the qPCR reaction was prepared as shown
in Table 211

Table 2.1: qPCR Reaction

Template DNA 2ul
Primer Mix (0.66 uM) 3yl
qPCR Master Mix 5ul
Reaction Volume 10ul
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Primers used for gene expression analysis are shown in Table For each sample,
two technical duplicates were included. The reactions were run on a real-time PCR ma-
chine (ABI 7900 HT or QuantStudio 7 Flex by Applied Biosystems) with thermal cycling
conditions as shown in Table For each sample, expression results were normalized to

the housekeeping gene RPL19.

Table 2.2: qPCR Thermal Cycling Conditions

Initial Denaturation 95°C 10min 100 % ramp rate

Cycles 40x
Denaturation 95°C  15sec 100 % ramp rate
Amplification 60°C  1min 100 % ramp rate

95°C  15sec 100 % ramp rate
Dissociation Curve  60°C  15sec 100 % ramp rate
95°C  15sec 2 % ramp rate

2.2.3 Total RNA-seq

A549 cells were grown in 6-well cell culture plate and treated according to the hormone
reinduction treatment (section[2.2.1)). After hormone treatment, 1 million cells were har-
vested and total RNA was isolated with the RNeasy Mini Kit (QIAGEN), following the
manufacturer’s protocol. Samples were submitted to the Sequencing Core Facility of the
Max Planck Institute for Molecular Genetics where the RNA was further processed us-
ing the KAPA RNA HyperPrep Kit with RiboErase (Roche) to deplete ribosomal RNA
(rRNA) and prepare sequencing libraries. Libraries were subsequently sequenced on an
INlumina HiSeq4000 (paired-end).

2.2.4 Chromatin Immunoprecipitation

For chromatin immunoprecipitation (ChIP) experiments, the following antibodies and
amounts were used per 2.5 million cells: 2 pl of anti-GR antibody (N499), 1.4 ug of anti-
H3K27ac antibody (Diagenode, Cat. No. C15410196), 1.4 ug of anti-H3K4me3 antibody
(Diagenode, Cat. No. C15410003), 1.4 ug of anti-H3K27me3 antibody (Diagenode, Cat.
No. C15410195), 2 ug of anti-RNA Polymerase II (8WG16) (Covance, Cat. No. MM2-
126R), 2 pg of anti-phospho-RNA Pol Il CTD (Ser5) (4HS8) (Thermo Fisher Scientific, Cat.
No. MA1-46093). For ChIP experiments intended for subsequent quantification by qPCR
(ChIP-gPCR), 2.5 million cells were harvested, while for ChIP experiments followed by
sequencing (ChIP-seq), 30 million cells were harvested.

Technical assistance for the steps from crosslink to purification was received from
Edda EinfeldLt.
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Cell Harvest and Crosslink

Cells were grown in 10 cm cell culture dishes and subjected to the appropriate hormone
treatment as described in section[2.2.1] Directly following hormone treatment, cells were
crosslinked for 3 minutes at room temperature by the addition of formaldehyde to a final
concentration of 1%. The crosslinking reaction was quenched with 125 mM glycine at 4°C
for 10 minutes. Having discarded the medium, the cross-linked cells were rinsed with ice-
cold PBS and subsequently incubated with 10 mL PBS at 4°C for 5 minutes. For harvest,
cells were scraped off the cell culture dish and transferred to a Falcon tube containing ice-
cold PBS. Cells were centrifuged at 645 g at 4°C for 5 minutes. Finally, the supernatant

was aspirated before snap-freezing and storing the cells at -80°C.

Cell Lysis and Chromatin Fragmentation

To lyse the cells, pellets were resuspended with 2 mL ice-cold IP lysis buffer (50 mM
HEPES-KOH pH 7.4, 1 mM EDTA, 150 mM NaCl, 10% (v/v) glycerol, 0.5% (v/v) Triton
X-100) supplemented with 0.5% (v/v) proteinase inhibitor cocktail set III (EDTA-free,
Merck) and 0.5 mM PMSF. Following nutation at 4°C for 30 minutes, the suspension was
centrifuged at 645 g at 4°C for 5 minutes and the resulting pellets were resuspended in 1
ml ice-cold RIPA buffer (10 mM Tris-HCl pH 8.0, 1 mM EDTA, 150 mM NaCl, 5% (v/v)
glycerol, 0.1% (v/v) sodium deoxycholate, 0.1% (w/v) sodium dodecyl sulfate (SDS), 1%
(v/v) Triton X-100) supplemented proteinase inhibitors and PMSF as before. The samples
were subsequently split into three parts by transferring 330 pl to one of three 1.5 ml tubes.
To fragment the chromatin, a Biorupter (Diagenode) placed at 4°C was used to sonicate
the sample at high intensity for 24 cycles (30 seconds on, 30 seconds off). The three parts
per sample were re-combined into one. As a next step, the fragmented chromatin was
centrifuged at maximum speed at 4°C for 20 minutes and the resulting supernatant was
transferred to a new 1.5 ml tube. Having added 400 ul RIPA buffer supplemented pro-
teinase inhibitors and PMSF to the cellular lysate, 50 pul per sample were transferred to a

new tube and stored at 4°C to serve as genomic input control at a later stage.

Immunoprecipitation

Immunoprecipitation was carried out by adding the indicated amount of antibody (see
above) to each sample and nutating the tubes overnight at 4°C. To prepare the Protein
A /G Agarose Beads (50% slurry, Santa Cruz Biotechnology), 33 ul beads per ChIP were
pelleted by centrifugation (1000 g, 1 minute), washed twice with 1 ml RIPA buffer (sup-
plemented proteinase inhibitors and PMSF as before), and left to incubated overnight at
4°C in 1 ml RIPA buffer. The next day, the beads were centrifuged (1000 g, 1 minute) and
the RIPA buffer was removed. To each sample, 30 pl beads were added and the tubes were
nutated at 4°C for 4 hours. After the incubation period, the beads were centrifuged (1000
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g, 1 minute) and the supernatant removed before subjecting the beads to six washes with
1 ml RIPA buffer containing 500 mM NaCl. After the last wash, the beads were pelleted
(1000 g, 1 minute) and all supernatant was carefully removed.

Crosslink Reversal and Purification

To reverse the crosslink, 75 pl crosslink reversal solution (10 mM Tris-HCI pH 8.0, 1 mM
EDTA, 0.7% (w/v) SDS, 0.22 mg/ml proteinase K) was added to each sample. At the same
time, 60 ul cross-link reversal solution was added to the genomic input control which
had been set aside after sonication. The samples were incubated at 55°C for 3 hours and
subsequently at 65°C overnight. DNA was purified using the Wizard® SV Gel and PCR
Clean-Up System kit (Promega).

Quantification by gPCR and Sequencing

For ChIP-qPCR, ChIP samples were diluted 1:4 and the qPCR analysis was essentially per-
formed as described in section2.2.2 but using the SYBR Green PCR Master Mix (Thermo
Fisher Scientific). Primers used for ChIP-qPCR are shown in Table

ChIP samples for sequencing were submitted to the Sequencing Core Facility of the
Max Planck Institute for Molecular Genetics where ChIP-seq libraries were generated us-
ing the Kappa HyperPrep Kit (Roche). Libraries were subsequently sequenced on an
[llumina HiSeq4000 (single-end).

2.2.5 Assay for Transposase-Accessible Chromatin

Assay for Transposase-Accessible Chromatin using sequencing (ATAC-seq) was essen-
tially performed as described in [[130]].

Cell Harvest and Lysis

Cells were grown in 6-well cell culture dishes and subjected to the appropriate hormone
treatment as described in section[2.2.1] After hormone treatment, cells were trypsinized
and 100,000 cells were resuspended in DMEM and pelleting by centrifugation at 500 g
for 5 minutes at 4°C. Having removed the supernatant, cells were resuspended in 50 ul
ice-cold Resuspension Buffer Plus (10 mM Tris-HCl pH 7.4, 10 mM NaCl, 3 mM MgCl,,
0.1% (v/v) Tween-20, 0.1% (v/v) Igepal CA-630, 0.01% (w/v) Digitonin) by pipetting
up and down three times, and subsequently incubated for 3 minutes on ice. Next, 1 ml
ice-cold Resuspension Butter (10 mM Tris-HCl pH 7.4, 10 mM NaCl, 3 mM MgCl,, 0.1%
(v/v) Tween-20) was added and the components were carefully mixed by inverting the
tube three times. The lysed cells were centrifuged at 500 g for 10 minutes at 4°C and the

supernatant was removed.
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Transposition Reaction and Purification

The Transposition Mix was freshly prepared by combining the following components: 25
pl 2x TD buffer (Illumina Cat. No. FC-121-1030), 2.5 nl TDE1 (Tn5 Transposase, Illumina
Cat. No. FC-121-1030), 16.5 ul PBS, 0.5 ul 1% (w/v) digitonin, 0.5 u1 10% (v/v) Tween-20,
5 ul H,O). To start the transposition reaction, the nuclei were resuspended in 50 pl Trans-
position Mix by pipetting up and down six times, and subsequently incubated at 37°C for
30 minutes while shaking at 1000 rpm. During this step, the Tn5 transposase fragments
accessible DNA and simultaneously tags it with sequencing adaptors. The transposition
reaction was stopped through the addition of 2.5 pl of 10% (w/v) SDS per sample. Finally,
the transposed DNA was purified using the DNA Clean and Concentrator Kit (Zymo) as

recommended by the manufacturer.

PCR Amplification and Purification

The sequencing libraries were prepared by PCR-amplifying the transposed DNA. The
PCR reaction was prepared as shown in Table using primers depicted in Table
The reaction was subjected to thermocycling conditions shown in Table

Table 2.3: PCR Reaction for ATAC Library Amplification

Transposed DNA 20l
Universal Primer (fw) (25 uM) 2.5ul
Barcode Primer (rev) (25 uM) 2.5ul

NEBNext High-Fidelity 2x PCR Master Mix 25 ul

Reaction Volume 50ul

Table 2.4: Thermal Cycling Conditions for ATAC Library Amplification

Annealing/Extension 75°C  5min

Denaturation 98°C 30sec
Cycles 11x

Denaturation 98°C 10sec
Annealing 63°C  30sec
Extension 72°C 1min

The resulting PCR products were purified using the Agencourt AMPure XP beads
(Beckman Coulter). Specifically, a double size selection was carried out by (1) using a
0.7x beads-to-sample ratio and keeping the supernatant while discarding the beads to
remove large DNA fragments and (2) using a 1.8x beads-to-sample ratio and purifying

according to the manufacturer’s recommendations to remove primer dimers.
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Quantification by Sequencing and qPCR

ATAC-seq libraries were submitted for Illumina sequencing (paired-end) on a HiSeq4000.

For ATAC followed by qPCR (ATAC-qPCR), 2 ng per final sequencing library were
quantified by qPCR as described in section using primers shown in Table A
genomic DNA (gDNA) control was also included in the qPCR quantification to be used
as reference against which the samples were normalized.

2.2.6 Circularized Chromatin Conformation Capture

Circularized Chromatin Conformation Capture (4C) template and sequencing library
preparations were essentially carried out as described in 131} 132]], respectively.

Hormone Treatment and Crosslinking, Cell Lysis

A549 cells were grown in 10 cm cell culture dishes and treated according to the hormone
reinduction treatment (section[2.2.1)). After hormone treatment, 5 million cells were har-
vested and pelleted by centrifugation at 280 g for 5 minutes. To crosslink the cells, cells
were resuspended in 10 ml fixation buffer (2% formaldehyde in PBS/10% FBS) and in-
cubated at room temperature for 10 minutes while tumbling. To quench the reaction,
ice-cold glycine was added to obtain a final concentration of 125 mM and the tubes were
subsequently placed on ice. The fixation buffer was removed by centrifuging the cells at
400 g for 8 minutes at 4°C and aspirating the supernatant. The cells were resuspended in
5 mL of freshly-prepared, ice-cold lysis buffer (50 mM Tris-HCI pH 7.5, 150 mM NaCl, 5
mM EDTA, 0.5% (v/v) NP-40, 1% (v/v) Triton X-100, 0.5% (v/v) proteinase inhibitors)
and incubated on ice for 15 minutes. Next, cells were centrifuged at 500 g for 5 minutes
at 4°C and the resulting cell pellet resuspended in 1080 ul ddH,O.

15t Restriction Enzyme Digest

Each sample was split into three parts by transferring 360 pl to three fresh 1.5 ml tubes.
From this point onwards, until stated otherwise, the instructions apply to one part of the
sample. To each tube, 60 pul of 10x Csp6l restriction enzyme buffer (Thermo Fisher Sci-
entific) was added. Next, 15 pl of 10% (w/v) SDS was added to each tube and samples
were incubated for 1 hour at 37°C while shaking at 900 rpm to remove non-cross-linked
proteins. To sequester the SDS, 75 pl of 20% (v/v) of Triton X-100 was added and tubes
were again incubated for 1 hour at 37°C under constant shaking at 900 rpm. Next, 5 ul
per sample were transferred to a new tube and stored at 4°C to serve as an “undigested
control” at a later stage. The digest was started by adding 600 pl of 1x Csp6l restriction
enzyme buffer as well as 133 U Csp6I (Thermo Fisher Scientific) and incubating the reac-
tion at 37°C while shaking at 900 rpm. Further 66 U of Csp6l were added for overnight
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incubation and again the next morning for another 4-hour incubation, while continuously
keeping the tubes at 37°C and shaking at 900 rpm. After the restriction enzyme digest, 5
pl per sample were transferred to a new tube to serve as a ‘digested control” and diges-
tion efficiency was determined before continuing with the protocol. For this purpose, the
‘undigested” and ‘digested” controls were diluted with 90 ul and 40 pl of 10 mM Tris-HCl
(pH 7.5), respectively. RNAs were degraded by the addition of 5 ul RNase A (10 mg/ul,
Thermo Fisher Scientific) to each control and incubating at 37°C for 1 hour. Next, 2.5 pl
of proteinase K (20 mg/ul, Thermo Fisher Scientific) was added per tube, followed by a
1-hour incubation at 65°C. The samples were loaded onto a 1% agarose gel to inspect the
DNA fragment size distribution of the ‘undigested” and “digested controls’.

1%t Ligation

Before continuing with the ligation, Csp6l was inactivated by incubating the samples at
65°C for 20 minutes. The ligation reaction was assembled in 50 ml Falcon tubes by com-
bining each sample with 700 pl of 10x ligation buffer (660 mM Tris-HCl pH 7.5, 50 mM
MgCl,, 10 mM DTT, 10 mM ATP) and filling up with ddH,O to 7 ml. Finally, 50 U ligase
(Roche) was added, and the reaction was incubated at 16°C overnight. The next morning,
100 pl per sample was transferred to a new 1.5 ml tube to check the ligation efficiency. Fol-
lowing an incubation at 37°C for 1 hour after the addition of 5 ul RNase A (10 mg/ul) and
a subsequent incubation at 65°C for 4 hours after adding 2.5 ul proteinase K (20 mg/ul),
the ligation controls were loaded onto a 1% agarose gel to inspect the DNA fragment size
distribution.

Crosslink Reversal and Purification

The ligated DNA was de-crosslinked by adding of 15 ul proteinase K (20 mg/ul) and
incubating overnight at 65°C. The next day, 30 pl RNase A (10 mg/ul) was added and
the samples were incubated at 37°C for 45 minutes. To extract DNA, each sample was
mixed with 7 ml with phenol-chloroform and centrifuged at 3000 g for 15 minutes. Having
transferred the water phase to a fresh tube, 7 ml ddH,O, 1 ml of 3M NaAC (pH 5.6), 7 ul
glycogen (20 mg/ul) and 35 ml of 100% ethanol were added. The samples were places at
-80°C until frozen solid. The DNA was pelleted by centrifugation at 8000 g for 20 minutes
at 4°C, washed with 10 ml cold 70% ethanol and subsequently centrifuged again at 3000 g
for 15 minutes at 4°C. Finally, the resulting DNA pellet was air-dried at room temperature
and resuspended in 50 pl of 10 mM Tris-HCI (pH 7.5). The three parts were combined

into one again.
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2"d Restriction Digest and Ligation

The second restriction digest was performed by adding 60 U of the restriction enzyme
Dpnll (Thermo Fisher Scientific) and 50 ul of x Dpnll restriction buffer (Thermo Fisher
Scientific) to each sample, and filling the reaction up with ddH,O to obtain a final volume
of 500 ul. Subsequently, the samples were incubated at 37°C overnight. The next morning,
the restriction digestion efficiency was determined by diluting a 10-ul aliquot per sample
1:1 with 10 mM Tris-HCl (pH 7.5) and loading it onto a 1% agarose gel to inspect the
DNA fragment size distribution. Next, Dpnll was inactivated by incubating the samples
at 65°C for 25 minutes, after which each sample was transferred to a 50 ml Falcon tube.
To start the 2™ ligation, 1.4 ml of 10x ligation buffer (660 mM Tris-HCl pH 7.5, 50 mM
MgCl,, 10 mM DTT, 10 mM ATP), 100 U T4 DNA ligase (Roche) and ddH,O (filling up
to a final volume of 14 ml) were added and the tubes were incubated at 16°C overnight.
The ligation efficiency was investigated by loading a 20 pl sample onto a 1% agarose gel
and inspecting the DNA fragment size distribution. As a next step, 940 ul of NaAC (pH
5.6,3 M), 7 ul glycogen (20 mg/ul) and 35 ml of 100% ethanol were added and the tubes
were placed at -80°C until frozen solid. DNA was pelleted by centrifugation at 8300 g
for 45 minutes at 4°C. After removing the supernatant, 15 ml ice-cold 70% ethanol was
added and the samples were centrifuged again at 3300 g for 15 minutes at 4°C. Having air-
dried the pellets at room temperature, DNA was dissolved in 150 pl of 10 mM Tris-HCl
(pH 7.5) and purified with the QIAquick PCR Purification Kit (QIAGEN) using three
columns per sample, but otherwise following the manufacturer’s recommendations. The
final 4C template was eluted in 50 ul of 10 mM Tris-HCl (pH 7.5) per column and the
three parts were re-combined.

Sequencing Library Preparation

The 4C sequencing libraries were prepared by performing two PCR steps per viewpoint
to (1) amplify the DNA sequences ligated to the viewpoint and (2) attach the Illumina
sequencing adaptors to the fragments.

The first PCR was carried out using the Expand Long Template PCR-System (Roche)
and viewpoint-specific primers shown in Table Per viewpoint, four PCR reactions
were prepared as shown in Table and subjected to thermocyling conditions shown
in Table After the first PCR, the four PCR reactions were combined. Per sample, 50
pL was transferred to a new tube and purified using Agencourt AMPure XP beads (1.5x
beads-to-sample ratio, Beckman Coulter).

The second PCR step was performed using primers shown in Table The PCR re-
action was prepared as depicted in Table[2.7/and subjected to thermocyling conditions as
shown in Table The PCR products were purified twice with QIAquick PCR Purifi-
cation Kit (QIAGEN). The final 4C-seq libraries were submitted for Illumina sequencing
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(single-end) on a MiSeq.

Table 2.5: PCR Reaction for 4C Library Amplification (1% PCR)

4C Template 200 ng
10x PCR Buffer 5ul
dNTP (10 mM) 1yl
Forward Primer (5 uM) 5ul
Reverse Primer (5 yM) 5ul
Expand Long Template Polymerase mix 0.7 ul
ddH,O Xl
Reaction Volume 50 ul

Table 2.6: Thermal Cycling Conditions for 4C Library Amplification (1%t PCR)

Denaturation 94°C 2min
Cycles 16x

Denaturation 94°C 10sec
Annealing 55°C 1min
Extension 68°C 3 min

Final Extension 68°C 5min

Table 2.7: PCR Reaction for 4C Library Amplification (2"¢ PCR)

Purified PCR Product 5ul
10x PCR Buffer 5ul
dNTP (10 mM) 1yl
Primer Mix (5 uM) 5ul
Expand Long Template Polymerase mix 0.7 pl
Reaction Volume 50 ul

Table 2.8: Thermal Cycling Conditions for 4C Library Amplification (2°4 PCR)

Denaturation 94°C 2min
Cycles 20x

Denaturation 94°C 10sec
Annealing 55°C 1min
Extension 68°C 3 min

Final Extension 68°C 5min

2.2.7 RNA Fluorescence in situ Hybridization

Probes

RNA FISH was performed targeting mRNA of human ZBTB16 and FKBP5. The probe

sets were purchased from Stellaris (Biosearch Technologies, Inc., Petaluma, CA) and hy-
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bridized to the dye Quasar 570. The FKBP5-probes had been pre-designed by Stellaris
(Cat. No. VSMF-2130-5). For ZBTB16, the probes were designed to recognize the com-
plete coding sequence (GenBank: BC029812.1) using the Stellaris RNA FISH Probe De-
signer (Biosearch Technologies, Inc., Petaluma, CA) available online at

www.biosearchtech.com/stellarisdesigner (version 4.2).

Cell Culture, Hormone Treatment, Crosslink, Hybridization

Ab549 cells were grown on cover glasses (18 mm, No. 1, round) placed within 12-well cell
culture plates. Cells were treated according to the hormone reinduction treatment de-
scribed in section[2.2.1} RNA FISH was carried out following the Stellaris RNA FISH Pro-
tocol for Adherent Cells (www.biosearchtech.com/stellarisprotocols). Briefly, cells were
washed with 1 mL PBS and subsequently crosslinked with 1 mL fixation buffer (3.7%
(v/v) formaldehyde in PBS) for 10 minutes at room temperature. Cells were washed
twice with PBS and permeabilized by adding 1 ml 70% (v/v) ethanol and incubating
at 4°C for a minimum of one hour. After removing the ethanol, the cover glasses were
washed in 1 ml Wash Buffer A (10% (v/v) formamide in Stellaris RNA FISH Wash Buffer
A (Biosearch Technologies)). Next, the cover glasses were transferred to a humidified
chamber and placed (cell-side down) onto 100 ul hybridization buffer (10% (v/v) for-
mamide in Stellaris RNA FISH Hybridization Buffer (Biosearch Technologies)) supple-
mented with 1 pl probe (12.5 uM stock). The humidified chamber was closed and sealed
and incubated overnight in the dark at 37°C. The next morning, the cover glasses were
placed in a 12-well plate and incubated in the dark in 1 ml Wash Buffer A (10% (v/v)
formamide in Stellaris RNA FISH Wash Buffer A (Biosearch Technologies)) at 37°C for 30
minutes. To counterstain the DNA, the cover glasses were incubated in the dark in 1 ml
nuclear counterstain solution (5 ng/ul DAPI (Thermo Fisher Scientific) in Wash Buffer A)
at 37°C for 30 minutes. Finally, samples were washed with 1 ml Wash Buffer B (Biosearch
Technologies) and mounted with Antifade Mounting Medium (Vectashield).

Image Acquisition

Images were captured using a 100x/1.4 NA Oil Immersion Objective on an Axio Ob-
server.Z1/7 (Zeiss) running under ZEN 2.3. Per sample, 10 replicate tile regions were
determined. Z-stacks of 26 slices were acquired, with the center of the stack being the
focused image (adjusted visually on the nuclear counterstaining). The distance between
slices was set to 0.25 pm, resulting in a total stack thickness of 6.25 ym.
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2.3 Computational Methods (Results Part 1)

2.3.1 RNA-seq Analysis
Downloading Additional RNA-seq Data Sets

The following publicly available ChIP-seq data set was downloaded from ArrayExpress:

mRNA-seq in U20S-GR cells: cells were treated with 1 yM dexamethasone or ethanol
for 4 hours (3 replicates); ArrayExpress accession number E-MTAB-6738; generated by
Marina Kulik (Meijsing Lab, Max Planck Institute for Molecular Genetics, Berlin); [[133]]

Data Pre-processing and Visualization

Reads from total RNA-seq data for A549 cells and mRNA-seq data for U20S-GR cells were
mapped to the human reference genome hg19 utilizing the sequence alignment tool STAR
v2.7.0a [[134] under default parameters. SAMtools v1.10 [135]] was subsequently used to
convert Sequence Alignment Map (SAM) files to Binary Alignment Map (BAM) format
and subsequently discard reads with a mapping quality score of less than 10.

Having merged replicate BAM files using SAMtools, the resulting merged BAM files
were converted into bigWig format with the deepTools v3.4.1 [[136]] function bamCoverage.
The option —normalizeUsing RPKM was set, to obtain sequencing depth-normalized big-
Wig files, which were subsequently loaded into the Integrative Genomics Viewer (IGV)

genome browser [|137]] for visualization.

Differential Expression Analysis in A549 and U20S-GR Cells

Previous studies have shown that analyzing intron coverage, rather than exon coverage,
from a total RNA-seq experiment provides information on nascent transcription [64-66]].
Thus, to capture changes in active transcription in A549 cells, only reads which mapped
to intronic regions of genes were counted and used as input for the differential gene ex-
pression analysis.

Gene coordinates for the hg19 reference genome were obtained the NCBI RefSeq an-
notation available from the UCSC Genome Browser [|138]]. For genes which have more
than one transcript variant, only the coordinates of the longest transcript variant were in-
cluded in the analysis. For this purpose, the information on the longest transcript variants
were extracted from the annotation file using Python v3.7.

The following steps were performed in R v3.6.3: Intron coordinates were extracted
from the annotation file using the function intronicParts of the GenomicFeatures v.1.38.2
package [139]]. Intronic regions associated with multiple genes were discarded. Simi-
larly, intronic regions overlapping exons were also removed. To this end, exon coordi-
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nates of all transcript variants were extracted from the annotation file using the exonic-
Parts function (GenomicFeatures). The GRanges objects of intron and exon coordinates
were combined and the function disjoin (GenomicFeatures) applied to the combined ob-
ject. Finally, regions where introns and exons overlapped were discarded using the func-
tion subsetByOverlaps (GenomicFeatures). Reads mapping to the resulting list of intronic
regions were subsequently counted using featureCounts [140]] of the Rsubread package
[[141] and setting the following options: isPairedEnd=TRUE, primaryOnly=TRUE, require-
BothEndsMapped=TRUE, countChimericFragments=FALSE, useMetaFeatures=FALSE. After
counting, the sum of all intronic reads per gene was calculated. Differential gene ex-
pression analysis was subsequently carried out with the DESeq2 v1.26.0 package [142]].
MAplots were generated using the plotMA function of DESeq?.

For U20S-GR cells, nRNA-seq data was available and, therefore, reads which mapped
to exon regions were counted and used as input for the differential gene expression anal-
ysis. The list of exon regions from the longest transcript variants per gene was obtained by
applying the exonicParts function (GenomicFeatures) and setting linked.to.single.gene.only=TRUE.
To remove regions which associated with multiple genes, disjoin (GenomicFeatures) was
called. Counting of the reads, as well as the subsequent differential gene expression anal-
ysis were done as detailed above for the A549 cells.

2.3.2 ATAC-seq Analysis
Data Pre-Processing

ATAC-seq paired-end reads were mapped to the hg19 reference genome using the align-
ment tool Bowtie2 v2.1.0 [[143] and setting the option —very-sensitive. Next, SAMtools v1.10
[[135] was utilized to convert the resulting SAM file to a BAM format. To only retain reads
of a high alignment quality, reads with a mapping quality score of less than 10 were fil-
tered out using SAMtools. Next, duplicated reads were discarded using the MarkDupli-
cates function from Picard tools v.2.17.0 (http://broadinstitute.github.io/picard/), to re-
move any PCR duplicates generated during ATAC-seq library preparation. Lastly, reads
were shifted using the function alignmentSieve from deepTools v3.4.1 [[136]] and setting the
option —ATACshift, to compensate for the 9-bp sequence duplication created at the trans-
poson insertion site [[79].

Defining Sites of Increasing, Decreasing, and Non-changing Chromatin Accessibility

Genomic regions were defined which showed increasing (‘opening site”), decreasing (‘clos-
ing site”) or unchanging (‘non-changing site”) chromatin accessibility upon hormone treat-
ment.

For A549 cells, the ATAC-seq data for dexamethasone, hydrocortisone- and ethanol-

treated cells (no washout) were used to define these regions. To obtain opening sites,
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peak calling was performed using MACS2 v2.1.2 [[144]] (-broad —broadcutoff 0.001), by sep-
arately calling peaks in the dexamethasone-treatment over ethanol-treatment as well as
in the hydrocortisone-treatment over ethanol-treatment. To obtain closing sites, the same
MACS?2 settings were used to call peaks in the ethanol-treatment over dexamethasone-
treatment as well as in the ethanol-treatment over hydrocortisone-treatment. To remove
peaks which showed only small increases or decreases in chromatin accessibility, called
peaks were additionally filtered for a ‘fold_enrichment’” score from the MACS2 output of
>2. To acquire the final lists of high-confidence opening and closing peaks, peaks were
only considered if they showed increases or decreases in chromatin accessibility for both
hormones. For this purpose, the infersect function of the BEDTools suite v2.27.1 [[145]] was
used to extract overlapping (minimum overlap of 1 bp) opening/closing peaks between
dexamethasone- and hydrocortisone-treated samples. Lastly, from the resulting list of
opening and closing peaks in A549 cells, sites were removed if they were situated within
a window of +/- 500 bp around the TSS of any transcript variant of upregulated and
downregulated genes, respectively. This last step was performed to ensure that open-
ing/closing sites are not the consequence of the presence/absence of the transcriptional
machinery at regulated genes.

For U20S-GR cells, sites of increasing, decreasing and non-changing chromatin acces-
sibility were defined based on the ATAC-seq data for dexamethasone- and ethanol-treated
U20S-GR cells (no washout). These sites were obtained similarly as described above for
the A549 cells. However, since no hydrocortisone treatment was available (which was
treated as a ‘replicate’ sample in the A549 cells to obtain high-confidence peaks), peaks
were filtered for a more stringent “fold_enrichment’ of >3. Otherwise, closing and open-
ing sites were defined as describe above for A549 cells.

To obtain a list of accessible sites which do not show changes in accessibility upon
hormone treatment (‘non-changing sites”) for A549 and U20S-GR cells, MACS2 was used
to call peaks on all treatment samples independently (-broad —broadcutoff 0.001, ‘no con-
trol’). To further ensure that these regions show relatively high accessibility, peaks with
a ‘fold_enrichment’ score of less than 8 were removed. Next, overlapping peaks between
hormone- and vehicle-treatments were obtained using the intersect function from BED-
Tools. Finally, to ensure that the non-changing peaks do not show changes in chromatin ac-
cessibility upon hormone treatment, BEDTools intersect (-v) was applied to subtract open-

ing and closing peaks from the final list of non-changing regions.

Additionally, regions showing persistently increased or decreased accessibility before
and after washout were determined by peak calling on the ATAC-seq “after washout’
data. For persistent increases in chromatin accessibility, peaks were called in ‘hormone-
treatment after washout’ over the ‘vehicle-treatment after washout” samples. Similarly
for persistent decreases, peaks were called in the ‘vehicle-treatment after washout” over

the ‘hormone-treatment after washout’. These “after washout” peaks were determined for
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A549 and U20S-GR cells in the same way as the opening and closing sites (no washout),
as described above. Lasty, the final peak set of opening or closing sites ‘before and after
washout” was obtained by using BEDtools intersect to extract the overlap between peaks
which opened/closed upon hormone treatment and peaks showing persistent opening/closing
after washout.

All defined sites of increasing, decreasing or non-changing chromatin accessibility
were filtered by discarding sites that overlap with regions blacklisted by ENCODE for
hg19 [146] as well as sites found within mitochondrial DNA or unplaced contigs.

ATAC-seq Normalization for Genome Browser and Heatmaps Visualizations

ATAC-seq samples were normalized by calculating scaling factors for each sample, to
compensate for the different signal-to-noise ratios that ATAC-seq samples commonly ex-
hibit. To this end, a high-confidence list of accessible sites was defined per experiment
which was subsequently used for read-counting. Thus, MACS2 [[144]] was utilized to call
peaks for each sample (-broad —broadcutoff 0.01, ‘no control’) and the overlapping peaks
for all samples were obtained using BEDtools intersect [[145]]. Thus, these peaks represent
sites which are accessible in all treatments. After removing ENCODE hg19 blacklisted
sites [[146]], featureCounts (allowMultiOverlap=TRUE, isPairedEnd=TRUE) [140]] was used
to count reads per sample on the list of accessible peaks. The scaling factor for each sample
was subsequently calculated using the DESeq2 v1.26.0 [[142]] function estimateSizeFactors-
ForMatrix. Next, scaled bigWigs were generated with bamCoverage (deepTools) [[136], by
specifying the reciprocal of the calculated scaling factors. The resulting bigWig files were
used for genome browser visualizations with IGV [137]] as well as for the generation of
heatmaps using computeMatrix (reference-point) and plotHeatmap from deepTools.

2.3.3 ChlP-seq Analysis
Downloading Additional ChlP-seq Data Sets
The following publicly available ChIP-seq data sets were downloaded from the Gene Ex-

pression Omnibus (GEO), the Sequence Read Archive (SRA) or ArrayExpress:

GR ChIP-seq in A549 cells (2 replicates): cells were treated with 100 nM dexametha-
sone to ethanol for 3 hours; GEO accession number GSE79431; generated by the Reddy
Lab; [101]]

H3K27ac ChIP-seq in A549 cells: cells were treated with 100 nM dexamethasone for 0

or 4 hours; GEO accession number GSM2421694/GSM2421873; generated by the Reddy
Lab; [147]]
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H3K4me3 ChIP-seq in A549 cells: cells were treated with 100 nM dexamethasone for
0 or 4 hours; GEO accession number GSM2421504/GSM2421914; generated by the Reddy
Lab; [[147]

H3K27me3 ChIP-seq in A549 cells: cells were treated with 100 nM dexamethasone to
ethanol for 1 hours; GEO accession number GSM1003455/GSM1003577; generated by the
Broad Institute; [[147]]

p300 ChIP-seq in A549 cells: cells were treated with 100 nM dexamethasone for 0 or 4
hours; GEO accession number GSM2421805/GSM2421479; generated by the Reddy Lab;
[[147]]

GR ChIP-seq in U20S-GR cells (replicate 1): cells were treated with 1 M dexametha-
sone for 90 minutes; SRA accession number SRX256867 /SRX256891; generated by the Ya-
mamoto Lab; [[148]]

GR ChIP-seq in U20S-GR cells (replicate 2): cells were treated with 1 pyM dexametha-
sone for 90 minutes; ArrayExpress accession number E-MTAB-9616; generated by Dr. Ver-
ena Thormann (Meijsing Lab, Max Planck Institute for Molecular Genetics, Berlin); [[129]]

H3K27ac ChIP-seq in U20S-GR cells: cells were treated with 1 yM dexamethasone or
ethanol for 90 minutes; ArrayExpress accession number E-MTAB-9617; generated by Dr.
Alisa Fuchs (Chung Lab, Max Planck Institute for Molecular Genetics, Berlin); [[129]]

Data Pre-Processing and Visualization

ChlIP-seq reads were aligned to the hgl9 reference genome with Bowtie2 v2.1.0 [143]].
Bowtie2 was run using the option —very-sensitive for all data sets and additionally setting
the options -X 600 and —trim5 5 for the GR ChIP-seq reads for replicate 1 (SRP020242,
[[148]). The resulting SAM files were subsequently converted to BAM format and sorted
with SAMtools v1.10 [[135]]. To ensure high quality of aligned reads, reads with a mapping
quality score of less than 10 were discarded using SAMtools. To reduce the potential effects
of the PCR amplification bias during ChIP-seq library generation, duplicated reads were
discarded with MarkDuplicates from Picard tools v.2.17.0 (http:/ /broadinstitute.github.io/picard/).
BAM files were subsequently converted to sequencing-depth-normalized bigWig files us-
ing the deepTools v3.4.1 [[136]] function bamCoverage (—normalizelsing RPKM). The result-
ing bigWig files were used to visualize the ChIP-seq coverage tracks in the IGV genome
browser [137]]. To visualize ChIP-seq signal as a heatmap at peak regions-of-interest, the
computeMatrix (reference-point) and plotHeatmap functions of the deepTools suite were ap-
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plied.

Calling GR ChlIP-seq Peaks

To identify GR peaks, peak calling was carried out using MACS2 v2.1.2 [144]]. The min-
imum false discovery rate (FDR) threshold was set to 0.01. To acquire a final list of GR
peaks of high confidence, only peaks which were called in both replicates were consid-
ered. For this purpose, overlapping peaks (minimum overlap of 1 bp) were obtained
utilizing function intersect (-u) of the BEDTools suite v2.27.1 [[145]]. Further, the final peaks
were filtered by discarding peaks which fell within the regions blacklisted by ENCODE for
hg19, since these regions show increased sequencing signal caused by genome assembly
artefacts [146]]. Finally, peaks were also discarded if they were found within mitochon-

drial DNA or unplaced contigs.

2.3.4 Linking Changes in Chromatin Accessibility and GR Binding to Gene
Regulation

Differential expression analysis for A549 and U20S-GR cells was performed as described
in section The resulting output was subsequently filtered to obtain lists of differ-
entially expressed or non-regulated genes. Genes were considered to be upregulated or
downregulated with a log, fold change of >1 or <-1, respectively, and were further fil-
tered for an adjusted p-value of <0.05 and a baseMean (which represents the average
expression of a gene) of >40. Nonregulated genes were defined by a log, fold change
between 0.1 and -0.1 and a baseMean of >40. Nonregulated genes were further randomly
downsampled to 500 genes for A549 cells and to 1000 genes for U20S-GR cells to obtain
sample sizes which were closer to the sizes of up- and downregulated genes.

To correlate peaks of increasing, decreasing, or nonchanging chromatin accessibility
as well as GR ChIP-seq peaks with gene regulation, the percentage of genes within each
group (up-, down- or non-regulated) which had at least one peak of a type within a re-
gion +/- 50 kb around the TSS was calculated. For genes with multiple transcript vari-
ants, the TSS of the longest transcript variant was chosen. Specifically, the information on
TSS coordinates was obtained from the NCBI RefSeq annotation available from the UCSC
Genome Browser [138]]. Using Python v3.7, a bed file was generated containing the co-
ordinates of +/- 50 kb around the TSS of the longest transcript variants for up-, down-
or non-regulated genes. The overlap between this 100 kb region and the peaks was de-
termined with BEDtools intersect (-wa -wb) [145]]. The output generated with BEDtools
intersect was subsequently filtered with a Python script to ensure that peaks which inter-
sected the +/- 50 kb region around the TSS of more than one gene would only be assigned
to the closest one. The data was visualized with ggplot2 v.3.3.2 in R v3.6.3. A Fisher’s exact

test was performed to determine if there was a significant association between peaks and

32



2. Materials and Methods

up-, down- or non-regulated genes.

2.3.5 4C-seq Analysis

For the analysis of the 4C-seq data, the pipe4C tool [[132] was used which in available
at GitHub (https://github.com/deLaatLab/pipe4C). Briefly, the tool takes fastq files as
input and trims away sequences 5" of the first Csp6l motif. Sequences missing the first
Csp6l motif are discarded. Reads are subsequently mapped to the hg19 reference genome,
counted per 5 fragment ends, normalized by sequencing depth and smoothed.

Default settings were applied, and the output was specified to be generated in WIG
(wiggle) format. The resulting WIG file of smoothed and normalized reads was visual-
ized in the IGV genome browser [[137]].

2.3.6 Image Analysis of RNA FISH

RNA FISH images underwent image analysis using the software ZEN 3.0 (Zeiss) to au-
tomatically detect individual transcripts and potential sites of transcription. The analysis

was set up in collaboration with Dr. René Buschow.

The raw images were pre-processed to generate 2D images from the full Z-stack of 26
slices. To this end, a Maximum Intensity Projection was applied which projects the bright-
est pixels from each slice to the final 2D image. The maximum intensity projections were
used for the automatic detection analysis of transcripts and transcription sites. The nuclei
were identified by the counterstain using fixed intensity thresholds after segmentation
(watershed: 10) and a faint smoothing (Gauss: 2.0). To remove cells undergoing mitosis
or partially captured cells, nuclei were further filtered by size (75-450 ym?), circularity
(0.5-1) and intensity (mean intensity of maximum=4200). Since the software cannot au-
tomatically detect the cytoplasm, a uniform circular area (width 30 pix = 3.96 ym) was
defined around each nucleus to serve as a substitute cytoplasmic region. Having applied
a Rolling Ball Background Subtraction (radius=>5 pix, fixed fluorescence threshold), indi-
vidual transcripts per cell were identified within the nucleus and the ‘cytoplasm’. Tran-
scription sites were detected within the nucleus using the same parameters as for the
transcripts. A distinction between transcripts and transcription sites within nuclei was
achieved by additionally filtering for a size less than 0.33 pm? or greater than 0.38 pm?,
respectively.

The transcript and transcription site counts per cell from 3 biological replicates were
merged and the data visualized using ggplot2 v.3.3.2 in R v3.6.3.
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2.4 Computational Methods (Results Part 2)

2.4.1 ChlP-seq Analysis
Data Sets

The following ChIP-seq data sets in U20S-GR and U20S-AR cells were used:
GR ChIP-seq in U20S-GR cells (replicate 1): described in section
GR ChIP-seq in U20S-GR cells (replicate 2): described in section

AR ChIP-seq in U20S-AR cells (2 replicates): cells were treated with 5 nM R1881 for 4
hours; ArrayExpress accession number E-MTAB-9616; generated by Marina Kulik (Mei-
jsing Lab, Max Planck Institute for Molecular Genetics, Berlin); [[129]

H3K27ac, H3K4mel, H3K27me3 and H3K9me3 ChIP-seq in U20S-GR cells: cells were
treated with 1 pyM dexamethasone or ethanol for 90 minutes; ArrayExpress accession
number E-MTAB-9617; generated by Dr. Alisa Fuchs (Chung Lab, Max Planck Institute
for Molecular Genetics, Berlin); [[129]]

H3K27ac, H3K4mel, H3K27me3 and H3K9me3 ChIP-seq in U20S-AR cells: cells were
treated with 5 nM R1881 or DMSO for 4 hours; ArrayExpress accession number E-MTAB-
9617; generated by Dr. Alisa Fuchs (Chung Lab, Max Planck Institute for Molecular Ge-
netics, Berlin); [[129]

Data Pre-Processing and Visualization

ChIP-seq reads were processed and data visualization performed as described in section
2.3.3

Additionally, to generate mean ChIP-seq signal plots for the histone modifications, the
computeMatrix (reference-point) and plotProfile functions of the deepTools suite v3.4.1 [[136]]
were applied, using RPKM-normalized bigWig files as input.

Defining GR and AR Binding Sites

GR and AR binding sites were determined by peak calling with MACS2 v2.1.2 [[144]], ap-
plying an FDR threshold of 0.05. Each replicate was called over its associated input con-
trol. To be considered a final peak, a peak had to be called in both replicates. To this
end, BEDTools v2.27.1 [145]] intersect function was used to obtain overlapping peaks (min-

imum overlap of 1 bp) between replicates. Lastly, peaks falling within regions blacklisted

34



2. Materials and Methods

by ENCODE for hg19 [[146], mitochondrial DNA or unplaced contigs were filtered out
from the final set of peaks. Subsequently, BEDTools intersect was used on the final GR and
AR binding sites, to extract peaks occupied by both receptors (minimum overlap of 1 bp

required) and receptor-specific peaks.

2.4.2 ATAC-seq Analysis
Data Sets

The following ATAC-seq data sets in U20S-GR and U20S-AR cells were used:

ATAC-seq in U20S-GR cells: the experiment was performed by myself as described in
section cells were treated with 1 pM dexamethasone or ethanol for 90 minutes; Ar-
rayExpress accession number E-MTAB-7746; [[111]]

ATAC-seq in U20S-AR cells: cells were treated with 5 nM R1881 or DMSO for 4 hours;
ArrayExpress accession number E-MTAB-9606; generated by Marina Kulik (Meijsing Lab,
Max Planck Institute for Molecular Genetics, Berlin); [[129)]]

Data Pre-Processing and Heatmap Visualization

ATAC-seq data were pre-processed as described in section[2.3.2] The resulting processed
BAM files were used as input to generate sequencing-depth-normalized bigWig files us-
ing bamCoverage (—normalizelUsing RPKM) from deepTools v3.4.1 [136]]. ATAC-seq signal
at receptor-specific and shared binding sites was subsequently visualized as heatmaps
or as mean signal plots +/- 2 kb around the peak center utilizing the deepTools functions
computeMatrix (reference-point) followed by plotHeatmap or plotProfile, respectively.

2.4.3 Motif Enrichment Analysis at GR- and AR-Specific Binding Sites

To identify which motifs were enriched at GR- and AR-specific binding sites, motif enrich-
ment analysis was carried out using AME (Analysis of Motif Enrichment, [|149]]) of the
MEME suite (Multiple Expectation Maximizations for Motif Elicitation, [[150]]).

To remove chromatin accessibility as a potential confounding factor, all AR-specific
sites were included in the analysis as well as GR-specific sites showing the highest chro-
matin accessibility. This was done, since many GR binding sites were found to reside
within relatively inaccessible chromatin, while AR binding sites occurred at relatively ac-
cessible regions (Fig. [3.28). To this end, GR-specific peaks (+/- 250 around the peak
center) were sorted by ATAC-seq signal (ethanol treatment in U20S-GR cells) using the
computeMatrix function from deepTools v3.4.1 [[136]]. Subsequently, the 6593 GR-specific
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sites with highest ATAC-seq signal were extracted to equal the number of all AR-specific
binding sites.

For the motif enrichment analysis, all input GR- and AR-specific binding sequences
had an equal length of 500 bp (+/- 250 around the center of the peak). Sequences were
scanned for the clustered JASPAR 2018 CORE vertebrates motif collection [25]. In ad-
dition, the sequences were also scanned for the presence of the direct repeat version of
the GR/AR consensus motif (shown in Fig. 3.30)). This version of the direct repeat mo-
tif was generated by using position weight matrix of GR consensus motif from JASPAR
(MAO0113.2, [25]]) as a template and copying the weights from the first half-site into the
second half-site. As control sequences for the motif enrichment analysis AME utilized
the shuffled input sequences. Most highly enriched motifs, i.e. motif hits exhibiting an
E-value of <107 for either GR- or AR-specific sequences, were included in the heatmap
representation of enriched motifs, which was plotted using ggplot2 v.3.3.2 in R v3.6.3. Mo-
tif logos were generated using WebLogo3 [[151]].

2.4.4 ChlP-exonuclease Footprints

For AR, ChIP-exonuclease (ChIP-exo) footprints were generated for LNCaP cells at se-
quences containing JASPAR AR consensus motif MA0007.2 [25]] and the direct repeat mo-
tif (shown in Fig. [3.30). To this end, publicly available AR ChIP-exo data in LNCaP cells
(GSE43791) [[152] was downloaded. The ChIP-exo data was processed by aligning the
reads to the hg19 reference genome using Bowtie2 v2.1.0 [[143] and discarding reads with
a mapping quality score of less than 10 with SAMtools v1.10 [135]]. Further, pre-processed
AR binding sites in LNCaP cells were downloaded (GSE43791) [152]. To generate the
AR footprint profiles at the above-mentioned motifs, the ExoProfiler package [153]] was
applied, providing the processed ChIP-exo data and the AR peaks as input.

For GR, ChIP-exo footprints were generated for U20S-GR cells at sequences contain-
ing the JASPAR GR consensus motif MA0113.2 [25] and the direct repeat motif (shown
in Fig. [3.30). Pre-processed GR ChIP-exo data in U20S-GR cells was downloaded (Ar-
rayExpress E-MTAB-2955) [[153]]. Using the ExoProfiler and setting GR binding sites and
the ChIP-exo data as input, GR footprint profiles were generated at the above-mentioned
motifs.

A p-value of < 10~* was set as the threshold for motif hits. Motif logos were generated
using WebLogo3 [[151]].

2.4.5 GC-Content Analysis

To obtain the mean GC-content for bins of 50 bp for the entire genome, the makewin-
dows function of the BEDTools suite v2.27.1 [[145] was utilized to divide the hgl9 refer-

ence genome into 50-bp bins. The GC-content for each bin was then calculated with the
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BEDTools function nuc. The output of BEDTools nuc is a bedgraph file, which was subse-
quently converted into a bigWig file using the bedGraphToBigWig command-line tool [[154]].
To plot the mean GC-content at all GR- and AR-specific binding sites, the resulting big-
Wig file was used as input for the computeMatrix function (reference-point) from deepTools
v3.4.1 [136] followed by the plotProfile function, to generate mean plots covering a 10 kb
window (i.e. +/- 5 kb around the peak center). Additionally, mean GC-content plots of
receptor-specific binding sites of high chromatin accessibility were plotted. To this end,
GR-and AR-specific peaks (4 /-250 bp around the center) were sorted by ATAC-seq signal
in their respective vehicle-treated cell lines using computeMatrix and the 3296 peaks per
receptor with the highest signal were extracted. A Mann-Whitney-U test was performed
to determine statistical significance between GR- and AR-specific binding sites.

To plot the mean GC-content for GR- and AR-specific peaks in the cell lines VCaP
and LNCaP-1F5, pre-processed ChIP-seq peaks were downloaded for AR (100 nM dihy-
drotestosterone for 2 hours) and GR (100 nM dexamethasone for 2 hours) (GSM980657,
GSM980658, GSM980660, GSM980662, GSM980664, [33]]). Final peak lists were obtained
by extracting overlapping peaks between replicates with BEDTools intersect and subse-
quently removing peaks which fell within regions blacklisted by ENCODE for hg19 [[146]],
mitochondrial DNA or unplaced contigs. Shared as well as GR- and AR-specific binding
sites for VCaP and LNCaP-1F5 cells were obtained using BEDTools intersect. Mean GC-

content plots were generated as described above.
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3 Results

3.1 Part 1: Transcriptional Memory in Response to GR

Activation

The first part of the results section aims at investigating the link between glucocorticoid-
induced transcriptional and chromatin structural changes, and further explores the long-
term genomic effects of GR activation. In particular, GR’s ability to induce transcriptional
memory was assessed, and to what extent a previous GR-binding event can be ‘remem-
bered’ by cells to induce lasting effects at the chromatin and transcriptional level. The fol-
lowing section forms part of a publication (Bothe et al., BioRxiv Preprint, [|155]]), which

has been submitted as of the time of writing.

3.1.1 Glucocorticoid Treatment Induces Genome-Wide Increases and
Decreases in Chromatin Accessibility

Upon binding to the genome, GR has repeatedly been described to induce higher levels
of chromatin accessibility at its binding sites, a process mediated through the action of
recruited chromatin remodeling factors [[82-85]].

To study the effects of GR activation on chromatin accessibility in A549, a human lung
carcinoma cell line, ATAC-seq was performed. To this end, cells were treated with the
natural glucocorticoid hydrocortisone, the synthetic glucocorticoid dexamethasone or ve-
hicle (ethanol) for 20 hours, prior to harvest for ATAC-seq. Previous research has largely
focused on glucocorticoid-induced increases in chromatin accessibility [82-85]]. To gain a
better understanding of the global chromatin structural changes, I also included sites of
decreasing accessibility in the present analysis. Thus, sites were defined to be ‘opening’
or ‘closing’ if they showed increases or decreases in chromatin accessibility, respectively,
in response to dexamethasone and hydrocortisone treatment when compared to vehi-
cle treatment. Further, accessible genomic regions which did not show changes in their
levels of accessibility (‘non-changing sites’) were defined and included in the analysis
to serve as a control group. The ATAC-seq results showed that GR activation resulted
in the opening and closing of thousands of genomic sites (Fig. A, B). Overall, the
number of opening sites was found to be approximately equal to the number of closing
sites, with a slightly higher prevalence of closing sites. To validate the ATAC-seq results
and ensure the experiments worked as desired, some sites which were expected to show
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increasing, decreasing or unchanging chromatin accessibility were analyzed by ATAC-
qPCR. The ATAC-qPCR results further confirmed the sequencing results, as the candidate
sites investigated showed the expected changes in chromatin accessibility (Fig.[3.1C).
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Fig. 3.1: GR activation induces genome-wide changes in chromatin accessibility. (A) Heatmap
and mean signal plot (top) of normalized ATAC-seq read coverage in A549 cells at genomic regions
(+/- 2 kb around center) exhibiting increasing (‘opening’), non-changing (‘non-changing’) and
decreasing (‘closing”) levels of chromatin accessibility in response to glucocorticoid treatment.
Ab549 cells were treated for 20 hours with ethanol (‘EtOH’), dexamethasone (100 nM, ‘Dex’) or
hydrocortisone (100 nM, ‘Cort’). (B) Genome browser view showing read coverage tracks of GR
ChlIP-seq (100 nM dexamethasone, 3 h; RPKM-normalized; data from [[101]]) and ATAC-seq (nor-
malized, cells treated as described in (A)) at the FKBP5 and FGF5 loci in A549 cells. Genomic re-
gions opening or closing upon glucocorticoid treatment are highlighted in blue. (C) ATAC-qPCR
analysis targeting opening or closing genomic regions in A549 cells in response to glucocorticoid
treatment near indicated genes. Cells were treated as described in (A). Mean ATAC signal nor-
malized to gDNA is shown (n = 4). Error bars represent + SEM.

Next, I wanted to investigate if GR binds opening or closing sites to determine whether
its presence is required for the chromatin accessibility changes to occur. Therefore, avail-
able GR ChIP-seq data [[101] in A549 cells were downloaded and intersected with the
ATAC-seq results. GR occupancy was detectable at most sites which exhibited increases
in chromatin accessibility Fig. which is expected as GR is known to induce chromatin
opening at its genomic binding sites [82-85]]. For closing sites, only a small subset of sites
showed detectable GR ChIP-seq signal Fig. In fact, intersection analysis of the ge-
nomic coordinates between opening/closing sites and GR peaks revealed that, while 49%
of opening sites overlapped with a GR peak, only 10% of closing sites were occupied by
GR. Thus, itappears that GR occupancy is largely not required at regions losing chromatin

accessibility and closing might be consequence of indirect effects of GR activation.
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Fig. 3.2: GR occupancy at genomic regions exhibiting increasing, non-changing or decreasing
levels of chromatin accessibility upon glucocorticoid exposure. Heatmap and mean signal plot
(top) of RPKM-normalized GR ChIP-seq read coverage in A549 cells (100 nM dexamethasone,
3 h, data from [[101]]) at genomic regions (+/- 2 kb around center) exhibiting increasing (‘open-
ing’), non-changing (‘non-changing’) or decreasing (‘closing’) levels of chromatin accessibility in
response to glucocorticoid treatment (same sites as shown in Fig. 3.1 A)).

To explore GR-induced changes in chromatin accessibility in another cell line, ATAC-
seq was performed in U20S cells, human osteosarcoma cell line stably expressing GRa
(U20S-GR cells) [128]]. Prior to harvest for ATAC-seq, U20S-GR cells were treated with
vehicle (ethanol) or dexamethasone for 4 hours. As previously observed in the A549
cells (Fig. A, B), thousands of genomic regions in the U20S-GR cell line showed in-
creases and decreases in chromatin accessibility levels (Fig. A). However, unlike the
accessibility changes in A549 cells, opening of genomic regions compared to closing was
significantly more prevalent in U20S-GR cells (Fig. [3.3| A). To investigate GR occupancy
at opening and closing sites in U20S-GR cells, available GR ChIP-seq data [[148]] was an-
alyzed and integrated with the ATAC-seq results. Similar to the results in A549 cells, GR
occupancy was detectable at most opening sites, yet largely absent at closing sites (Fig.
B). These results were further confirmed by an intersection analysis between open-
ing/closing sites and GR peaks in U20S-GR cells, which revealed that 54% of opening
sites overlapped with a GR peak, yet only 0.2% of the closing sites did.

In summary, glucocorticoid treatment induces genome-wide increases as well as de-
creases in chromatin accessibility. Since sites of increasing accessibility were found to be
associated with GR occupancy, chromatin opening is likely a direct consequence of GR
binding to many of those sites. Conversely, closing sites were not found to be enriched
for GR occupancy, and thus, conceivably lose accessibility due to indirect mechanisms of
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Fig. 3.3: Genome-wide changes in chromatin accessibility and GR occupancy upon dexametha-
sone treatment in U20S-GR cells. (A) Heatmap and mean signal plot (top) of normalized ATAC-
seq read coverage in U20S-GR cells at genomic regions (+/- 2 kb around center) exhibiting in-
creasing (‘opening’), non-changing (‘non-changing’) or decreasing (‘closing’) levels of chromatin
accessibility in response to glucocorticoid treatment. U20S-GR cells were treated for 4 h with
ethanol ("EtOH’) or dexamethasone (100 nM, ‘Dex’). (B) Heatmap and mean signal plot (top)
of RPKM-normalized GR ChIP-seq read coverage in U20S-GR cells (1 M dexamethasone, 1.5 h,
data from [[148]]) at genomic regions (+/- 2 kb around center) exhibiting increasing (‘opening’),
non-changing (‘non-changing’) or decreasing (‘closing’) levels of chromatin accessibility in re-
sponse to glucocorticoid treatment (same sites as shown in (A)).

associated with GR activation.

3.1.2 Opening and Closing Chromatin Regions Are Enriched near Activated
and Repressed Genes, Respectively

Since sites which show decreasing chromatin accessibility upon glucocorticoid treatment
have not been described much in the literature so far, I wanted to further investigate their
potential role in glucocorticoid-induced transcriptional changes.

Thus, to investigate how changes in chromatin accessibility connect to GR-induce tran-
scriptional responses, the ATAC-seq results were intersected with gene expression data.
To this end, total RNA-seq was performed in A549 cells and differentially expressed genes
were defined to be upregulated (295), downregulated (110) or nonregulated (randomly
sampled 500 genes) in response to dexamethasone treatment. To determine whether
changes in chromatin accessibility and transcriptional responses are correlated, sites of
changing accessibility were assigned to genes based on genomic proximity. Specifically,
a region of +/- 50 kb around the TSS of differentially regulated genes was scanned for
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the presence of sites showing increasing, decreasing or non-changing chromatin accessi-
bility upon glucocorticoid treatment. This 100 kb window was chosen based on previous
findings in A549 cells which showed that GR binding generally occurred 10-100 kb away
from upregulated genes [|60]]. Furthermore, it needs to be noted that opening and closing
of chromatin, in particular at the start of genes, might be a consequence of the presence
or absence of the transcriptional machinery at promoters of up- or downregulates genes,
respectively. Therefore, the final list of opening sites was filtered to not contain regions
which overlap promoters of upregulated genes, while closing sites were filtered not to

contain regions which overlap promoters of downregulated genes.
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Fig. 3.4: Connecting transcriptional responses in A549 cells with changes in chromatin accessi-
bility and GR binding. Stacked bar graphs depicting the percentage of upregulated, downregu-
lated and nonregulated genes in A549 cells which have one or more ‘peaks’ in a region +/- 50 kb
centered on the TSS. ‘Peaks’ were grouped into regions of increasing (‘opening sites’), decreas-
ing (‘closing sites”) or non-changing chromatin accessibility (‘non-changing sites”) as well as GR
binding sites (‘GR peaks’). P-values were derived from a Fisher’s exact test. GR ChIP-seq data is
from [[101]]. n.s.: not significant.

The results showed that there was a significant association between the presence of
nearby opening sites and activation of genes (Fig. [3.4)). Interestingly, repressed genes
were significantly associated with nearby closing sites (Fig. [3.4). As I have previously
found that opening sites are typically occupied by GR while closing sites are not (Fig.
B.2), these findings suggest transcriptional repression might not be dependent on nearby
binding of GR. To further investigate GR occupancy near activated and repressed genes,
I repeated the above analysis by scanning the +/- 50 kb region around the TSS of regu-
lated genes for the presence of a GR binding site. As expected, GR peaks were found to
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be enriched near activated genes (Fig. [3.4)). Interestingly, GR binding peaks were also
significantly associated with repressed genes, though to a much lesser degree than with
activated genes (Fig. [3.4)). Thus, since downregulated genes showed an enrichment for
nearby closing sites and only slight enrichment for GR peaks, it is conceivable that re-
pression of many GR target genes is the result of indirect effects of GR binding rather

than active repression by GR.

Further, since a recent study working in mouse mammary epithelial adenocarcinoma
cells showed that p300 levels became depleted near repressed genes upon glucocorticoid
treatment [61]], I wanted to investigate whether a similar phenomenon also occurs in A549
cells. To this end, available p300 ChIP-seq data [147]] were analyzed to assess p300 occu-
pancy at sites of changing chromatin accessibility. The results showed that p300 levels in-
creased upon hormone treatment at opening sites, whereas they decreased at closing sites
(Fig.[3.5/A). Hence, it is conceivable that a loss of co-factors, such as p300, at closing sites
upon hormone treatment, causes the decrease in chromatin accessibility and subsequent
downregulation of nearby genes. Moreover, since p300 is a histone acetyl transferase,
changes in acetylation of histone 3 on lysine 27 (H3K27ac) were investigated using avail-
able ChIP-seq data [[147]]. H3K27ac ChIP-seq signal was found to increase and decrease
upon dexamethasone exposure at opening and closing sites, respectively (Fig. B),
which correlated with changes in p300 occupancy (Fig. A). Notably, H3K27ac levels
were also found to decrease at genomic regions of non-changing chromatin accessibility

(Fig. B.5|B), arguing for global changes in H3K27ac upon glucocorticoid treatment.

To investigate if the observed enrichment of closing sites, which are not occupied by
GR, near repressed genes in A549 cells was a cell type-specific effect or not, I repeated the
above analysis in U20S-GR cells. Having analyzed available mRNA-seq data in U20S-
GR cells [[133]], genes were again defined to be upregulated (838), downregulated (534)
or nonregulated (randomly samples 1000). As for A549 cells, upregulated genes were sig-
nificantly associated with opening regions and GR peaks, whereas downregulated genes

were significantly associated with closing regions and, to a lesser extent, with GR peaks

(Fig. B.6).

Together, the above results suggest glucocorticoid-induced gene activation and repres-
sion occur through direct and indirect effects of GR activation, respectively. GR appears
to actively upregulate genes through nearby binding to genomic regions which, in turn,
exhibit increases in chromatin accessibility. Downregulation of target genes, on the other
hand, frequently seems to occur through indirect effects of GR activation, possibly due to
cofactor redistribution away from sites, which consequently exhibit decreasing chromatin

accessibility.
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Fig. 3.5: p300 and H3K27ac levels at genomic regions of changing chromatin accessibility. (A)
Heatmap and mean signal plot (top) of RPKM-normalized p300 ChIP-seq read coverage in A549
cells (+/- 100 nM dexamethasone, 4 h; data from [|147]]) at genomic regions (+/- 2 kb around cen-
ter) exhibiting increasing (‘opening’), non-changing (‘non-changing’) or decreasing (‘closing’)
levels of chromatin accessibility in response to glucocorticoid treatment (same sites as shown in
Fig. A). (B) Analogous to (A), but RPKM-normalized H3K27ac ChIP-seq read coverage in
A549 cells (+/- 100 nM dexamethasone, 4 h; data from [|147]]) is shown.

3.1.3 Changes in Chromatin Accessibility upon GR Activation Are Universally
and Rapidly Reversible

Previous studies found GR-induced increases in chromatin accessibility to be long-lived at
certain genomic regions [[85], [[127]]. Specifically, in a genome-wide investigation, Stavreva
et al. [85] found that a subset of sites showed increases in chromatin accessibility which
persisted for 40 minutes after hormone washout in mouse mammary adenocarcinoma
cells. Strikingly, Zaret and Yamamoto [[127]] studying an individual locus identified main-
tained increases in chromatin accessibility for more than 9 days at a stably integrated viral
sequence in mouse L cells.

To address the question if long-lived changes in chromatin accessibility are commonly
observed in response to GR activation, ATAC-seq was performed in A549 cells which were
treated with dexamethasone, hydrocortisone or ethanol for 20 hours and subsequently
subjected to washes to remove residual hormone and cultured for 24 hours in hormone-
free medium (Fig. . The hormone treatment time of 20 hours was chosen, since Zaret
and Yamamoto [[127]], who observed persistent changes for more than 9 days, applied the
same treatment time in their study. Additionally, the washout period of 24 hours was cho-
sen to determine whether chromatin accessibility can persist beyond one cell cycle in A549
cells. Further, since I had previously observed that GR induced wide-spread decreases in
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Fig. 3.6: Connecting transcriptional responses in U20S-GR cells with changes in chromatin ac-
cessibility and GR binding. Stacked bar graphs depicting the percentage of upregulated, down-
regulated and nonregulated genes in U20S-GR cells which have one or more ‘peaks’ in a region
+/- 50 kb centered on the TSS. ‘Peaks’” were grouped into regions of increasing (‘opening sites’),
decreasing (‘closing sites’) and non-changing chromatin accessibility (‘non-changing sites’) as
well as GR binding sites (‘GR peaks’). P-values were derived from a Fisher’s exact test. RNA-seq
data is from [[133]] and GR ChIP-seq data is from [[148]]. n.s.: not significant.

chromatin accessibility (Fig. B.1]), I therefore not only investigated chromatin accessibil-
ity changes after hormone washout at sites opening upon glucocorticoid treatment, but

extended the analysis to include closing genomic regions.

+20h ATAC-seq +24h ATAC -seq

'Basal Levels' Hormone/ 'Upon Wash- 'After
Control Treatment' out Washout'
chromatin / - - \
accessible :
- -

Fig. 3.7: Experimental setup to study changes in glucocorticoid-induced chromatin accessibility
after hormone washout. Cartoon representation of the experimental procedure performed to
study changes in chromatin accessibility in response to glucocorticoid treatment and subsequent
washout. A549 cells were treated for 20 hours with dexamethasone (100 nM), hydrocortisone (100
nM) or ethanol, after which cells were either harvested for ATAC-seq or subjected to washes and
cultured in medium in the absence of hormone for 24 hours and then harvested for ATAC-seq.
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The ATAC-seq results showed that most opening sites fell back to basal accessibility
levels 24 hours after hormone withdrawal (Fig. [.8)). Likewise, most closing sites gained
accessibility again after hormone washout (Fig. [3.8). Strikingly, persistently increased or
decreased accessibility was only observed at 1.9% and 0.9% of sites, respectively, though
the ATAC-seq signal at those regions after washout was lower on average compared to
the signal before washout (Fig. [3.8).
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Fig. 3.8: Genome-wide increases and decreases in chromatin accessibility upon glucocorticoid
treatment are not long-lived at most genomic regions in A549 cells. Heatmap and mean signal
plot (top) of normalized ATAC-seq coverage in A549 cells at genomic regions (+/- 2 kb around
center) exhibiting increasing (‘opening’, top) or decreasing (‘closing’, bottom) levels of chromatin
accessibility in response to glucocorticoid treatment. A549 cells were treated as detailed in Fig.
Sites are split into genomic regions showing no persistently increased or decreased accessibility
after hormone washout, and genomic regions showing maintained increased accessibility after
hormone washout.

To validate whether the long-lived accessibility at opening sites was reproducible,
ATAC followed by qPCR was performed targeting a few candidate opening sites which
showed the most promising persistent increases in chromatin accessibility based on the
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sequencing results (Fig. 3.9/ A, B). However, persistently increased accessibility could not
be confirmed by ATAC-qPCR, as only subtle differences were observed between hormone-
and vehicle treated samples after washout (Fig. [3.9/B). It needs to be noted the ATAC ex-
periment, as such, appears to have worked as expected, since expected chromatin opening
upon hormone treatment and subsequent closing following hormone removal were ob-
served at control regions (Fig. B). Thus, the small fraction of regions which showed
residual accessibility based on the ATAC-seq results (Fig. 3.9/ A, B) might have been false-

positives, which are commonly present in genome-wide sequencing data.
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Fig. 3.9: Genomic regions showing persistently increased chromatin accessibility by ATAC-seq
are not validated by ATAC-qPCR. (A) Genome browser view showing read coverage tracks of
GR ChIP-seq (100 nM dexamethasone, 3 h; RPKM-normalized; data from [[101]]) and ATAC-seq
(normalized, cells treated as described in Fig. at the SLCI9AS locus in A549 cells. Genomic
region showing residual increased chromatin accessibility after hormone withdrawal is indicated.
(B) ATAC-qPCR analysis targeting genomic regions in A549 cells which open in response to gluco-
corticoid treatment near indicated genes. Cells were treated as described in Fig. Mean ATAC
signal normalized to gDNA is shown (n=4). Error bars represent + SEM. N.C. negative control.

Taken together, GR activation results in genome-wide increases and decreases in chro-
matin accessibility which are largely lost 24 hours after hormone washout, suggesting that
such hormone-induced structural chromatin changes are not propagated beyond one cell
cycle in A549 cells.
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3.1.4 Long-Lived Increases in Chromatin Accessibility in U20S-GR Cells Are
a Consequence of Residual GR Binding

As I described above, I found that long-lived increases in chromatin accessibility in re-
sponse to GR activation were not reproducibly observable in A549 cells (Fig. Fig.
B.9). However, it is possible that long-term chromatin structural changes, as previously
described in [85], [[127] are cell type-specific.

Thus, I assessed chromatin accessibility changes following glucocorticoid treatment
and subsequent withdrawal in another cell type, namely the U20S-GR cell line. For this
purpose, U20S-GR cells were treated with dexamethasone or ethanol for 4 hours. Hor-
mone was subsequently washed-out and the cells were cultured in medium in the absence
of hormone for 24 hours prior to harvest for ATAC-seq. As previously observed in A549
cells, increases or decreases in chromatin accessibility upon dexamethasone treatment
were lost 24 hours after hormone washout, with only a small subset of regions showing
maintained changes (Fig. [3.10] A, B). To determine whether the sequencing results were
reproducible, ATAC-qPCR was performed targeting candidate sites which showed the
most promising (based on ATAC-seq data) residual increases in accessibility following
hormone washout (Fig. [3.10|B, C). Interestingly, persistent increases were found to be re-
producible by ATAC-qPCR (Fig. [3.10]C), suggesting that GR induces long-lived increases
in chromatin accessibility in U20S-GR cells.

To determine whether persistent increases in chromatin accessibility in U20S-GR cells
occur in the absence of GR binding, in which case these long-lived changes would repre-
sent a true ‘memory’ of GR activation, GR ChIP-qPCR was performed on dexamethasone-
treated cells as well as on cells following a 24-hour hormone washout. Upon hormone
treatment, GR binding was detectable at all genomic regions investigated (Fig. B).
Following hormone washout, GR occupancy was no longer observed at sites exhibiting
reversible chromatin accessibility (Fig. B). However, GR binding was detectable af-
ter hormone washout at the genomic regions of persistent increased accessibility (Fig.
B). Further, H3K27ac ChIP-qPCR revealed that GR binding at ‘persistent’ sites after
washout was accompanied by maintained increased levels of H3K27ac (Fig. [3.11]B). These
findings suggest that the long-lived opening of certain genomic regions in U20S-GR cells
is likely the result of residual GR binding. This hypothesis was further confirmed by a
genome-wide analysis of GR occupancy 24 hours after hormone removal by ChIP-seq,
which revealed that residual GR binding was observable at most regions of ‘persistent’
accessibility, yet absent at reversible sites (Fig. 3.11)A).

Consequently, it is conceivable that low levels of GR remain active after washout due
to potential residual dexamethasone. To investigate GR binding when cells are exposed
to different hormone amounts, U20S-GR cells were treated with a range of dexametha-
sone concentrations and subsequently subjected to GR ChIP-qPCR analysis. At higher

concentration, GR was observed to bind to sites which close after hormone washout and
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Fig. 3.10: Persistent increases and decreases in chromatin accessibility upon glucocorticoid
treatment in U20S-GR cells. (A) Heatmap and mean signal plot (top) of normalized ATAC-
seq coverage in U20S-GR cells at genomic regions (+/- 2 kb around center) exhibiting increasing
(‘opening’, left) or decreasing (‘closing’, right) levels of chromatin accessibility in response to glu-
cocorticoid treatment. U20S-GR cells were treated similarly as detailed in Fig. with the modi-
fication that cells were treated for 4 hours with dexamethasone (100 nM) or ethanol, before being
either harvested for ATAC-seq or washed and cultured in hormone-free medium for 24 hours and
then harvested for ATAC-seq. Sites are split into genomic regions which do not show persistently
increased or decreased accessibility after hormone washout, and genomic regions showing sus-
tained increased accessibility after hormone washout. (B) Genome browser view showing cover-
age tracks of GR ChIP-seq (1 uM Dex, 1.5 h; RPKM-normalized; data from [148]]) and ATAC-seq
(normalized, cells treated as detailed in (A)) at the ZBTB16 locus in U20S-GR cells. Genomic
regions showing residual increased chromatin accessibility after hormone withdrawal are indi-
cated. (C) ATAC-qPCR analysis targeting opening genomic regions in U20S-GR cells near in-
dicated genes. Cells were treated as detailed in (A). Mean ATAC signal normalized to gDNA is
shown (n=3). Error bars represent + SEM. N.C. negative control.

to those showing persistent accessibility. At the low dexamethasone concentration of 0.1
nM, on the other hand, GR binding was only detectable at ‘persistent’ sites (Fig. [3.12)).
Thus, these findings suggest that genomic regions showing sustained increases in chro-
matin accessibility are, in fact, sites where GR preferentially binds upon very low hormone
concentrations. Consequently, it appears likely that residual increases in chromatin acces-
sibility are the result of low levels of hormone-bound GR binding to those sites, possibly
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Fig. 3.11: GR binding detectable at genomic regions showing long-lived increases in chromatin
accessibility 24 hour after hormone washout. (A) Heatmap and mean signal plot (top) of RPKM-
normalized GR ChIP-seq coverage at genomic regions (+/- 2 kb around center) exhibiting increas-
ing levels of chromatin accessibility in response to glucocorticoid treatment in U20S-GR cells
(same regions as shown in Fig. A). ‘Upon treatment”: U20S-GR cells were treated with
dexamethasone (1 uM) for 90 minutes (data from [[148]]. ‘After washout: U20S-GR cells were
treated with dexamethasone (100 nM) for 4 hours, subjected to washes and cultured for 24 hours
in medium the absence of hormone. (B) ChIP-qPCR analysis in U20S-GR cells targeting GR (top)
and H3K27ac (bottom) at opening genomic regions in response to glucocorticoid treatment near
indicated genes (same sites as shown in Fig. [3.10|C). Cells were treated as detailed in Fig. [3.10|A.
Mean percentage of input is shown (n = 3). Error bars represent + SEM. N.C. negative control.

due to incomplete hormone washout.
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Fig. 3.12: GR binds to genomic regions showing ‘persistent’ opening of chromatin in the pres-
ence of low hormone concentrations. GR ChIP-qPCR at opening genomic regions in response to
glucocorticoid treatment near indicated genes in U20S-GR cells (same sites as shown in Fig.
C). U20S-GR cells were treated with ethanol or dexamethasone at concentration of 0.1 nM, 1 nM,
10 nM, 50 nM and 100 nM for 4 hours. Mean percentage of input is shown (n = 3). Error bars
represent + SEM. N.C. negative control.

Taken together, long-lived increases in chromatin accessibility in U20S-GR cells are
likely the consequence of residual GR occupancy, due to the presence of low residual
hormone concentrations. Hence, the above results do not provide evidence that the local
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chromatin environment retains a true “'memory” of GR activation, as long-term structural

chromatin changes in U20S-GR cells in the absence of GR binding are not observed.

3.1.5 Measuring Changes in Transcriptional Output after Repeated GR
Activation

The above-described results revealed that GR activation does not induce increases or de-
creases in chromatin accessibility which persist throughout cell divisions in A549 and
U20S-GR cells. However, I wanted to further investigate whether GR action can be ‘re-
membered’ by cells at the transcriptional level.

Thus, to investigate whether transient GR activation can induce long-term transcrip-
tional memory resulting in an altered transcriptional response upon GR re-activation,
total RNA-seq was performed in A549 cells. Specifically, the cells received two rounds
of treatment, separated by a 24-hour washout period (‘hormone reinduction treatment”)
Fig. In each treatment round, cells were exposed to either dexamethasone or ve-
hicle (ethanol) for 4 hours. Cells which were subjected to vehicle for the first treatment
represent a ‘naive’ state when receiving the second treatment, whereas cells which were
exposed to hormone in the first treatment represent a “primed’ state upon the second treat-
ment. Moreover, it is important to note that total RNA-seq involves the sequencing of total
cellular RNA depleted of ribosomal RNAs (rRNAs) and thus includes the sequencing of
intron-containing RNAs, such as nascent RNAs and pre-mRNAs. Previous studies have
shown that the quantification of intronic reads from total RNA-seq data provides infor-
mation about active transcription [[64-66]]. Hence, gene expression changes in response to
the ‘hormone reinduction treatment” (Fig. were obtained by performing a differen-
tial gene expression analysis based on the quantification of reads which align to intronic
regions. This approach allows capturing acute transcriptional changes upon hormone re-
induction and avoids including stable transcripts in the analysis which might have been
generated during the first hormone treatment.

Unsurprisingly, dexamethasone treatment of naive cells resulted in the up- and down-
regulation of many genes (Fig. [3.14/A). Comparing the transcript levels after vehicle treat-
ment between primed and naive cells showed no significant differences between the cell
states (Fig. B), which suggests that the transcriptional output of primed cells is re-
stored to pre-hormone treatment levels after the washout period. The fact that the tran-
scriptional output falls back to ‘basal” conditions after hormone washout is an essential
prerequisite for a direct comparison of the transcriptional dexamethasone-response be-
tween primed and naive cells. Next, I compared the transcriptional response upon dex-
amethasone treatment between primed and naive cells and found that overall transcript
levels were very similar (Fig. C), indicating that priming does not occur for the ma-
jority of genes. Interestingly, this was different for the GR-target gene ZBTB16 (zinc finger
and BTB domain containing gene 16), which exhibited higher expression in primed cells

52



3. Results

Treatment Active Treatment
Overview Transcription Nomenclature
X
-hormone  \yashout -hormone Basal Expression
4h 24h 4h (Naive Cells)
F
I-hormonel washout I+h0rmong Total |: -+ GC-Response
f anh 240 " ah 7 RN?\-ieq (Naive Cells)
+hormone  \yashout -hormone |: N
} +—— - > +- Basal Expression
4h 24h 4h 2o (Primed Cells)
:\\: H
+hormone _ washout_ +hormone |: +4 GC-Response
4h 24h 4h (Primed Cells)

Fig. 3.13: Hormone reinduction treatment. Cartoon representation of the experimental design to
assess transcriptional responses upon glucocorticoid (GC) reinduction. Cells were first treated
with 100 nM dexamethasone (“primed’) or ethanol (‘naive”) for 4 hours, after which a washout
was performed, and cells were cultured in hormone-free medium for 24 hours. For the second
treatment, cells received the second treatment of 100 nM dexamethasone or ethanol for 4 hours
and were subsequently harvested for total RNA-seq analysis.

compared to naive cells (log2 (fold change) = 1.27; adjusted p-value = 3.68e-07) (Fig.
Q).

To validate the total RNA-seq results, RT-qPCR was performed in A549 cells which had
been treated according to the hormone reinduction plan (Fig. [3.13). Consistent with the
RNA-seq results, ZBTB16 exhibited increased upregulation upon dexamethasone treat-
ment in primed cells (Fig. 3.15]A). Other GR target genes GILZ (glucocorticoid induced
leucine zipper) and FKBP5 (FK506 binding protein 5) did not show this expression pat-
tern (Fig. A), indicating that priming by prior glucocorticoid exposure is specific to
the ZBTB16 gene.

To explore ZBTB16 transcription following a third round of dexamethasone treatment,
A549 cells were treated similarly to the hormone reinduction treatment (Fig. [3.13)), how-
ever, after the second treatment, the cells were washed again and cultured in hormone-
free medium and subjected to another dexamethasone- or vehicle-treatment. Interest-
ingly, ZBTB16 expression was further increased upon the third treatment (Fig. B).
It needs to be noted that, upon vehicle treatment, ZBTB16 transcription levels always re-
turned to pre-hormone treatment levels, indicating that the higher transcript levels do not
simply reflect RNA accumulation, but rather a more robust response upon a second and
third exposure. Additionally, the genes GILZ and FKBP5 also showed a slightly increased
upregulation after the third dexamethasone treatment compared to the first, though to a
much lesser extent than ZBTB16 (Fig. B).

To test if transcriptional memory persists beyond 24 hours, and possibly beyond cell
division which is likely to occur within a 48-hour period, I examined gene expression
changes in A549 cells which were treated according to the hormone reinduction treatment
(Fig. B.13)), but applying a hormone-washout period of 48 hours. Notably, analysis by

53



3. Results

A GC-Response (Naive Cells) vs.
Basal Expression (Naive Cells)
(-+vs.--)

ZBTB16
o<

GILZ

cte e, Lt Ui g FKBPS
T N R .

Log, Fold Cange
0

T T T T
1e-01 1e+01 1e+03 1+05
Mean of Normalized Counts

B Basal Expression (Primed Cells) vs. C GC-Response (Primed Cells) vs.
Basal Expression (Naive Cells) GC-Response (Naive Cells)
(+-vs.--) (++vs. - +)
e e
() (0]
§ - ZBTB16 S o ) s
8 8 e \ / FKBPS
(@] O -3 i ®© P
5 oA 5 oA - —
° s} -
[T [T
o o
8 8
- -
2 24
! T T T T ! T T T T
1e-01 1e+01 1e+03 1e+05 1e-01 1e+01 1e+03 1e+05
Mean of Normalized Counts Mean of Normalized Counts
D chr11 chré
242 kb 142 kb

15
0
15
Mm_ul.__++ _M‘“‘m
ol
' ' t HHm 4t t <

ZBTB16 NNMT FKBPS

Total RNA-seq

5
+g +

IR _— A NI ™Y R | T

0

5

0

Fig. 3.14: Glucocorticoid (GC) reinduction results in an increased transcriptional response of
ZBTB16. (A-C) MA plots showing the log, fold changes and the mean of normalized counts
of genes from three biological replicates (A) when comparing dexamethasone-treatment versus
vehicle-treatment in naive cells (*- +" vs. ’- -’), (B) basal expression in primed versus naive cells
(‘+ - vs. ’--") and (C) dexamethasone-induction of primed versus naive cells (‘++" vs. ‘- +").
Differential gene expression analysis was performed based on the quantification of reads which
align to intronic regions. Cells were treated as detailed in Fig. Dots colored in red indicate
genes significantly activated or repressed (FDR < 0.001). (D) Genome browser view showing
RPKM-normalized RNA-seq read coverage tracks (merge of three biological replicates) in A549
cells at the ZBTB16 and FKBP5 genes. A549 cells were treated as detailed in Fig.

RT-gqPCR showed that the increased upregulation of ZBTB16 following dexamethasone
reinduction was observable even if the time between treatments lasted 48 hours (Fig.
C), suggesting that the effects of priming persist through at least one cell divisions.
Taken together, priming of A549 cells with dexamethasone results in transcriptional
memory of the GR-target gene ZBTB16, which shows enhanced upregulation upon hor-

mone reinduction. However, the majority of genes do not become primed upon gluco-
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Fig. 3.15: ZBTB16 expression increases upon repeated glucocorticoid treatment. (A) RT-qPCR
results showing expression levels of ZBTB16, FKBP5 and GILZ in A549 cells. Cells were treated as
detailed in Fig. Mean expression relative to RPL19 is shown (n = 3). Error bars represent +
SEM. (B) RT-qPCR results showing expression levels of ZBTB16, FKBP5 and GILZ in A549 cells.
Cells were treated similarly as described in Fig. with the modification that they were washed
again after the second treatment and grown in medium without hormone, before being treated
for a third time with dexamethasone (100 nM) or ethanol for 4 hours. Mean expression relative to
RPL19 is shown (n = 3). Error bars represent + SEM. (C) RI-qPCR results showing expression
levels of ZBTB16, FKBP5 and GILZ in A549 cells. Cells were treated as detailed in Fig. expect
that the washout period between treatments lasted 48 hours. Mean expression relative to RPL19
is shown (n = 3). Error bars represent + SEM.

corticoid exposure. These results are in line with my previous findings showing that
GR-induced chromatin accessibility changes are universally reversible. Thus, a prior GR
activation might not leave many lasting changes at the chromatin and transcriptional level.
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3.1.6 Increased ZBTB16 Upregulation upon Glucocorticoid-Reinduction is
Cell Type-Specific

Target gene regulation by GR has repeatedly been shown to be cell type-specific [10, |81,
112]].

To test whether the observed transcriptional memory of ZBTB16 expression in A549
cells is a cell type-specific phenomenon or shared with other cell types, ZBTB16 expression
was analyzed in U20S-GR cells, which were subjected the hormone reinduction treatment
(Fig. B.13)). Unlike the results in A549 cells, gene expression levels did not revert to basal
levels after hormone washout (“+ -* treatment) for ZBTB16 and FKBP5 (Fig. 3.16]).
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Fig.3.16: GR-target gene expression in U20S-GR cells does not revert to basal expression levels
after dexamethasone washout. RT-qPCR results showing expression levels of ZBTB16, FKBP5
and GILZ in U20S-GR cells. Cells were treated as detailed in Fig. mean expression relative
to RPL19 is shown (n = 3). Error bars represent + SEM.

Due to the ongoing transcription and, hence, the presence of pre-existing transcripts
in primed cells, a valid comparison of active transcription upon hormone induction be-
tween naive and primed cells could not be made. However, this ongoing transcription in
U20S-GR cells is in accordance with the above-described results, in which residual GR
occupancy was detected 24-hours after dexamethasone washout (Fig. 3.11)). Therefore,
U20S-GR cells were treated according to the hormone re-induction plan (Fig. but
using the natural glucocorticoid hydrocortisone, since hydrocortisone dissociates from
GR faster compared to the synthetic glucocorticoid dexamethasone, which has a dissoci-
ation half-life of approximately 10 minutes [[156]. RT-qPCR analysis showed gene expres-
sion levels for all genes investigated reverted to basal levels after hormone washout when
using hydrocortisone, thereby enabling the comparison of hormone-treated naive and
primed cells. Notably, there was no enhanced expression of ZBTB16 upon hormone rein-
duction when using hydrocortisone in U20S-GR cells (Fig. [3.17|B). To test if this effect was
due to the different cell type used or the nature of the ligand, I repeated the experiments
in A549 cells using hydrocortisone instead of dexamethasone. Interestingly, treating A549
cells with hydrocortisone also resulted in transcriptional memory of ZBTB16, and the re-
sults showed a similar expression pattern to the results when using dexamethasone (Fig.
A). Thus, the fact that enhanced ZBTB16 expression was found in A549 cells, but
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not observable in U20S-GR cells, is not a consequence of the ligand used, but appears to

reflect a difference in cell type-specific transcription.

A A549 Cells: Hormone Reinduction with Cort
0.00010 . 0.075 0.015

c I c c .
- 0.00008 S s .
%] %] I %] I I
o O 0.050 Y O 0010 L]
G 0.00006 =% . a .
x x X
1L I i} i
O 0.00004 ) ®
2 2 0025 2 0005
© « o
O 0.00002 (7} [}
o o o %
3
0.00000 — 0.000 0.000
= =+ o+ ++ EEEEE R == =4 4= 4+
ZBTB16 GlLZ FKBP5
B U20S-GR Cells: Hormone Reinduction with Cort
0.0005 0.06 0.04
c C C
O 00004 o 005 + o
o [ b 9 0.03
%] %] %] .
o o oo B o .
& 0.0003 s s I
> B3 x I
] 003 w002
Q  0.0002 . Q0 002 Q
= ; = A =
© i < S 001
©  0.0001 . [} [}
& x 001 h 3
0.0000 — 0.00 = 0.00
= =+ 4= ++ EE R & == =+t ++
ZBTB16 GILZ FKBP5

Fig.3.17: Hormone reinduction using hydrocortisone shows transcriptional memory of ZBTB16
in A549 cells but not U20S-GR cells. (A) RT-qPCR results in A549 cells showing expression lev-
els of ZBTB16, FKBP5 and GILZ in U20S-GR cells. Cells were treated as detailed in Fig. ex-
cept that hydrocortisone was used instead of dexamethasone. Mean expression relative to RPL19
is shown (n = 3). Error bars represent + SEM. (B) Same as (A), expect that U20S-GR cells were
used.

In summary, transcription memory of ZBTB16 gene is observed in A549 cells but not
in U20S-GR cells, suggesting this is a cell type-specific phenomenon.

3.1.7 Enhanced ZBTB16 Expression Is Not a Consequence of a Faster
Response to Hormone Treatment in Primed Cells

A more robust expression of signal-inducible genes established through gene priming has
previously been shown to be the result of an accelerated onset of transcription [[121]].

To investigate if the increased ZBTB16 expression following hormone-re-stimulation
is a consequence of faster transcriptional activation, primed and naive A549 cells were
treated with dexamethasone and harvested at different time points. RT-qPCR analysis
revealed that ZBTB16 upregulation was notably detectable 3 hours after dexamethasone
treatment in both naive and primed cells (Fig. B.18)), arguing against a faster onset of tran-
scription. Interestingly, at this time point ZBTB16 transcript levels were already higher
in primed compared to naive cells (Fig. [3.18). However, faster ZBTB16 induction can-
not be excluded entirely, since it is possible that a slightly faster transcriptional response

occurs between the time points of 2 and 3 hours. For GILZ and FKBP5, dexamethasone-
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induced upregulation was comparable between naive and primed cells at every time point
investigated (Fig. [3.18]), showing that neither the degree of activation nor the kinetics are
changed upon priming for these genes.
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Fig. 3.18: Time-course treatment shows that ZBTB16 induction is not faster in primed compared
to naive cells. RT-qPCR results showing expression levels of ZBTB16, FKBP5 and GILZ in A549
cells. Cells were treated similarly as detailed in Fig. for the first treatment cells were treated
with 100 nM dexamethasone (‘primed’) or ethanol (‘naive’), after which cells were subjected to
washes and cultured in hormone-free medium for 24 hours. For the second treatment, cells were
treated with ethanol for 4 hour or 100 nM dexamethasone for 0, 1, 2, 3 or 4 hours. Mean expression
relative to RPL19 is shown (n = 3). Error bars represent + SEM.

To conclude, increased ZBTB16 expression upon dexamethasone re-stimulation does
not appear to be the result of an accelerated, but rather a more robust transcriptional
response.

3.1.8 Enhanced ZBTB16 Expression in Primed Cells Occurs Due to a Higher
Probability of Cells Responding Combined with Individual Cells
Showing Enhanced Transcript Levels

Since the enhanced expression of ZBTB16 upon hormone reinduction was not found to
be the result of a faster transcriptional response (Fig. [3.18)), I wanted to further investi-
gate how the increased response of ZBTB16 is achieved by studying transcript levels in
single cells. Specifically, my aim was to elucidate whether enhanced ZBTB16 expression
in primed cells was the consequence of stronger transcriptional responses of individual
cells or the consequence of a larger number of transcribing cells.

To gain a better understanding of the nature of the increased ZBTB16 expression at
the single-cell level, RNA FISH using probes targeting the coding sequence of ZBTB16
was performed in A549 cells treated according to the hormone reinduction plan (Fig.
B.13)). For comparison, RNA FISH was also performed using probes targeting the coding
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sequence of FKBP5, a GR-target gene which does not exhibited increased responsiveness
upon glucocorticoid reinduction (Fig. [3.14C,[3.15/A). To enable quantification of ZBTB16
and FKBP5 transcript-counts by RNA FISH, automatic detection of transcripts was set up
(Fig.[3.19). Initial inspection of the images showed individual transcripts were visible as
dots in the nucleus and cytoplasm (Fig. 3.19). In addition, many dexamethasone-treated

cells exhibited one or two large dots in the nuclei which possibly are the sites of active

transcription (Fig. [3.19)).

Fig. 3.19: Quantifying the number of transcripts and transcription sites by RNA FISH. Example
RNA FISH image of naive A549 cells upon dexamethasone treatment (‘- +’ treatment from Fig.
13). Hybridization probes targeting FKBP5 mRNA (orange) were used and nuclei were counter-
stained with DAPI (blue). ‘Analysis’: Transcripts and possible transcription sites were automat-
ically detected using ZEN 3.0 (Zeiss) software which identified the nuclei (dark blue), defined
an area for the cytoplasm (light blue) and detected transcripts (yellow in the cytoplasm, green in
the nucleus) as well as possible transcription sites (red). The white scale bar equals 10 pym. DIC:
differential interference contrast.

RNA FISH using probes targeting ZBTB16 mRNA was performed in A549 cells treated
according to the hormone reinduction plan (Fig. [3.13)), including a treatment of three
rounds of dexamethasone (“+ + +’) as described in Fig. B. Overall, the expression
changes of ZBTB16 observed by RNA FISH (Fig. were consistent with expression
changes seen in the qPCR and total RNA-seq data (Fig. C, D, Fig. A, B). For
vehicle-treated naive cells, hardly any ZBTB16 transcripts were detectable (Fig. A,
B). Upon hormone exposure, 54% of cells showed at least one detectable transcript and
18% of cells exhibited at least one visible site of transcription (Fig. A, B, C). After
hormone washout (“+ -), the number of transcripts and transcriptions sites was compa-
rable to basal conditions (Fig. A, B, C). Dexamethasone treatment of primed cells
resulted in an increase of detectable ZBTB16 transcripts and transcription sites (Fig.
A, B, C). Notably, hormone-reinduction of primed cells resulted in a larger proportion

of cells (8%) which exhibited two sites of transcription, whereas only 1.5% of naive cells
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showed two transcription sites when exposed to dexamethasone (Fig. C). Further,
the higher number of detectable ZBTB16 transcripts upon hormone treatment in primed
cells compared to naive cells appears to be the results of a larger fraction of cells respond-
ing and showing detectable transcripts and, on the other hand, individual cells showing
increased transcript levels (Fig. B). These observations were even more pronounced
for the cells which were treated with three rounds of hormone, showing an even larger
proportion of responding cells and cells with higher transcriptional activity as well as cells
showing more than one transcription site (Fig. [3.20).
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Fig. 3.20: Single-cell expression analysis of ZBTB16 by RNA FISH. (A) Representative RNA
FISH images of A549 cells. Hybridization probes targeting ZBTB16 mRNA (orange) were used
and nuclei were counterstained with DAPI (blue). A549 cells were treated as detailed in Fig.
including a triple dexamethasone treatment (+ + +) as described in Fig. B. The white scale
bar equals 5 pym. (B) Violin plots with included boxplots exhibiting the per-cell ZBTB16 transcript-
count (+1) of A549 cells from the RNA FISH experiment shown in (A). Three biological replicates
were performed for each treatment. (C) Stacked bar graphs depicting what percentage of A549
cells exhibited 0, 1, 2 or more than 3 transcription sites visible within the nucleus from the RNA
FISH experiment shown in (A). Three biological replicates were performed for each treatment.

The RNA FISH results targeting FKBP5 mRNA showed that, as for the ZBTB16 results,
transcript levels followed the same expression changes as observed in the qPCR and total
RNA-seq data (Fig.[3.14C, D, Fig. 3.15A, B), with a comparable number of transcripts and
transcriptions sites upon hormone treatment between naive and primed cells (Fig. B.21)).
Unlike RNA FISH results for ZBTB16, most cells showed detectable FKBP5 transcripts and
transcriptions sites (Fig. [3.21]), though cells exhibited notable cell-to-cell heterogeneity.

In summary, analysis of ZBTB16 expression at the single cell levels by RNA FISH re-
vealed that glucocorticoid-priming of ZBTB16 in A549 cells results in a higher probability
of cells expressing ZBTB16 as well as individual cells exhibiting enhanced transcript levels

upon reinduction.
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Fig. 3.21: Single-cell expression analysis of FKBP5 by RNA FISH. (A) Representative RNA FISH
images of A549 cells. Hybridization probes targeting FKBP5 mRNA (orange) were used and nu-
clei were counterstained with DAPI (blue). A549 cells were treated as detailed in Fig. 13. The
white scale bar equals 5 ym. (B) Violin plots with included boxplots exhibiting the per-cell FKBP5
transcript-count (+1) of A549 cells from the RNA FISH experiment shown in (A). Three biological
replicates were performed for each treatment. (C) Stacked bar graphs depicting what percentage
of A549 cells had 0, 1, 2 or more than 3 transcription sites visible within the nucleus from the RNA
FISH experiment shown in (A). Three biological replicates were performed for each treatment.

3.1.9 Investigating Epigenetic Changes at the ZBTB16 Locus

Transcriptional memory of signal-inducible genes has frequently been described to be
established through long-term epigenetic changes at loci of primed genes [119, (120, 122
124,[126]]. Therefore, I wanted to investigate potential epigenetic changes at the ZBTB16 lo-
cus which might mechanistically underly priming of that gene upon glucocorticoid treat-
ment. However, to first gain a better understanding of the epigenetic landscape around
the ZBTB16 gene and identify GR binding sites at this locus, I downloaded available ChIP-
seq data sets for GR [[101]] and different histone modifications [147]] for A549 cells to gen-
erated signal tracks for visual inspection in the genome browser.

With regards to GR binding, the closest binding sites to the ZBTB16 promoter are
situated approximately 100 kb downstream within intronic regions (Fig. [3.22)). Inspection
of histone modification ChIP-seq coverage tracks revealed that ZBTB16 is located within
a repressed region marked by high levels of the repressive mark H3K27me3 (Fig. [3.22).
This is further supported by absence of the active histone mark H3K27ac and low levels of
H3K4me3 under basal conditions (Fig. [3.22]). Upon hormone treatment, increased levels
of H3K27ac are observable at GR binding sites and at the promoter (Fig. [3.22)), reflecting
the activation of ZBTB16 after GR activation.

In the following section, I set-out to explore whether the enhanced expression of ZBTB16

upon hormone re-stimulation coincides with an altered chromatin state after initial prim-
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Fig. 3.22: Epigenetic Profiles at the ZBTB16 Locus. Genome browser view showing the region
around the ZBTB16 gene in A549 cells. RPKM-normalized ChIP-seq read coverage tracks are
shown for GR, (100 nM dexamethasone, 3 h; RPKM-normalized; data from [|101]]), H3K27ac (+/-
100 nM dexamethasone, 4 h; data from [|147]]), H3K4me3 (+/- 100 nM dexamethasone, 4 h; data
from [[147]]) and H3K27me3 (100 nM dexamethasone or ethanol, 1 h; data from [[147]]).

ing and would thereby give insights into the mechanisms underlying the gene’s transcrip-
tional memory. To this end, changes at the ZBTB16 locus in response to glucocorticoid
priming and re-stimulation were studied at the level of chromatin accessibility, 3D chro-

matin interactions, Pol2 binding, and histone modifications.

Chromatin Accessibility

Previous studies have described GR-induced increases in chromatin accessibility to be
long-lived after hormone washout at certain genomic regions [|85], [127]]. Therefore, I
wanted to investigate if maintained increases in chromatin accessibility at GR binding
sites occurred at the ZBTB16 locus and might serve as a priming mechanism upon gluco-
corticoid exposure.

To test whether GR binding can lead to persistent increases in accessibility at its bind-
ing sites at the ZBTB16 locus, A549 cells were subjected to the hormone reinduction treat-
ment (Fig. and subsequently harvested for ATAC-seq. The nearest GR binding sites
to the ZBTB16 promoter are located approximately 100 kb downstream of the promoter
within introns of the gene (Fig. 3.22]). As expected, hormone treatment resulted in in-
creases in chromatin accessibility at GR binding sites (Fig. A). Further, there ap-
peared to be no notable differences in ATAC signal between glucocorticoid treatment in
naive (‘- +’) and primed cells (‘+ +”) (Fig. A). However, the results revealed sim-
ilar levels of accessibility between untreated cells (’- -“) and primed cells after hormone
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washout (‘+ -*), suggesting that glucocorticoid-induced increases in accessibility are not
maintained after hormone washout for more than 24 hours (Fig. [3.23|A). To confirm these
findings, ATAC-qPCR was performed using primers targeting three GR binding sites at
the ZBTB16 locus. The ATAC-qPCR results further validated the ATAC-seq results, as
similar accessibility changes were observed (Fig. B). Furthermore, the pattern of
changes in accessibility at GR binding sites at the ZBTB16 locus did not differ from the
accessibility changes at GR peaks near the GR-target genes GILZ and FKBP5.
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Fig. 3.23: Transient increase in chromatin accessibility at GR binding sites near the ZBTB16
gene upon glucocorticoid exposure. (A) Genome browser view showing coverage tracks of GR
ChlIP-seq (100 nM dexamethasone, 3 h; RPKM-normalized; data from [101]]) and ATAC-seq (nor-
malized, cells treated as detailed in Fig. at GR binding sites within introns of ZBTB16 in A549
cells. Indicated sites were targeted by ATAC-qPCR analysis in (B). (B) ATAC-qPCR analysis in
Ab549 cells targeting sites indicated in (A). Cells were treated as detailed in Fig. Mean ATAC
signal normalized to gDNA is shown (n = 3). Error bars represent + SEM.

Taken together, these findings show that GR binding at the ZBTB16 gene results in in-
creased chromatin accessibility, yet the increased accessibility is not sustained after washout
and does therefore unlikely to contribute to establishing transcriptional memory of the

ZBTB16 gene.

3D Chromatin Interactions

GR activation has previously been reported to induce large-scale chromatin unfolding at
a small number of investigated loci in mouse bone-marrow-derived macrophages [[114]].
These large-scale chromatin structural changes were found to be maintained for several
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days [114].

Therefore, I set out to investigate 3D chromatin interactions at the ZBTB16 locus in
response to GR activation and determine whether any induced changes were long-lived.
To this end, I performed 4C-seq which is a derivative 3C method that captures all chro-
matin interactions from a selected genomic region of interest (‘viewpoint’). Thus, 4C-seq
assays were performed in A549 cells treated according to the hormone reinduction plan
(Fig. [3.13). The ZBTB16 promoter and an intronic GR binding site were used as view-
points. The results showed that hormone induction in naive cells (‘- +") causes enhanced
interaction levels between the promoter and a group of intronic GR bindings sites, which
cluster together approximately 100 kb downstream of the promoter (Fig. B.24)). How-
ever, the results from both viewpoints indicate that this increased chromatin interaction
was not maintained after hormone washout (‘+ -) (Fig. [3.24)), suggesting that GR ac-
tivation does not induce long-lived large-scale structural changes at the ZBTB16 locus.
Additionally, the 4C-profiles of dexamethasone-treated cells exhibited very similar inter-

actions frequencies between naive and primed cells.
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Fig. 3.24: Changes in chromatin interactions in response to hormone reinduction. Genome
browser view showing coverage tracks of GR ChIP-seq (100 nM dexamethasone, 3h; RPKM-
normalized; data from [[101]]) and 4C-seq (normalized, cells treated as detailed in Fig. [3.13) at
the ZBTB16 locus in A549 cells. The promoter of ZBTB16 (left) and an intronic GR binding site
(right) were used as viewpoints. Regions exhibiting higher interactions frequencies to the view-
point upon glucocorticoid treatment are indicated in blue.

Together, the 4C-seq results showed that dexamethasone-induced changes in chro-
matin interactions frequencies at the ZBTB16 locus were not maintained after hormone
washout and did not differ upon hormone treatment in naive and primed cells. Hence,
persistent changes in 3D chromatin structure at the ZBTB16 gene are unlikely to play a

role in the mechanisms underlying the transcriptional memory of ZBTB16.
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Pol2 Binding

Previous findings have reported increased promoter-proximal pausing of Pol2 at primed
genes following exposure to a stress signal [|61]].

To test if transcriptional memory of ZBTB16 is the consequence of altered Pol2 binding
at its promoter, ChIP-qPCR was carried out in A549 cells treated according to the hormone
reinduction plan (Fig. [3.13). For the ChIP experiments, two Pol2 antibodies were used
which bind to hypophosphorylated Pol2, representing total Pol2, and Pol2 phosphory-
lated at serine-5, representing promoter-proximal paused Pol2 [[157]]. Upon dexametha-
sone treatment of naive cells (- +’), slightly increased Pol2 occupancy was detectable
at the promoter of ZBTB16 (Fig. [3.25)), reflecting the gene’s activation. Further, the re-
sults showed that there were no differences in Pol2 occupancy at the ZBTB16 promoter
between basal conditions (‘- -*) and after hormone withdrawal (‘+ -*) (Fig. B.25)), sug-
gesting that any increases in Pol2 upon hormone treatment are transient. Pol2 levels were
further found to be increased at the ZBTB16 promoter in hormone-treated primed cells
(“+ +’) compared to naive cells (*- +’) (Fig. B.25)). This observation was made for Pol2
and Pol2 phosphorylated at serine-5 (Fig. and thus could be a reflection of the in-
creased transcriptional activity of ZBTB16 in primed cells. Interestingly, slightly higher
Pol2 ChIP levels were also observed in hormone-treated primed cells at the promoters of
GILZ and FKBP5 (Fig. 3.25)). However, large variability was observed between replicates

and therefore additional experiments would be needed to test if the observed trends are

real.
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Fig. 3.25: Increased Pol2 binding is not maintained at the ZBTB16 promoter after hormone
washout. Pol2 ChIP-qPCR at promoter of GR target genes in A549 cells. Pol2 antibodies recog-
nize unphosphorylated Pol2 (left) or Pol2 phosphorylated at serine-5 (Pol2-S5P, right). Cells were
treated as detailed in Fig. Mean percentage of input is shown (n = 3). Error bars represent
+ SEM.

To conclude, Pol2 occupancy at the ZBTB16 promoter accumulates upon glucocorti-
coid treatment in naive and primed cells, reflecting changes in transcription. However,

there is no indication that the increased occupancy is maintained after washout in the
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absence of hormone, arguing against a mechanism in which higher levels of promoter-
proximal paused Pol2 are involved in establishing transcriptional memory.

Histone Modifications: H3K27ac, H3K4me3 and H3K27me3

Several studies have previously described sustained changes in histone marks at promot-
ers of primed genes to be involved in the mechanisms underlying transcriptional memory
[119}[120} [122} [123} [126]].

To determine whether the enhanced expression of ZBTB16 upon reinduction is accom-
panied by altered levels of histone marks in primed versus naive cells, levels of H3K27ac,
H3K4me3 and H3K27me3 at the ZBTB16 were measured by ChIP-qPCR in A549 cells
treated according to hormone reinduction treatment (Fig. [3.13). At the promoter region
of ZBTB16, levels of the active marks H3K4me3 and H3K27ac were found to be elevated
upon hormone treatment in naive and primed cells (‘- +” and ‘+ +") compared to vehicle-
treated naive and primed cells (*- - and ‘+ -) (Fig. 8.26). Notably, maintenance of these
histone modifications was not observed after washout (‘+ -*), with levels comparable to
untreated cells (*--*) (Fig.[3.26). For the repressive histone mark H3K27me3, levels were
largely unchanged in response to the hormone treatments, though dexamethasone in-
duction appeared to result in slightly reduced levels of H3K27me3 (Fig. [3.26). Similar
to H3K27ac and H3K4me3, changes in H3K27me3 did not seem to be maintained after
hormone washout compared to basal conditions (Fig. [3.26]). Furthermore, the patterns of
changes of all three histone marks at the ZBTB16 locus is very similar to the changes de-
tectable at the GILZ and FKBP5 loci (Fig. [3.26]), genes which do not show transcriptional

memory.
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Fig. 3.26: GR-incuded levels in histone marks H3K27ac, H3K4mel and H3K27ac are not main-
tained after hormone withdrawal. H3K27ac, H3K4me3 and H3K27me3 ChIP-qPCR targeting
promoters of indicated GR target genes in A549 cells. Cells were treated as detailed in Fig.
Mean percentage of input is shown (n = 3). Error bars represent + SEM.

Taken together, levels of the histone marks H3K27ac, H3K4me3 and H3K27me3 are
not maintained following a prior dexamethasone treatment at the ZBTB16 promoter and
are therefore unlikely to contribute to driving transcriptional memory of ZBTB16.
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3.2 Part 2: Comparison of AR and GR Binding Preferences in
U20S Cells

The second part of the results sections aims at investigating the mechanisms that underly
the distinct genomic binding preferences of GR in comparison to the androgen receptor
(AR). The following section is the result of a collaborative project between Marina Kulik
and myself, and forms part of our recent publication [129]].

3.2.1 Genome-Wide Binding Analysis of GR and AR

GR and AR are related steroid receptors whose DNA-binding domains show a high de-
gree of structural similarity. In fact, the DNA-binding domains of the two receptors have
an almost identical amino-acid composition and consequently near-identical structure
[23,34]]. As a result, both receptors bind to the same DNA recognition sequence with
high affinity [[23]].

To explore GR- and AR-specific binding preferences in the same cellular context, ge-
nomic occupancy of both receptors was studied in the same parental cell line, namely
the U20S cell line. To this end, GR binding in GR-expressing U20S cells (U20S-GR
cells,[[128]]) was compared to AR binding in AR-expressing U20S cells (U20S-AR cells;
cell line generated by Marina Kulik, [129]]). Similarly to GR in the U20S-GR cells, which
becomes activated upon treatment with the synthetic glucocorticoid dexamethasone, AR
in U20S-AR cell line is inducible through treatment with the synthetic androgen R1881.
To identify GR and AR binding sites, GR ChIP-seq data in glucocorticoid-treated U20S-
GR cells (replicate 1: [[148], replicate 2: generated by Verena Thormann, [129]) and AR
ChIP-seq data in androgen-treated U20S-AR cells (2 replicates generated by Marina Ku-
lik, [[129]]) were analyzed and binding sites determined through peak calling. Genomic
regions were defined to be bound by both receptors (shared sites), only bound by GR
(GR-specific sites) or only bound by AR (AR-specific sites). The ChIP-seq results showed
that many sites were occupied by both receptors, which is to be expected considering their
similar binding sequence preferences (Fig. A). Additionally, GR-specific as well as
AR-specific sites were also identified (Fig. [3.27]A, B). These findings are in line with previ-
ous studies which also found a combination of overlapping and receptor-specific binding
sites [31-33]]. Interestingly, there is a larger number of GR binding sites overall (Fig.
A). This is likely a consequence of the fact that GR expression levels were found to be
approximately three times higher in U20S-GR cells compared to AR levels in U20S-AR
cells, as quantified by whole-cell [*H] steroid binding assays performed by Marina Kulik
(see Fig. [[129]).

Taken together, GR and AR share a large proportion of their binding sites. However,
both receptors are also capable of binding in a receptor-specific manner in the U20S cell

line which, given their structurally near-identical DNA-binding domains, raises the ques-
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Fig. 3.27: Genome-wide binding of AR and GR in U20S cells. (A) Heatmap of RPKM-
normalized ChIP-seq read coverage targeting AR and GR in U20S-AR (5 nM R1881 for 4 h) and
U20S-GR cells (1 uM dexamethasone for 1.5 h), respectively. Genomic regions shown are sites of
shared and AR- or GR-specific binding (+/- 2 kb around center). AR ChIP-seq replicates in U20S-
AR cells performed by Marina Kulik, [[129]]. GR ChIP-seq replicate 1 data from [[148] and replicate
2 performed by Verena Thormann, [[129]]. (B) Genome browser view of RPKM-normalized GR
and AR ChIP-seq read coverage tracks showing example GR-specific and AR-specific bindings
sites (highlighted in blue). One representative ChIP-seq replicate (same as (A)) is shown.

tion of how this selectivity can be achieved.

3.2.2 GR Is Able to Bind to More Inaccessible Genomic Regions than AR

Chromatin accessibility plays a major role in restricting or enabling binding of transcrip-
tion factors to DNA [39]].

To determine whether chromatin accessibility contributes to binding specificities of
GR and AR, ATAC-seq data was generated in vehicle- or hormone-treated U20S-GR cells
(performed by myself) and U20S-AR cells (performed by Marina Kulik). The data were
integrated with the ChIP-seq results to determine accessibility levels before and after re-
ceptor binding. The ATAC-seq results showed that both receptors induced increases in
chromatin accessibility at the shared binding sites, but also at their respective receptor-
specific sites (Fig. [3.28). Interestingly, the average ATAC signal in vehicle-treated condi-
tions is much lower at GR-specific sites than at AR-specific sites. In fact, a large proportion
of GR-specific sites exhibit very low levels of accessibility (Fig. [3.28). Hence, GR appears
to be capable of binding to relatively inaccessible chromatin compared to AR.

To better characterize the chromatin landscape of GR- and AR-specific binding sites,
I next analyzed ChIP-seq data in both cell lines (data generated by Alisa Fuchs) of hi-
stone marks associated with euchromatin (H3K27ac, H3K4mel) and heterochromatin
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Fig. 3.28: Chromatin accessibility at GR and AR binding sites. Heatmap and mean signal plot
(top) of RPKM-normalized ATAC-seq read coverage in U20S-AR and U20S-GR cells at genomic
regions (+/- 2 kb around center) of shared and AR- or GR-specific binding sites (same sites as
shown in Fig. B.27/A). U20S-AR cells were treated with DMSO (AR -) or 5 nM R1881 for 4 hours
(AR +). U20S-GR cells were treated with ethanol (GR -) or 1 yM dexamethasone for 1.5 hours
(GR +). ATAC-seq in U20S-AR cells was performed by Marina Kulik.

(H3K9me3, H3K27me3) [95-98]]. In accordance with the ATAC-seq results, GR-specific
regions were marked by low levels of the active marks H3K27ac and H3K4mel and rel-
atively high levels of the repressive marks H3K9me3 and H3K27me3 prior to hormone
treatment, while AR-specific regions showed the reverse pattern (Fig. [3.29)). Interestingly,
AR-specific sites also exhibited higher levels of active marks and lower levels of repressive
marks than the shared sites (Fig. [3.29)), suggesting that these binding sites are situated in
particularly active accessible chromatin. Furthermore, regarding changes in histone mod-
ifications upon receptor binding, one striking difference between the two receptors was
the fact that GR binding induced major increases in H3K27ac, while AR binding resulted
in subtle increases of the same mark (Fig. [3.29).

In summary, the above results indicate that GR is able to bind relatively inaccessible
genomic regions in U20S cells, while AR binding seems largely restricted to sites which
are very accessible prior to hormone treatment. This suggests that binding specificity
of GR and AR is, in part, achieved through their differing abilities to bind inaccessible

chromatin.
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Fig. 3.29: Active and repressive histone marks at GR and AR binding sites. (A-D) Mean RPKM-
normalized ChIP-seq read coverage of (A) H3K27ac, (B) H3K4mel, (C) H3K27me3 and (D)
H3K9me3 at shared and AR- or GR-specific binding regions (+/- 2 kb around center) (same sites
as shown in Fig. A). U20S-AR cells were treated with DMSO (AR -) or 5 nM R1881 for 4
hours (AR +). U20S-GR cells were treated with ethanol (GR -) or 1 uM dexamethasone for 1.5
hours (GR +). ChIP-seq experiments were performed by Alisa Fuchs.

3.2.3 AR Binds to the Direct Repeat Motif

Next, I wanted to investigate the role of sequence in directing receptor-specific binding,
since recent studies provided evidence that AR, but not GR, binds a version of GR/AR
consensus motif which is composed of a direct repeat of the 5-AGAACA-3" halfsite [[36,
37]]. Hence, AR’s ability to bind the direct repeat consensus sequence is likely involved in
direct AR-specific binding.

To investigate the differences in the receptors’ motif preferences at their binding sites, I
performed a motif enrichment analysis using AME (Analysis of Motif Enrichment, [[149])
of the MEME suite (Multiple Expectation maximizations for Motif Elicitation, [[150]).
More specifically, GR- and AR-specific binding sites were scanned for the clustered JAS-
PAR CORE vertebrates motif collection [25]. In this motif collection, very similar motifs,
such as the GR and the AR consensus motifs, for instance, have been clustered together,
which removes redundancy compared to including all JASPAR motifs. Additionally, a
direct repeat version of the GR/AR consensus motif (Fig. was also included in
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the motif search. Moreover, since many GR-specific binding sites exhibited very low lev-
els of chromatin accessibility prior to hormone treatment, only the 6593 GR-specific sites
of highest accessibility (as sorted by vehicle-treated ATAC-seq signal in U20S-GR cells)
were included in the analysis. This was done to exclude chromatin accessibility as a con-
founding factor, since GC-content is generally higher in accessible chromatin [158-160]]
and would therefore affect the results from the motif analysis. After carrying out the motif
enrichment analysis of GR- and AR-specific sites, I identified a large number of enriched
motifs (data not shown). To facilitate a direct comparison of the most enriched motifs for
each receptor, I only retained motifs which had a significance E-value threshold of <10-3°
for either one of the receptors and plotted the results as a heatmap (Fig. [3.30]). Notably,
the GR/AR consensus motif was found to be enriched at GR- and AR-specific sites, yet
was more highly enriched at GR-specific sites (Fig. [3.30)). The lower enrichment at AR-
specific sites suggests that the consensus motif might be less well-defined at those regions,
which is in line with previous results showing that AR is able to bind to more degenerate
versions of the consensus motif [32]]. As expected, the direct repeat motif was also more
enriched at the AR-specific binding sites than GR-specific sites (Fig. [3.30). Hence, it ap-
pears that selective binding of AR can, in part, be explained through AR’s ability to bind
to the direct repeat motif as well as to more degenerate versions of the consensus motif in
U20S cells. With regards to the enrichment of other motifs, a small number of motifs was
found to be enriched at GR-specific sites, yet not enriched at all at AR-specific sites (Fig.
B.30). This raises the possibility that composite binding with other transcription factors
might also affect receptor binding specificities. One of the motifs which was enriched at
GR-specific but not at AR-specific sites was a Fox-like motif (Fig. [3.30]). Interestingly, pre-
vious studies have described composite binding with FoxA1 to affect GR and AR binding
specificities [33,35]].

Since the direct repeat motif showed higher enrichment at AR-specific sites (Fig. [3.30)),
I wanted to further explore the ability of both receptors to bind to this sequence and to
determine whether GR might also be able to bind to this motif in vivo. Therefore, I made
use of available ChIP-exo data to investigate the receptors” footprints when bound to the
direct repeat sequence. ChIP-exo is a modification of ChIP-seq [[161]], which includes the
usage of a lambda exonuclease to digest unbound DNA at the 5 end of the fragment.
DNA which bound to protein will be protected from degradation. As a result, ChIP-exo
provides information on the exact location of transcription factor binding to DNA with
high resolution. To obtain the receptor footprints, I applied the ExoProfiler tool [[153]]. The
ExoProfiler scans a transcription factor’s binding sites for the presence of a DNA motif of
interest and outputs a footprint of the bound protein to those regions based on ChIP-
exo data. To this end, I downloaded ChIP-exo data for GR in U20S-GR cells [[153] as
well as available ChIP-exo and ChIP-seq data for AR in LNCaP cells [152]]. Next, the

ExoProfiler was used to scan receptor binding sites with either the direct repeat motif or
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Fig. 3.30: Motif enrichment analysis comparing GR- and AR-specific binding sites. Heatmap
showing the enrichment (-logio(E-value)) of JASPAR motif clusters [25]] at GR- and AR-specific
binding regions (+/- 250 bp around center). All AR-specific sites (6593 regions) were used in the
analysis, whereas only the GR-specific sites of highest chromatin accessibility (6593 regions) were
used. Motifs which exhibited an E-value score of <10 for either GR or AR are shown.

the respective consensus motifs for each receptor. For AR, a footprint was observable for
the consensus and the direct repeat motif (Fig. [3.31)). Interestingly, for GR a footprint was
also observable for the direct repeat motif, though not as pronounced as for its consensus
sequence (Fig. [3.31)). Hence, the more pronounced AR footprint suggests that the direct
repeat is preferentially bound by AR, which is consistent with higher enrichment of this
motif at AR-specific sites.

Together, the results from the motif enrichment analysis suggest that the exact se-
quence of the GR/AR recognition motif is one driving factor in determining receptor-
specific binding. Binding specificity of AR seems to be partly achieved through its ability
to bind the direct repeat motif as well as to more degenerate consensus motifs. Addition-
ally, composite binding with other transcription factors might also play a role in shaping
GR binding specificity.

3.2.4 GR Binds to Genomic Regions with a Higher GC-Content than AR

Previous research found that AR, but not GR, prefers occupying sites where the consen-
sus motif is directly flanked by poly(A) sequences [34]. Hence, GC-content appears to
influence receptor binding preferences.

To investigate to what extent GC-content influences binding of GR and AR in U20S
cells, the mean GC-content was calculated for the region +/- 5 kb around the center of
all AR-specific and GR-specific peaks. Directly at the binding sites, GR-specific regions
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Fig. 3.31: ChIP-exo footprint profiles of AR and GR. AR and GR ChIP-exo footprint profiles in
LNCaP cells and U20S-GR cells, respectively. For both receptor footprints at their respective con-
sensus motifs and the direct repeat motif are shown. The consensus motifs were obatined from
JASPAR (GR: MA0113.2; AR: MA0007.2; [25]]). Blue signifies the forward and red the reverse
strand. GR ChIP-exo data in U20S-GR cells from [[153]]. AR ChIP-exo and ChIP-seq data in LNCaP
cells from [[152]].

exhibited a higher GC-content than AR-specific regions (Fig. A). Interestingly, the
entire 10 kb region investigated showed a higher mean GC-content for GR-specific sites
(Fig. 3:32]A), indicating that not just the GC-content directly at the binding site, but also
of the larger surrounding areas affects receptor binding preferences. In addition, AR-
specific sites also exhibited a drop in GC-content in the areas directly flanking the peaks
(Fig. A), arguing for the presence of the poly(A) sequences at AR-specific binding
sites, as was previously observed in vitro [34]. However, since GC-content is generally
higher in accessible chromatin [[158-160]], I wanted to exclude chromatin accessibility as
a confounding factor and only include GR- and AR-specific regions in the analysis which
exhibited comparable levels of chromatin accessibility. For this purpose, GR- and AR-
specific sites were sorted by their ATAC-seq signal prior to hormone treatment and only
the 3296 sites per receptor of the highest chromatin accessibility were included in the
analysis. The mean ATAC-seq signal of those regions exhibited similar levels prior to
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hormone treatment (Fig. C). Interestingly, the difference in GC-content between GR-

specific and AR-specific peaks was even more striking when investigating the regions of
highest accessibility (Fig. B).
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Fig. 3.32: GC-content at AR and GR binding sites. (A) Mean GC-content at GR- and AR-specific
binding sites. Region +/- 5 kb around the center of the binding sites are shown. (B) Same as (A),
except that mean GC-content for GR- and AR-specific sites of highest chromatin accessibility (3296
sites per receptor) is shown. GC-content was found to be significantly higher at GR-specific sites
for both (A) and (B), with a p-value<2.2e-16 as calculated with a Mann-Whitney-U. (C) Mean
RPKM-normalized ATAC-seq signal at GR- and AR-specific binding sites of highest chromatin
accessibility (same sites as used in the analysis shown in (B)). U20S-AR cells were treated with
DMSO (AR -) or 5 nM R1881 for 4 hours (AR +). U20S-GR cells were treated with ethanol (GR
-) or 1 yM dexamethasone for 1.5 hours (GR +). ATAC-seq in U20S-AR cells was performed by
Marina Kulik.
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Furthermore, to determine whether these observations were specific to U20S cells or
a general phenomenon, I downloaded available lists of GR and AR ChIP-seq peaks from
two prostate cancer cell lines, namely VCaP and LNCaP-1F5 cells [33]], and performed
the same analysis. Given AR'’s role in maintaining prostate cancer function but also in
driving prostate cancer progression [[162], studying AR binding in those cell types is of
notable clinical relevance. Interestingly, the same trends regarding GC-content as pre-
viously observed in U20S cells were also observed in VCaP and LNCaP-1F5 cells (Fig.
, indicating that GR’s preference for a high GC-content of its binding sites and the
surrounding genomic regions is not a cell type-specific effect, but rather represents a more
general mechanism.

Taken together, the GC-content at GR-specific binding sites was found to be higher
than at AR-specific sites. Interestingly, the higher GC-content for GR binding sites ex-
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Fig. 3.33: GC-content at AR and GR binding sites in LNCaP and VCaP cells. Mean GC-content
at GR- and AR-specific binding sites are shown. Region +/- 5 kb around the center of the binding

sites is shown. ChIP-seq data from [33]].

tended beyond the binding sites itself, suggesting that receptor selective binding is also
driven by the sequence composition of the larger genomic region. Such different prefer-
ences in sequence composition for the extended genomic area have previously been de-
scribed for transcription factors from different families [[163]]. Notably, the present results

possibly provide the first example of this phenomenon occurring for transcription factors

of the same family.
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4 Discussion

4.1 Transcriptional Repression by GR Partially Due to Indirect

Mechanisms

Hormone-bound GR is capable of functioning as an activator as well as a repressor of
transcription. In the human cell line A549, for instance, GR action results in the up- and
downregulation of a large number of genes [44} |60]] (Fig. [3.14). As an activator of tran-
scription, GR binding to its consensus recognition sequence as a homo-dimer has emerged
as the predominant mode of action [24, 45]]. Conversely, transcriptional repression by GR
appears to be more complex, since a range of mechanisms have been put forward by which
GR represses its target genes (see section[1.2.3)).

In recent years, the notion that transcriptional repression might not depend on local
occupancy of GR has been suggested [58,/59]]. In fact, Reddy et al [60]] observed a median
distance of 146 kb between the TSS of downregulated genes and the closest GR bind-
ing site in A549 cells, while the median distance between upregulated genes of GR peak
was only 11 kb. These findings raise the possibility that, at least in some instances, GR
does not actively repress transcription, but rather induces downregulation of target genes
through the indirect effects of its action. This notion has been further supported by stud-
ies investigating GR’s ability to enhance or repress the activity of regulatory sequences
using STARR-seq (Self-Transcribing Active Regulatory Region sequencing). STARR-seq
is a massively parallel reporter assay in which the regulatory activity of candidate se-
quences is measured by placing them downstream of a minimal promoter and quantita-
tively assessing to what extent they can activate their own expression [[164]]. Analysis of
GR binding sequences by STARR-seq showed that GR action either did not repress en-
hancer activity [[101] or, if repression was observed, it was not found to be reproducible
[133]]. In another study by Johnson et al. [90], the authors did observe repressed en-
hancer activity following dexamethasone treatment in a STARR-seq experiment carried
out in A549 cells. However, the authors observed that these repressed sequences were
not enriched for the GR consensus motif and also showed GR occupancy levels that were
comparable with non-regulated controls of similar accessibility [[90]], suggesting that the
observed repression does not depend on GR binding.

In the present study, genomic sites of decreasing chromatin accessibility upon hor-
mone treatment, which were largely not occupied by GR (Fig. B.3), were found to be
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significantly enriched near downregulated genes (Fig. [3.4,[3.6)). It is conceivable that the
loss of chromatin accessibility at some of those sites might be the result of regulatory fac-
tors, which were bound to those regions prior to hormone treatment, becoming recruited
away upon GR activation. Accordingly, at closing regions, p300 levels were found to be re-
duced after hormone exposure, which was accompanied by a loss in H3K27ac levels (Fig.
B.5). Since the co-activator p300 is known to frequently be recruited by GR to its bind-
ing sites [|61, 99} 103]], it is possible that GR binding causes p300 to be sequestered away
from other genomic regions, resulting in the downregulation of nearby genes. A similar
observation has previously been made by Portuguez et al [61]], who showed that p300
levels were reduced at enhancers near repressed genes following GR activation. Hence,
downregulation of GR target genes might occur, in part, through the indirect effects of
co-factor ‘squelching’ (Fig. [4.1)). The concept of co-factor squelching, in which transcrip-
tion factors compete for a finite number of cofactors, has previous been suggested as a
possible mechanism of repression for signal-inducible transcription factors [62]]. Further
research is needed to confirm if closing sites, as described in this thesis, indeed contribute
to glucocorticoid-dependent repression of nearby genes. Follow-up experiments could,
for instance, involve overexpression of cofactors, such as p300, to determine if repression
of genes near closing sites would still be observed if large amounts of the investigated
cofactor were available.

However, it needs to be noted that the results from this thesis do not indicate that GR
exclusively represses via indirect mechanisms, specifically since GR binding sites were
found to be enriched near downregulated genes, yet, to a lesser extent than near upregu-
lated genes (Fig. [3.4,[3.6]). This finding suggests that for certain genes GR-induced repres-
sion might still be dependent of nearby binding of GR, highlighting that transcriptional
repression by GR likely occurs via a range of mechanisms.

In summary, the present thesis provides evidence that GR activation induces decreased
chromatin accessibility at a large number of sites that are typically not bound by GR. This
is in addition to the increases in accessibility at many genomic regions, which are well-
documented in the literature. The present results further support of the notion that GR-
induced transcriptional repression of some of its target genes might occur via indirect

mechanisms of its action, specifically through ‘squelching’ of cofactors, such as p300 (Fig.

4.1).
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Fig. 4.1: Model of GR-mediated repression via indirect effects of GR action. Upon activation, GR
binds to the genome and recruits cofactors (COFs), which results in transcriptional upregulation of
nearby target genes. Prior to GR activation, COFs were bound to other transcription factors (TFs)
at regulatory elements near actively transcribing genes. The loss of COFs from those regulatory

elements results in a loss of chromatin accessibility, possibly also due to the loss of other bound
TFs, and subsequent downregulation of nearby genes.

4.2 GR-Induced Changes in Chromatin Accessibility are

Reversible 24 Hours after Hormone Washout

Upon binding to the genome, GR has frequently been described to induce an opening
of the chromatin at its binding sites [77, 80, 81]]. The question of what happens to the
increased chromatin accessibility after glucocorticoid withdrawal, and thus in the ab-
sence of activated GR, has previously been addressed by Zaret and Yamamoto [127]] and
Stavreva et al. [[85], who observed that certain genomic regions exhibited sustained in-
creases in accessibility after hormone washout. Hence, these findings suggest that a GR-
binding event can induce long-lived structural changes of the chromatin. Given the wide-
spread applications of glucocorticoids as therapeutic anti-inflammatory agents [[11} [12]
and their commonly associated side-effects upon long-term treatments [|13, 20, 21]], study-
ing the effects of glucocorticoids on chromatin structure might provide valuable clues into

some of the mechanisms underlying such adverse effects.

Here, to investigate whether long-term chromatin structural changes are a general fea-
ture of GR activation and are therefore observable in different cell systems, I compared
levels of chromatin accessibility 24 hours after hormone removal to accessibility levels di-
rectly upon hormone treatment in the two human cells lines A549 and U20S. In A549 cells,
GR-induced changes in chromatin accessibility largely reverted to pre-hormone treatment
levels (Fig. . In U20S cells, on the other hand, maintained changes in chromatin
accessibility were observed (Fig. [3.10). However, analysis of GR occupancy 24 hours after
hormone withdrawal showed that residual receptor binding was found at sites of persis-
tently increased chromatin accessibility (Fig. [3.11]). Since GR was found to bind these
‘persistent’” sites at very low hormone concentrations (Fig. [8.12), it is likely that low dex-
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amethasone concentrations were still present in the cells 24 hours after hormone removal
resulting in GR binding to those regions. These findings are in line with a previous study
which showed that, at very low glucocorticoid concentrations, GR selectively binds to only
a small fraction of all its possible binding sites [165]]. Thus, the maintained increases in
accessibility after hormone washout might not indicate any form of memory, but rather
are the consequence of low levels of active receptor preferentially binding to a subset of
sites, namely the “persistent’ sites. Hence, GR-induced changes in chromatin accessibility
are not sustained in A549 and U20S cells for 24 hours, and therefore are unlikely to be
maintained throughout cell divisions in these cell types.

The fact that the present thesis does not report maintained changes in chromatin ac-
cessibility, which had been described in the above-mentioned studies [|85, [127], argues
that long-term accessibility changes are not a commonly observed feature of GR activa-
tion. The study by Stavreva et al. [85]] investigated genome-wide chromatin accessibility
changes in mouse mammary adenocarcinoma cells. In particular, the authors performed
DNase-seq following a 40-minute hormone washout period. Hence, aside from the dif-
ferent cell type that was used, the much shorter washout period applied by the authors
might account for the fact that they observed persistently increased accessibility, which
could not be confirmed in the present thesis. Thus, the possibility cannot be excluded
that I would also observe persistent changes in chromatin accessibility following shorter
washout periods. In the study by Zaret and Yamamoto [127]], the authors reported GR-
induced increases in chromatin accessibility at a stably integrated MMTV sequence in
mouse L cells, which were sustained for more than 9 days after hormone washout. Again,
aside from the different cell type investigated, Zaret and Yamamoto [[127]] observed the
persistent accessibility at an exogenous sequence, which raises the questions whether this

finding is representative of endogenous mammalian loci.

From a physiological perspective, the fact that glucocorticoid-induced changes in chro-
matin accessibility are of a reversible nature seems expected, given that GR is repeatedly
activated throughout the day following the pulsative and circadian release pattern of glu-
cocorticoids from the adrenal glands [16, (17, [166]]. However, it needs to be noted that,
under resting conditions, each GR-activation period is relatively short, since the release
of endogenous glucocorticoids occurs in short bursts of approximately 20 minutes [/16,
17]]. However, previous studies have reported that GR activation in response to longer
hormone exposure times exhibits distinct binding patterns and target gene expression
profiles when compared to shorter exposure times [85, 166]. Hence, it is conceivable
that longer glucocorticoid exposure times might also have different long-term effects on
the chromatin than shorter exposures. Therefore, future experiments should address the
duration of the hormone treatments and investigate if persistent chromatin changes are

observable as a consequence of longer hormone exposures.

Taken together, chromatin accessibility changes in A549 and U20S cells were found to
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be reversible following a 24-hour hormone washout, suggesting any GR-induced changes
in accessibility are unlikely to be maintained throughout cell division. Hence, persis-
tent changes in chromatin accessibility do not appear to be a general feature associated
with GR activation. However, it remains unclear if long-lived accessibility changes would
be observed under different experimental conditions, such as different hormone concen-
trations or exposure times. Given the side-effects observed due to long-term treatment
with synthetic glucocorticoids in a clinical setting [[13,20]], long-lived structural chromatin
changes might be more likely to be observed after much longer hormone exposure times.
Further research would be required to investigate this.

4.3 Gene-Specific Transcriptional Memory upon GR Reinduction

Repeated exposures to high levels of glucocorticoids over prolonged periods of time can
lead to serious health problems. This can occur as a consequence of chronic stress, in
which the adrenal glands synthesize and secrete higher levels of cortisol, and result in
pathological effects, such as muscle wasting, cognitive decline and severe metabolic effects
including glucose intolerance and central fat accumulation [9}167]]. Alternatively, repeat-
edly high glucocorticoid levels are also encountered in patients undergoing long-term
treatment with synthetic glucocorticoids and is often accompanied by severe metabolic
side effects or glucocorticoid resistance |13} 20]]. At the molecular level, the mechanisms
underlying the adverse effects of repeatedly elevated levels of glucocorticoids are highly
complex and remain poorly understood.

Since previous studies suggested that GR has the potential to induce long-lived chro-
matin changes, in particular maintained increases in chromatin accessibility as well as
chromatin decompaction [|85| |114, [127], I wanted to investigate to what extent GR acti-
vation can also have long-lived effects on the transcriptional output. Therefore, I studied
the effects of repeated GR activation on the transcriptional response to determine if GR
activation can be ‘remembered’ by the cells in a way that a second GR activation elicits
an altered transcriptional response. Overall, I observed that GR-induced transcriptional
changes reverted back to basal levels following hormone withdrawal, thus transcriptional
responses are not maintained in the absence of active GR (Fig. B). Further, compar-
ison of transcriptional output in naive or primed cells showed the GR-induced changes
were very similar, showing no large-scale changes in the transcriptional response (Fig.
C). In general, it is to be expected that prior GR activation does not cause major tran-
scriptional re-wiring since, under physiological resting conditions, GR activation follows
the pulsed pattern of the endogenous glucocorticoids [[166]], which are secreted from the
adrenal glands as hourly pulses throughout the day [[16][17]].

However, I did identify a single gene, namely ZBTB16, which exhibited enhanced

expression upon glucocorticoid treatment in primed cells. ZBTB16, a member of the
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POZ and Kriippel-like zinc finger protein family, is a transcription factor which regu-
lates the expression of genes involved in physiological processes including development,
spermatogenesis as well as glucose and lipid metabolism [[168H173]]. ZBTB16’s role in
metabolic processes [[173] make it a potential candidate gene to be mis-regulated as a
consequence of long-term treatment with glucocorticoids, since patients often experience
metabolic side effects 13} 20]]. In fact, Krupkova et al. [[174] identified a role of ZBTB16
in dexamethasone treatment-induced insulin resistance of skeletal muscles as well as in-
creased glucose and lipid blood levels in rats. In addition, a previous study has also re-
ported that ZBTB16 inhibited transcriptional activation by GR in HeLa cells [[175]].
Together, repeated activation of GR results in enhanced transcription of ZBTB16, in-
dicating that GR is able to induce gene-specific transcriptional memory. Since ZBTB16
plays a role in metabolic processes, it is an interesting candidate to study in relation to
the glucocorticoid-resistance or the side effects commonly associated with long-term glu-
cocorticoid therapy. To this end, experiments involving repeated hormone exposure of
physiologically relevant cells and subsequent analysis of ZBTB16 expression would be
important to determine if transcriptional memory of ZBTB16 also occurs in those settings.

4.4 Potential Mechanisms of ZBTB16 Priming

Transcriptional memory of external signals allows cells to prime signal-inducible genes
when a signal is first encountered, leading to an altered, or more efficient, transcriptional
response when the signal is re-encountered. This phenomenon, which has frequently
been described in plants in response to environmental stress, can thus be seen as an adap-
tive transcriptional response to the environment. Mechanistically, the way the memory
of an external signal is stored has frequently been observed to involve chromatin changes
which can be sustained throughout cell divisions [[119, 120, 122124 [126]].

In the present thesis, I explored if epigenetic changes at the ZBTB16 locus to determine
if chromatin changes, induced through a first GR activation, could serve as mechanistic
explanations for the observed transcriptional memory. Investigation of changes in the
histone marks H3K4me3, H3K27me3 and H3K27ac as well as Pol II (unphosphorylated
or phosphorylated on serine 5) occupancy, chromatin accessibility and long-range chro-
matin interactions showed that GR activation induces changes to the chromatin state at
the ZBTB16 locus, yet these changes were not found to persist after hormone washout
(Fig. [3.23] [3.24] [3.25] [3.26). Additionally, GR-induced epigenetic changes showed no no-
table differences between naive and primed cells (Fig. [3.23] [3.24] 3.25| 3.26)). Hence, the
investigated features gave no indications of priming mechanisms of ZBTB16. However,

the methods used to study the chromatin state, i.e. ChIP-seq, ATAC-seq and 4C-seq, pro-
vide information of the average levels within a population of cells. Thus, it is possible that

changes occurring in single cells might be missed through the use of bulk methods, espe-
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cially since ZBTB16 is only expressed in a small fraction of cells of the entire population,
as was shown by RNA FISH (Fig. 3.20)). Therefore, future experiments are required to
gain more information on chromatin changes in individual cells in order to uncover po-
tential mechanisms underlying the transcriptional memory of ZBTB16. For instance, the
recently emerged single-cell version of ATAC-seq [176,(177]] would be a powerful method
to investigate structural chromatin changes in single cells upon repeated hormone expo-

sure.

However, the question remains how the memory of the first round of GR activation
can be stored at the ZBTB16 locus. Another possible epigenetic feature which might be in-
volved in the priming of ZBTB16 is DNA methylation. DNA methylation is an epigenetic
mark that is associated with silencing of transcription [[178] and has been shown to play a
role in transcriptional memory in plants [179]]. In fact, ZBTB16 has previously been found
to exhibit a hypermethylated promoter region in A549 cells, which contributed to the si-
lencing of the gene, since de-methylation resulted in its upregulation [[180]. Interestingly,
another study by Matsuda et al. [[181] found that a 14-day dexamethasone treatment of
cultured human trabecular meshwork cells led to de-methylation of the ZBTB16 promoter.
Hence, it is conceivable that GR might induce stable de-methylation of the ZBTB16 pro-
moter, thus, facilitating enhanced transcription upon GR re-activation. Notably, a sim-
ilar mechanism has previously been described in rat hepatoma cells, in which a 3-day
dexamethasone treatment led to de-methylation of an enhancer of the Tat gene and ulti-
mately enhanced Tat transcription upon glucocorticoid reinduction [[182]]. However, since
the mentioned studies observed de-methylation following several days of glucocorticoid
treatment, additional experiments would be required to investigated if a 4-hour dexam-
ethasone treatment, as applied in the present study;, is sufficient to induce de-methylation
of the ZBTB16 promoter region.

Furthermore, studying ZBTB16 transcription in single cells by RNA FISH revealed
that the gene’s enhanced expression upon glucocorticoid-reinduction is the result of a
higher proportion of cells responding within a population Single-cell expression anal-
ysis by RNA FISH showed that the increased upregulation of ZBTB16 is due to an in-
creased probability of cells to transcribe ZBTB16 but also due to some cells responding
more robustly (Fig. [3.20). Consequently, it appears that a prior glucocorticoid exposure
increases the probability of a cells to express ZBTB16. Additionally, individual cells were
also found to exhibit increased transcript levels upon glucocorticoid reinduction, arguing
that the transcriptional rate might be increased in these cells. Interestingly, a recent study,
which described transcriptional memory in HeLa cells in response to IFN+y stimulation,
also found that the enhanced expression of primed genes in a population of cells was the
consequence of more cells transcribing but also individual cells transcribing more actively
[[125]. Hence, a combination between increased probability of a cell to transcribe and an

increased transcriptional rate in certain cells, might be a common feature underlying tran-
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scriptional memory (Fig. [4.2)).
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Fig. 4.2: Cartoon representation illustrating the enhanced expression of ZBTB16 in single cells.
Enhanced transcriptional output upon hormone reinduction of ZBTB16 is the consequence of a
larger number of cells responding as well as a higher transcriptional response of single cells.

Taken together, the molecular mechanisms underlying transcriptional memory of ZBTB16
in response to glucocorticoid exposure remain to be elucidated. Future experiments in-
vestigating chromatin changes in single cells as well as DNA methylation at the ZBTB16
locus might provide useful insights into the mechanisms allowing cells to ‘remember” a

previous glucocorticoid stimulation.

4.5 The Role of Chromatin and DNA Sequence in Shaping

Binding Specificities of Related Transcription Factors

Related transcription factors commonly exhibit similar DNA binding preferences due
to their highly similar DNA-binding domains [[183]]. Such transcription factors families
might have evolved from a common ancestral gene through gene duplication, as is the
case for the paralogous transcription factors GR and AR [184]]. However, recent research
is appreciating that even related transcription factors with highly similar DNA recogni-
tion sequences can also show differential binding preferences, particularly at regions to
which they bind with lower affinity [[185]].

In the present thesis, I studied genomic binding of GR and AR in the same cellular
context. Analysis of receptor binding revealed that GR and AR share a large propor-
tion of binding sites but also occupy receptor-specific regions (Fig. [3.27). The fact that
GR and AR, which both have near-identical DNA-binding domains and highly similar
DNA recognition motifs [34]], can bind differential genomic regions in vivo, an observa-
tion which has previously also been made by others [[31-33]], raises the question of how
such binding specificity arises.

Firstly, I identified a role of the accessible chromatin landscape in affecting divergent

genomic occupancy of GR and AR. Investigation of chromatin accessibility at GR- and

AR-occupied regions revealed that a large proportion of GR-specific binding occurs at
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relatively inaccessible chromatin regions (Fig. [B.28). Many of these inaccessible GR-
specific binding sites likely represent ‘closed” or nucleosomal chromatin regions. This
is further supported by the fact that GR-specific sites, in comparison to other GR and AR
sites, showed relatively high levels of the histone marks H3K27me3 and H3K9me3 (Fig.
B.29)), which are commonly associated with heterochromatin [97, 98]]. These results are
in line with previous studies, which observed GR binding to nucleosomal DNA in vitro
[87-89]. Furthermore, hormone treatment resulted in an increased ATAC-seq signal at
GR-specific sites (Fig. [3.28)), suggesting that GR might be capable of binding nucleoso-
mal regions and induce opening of chromatin in a pioneer-like fashion [92]]. Similarly,
previous studies also provide evidence that GR can bind to and induce opening of closed
genomic regions in vivo, an action likely achieved through recruitment of chromatin re-
modelers such as BRG1 [90, 91]]. However, in the present study, it needs to be noted that
GR expression levels in the U20S-GR cell line were found to be approximately three times
higher than AR expression levels in the U20S-AR cell line, as determined by whole-cell
[*H] steroid binding assays performed by my colleague Marina Kulik (see Fig. [[129]).
Therefore, it is possible that the observed differences stem from the fact that GR expres-
sion is higher than AR expression. To exclude this possibility, Marina Kulik assessed GR
binding by ChIP-qPCR at a few selected inaccessible GR-specific loci after treating cells
with a low dexamethasone concentration of 1 nM. At this concentration only a fraction
of all GR would be expected to be active, since 1 nM is less than the previously deter-
mined Ky values (dissociation constant) of GR for dexamethasone [[186,[187]. At the low
hormone concentration of 1 nM GR binding was reduced, though still detectable (data
not shown, see [129]]). These results suggest that GR binding to inaccessible sites, yet not
AR, is not merely a consequence of the higher expression levels of GR in U20S-GR cells.
Together, these findings indicate that binding specificities of GR and AR are shaped by
chromatin accessibility and further provide evidence that GR might be able to act in a

similar fashion to pioneer factors and induce opening of closed genomic sites.

However, the question arises why GR is able to bind to inaccessible sites while AR is
not. It is possible that GR’s ‘pioneering’ ability is based on the fact it can associate to nu-
cleosomal recognition sequences and subsequently recruit chromatin remodelers which
induce chromatin opening. Since GR and AR recognize highly similar DNA sequences,
a scenario is conceivable in which AR might also briefly associate to nucleosomal sites,
yet successful binding is not established due to an inability to recruit the same chromatin

remodelers as GR, potentially due to differences in interactions with other proteins.

Moreover, the present thesis provides further evidence that the exact receptor recogni-
tion sequence affects GR and AR binding preferences. Motif enrichment analysis of GR-
and AR-specific binding showed that the consensus recognition motif for both receptors
was more enriched at GR-specific binding sites (Fig. [3.30]). These results indicate that

85



4. Discussion

GR might exhibit stricter recognition motif sequence requirements, while AR is able to
bind to sequences which are more degenerate. This is in accordance with previous work
showing that AR possesses less strict sequence requirements of the recognition motif than
GR [32] 34]. Furthermore, AR seems to achieve binding specificity through its ability to
bind to a direct repeat version of the GR/AR consensus motif, since this motif was found
to be more enriched at AR-specific binding regions, confirming previous findings made
by others [[36} 37]]. Hence, the exact sequence of the GR/AR consensus recognition mo-
tif plays an important role in driving receptor binding. Again, given the near-identical
DNA-binding interfaces of the receptors, the question arises how such sequence speci-
ficity is achieved. The answer may lie in the structural differences in the remaining parts
of the proteins, which could influence the affinity with which GR and AR could bind to
certain sequences. For instance, both receptors bind as homodimers to their recognition
sequences, yet AR monomers dimerize with higher affinity due to structural differences
in the dimer interface [188]]. Thus, it is conceivable that dimerization affinity affects se-
quence preferences. However, future experiments would be needed to confirm such a
hypothesis.

Moreover, it needs to be noted that the motif analysis performed in the present thesis
provided information on whether certain motifs were enriched at GR- and AR-specific
binding sites or not. However, distances between enriched motifs as well as motif orien-
tations were not captured. Therefore, follow-up analyses incorporating such information
could provide additional information on the different motif preferences at binding sites
of GR and AR.

Lastly, I identified GC-content as an important factor in establishing binding specificity
between GR and AR. Specifically, I observed that GR preferentially binds genomic sites
with a higher GC-content compared to AR. AR-specific sites, on the other hand, exhib-
ited particularly low GC-content in the direct flanking region of the core binding sites,
which is in accordance with a previous study describing AR’s preference for sites flanked
by poly(A) sequences [34]]. Strikingly, GR’s preference for GC-rich regions extended be-
yond the actual binding sites and was also observed in a 10 kb window around the bind-
ing site. This observation appears to be a more general phenomenon of GR binding, since
similar results were found in two other cell types. The importance of the GC-content of
the larger genomic area surrounding binding sites has previously also been described to
affect binding specificities of transcription factors from different families [[163]]. Hence,
these results suggest that the larger genomic environment, not just the binding sites and
its immediate flanks, direct transcription factors binding. Mechanistically, it remains un-
clear how the extended sequence environment of a binding site influences binding. One
could speculate that transcription factors are able to scan the DNA sequence composition
of the surrounding genomic area which ultimately guides them to their binding sites. Yet,
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future research is needed to investigate a potential mechanism.

In summary, the analysis of GR and AR binding specificities has underlined the impor-
tance of chromatin accessibility and DNA sequence composition in driving receptor bind-
ing (Fig. [4.3)). Elucidating the genomic factors important in shaping binding specificities
does not only provide deeper insights the binding preferences of GR and AR, but also
addresses the question of how binding specificity can be achieved between paralogous
transcription factors. Thus, the findings of this study might also apply, to some extent,
to other related transcription factors and could therefore guide future studies aiming to
investigate divergent genomic occupancy of other related transcription factors.
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Fig. 4.3: Model summarizing role of chromatin and DNA sequence in shaping GR- and AR-
specific occupancy. GR and AR binding is affected by (1) the level of chromatin accessibility, (2)
the exact sequence of their recogition motif and (3) the GC-content directly at the binding sites
and the surrounding genomic region.
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4.6 Additional Projects | Have Worked on During my Doctoral
Studies

Throughout my doctoral studies, I made contributions to multiple research projects in-
vestigating transcriptional processes and the interplay between transcriptional regulation
and the chromatin environment. The two projects that I have presented in this thesis, in
which I studied GR’s potential to induce transcriptional memory as well as the genomic
binding preferences of the related receptors GR and AR, represent my most extensive
projects. Below, I listed my contributions to multiple other projects which have now been
published.

One of the publications I was involved in, by Tolkachov et al. (2018), studied the dif-
ferent genomic actions of the transcription factor GATA2 (GATA Binding Protein 2) in
mesenchymal and hematopoietic cells. My contribution to this collaborative project with
the group of Prof. Dr. Michael Schupp involved the analysis of available GATA2 ChIP-
seq binding sites to investigate the differences in GATA2 binding between the two types
of cells. Further, I analyzed available histone modification ChIP-seq as well as DNase-seq
data to explore the influence of the chromatin environment on shaping cell type-specific
binding of GATA2.

Tolkachov, A. et al. Loss of the Hematopoietic Stem Cell Factor GATAZ2 in the Osteogenic Lin-

eage Impairs Trabecularization and Mechanical Strength of Bone. Molecular and Cellular Biology
38. issn: 0270-7306 (Mar. 2018).

The study by Schone et al. (2018) used a STARR-seq approach to assess GR’s ability
to drive transcription when bound to different variants of its recognition sequence. The
study provided evidence that the exact sequence composition of a binding site influences
GR'’s transcriptional activity. My contribution to this study was of experimental and of
computational nature. Specifically, I experimentally validated the STARR activity of in-
dividual sequence variants using STARR-seq reporters. Further, I made use of available
ChIP-exo data, which is a high-resolution version of ChIP that includes an exonuclease
digestion step to identify the exact DNA sequence bound to a transcription factor [[161]],
to computationally generate GR footprints at sequence variants using the ExoProfiler tool
[153].

Schone, S. et al. Synthetic STARR-seq reveals how DNA shape and sequence modulate tran-
scriptional output and noise. PLoS Genetics 14. issn: 15537404 (Nov. 2018).

Moreover, I also contributed to the publication by Thormann et al. (2019). In this study,

GR binding sequences were integrated just upstream of genes that were not regulated

by GR. Following integration, some genes were successfully converted to GR-responsive
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genes and showed upregulation upon glucocorticoid treatment. I contributed experimen-
tally and computationally by performing ATAC-seq experiments and subsequent data
analysis to explore to what extent the accessible chromatin landscape determined whether
a gene could be converted into a GR-target gene or not.

Thormann, V. et al. Expanding the repertoire of glucocorticoid receptor target genes by engi-
neering genomic response elements. Life Science Alliance 2. issn: 25751077 (2019).

4.7 Conclusion

In the present thesis, I have presented my work in which I investigated the genomic ef-
fects of activation of GR, focusing, in particular, on the receptor’s binding preferences as
well as its short- and long-term effects on chromatin and transcription. Gaining a deeper
understanding of GR action and the ways by which GR affects the transcriptional output
of cells is critical, due to GR’s central role in major biological processes and its clinical
relevance. This work explores to what extent a cell can ‘remember” activation of genomic
binding of GR and provides evidence of glucocorticoid-induced transcriptional memory.
Additionally, this thesis further underlines the important role of the chromatin context
and DNA sequence composition in limiting and /or enabling transcription factor binding.

Given the importance of GR as a therapeutic target and the broad range of biological
processes its actions affect, studying the actions of this transcription factor are of great
interest. This work provides valuable insights into the genomic effects of GR activation
and its results might contribute to shaping the direction of future experiments.

89






5 Supplement

Hormone Binding Assay

500000 .
% e Without unlabeled Hormone
400000 With excess of unlabeled
= Hormone
()
Q 300000
(%]
<
8 200000
g Average Total Molecules/Cell
100000
U20S-GR 373.090
0- U20S-AR 120.151

U20S-GR U20S-AR
Cell line

Specific Binding
Total [Molecules/Cell] = [Molecules/Cell (without unlabeled Hormone)] -

[Molecules/Cell (with excess of unlabeled Hormone)]

Fig. 5.1: Quantification of receptor molecules in U20S-GR and U20S-AR cells. Receptor levels
were determined by liquid scintillattion counting. U20S-GR cells were exposed to 100 nM [*H]-
dexamethasone, either in the presence or absence of 10 yM excess of unlabeled dexamethasone.
U20S-AR cells were treated in the same way, though using R1881 instead of dexamethasone. The
total number of moleucles was caluclated as indicated. Three biological replicates were performed.
Error bars represent + S.D. Marina Kulik performed the experiment, data analysis and figure
illustration, as described in [[129]]. The figure is taken and adpated from our publication [[129]].

Table 5.1: qPCR primers for the quantification of gene expression
Name Sequence 5’ to 3’

ZBTB16 fwd: AGAGGGAGCTGTTCAGCAAG
rev: TCGTTATCAGGAAGCTCGAC
FKBP5 fwd: TGAAGGGTTAGCGGAGCAC
rev: CTTGGCACCTTCATCAGTAGTC
RPL19 fwd: ATGTATCACAGCCTGTACCTG
rev: TTCTTGGTCTCTTCCTCCTTG
GILZ fwd: CCATGGACATCTTCAACAGC
rev: TTGGCTCAATCTCTCCCATC
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Table 5.2: PCR primers for ATAC library amplification (adapted from [177]])

Name

Sequence 5’ to 3’

Universal Primer
Barcode Primer 1
Barcode Primer 2
Barcode Primer 3
Barcode Primer 4

AATGATACGGCGACCACCGAGATCTACACTCGTCGGCAGCGTC

CAAGCAGAAGACGGCATACGAGATGGATGTTCTGTCTCGTGGGCTCGG
CAAGCAGAAGACGGCATACGAGATCTTATCCAGGTCTCGTGGGCTCGG
CAAGCAGAAGACGGCATACGAGATGTAAGTCACGTCTCGTGGGCTCGG
CAAGCAGAAGACGGCATACGAGATTTCAGTGAGGTCTCGTGGGCTCGG

Table 5.3: qPCR primers for the quantification of ChIP and ATAC samples

Name

Sequence 5" to 3’

ZBTB16 (2)
DUSP1

FKBP5

SLCI9AS

PTK2B

OR2A1
ZBTB16 (1)
FGF5

CYP24A1
NTSR1

GILZ

FKBP5 (2)
SRPK2

ZBTB16 (3)
ZBTB16 (4)
ZBTB16 promoter
FKBP5 promoter
GILZ promoter

ZNF536 promoter
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fwd: AACTTTGTGTGATCCCTATC
rev: GGCAGTATCTAGATGGTAGC
fwd: TACAAACAGATCTCCATGC
rev: CAAATGAGGAGGTTAGACAG
fwd: CATCACTTAAACTGGAGCTC
rev: GGGTGTTCTGTGCTCTTC
fwd: TTCAGGAAGAATACTCAAGC
rev: ACTCCCTATTGTTTCACATG
fwd: TGGGACCTAATGATTAACTG
rev: AACCTAATACCCACACAGTC
fwd: TGCATGACGCAGACCTTTCT
rev: ATGAGAACCACATGGGCCAG
fwd: ATATCCTGGACCTATCAATG
rev: ACAGATTCAGGGAAGAGG
fwd: GTAGATAGCATGTACAGAGCGC
rev: AATCCCATGCCTTCCTGCTC
fwd: TGAACCCAATTGCTCCCGTC
rev: TGCCTACCCTGACAGTCATG
fwd: AGCTCCACTTCTGATCTGTCAC
rev: GTTCGATCCGGTTTGCTGAG
fwd: GAGAGATTAATGCCTTTCTG
rev: CCATATACTTCCGATCATTC
fwd: CTGGCCTACTTGTACACAC
rev: TGCAGTAACACAATGTACAG
fwd: GACATCACACCTCGTCTC
rev: GGATGTGCTCTTCATGTC
fwd: GCCTGTGTTTGTTATTGTAG
rev: TGTGTATGATGACAAACTTGG
fwd: CTCTCCCTACTCTGAATTTG
rev: ATAAACTCTCTGGAATGCTG
fwd: GTGGGTGCTCTTATGTATG
rev: ATCTACTCGTCAGCTCCTC
fwd: TACTGAACGGCGGCCAAACG
rev: ATCGGGTTCTGCAGTGGTGG
fwd: CTCTAATCAGACTCCACCTC
rev: TAGACAACAAGATCGAACAG
fwd: ATAGGATCTGGACTCAAGTG
rev: AGCTGAATTACCTTGAGAAC
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Table 5.4: 4C primer sequences for inverse PCR (1% PCR)
Viewpoint Sequence 5" to 3’

Promoter fwd: TACACGACGCTCTTCCGATCTAGCAGAGAGGAGTTGAGG

rev: ACTGGAGTTCAGACGTGTGCTCTTCCGATCTTAGTGAACCAGGTGCCAG
Intronic fwd: TACACGACGCTCTTCCGATCTATGTGTGCGTTCATGTATGT

rev: ACTGGAGTTCAGACGTGTGCTCTTCCGATCTGAGGAAAGGTTAGGAAGTGG

Table 5.5: 4C primer sequences for inverse PCR (2" PCR, primers from [[132])

Name

Sequence 5’ to 3’

Universial Primer
Barcode Primer 1
Barcode Primer 2
Barcode Primer 3
Barcode Primer 4

AATGATACGGCGACCACCGAGATCTACACTCTTTCCCTACACGACGCTCTTCCGATCT
CAAGCAGAAGACGGCATACGAGATCGTGATGTGACTGGAGTTCAGACGTGTGCT
CAAGCAGAAGACGGCATACGAGATACATCGGTGACTGGAGTTCAGACGTGTGCT
CAAGCAGAAGACGGCATACGAGATGCCTAAGTGACTGGAGTTCAGACGTGTGCT
CAAGCAGAAGACGGCATACGAGATTGGTCAGTGACTGGAGTTCAGACGTGTGCT
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6 Abbreviations

3C Chromosome conformation capture

3D Three-dimensional

4C Circularized chromosome conformation capture
ACTH Adrenocorticotrophic hormone

ATAC Assay for Transposase-Accessible Chromatin
AP1 Activator protein 1

AR Androgen receptor

bp Base pair

ChIP Chromatin immunoprecipitation

COF Cofactor

CRH Corticotrophin-releasing hormone r

Dex Dexamethasone

EtOH Ethanol

FISH Fluorescence in situ hybridization

FKBP5 FK506-binding protein 51

GC Glucocorticoids

GILZ Glucocorticoid induced leucine zipper

GR Glucocorticoid receptor

GTF General transcription factor

H3K27ac Acetylation at lysine 27 on histone 3),
H3K27me3 Trimethylation at lysine 27 on histone 3),
H3K4me3  Monomethylation at lysine 4 on histone 3),
H3K4me3  Trimethylation at lysine 4 on histone 3),
H3K9me3  Trimethylation at lysine 9 on histone 3),

HPA Hypothalamic-pituitary-adrenal
kp kilobase

MMTV Mouse mammary tumor virus
MR Mineralocorticoid receptor
nGRE Negative glucocorticoid response element
PBS Phosphate buffered saline

PCR Polymerase chain reaction

PR Progesterone receptor

PIC Pre-initiation complex

Pol2 RNA polymerase II

TF Transcription factor

TSS Transcription start site

ZBTB16 Zinc Finger And BTB Domain Containing 16
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