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ABSTRACT

Computer-aided instruction has been playing a crucial role in supporting
learning. Early computer-aided instruction delivered a single style of content to all
learners without any consideration of their learning styles. Recently, systems have
been developed to adapt content based on the learners’ learning styles. These systems
use instruments, such as questionnaires and interview, to infer the learning styles.
Using such instruments costs learners extra time, and they have to be done explicitly.
In addition, these systems do not adapt the learning styles of learners over time. These
drawbacks are the problem addressed in this study.

The purpose of this research was to infer the learning styles of students while
they are browsing online instruction. This indicates that the inferred process can be
done implicitly, in less time, and repeated over time. The focus of this study was on
the three cognitive learning styles: holist, serialist, and versatile. In order to achieve
this goal, a classification system was developed, which contains three online lessons
and uses two mechanisms (Tracking and Questions) to extract useful information
about the users’ behaviors. The extracted features were used by a collection of
classifiers to infer the users’ learning styles. These results were compared with those
of the Study Preference Questionnaire by calculating the Pearson correlation between
them. The major implication of this study is that the classification system developed

for this study accurately infered the learning styles.
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1. INTRODUCTION

1.1 Motivation

Computer-aided instruction has been playing crucial role in supporting
educators and learning since the 1960s. During this time, many teaching methods
have been introduced in the traditional classes, and many studies have been
conducted to test the performance of these new methods. Some of these methods have
been used to develop computer-aided instruction to substitute the tradition instruction
and to enhance the effectiveness of learning. More recently, computer-aided
instruction was enhanced to be able to stand alone, and some universities started
offering online classes that do not have an instructor. The development of computer-
aided instruction over these years can be summarized in three major periods as shown

in Figure 1.

C'Adaptive

Learning

Mltiple Styles of ~ Environment
Instruction

G
Single Style of
Instruction

Figure 1.

The three major periods of development computer-aided instruction

At the earliest period, educators delivered content in single style only to

students. At that time, educators used technology to develop computer-aided



instruction where students were capable of browsing instruction sequentially in the
same manner as traditional classes. In addition, computer-aided instruction provided
new, unique ways of teaching efficiently. For example, online instruction can be used
interactively (Maddux, 1996) and can be accessed asynchronously. These unique
features provided by online instruction involve learners in the whole learning process
(Chiou, 1995; Owston, 1997), which is difficult to accomplish in a traditional class.

During the second period, some educators delivered the same content in
multiple styles to support different groups of learners. In traditional classes, educators
started developing different styles of content and gave learners the opportunity to
choose the style they liked. For example, there are many references, such as books
and online websites, with different styles to help learners to solve mathematical
equations. In online classes, learners were given the same opportunities to choose the
reference with the style they liked. In addition to this, learners had the ability to
customize their learning environment by choosing alternative graphical interfaces,
different color schemes, and different font sizes to suit their preferences. This
indicates that online classes can accommodate users’ characteristics more than in
traditional classes, where students do not have much control over the learning
environment.

The most recent period has seen the emergence of Adaptive Learning
Environments (ALE). A learning environment is considered adaptive if it is capable
of “monitoring the activities of its users; interpreting these on the basis of domain-

specific models; inferring user requirements and preferences out of the interpreted



activities, appropriately representing these in associated models; and, finally, acting
upon the available knowledge on its users and the subject matter at hand, to
dynamically facilitate the learning process” (Paramythis & Loidl-Reisinger, 2004).
Because some studies found that when learners matched their learning styles with the
appropriate instructional style, they scored significantly higher than those who were
mismatched (Bajraktarevic, Hall, & Fullick, 2003; Pask, 1976), educators started
developing a group of questionnaires that are able to predict the learning styles of
learners. After predicting the learning styles of learners, it is possible to provide them
with content that matches their styles. In this way, educators can adapt content in the
traditional classes.

Developers of online classes started using questionnaires to infer the learning
styles of learners and to support: adaptive interaction, adaptive course delivery,
content discovery and assembly, and adaptive collaboration support. The first
category, adaptive interaction, refers to the interaction between a user and the system
without modifying the content, such as providing alternative graphical interfaces,
different color schemes, and different font sizes to suit user preferences. The second
category, adaptive course delivery, focuses on learning content. An example of this
category is to deliver alternative learning contents to fit user characteristics in order to
achieve the desired goal in a short period of time. The third category, content
discovery and assembly, refers to the applications that locate the suitable learning
objects from repositories and assemble them. The fourth category, adaptive

collaboration support, focuses on matching individuals to collaborate on work toward



common goals. Again, this period indicates that online classes can accommodate
users’ characteristics more than traditional classes can.

However, conducting questionnaires to infer learning style is intrusive and
time consuming. For this reason, this research has focused on mechanisms to infer the

learning styles accurately, without using a questionnaire.

1.2 The Problem Addressed in the Study

Although some recent online instruction is capable of adapting content, they
use an explicit instrument, such as questionnaire and interview, to infer the learning
styles of the learners. Using this type of instruments has several drawbacks. A major
drawback is the time cost of taking them and calculating the score results. Using an
online version of an instrument has another drawback, which is that the absence of
the expert while the instrument is taken may result in inaccurate responses. In
addition, online instruction that use these instruments to adapt content are not able to
adapt any new changes in the learning style of students over time because the students
usually complete these instruments once at the beginning. This study focuses on

solutions to these problems.

1.3 Purpose of the Study
The intent of this research was to develop ALE without the users explicitly
completing an instrument. The purpose of this study was to develop mechanisms that

can be used to infer the learning styles of users by observing their behaviors during a



group of online lessons. The focal point of this research is on learners with one of the
three cognitive learning styles: holist, serialist, or both (versatile). To do this, a
system, called Classification System, was developed to substitute for the
questionnaires. The Classification System contains three online lessons and uses two
mechanisms (Tracking Mechanism and Questions Mechanism) to infer the cognitive
learning styles of the users. Then, the Classification System was evaluated on a group

of participants from the Computer Science Department at The University of Kansas.

1.4 The Classification System Architecture
The Classification System aims to infer the learning styles of learners
implicitly. It consists of four components, as shown in Figure 2: (1) Learning Object

Metadata (LOM) Repository, (2) The Content Pages, (3) Extracting Features, and (4)

Pattern Recognition.

=~ Learning
E. o Style ? .
& 2
s
o
: Pattern
1; Recognition
Non:adaptive
3 — e T
Lesson Page X :
oS h :
‘1:- €] > The Content 5. Extracting
=S Pages Features
User e
Figure 2.

The Classification System architecture.



The first component contains of a group of Learning Objects Metadata (LOM)
called LOM Repository. A learning object is defined by the IEEE LOM Standard as
"any entity—digital or non-digital-that may be used for learning, education or
training" (IEEE, 2002). Discovering a group of learning objects from a repository and
assembling them can build the contents of any subject matter. In this study, a group of
learning objects that are able to build the contents of three lessons was developed.

The contents of the three lessons can be delivered to the second component,
The Content Pages, in two ways: (a) Non-Adaptive Content and (b) Adaptive
Content. Non-Adaptive Content means that the same style of content is delivered to
all the learners without considering their learning styles. However, Adaptive Content
refers to ALE where learners receive content that matches their styles. Because the
Classification System is designed to only infer the learning style of learners, it
delivers non-adaptive content to all the participants, and it sends the sequences of the
participants’ clicks on the lesson maps to the third component.

The third component, Extracting Features, processes the sequence of
participants’ clicks to identify small scale usage patterns, such as the number of times
each type of learning object is viewed, and the order in which specific types of
learning objects are viewed. The extracted features from each participant on each
lesson are sent to the fourth component.

The fourth component, Pattern Recognition, is a branch of artificial
intelligence that is defined as “the study of how machines can observe the

environment, learn to distinguish patterns of interest from their background, and



make sound and reasonable decisions about the categories of the patterns” (Jain,
Duin, & Mao, 2000). Pattern recognition with v-Fold classification and validation
technique is used to infer the learning style of each of the participants during each of

the three lessons.

1.5 Research Plan

This study was conducted at The University of Kansas in three stages. The
first stage focused on developing two components of the Classification System, which
are LOM Repository and Content Pages, as shown in Figure 2. These two
components were developed in two steps. In the first step, a database was built using
MySQL for the LOM of three lessons taken from a Computer Science course offered
by The University of Kansas during Fall 2006. Chapter 3 provides more detail about
learning objects and learning objects metadata and also illustrates the lesson maps for
the three online lessons written in learning objects’ format. In the second step, the
user interfaces for the three lessons were developed using PHP Language and Flash.
The contents of the online lessons were built by assembling a group of learning
objects from the repository. The content pages of all the three online lessons were
almost the same; however, there were nine questions among the content of the third
online lesson. These questions were used in the study to provide more information
about the participants’ preferred learning styles. Chapter 4 illustrates the user
interfaces for all the three online lessons including more detail about the nine

questions.



The second stage studied the interaction between the online instruction and
the participants. The participants were 67 undergraduate students from The
University of Kansas. Sixty-four of them finished the first online lesson, while sixty-
five of them finished the second online lesson, and only sixty-three of them finished
the third online lesson including the nine questions. The participants were asked to fill
out an online version of the Study Preference Questionnaire at the beginning in order
to validate the results of the Classification System. Then, they were asked to complete
the three online lessons and to answer the nine questions during the third online
lesson. Chapter 5 describes the research method including more detail about the
participants.

The third stage focused on developing two components of the Classification
System, which are Extracting Features and Pattern Recognition, as shown in Figure 2.
These two components aim to assign each of the participants to one the three groups
(Holist, Serialist, and Versatile). To do this, the Classification System extracted
features from the interaction between the participants and the three online lessons by
using two mechanisms. The first mechanism, the Tracking Mechanism, extracts
features in two steps. The first step focuses on gathering the sequence of each
participant’s clicks on the learning objects within the lesson maps. This sequence is
called Tracking Patterns. The second step is to extract 336 features from the repeated
sequences in the Tracking Patterns for each lesson. The second mechanism, the
Questions Mechanism, extracts nine features from the participants’ answers for nine

questions. These two mechanisms are able to extract 345 features from each



participant at each lesson that reflect their behaviors. This full set of features is used
to train and test 13 pattern recognition systems, called classifiers, using v-Fold
technique in order to infer the learning style of each of the participants during each of
the three lessons. In Chapter 5, these two mechanisms and the thirteen classifiers are
described in more detail.

This study aimed to find a significant correlation between the Study
Preference Questionnaire and at least one of the thirteen classifiers in at least one of
the three online lessons. Chapter 6 shows the results of this study. In addition, this
study investigated the most important features used to classify the participants, and

that is described in Chapter 7.

1.6 Hypotheses and Research Questions

1.6.1 Hypotheses

1. There are correlations between classifying users based on their learning styles
using the Classification System during the first online lesson and classifying users
based on their learning styles using the Study Preference Questionnaire.

2. There are correlations between classifying users based on their learning styles
using the Classification System during the second online lesson and classifying
users based on their learning styles using the Study Preference Questionnaire.

3. There are correlations between classifying users based on their learning styles
using the Classification System during the third online lesson and classifying

users based on their learning styles using the Study Preference Questionnaire.



1.6.2 Research Questions

1. Does tracking the sequences of visited learning objects on each lesson map
provide helpful information to infer learning styles?

2. Does asking users questions about their preference in learning styles provide
helpful information to infer learning styles?

3. How many lessons does the Classification System need to examine in order to
infer learning styles?

4. Which features that can be extracted from users’ behaviors help to classify their
learning styles?

5. Which classification models provide significant correlation between the Study

Preference Questionnaire and the features extracted from each online lesson?

1.7 Dissertation Outline

The remainder of this proposal is organized as follows. Selected research
learning theories and artificial intelligence are reviewed in Chapter 2 in order to lay
the groundwork for the development of the Classification System. In Chapter 3, IEEE
Learning Object Metadata Standard and the proposed extension used to achieve the
goal of this research are described. The design of the user interfaces and the database
for the Classification System are illustrated in Chapter 4. The method, including
detail about the two mechanisms used to extract features, is described in Chapter 5. In

Chapter 6, the results of using groups of classifiers are reported. Finally, Chapter 7
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analyzes the results in discussion that includes the limitation and the recommendation

of this study.
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2. REVIEW OF THE LITERATURE

This chapter reviews selected literature in the areas of learning, online
instruction, and pattern recognition. The key concepts of this prior research were used
to lay the groundwork for the development of the Classification System used in this
study.

Online instruction is an effective approach to improve learning, as shown in
Section 2.1. Section 2.2 reviews the four basic learning schools of thoughts that
categorize learning theories. These are Behaviorism, Cognitivism, Constructivism,
and Humanism. The focal point of this research is on learners with one of the three
cognitive learning styles: holist, serialist, or both (versatile). Prior research about
traditional classes that can be applied to online instruction is reviewed in Section 2.3,
while the discussion turns to prior research on online classes in Section 2.4. Four
examples of tracking and adaptive systems are described in Section 2.5. Section 2.6
briefly describes the Artificial Intelligence area, including common architectures of
expert systems. Section 2.7 reviews a branch of artificial intelligence, Pattern
Recognition, including four common classifiers models. Finally, the chapter
concludes by discussing the purpose of reviewing each of these topics as they apply

to the purpose of this research.
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2.1 The Importance of Online Instruction

The Internet provides new ways of teaching efficiently. Online instruction can
be used interactively, a unique characteristic of the Web (Maddux, 1996), so students
can be involved in the whole learning process (Chiou, 1995; Owston, 1997). Amruth
(2005) proved that students who use an online tutor for practice learn better than
those who use a printed workbook. Also, adopting the World Wide Web (WWW) as a
resource in classrooms enhances teaching and learning (McCarthy, Grabowski, &
Koszalka, 1998). As Hutchings et al (1992) points out, computer-aided learning
provides three important dimensions of development: learners adapt their
instructional paths, learners can engage the material actively rather than passively,
and learners synthesize new materials by creating relationships rather than merely
observing existing ones. Another advantage of using online instruction is to reduce
the time spent asking instructors for additional help (Elizabeth & Joseph, 2001),
especially if online instruction supports an automated question answering feature
(Voorhees, 2001).

A unique feature in online instruction is asynchronous access. This type of
access is used by the majority of the institutions that offer distance learning courses
(Waits & Lewis, 2003). An example of asynchronous access is OpenCourseWare
system by the Massachusetts Institute of Technology (MIT) at Cambridge. Besides
the asynchronous access, such as, watching a live lecture or chatting with group
members. An example of this type of access is the Network EducationWare (NEW)

system (Snow, Pullen, & McAndrews, 2005).
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2.2 An Overview of Learning Theories

Learning theories are critical to the development of effective online materials
and tools that are incorporated to make instruction more efficient for teaching and
more effective for students. Learning theories are categorized by four basic learning
schools of thought: cognitivism, behaviorism, constructivism, and
humanism/contextualism. These schools of thought overlap, but the main difference
among them is the locus of learning processing, i.e. whether it is more instructor- or
learner centered. Instruction needs to shift from instructor-centered to learner-
centered to engage learners actively rather than passively (Hadjerrouit, 2005).
Behaviorism and cognitivism methods are more instructor-centered (instructors tell
students what to do), while constructivism and humanism methods are more learner-
centered (learners take responsibility for their own learning) (Man, 2004). The
following four sections give brief descriptions on each of these schools of thought.

Then the last section concludes by discussion the main differences among them.

2.2.1 Behaviorism

Behaviorism, the oldest learning school of thought, is based on behavioral
psychology. Behaviorists look at the human brain as a "black box," as shown in
Figure 3, not focusing on how the brain processes information. They use instructional

materials with sequences of corrective feedback to achieve learning.
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Behaviour
Modification

Output

Figure 3.

The brain as a "Black Box" (Man, 2004)

Ivan Pavlov (1927) found that animals' behaviors change under conditions
(stimulus) when they are rewarded, as shown in Figure 4. Later, Skinner (1953)
discovered that humans learn in response to a stimulus if there are sequences of
corrective feedback. Behaviorists believe that both rote learning and online drills and
practice enhance learning. For optimal learning results, instructors need to post
lecture notes online and focus on repetition. Also, they need to post online activities

that provide feedback until the learners find the right answer.

(Stimulus) (Reinforcement) (Behavioral changes)
Instructional materials Corrective feedback / Reward Learner outcomes
Figure 4.

The behaviorism processing

2.2.2 Cognitivism

Cognitive psychology developed in the late 1950s to focus on brain

processing during learning. Cognitive theory enhances learning by reducing the
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demand on the working memory (Huitt, 2003). An important assertion in this theory
is that learners construct their own understanding of subject matter; they are not just
receptacles. Learners actively process information by organizing, storing and then
finding relationships between information, linking new to old knowledge, schema,
and scripts (D.Bransford, L.Brown, & R.Cocking, 2000) as shown in Figure 5.
Therefore, online instruction can help students enhance their own learning systems if
it provides students with the procedures that they need for processing information

actively (Pask & Scott, 1972). Then, the students can apply these procedures to

different subject matter, which is called transfer learning.

Cognitive
Processes /

Figure 5.

The thinking brain (Man, 2004)

They are ten cognitive learning styles that describe how learners interact with
their environments (Jonassen & Grabowski, 1993). Each of the ten cognitive styles
has an objective different from the others, as shown in Table 1, and each of them has
different characteristics, as shown in Figure 6. The majority of online instruction does
not cover all these cognitive learning styles because the lack of knowledge and the

overhead work.
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Cognitive Style

Table 1.

The Cognitive Learning Styles

visual/ Haptic indicates individual preferences for visual versus tactile information

o3 processing (Cherry, 1981).
] §:‘ visualizer/ verbalizer | indicates individual preferences for attending to and processing visual versus
2 2 verbal information (Kirby, Moore, & Shofield, 1988).
o
& g- leveling/ sharpening indicates how individuals perceive and memorize images. Sharpening

S individuals tend to discover the small differences between images (Holzman &

Gardner, 1960)

o3 serialist/holist indicates the strategy that individuals use to represent information (Pask,

=4
qE ° 1976; Pask & Scott, 1972).
3 3 . . — ——
N 8 | analytical/ relational indicates the strategy that individuals use to sort and form concepts (Ausburn
S
@ 9 & Ausburn, 1978).
VISUALS HAPTIC RELATIONAL ANALYTIC
visual oriented body oriented function categorizer attribute categorizer
Spectatoy actoy thematic /StOry Ke ..........ewwweeereerrrrieerrersneenes objective/physical attributes
sees whole and integrates parts see parts and may synthesize whole EsalEheEn uses super-ordination
translate tactile to visual +eveneeee.. translates visual to tactile uses perceptual cues (appearances) . uses symbolic abstractions

field independent

field dependent

convergent thinking divergent thinking
reflective .. impulsive literal, stereotyped reSPONSES ............rerecrercereeeeeeeeeeeenes creative responses
realistic imaginative few groups, Many items ...........coc..oeeeeeereeerrereseererennes many groups, few items
external internal focus on differences focus on synthesis
\ low conceptual differentiation high conceptual differentiation
high equivalency low equivalency
less exploratory openly exploratory
VISUALIZER VERBALIZER less persistent with problem solving .............. persistent with problem solving
image oriented word oriented anxious confident
fluency with illustrations ..........ccccccceveiiinininensisenses fluency with words developmentally less sophisticated ........ developmentally more sophisticated
has vivid dreams seldom dreams
prefers to have someone show them ........ prefers to read about the idea
enjoys jigsaw puzzles enjoys word games
subjective self-orientation ..........c.cccceceveeeecnennn objective task orientation
left eye movement right eye movement HOLIST SERIALIST
understands Visuals ...........ccoeeerrrerrerennns understands semantic complexity global approach to learning............ocevvvvvvvvvvvvvvinnnns local approach to learning
manipulates and transforms images manipulates and transforms symbols conceptually oriented detail oriented
low- discrimination skill high-discrimination skills
simultaneous processor linear processor
~ broad description building narrow procedure building
wide range in hierarchy ... .. low in hierarchy structure
top-down processor bottom-up processor
LEVELERS SHARPENERS spans various levels at once ... works step-by-step
global articulated interconnects theoretical and ... .. theoretical/practical aspects
diffuse differentiated practical aspects learned separately
undifferentiated attention ...........cccccceveuveiennes attend to details/nuances broad relations narrow relations
prefer generalities prefer details comprehension learning style .. operation learning style
abstract reasoning concrete reasoning forms generalized hypotheses forms specific hypotheses
imagesjunstable]images e ————— held stable over time relates concepts to prior experience . relates characteristics within concept
present confused with past clear perception of chronology personalizes concepts remains objective
over-generalized perception . over-discriminated perception globetrotting-inappropriate connections improvidence-ignores

blur memories-confuse ..........cococveurieiieiieiieinenns

associated concepts

444444 rely heavily on visual

important connections
(rote) memory

N

Figure 6.

The cognitive learning styles in detail (Jonassen & Grabowski, 1993)
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Coverdale and Zaveri (2003) classify cognitive learners into two groups: field
dependent and field independent. As shown in Table 2, field dependent includes
Haptic, Visualizer, Leveling, Holist, and Relational learning styles, while filed
independent includes Visual, Verbalizer, Sharpening, Serialist, and Analytical.

Coverdale and Zaveri (2003) state the following:

field independence is characterized by an individual’s ability to perceive items
as separate from the background. Field independent students tend to view
parts of the whole, excel in analytic tasks, are more receptive to material that
is inanimate and impersonal, and tend to be self-directed. Also, field
independent students prefer to work independently and are object and task
oriented. Field independent students are more able to select the important
information from its surroundings and are not affected by external cues. Since
field independent students reorganize and restructure small parts of the ‘big
picture’ to create their own meanings and understanding of the presented
information, field independent learning can be seen as inductive in nature. (p.
424)

Table 2.
Classifying Cognitive Learners into Two Groups: Field Dependent and Field
Independent

Cognitive Controls

Cognitive Learning Styles

Field Dependent Field Independent
Visual / Haptic Haptic Visual
Visualizer / Verbalizer Visualizer Verbalizer
Leveling / Sharpening Leveling Sharpening
Serialist / Holist Holist Serialist
Analytical / Relational Relational Analytical

Chinien and Boutin (1993) define the cognitive style field
dependence/independence (FDI) as “a measure of a learner’s perceptual and

processing characteristics which influence the preferences and strategies learners use
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to perceive, process, store, and recall information”. Then, they describe the

correlation between each of these two fields and three types of the memory (sensory,

working, and long-term memories) as shown in Figure 7.

Information Processing Characteristics

Field Dependents

Have difficulty attending to
and using non-salient cues

Field Independents

[ Sensory Memory |
Selective Attention

Seperate, attend to, and use
all relevant cues

/

Littie reorganization-
inefficient encoding

A\

Working Memory
Organization & Encoding

encode information

\

/

Accept structure, fewer
links, isolated storage

LTM
Structure & Retrieval

Provide structure and richer

Reorganize and efticiently i
semantic links I

__/
Figure 7.

Information processing characteristics (Chinien & Boutin, 1993)

2.2.3 Constructivism

Constructivists build new knowledge through an interaction with the

environment rather than merely through instructors (Dewey, 1938, 1991), as shown in

Figure 8. Therefore, each learner constructs different knowledge depending on his/her

existing knowledge, which may result in fallible knowledge (Simon, Robert, & Mark,

1997). The role of instructors is to lead learners to the correct theory using the

learners' existing knowledge, so instructors help learners to become problem-solvers.

Instructors may need to build a viable model that represents an instruction so learners

can predict (construct knowledge) the outcomes (instruction) of this model. For
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example, visual icons in computers are an example of such a model; an icon helps
users to predict the outcome. Ben-Ari (1998) concluded in his survey paper that
having learners construct alternative frameworks (depending on their own
knowledge) may not work with some subject matter that needs to be memorized, such

as syntax or semantics of a programming language.

Learners reflect on what
wiaz learned and the
learning process.

Merwy kncrvledge built on
previous understanding.

Understancing occurs
through interactions with
the environment.

Learning as &
social process.

Figure 8.

The constructive brain (Man, 2004)
Constructivism can be applied to online assignments. In this case, instructors

need to give a brief background on the solutions during the lessons. Later, learners

need to use the instructors' hints and their own knowledge to solve the assignment.
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2.2.4 Humanism / Contextualism

Humanism is a belief that human beings are able to make decisions and
influence others with these decisions, so humans have responsibilities to self and
society, as shown in Figure 9. Humanism focuses on an instructor's ability to foster a
learner's self-concept to be self-directed. Learners in humanism construct knowledge
similarly to those in constructivism (Leonard, 2002). There is not much research
about humanism because most researchers believe that humanism is a part of
constructivism. However, some researchers believe that humanism is a recently

developing school of thought.
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Figure 9.

The contextual brain (Man, 2004)

Humanism can be applied to online assignments. In this case, instructors do

not need to give any brief background on the solutions during the lessons, while
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learners need to explore external materials, such as references, and use their own

knowledge to solve these assignments.

2.2.5 Conclusion

Each learning school of thought has a different role for the instructor and for
the learner and its ways to achieve learning. Behaviorism is instructor-centered, as is
Cognitivism. Nevertheless, Behaviorism is concerned with changing the behavior of
learners by response to stimuli provided by instructors (instructor-centered). In
contrast, cognitivism is concerned with transmission of knowledge from instructors to
learners, and this knowledge is processed in the learner's brain. Cognitive learning
can be achieved by instructors assisting learners to relate the new knowledge to prior
knowledge (instructor-centered). In other words, instructors have full responsibility
for the learning process in behaviorism and less responsibility in cognitivism.
Learners have no responsibility of the learning process in behaviorism and somewhat
more responsibility in cognitivism.

Constructivism is learner-centered, as is humanism, as shown in Figure 10.
Nonetheless, constructivism believes learners need to be self-motivated (learner-
centered), so learners need to construct new knowledge using their own experiences.
This experience can be achieved by hand-on activities or by interacting with the
environment. While Humanism has focues similar to constructivism, constructivism
is concerned with the effect of the constructive knowledge in the learners, while

humanism is concerned with the constructors’ (learners’) growth (through the
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learning process). In conclusion, learners have full responsibility for learning
processing in constructivism and humanism. Humanism believes that learners have a

strong ability to make decisions that influence others.

Behaviorist Cognitivist Constructivist Contextualist

A B g
M

il

SR o | eowe

Teacher-centred ‘::: ::::} Learner-centred

Figure 10.

The schools of thought (Man, 2004)

2.3 Cognitive Learning Theories in Traditional Classes

A study has been conducted by Svinicki (1991) about three practical
implications of cognitive theories that can be applied in online instruction. The first
implication of cognitive theories is that instructors can help students understand and
memorize information by providing examples, images, elaborations, and connections
to prior knowledge. Amruth (2005) confirmed that learners who receive both graphic
visualization and text explanation learn better than those who receive only graphic
visualization or only text. Using these extra instructional materials that help learners
understand and memorize information faster and more effectively is called

accelerated learning.
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Accelerated learning seeks to include all parts of the brain to achieve faster
and more effective learning. The left and right hemispheres of the brain process
different types of information. The left hemisphere, the academic hemisphere,
processes in a linear, sequential, verbal, and logical manner. The left brain has no
trouble processing symbols (letters, words, and mathematical notations). On the
other hand, the right hemisphere, the creative hemisphere, processes in a holistic,
random, and intuitive manner in which people know the right answer, but they are not
sure how they got it. Right-brain people like to see formulas more than symbols.
Also, they know what they want to say, but they often have trouble finding the right
words (Rose, 1985).

Colin Rose (1987) defined three learning styles: visual, auditory, and tactile.
These styles activate the creative hemisphere of the brain in order to accelerate
learning. He provides ways to help learners define their own learning style. So, when
a student is reading and likes descriptive scenes or imagining the textual material, this
means the student prefers the visual style of learning. On the other hand, if a student
enjoys reading a dialog conversation or hearing the characters talk, this means the
student responds to the auditory style. However, if a student prefers action stories or
is not a keen reader, this means the student may prefer the tactile style. Rose lists
other ways to recognize our learning style preferences, as shown in Table 3.

The Characteristics of the Learning Styles (Rose, 1987).
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Table 3.

The Characteristics of the Learning Styles (Rose, 1987)

When you Kinesthetic and Tactile Auditory Visual

Spell Write the word down Sound out the word, or | Do you try to see the
to find if it feels right? use a phonetic word?

approach?

Talk Gesture and use Enjoy listening, but are | Talk sparingly, but
expressive impatient to talk? Use | dislike listening for too
movements? Use words such as hear, long? Do you favor
words such as feel, tune, and think? words such as see,
touch, and hold picture, and imagine?

Visualize Have few images, all Think in sounds? Do you see vivid,
involving movement? detailed pictures?

Concentrate Become distracted by Become distracted by Do you become

activity around you?

sounds or noises?

distracted by
untidiness or
movement?

Meet someone again

Remember best what
you did together?

Forget faces, but
remember names?
Remember what you
talked about?

Do you forget names,
but remember faces?
Remember where you
met?

Contact people on
business

Talk with them while
walking or
participating in an
activity?

Prefer the telephone?

Do you prefer direct,
face-to- face, personal
meetings?

Relax

Prefer to play games or
work with your hands?

Prefer to listen to the
radio, music, or read?

Do you prefer to watch
TV, a play, or movie?

Try to interpret
someone’s mood

Watch body
movement?

Listen to tone of voice?

Do you primarily look
at facial expressions?

Read

Prefer action stories or
are not a keen reader?

Enjoy dialogue and
conversation, or hear
the characters talk?

Do you like descriptive
scenes? Pause to
imagine the action?

Do something new at
work

Prefer to jump right in
and try it?

Prefer verbal
instructions or talking
about it with someone
else?

Do you like to see
demonstrations,
diagrams, slides or
posters?

Put something
together

Ignore the directions
and figure it out as you
go along?

Like to talk with
someone or find
yourself talking out
loud as you work?

Do you look at the
directions and the
picture?

Need help with a
computer application

Keep trying to do it or
try it on another
computer?

Call the help-desk, ask
a neighbor, or growl at
the computer?

Do you seek out
pictures or diagrams?

Teach someone

Do it for them and let
them see how it’s done
or ask them to try it?

Prefer to tell them?

Do you prefer to show
them?
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At the end of Rose's book, he provides hints that instructors may use to assist
students in using their preferred styles. For visual learners, instructors need to use
graphics, color coding, and written directions to reinforce learning. However,
instructors may want to use audio versions of text-materials or exams with auditory
learners. Also, auditory learners learn by interviewing or by participating in
discussions. On the other hand, kinesthetic learners should engage in an experience
(model construction, lab work, and role playing). Kinesthetic learners need frequent
breaks in study periods. They memorize or drill while they are walking or exercising.
Paul Ginnis (2002) reported that 29% of an average adult class of learners were visual
learners, 34% were auditory learners, and 37% were kinesthetic learners. These
averages notify us of the importance of considering all the three learning styles.

In addition to supporting instruction with examples, the second implication of
cognitive theories is that Svinicki (1991) encourages instructors to help students learn
to recognize the cues that signal important information. Recognizing the cues is
helpful to learners because it teaches them an efficient way to study any subject
matter.

The last implication of cognitive theories is that Svinicki (1991) advises
instructors to give learners time to pause frequently to help them recall and
understand the part that they have just gone through. Pause time is very important in
traditional classes as well as in online classes. Pause time in online instruction helps

learners have the time they need to facilitate their own learning, so learners can
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organize, in their minds, what they have just read and link it to prior knowledge. This
will help them to learn the material.

A survey for traditional classes has been conducted by Mayer (1981) of two
cognitive-psychology instruction techniques, which are the concrete model and
elaboration. Working with novices, he compared the effects of these two techniques
on enhancing learning performance, transferring knowledge, and recalling
performance. The concrete model helps novices understand new technical
information by providing a framework that assists them in relating the new
knowledge (the instructions) to prior knowledge. An example of the concrete model,
in text instruction, is to have outlines or diagrams before the instruction (advance
organizer) or after the instruction (post organizer) that aim to relate the terms and/or
concepts from the instruction to familiar concepts. Mayer concluded that the concrete
model enhances learning outcomes, some of which are transferable, such as
conceptual information. The concrete model affects exam performance more when
presented before, rather than after, instruction. Furthermore, he concluded that
learners who receive a concrete model before instruction recall more conceptual
information and integrate information better, while learners who receive a concrete
model after instruction recall more technical and format information. Mayer gave
evidence that shows this model provides higher efficiency for low-ability learners
(low-knowledge learners) than for high-ability learners (high-knowledge learners).
Mayer found that a concrete model is useful if instructors are looking for creative

solutions from learners.
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The second learning technique that Mayer reviewed is elaboration, which is
asking learners to put technical information in their own words by comparing two
statements in instruction. He concluded that elaboration enhances learning outcomes
for problems requiring creative transfer. Furthermore, he concluded that learners who
use elaboration recall more information that is transferable, such as conceptual
information, while learners who do not use elaboration recall more technical
information. The two techniques that Mayer reviewed can be used in online

instruction to enhance the learning of technical information.

2.4 Prior Research on Online Instructional Materials

The development of online instruction can be categorized into three groups:
online instruction studies based on a single learning theory, online instruction models
based on integrated learning theories, and online instruction studies based on

technology. The following sections provide examples of these categories:

2.4.1 Online Instruction Studies Based on a Single Learning Theory

A case study of converting a stand-up training class to an interactive web site
was done by Simonson (1998). She suggested presenting the same material in many
ways according to the cognitive flexibility theory, which requires multiple
representations of items, repetition, and avoidance of oversimplification of content.
Also, she recommended that the users' home pages be simple and have links only to

the pages that they need.
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Another study of designing online instruction employs the concept map.
Instructors usually organize subject matter hierarchically, while they present it
sequentially. Moore (1995) indicates that instructors need to present subject matter
hierarchically by using hypertext. This will make instruction easily shared with
students and instructors, and will simplify complex instruction. Hypertext helps
learners organize instruction on their own, which means each learner constructs
knowledge in a unique manner. Therefore, Moore indicated that learners should
create an explicit representation of their knowledge by using a tool, like HyperCard,
to create the concept map. The concept map develops integrated frameworks for
learners by arranging the key concepts of instruction from general to specific, then
relates them in a meaningful way, as shown in Figure 11. Moore concluded that the

students who use the concept map perform better on exams.

[ Intro ]—[ Process ] @—[ Distributed Systems]

[ ]
[ State Graph ] [ CPU Management Memory Management]

J
| I_I_l
[ States ] [ Scheduling Policies ] [Internal ][External

Preemption

Sleeping

Scheduling

Swapping

Figure 11.

An example of a concept map (Moore, 1995)
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Both the concept map and the concrete model are a way to organize
instruction. The concrete model is instructor-centered, and it is more effective when it
is presented before, rather than after, instruction (Mayer, 1981). The concept map is

learner-centered, and it has to be done after instruction.

2.4.2 Online Instruction Models Based on Integrated Learning Theories

Alghazzawi (2004) developed the GOALAPE model using the cognitive
theory to help redesign technical knowledge online so that it is organized and simple
to suit different learning styles. He reported that the GOALAPE model successfully
simplifies the complexity of the Windows Services concept for computer novices.
The GOALAPE model, as shown in Figure 12, consists of seven steps: Gather all
content, Organize topics, Ask question, List terms, Audio, Printable, and E-help
avatars. The Gather all content step puts the entire context for a given topic on one
page without any limit to the number of the words including all relevant terminology.
The Organize topics step breaks the page into main chunks/subtopics and links them
together under a consistent interface design. The Ask question step breaks the main
chunks/subtopics into second level chunks within each page; these subsections may
be couched in terms of questions. The List terms step creates hyperlinks for
terminology and moves the definition from the context onto a separate page. The
Audio step provides an audio version of a part of, or the entire, context. The Printable
step provides a downloadable version of the entire context in printable format like

PDF. Finally, the E-help avatars step provides help avatars as a virtual aid.
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The GOALAPE model (Alghazzawi, 2004)

2.4.3 Online Instruction Studies Based on Technology

Figure 12.

Constructivism

Gather all content and
include all relevant
terminology

Cognitivism

Organize the content
in topics and
subtopics. Each
subtopic may divide
into questions. Later,
remove and expand
the definition of terms
from the context

Information
Processing Theory

Provide Audio,
printable version, and
e-help avatars

Many studies have been conducted by researchers whose main focus is to

involve as much technology as possible in designing online instruction, without any

consideration to any learning theory. Some of these studies embed useful

technologies that enhance the capability of the learners to achieve the goal quickly,

such as having a video stream of the class online. However, other studies embed

technologies that cause confusion for the learners because they either do not suit the

type of instruction or complicate the instruction. Therefore, embedding technology in
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online instruction requires a great of research. This section presents some research on
online instruction that does not appear to relate to any learning theory.

The NEW system is an example of an open-source web-based system for
synchronous distance education not supported with any learning theory (Snow et al.,
2005). The NEW system provides its users with 5 main benefits. The first benefit is
that the NEW system is convenient for students because they have the ability to
participate synchronously in a live class in addition to the ability to play back the
class recording later. The second benefit is that the NEW system is convenient for
instructors because it simplifies the process for them. The third benefit is that the
NEW system is conservative in the use of network capacity because it delivers high-
quality presentation over low bandwidth. The fourth benefit is that the NEW system
is conservative in capital and operating costs because it does not require special
training or special hardware. The last benefit is that the NEW system is entirely an
open-source system. The research does not show any significant difference in the

exam grades between students in the classroom and the NEW system students.

2.5 Tracking Systems for Online-Instructional Users

2.5.1 Lamprey System

Felciano and Altman (1996) developed the Lamprey system, which tracks
users' clicks transparently and tracks usage across the entire Web in order to evaluate
web-based user interfaces with biomedical information systems. Lamprey tracks all

the navigated pages by rerouting them to a central tracking gateway, as shown in
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Figure 13. Its contributions are that the results of the tracks are represented both
quantitatively and qualitatively. The frequency of visited web pages provides
valuable qualitative information to site designers about site organization. Also, the
system evaluates user-interfaces quantitatively by providing alternative interfaces to a
user, then measuring the time spent and the number of links traversed that the user

takes to accomplish certain tasks.

Server A
Client
| Lamprey |
| Server B
s
Server C
Figure 13.

The Lamprey system (Felciano & Altman, 1996)

However, the Lamprey system has limitations, including the fact that the
system does not track users' scrolls because there is no way to determine the size of
their browsers. Also, the system does not track the time spent for each page because
the users may access online instructions from anywhere, so there is no way to

determine if they get busy while they are browsing online material.

2.5.2 MUD (Multi-User Dimension) System

Pavel Curtis (1992) talked about his observations from his development of the

MUD (Multi-User Dimension) system, which is an online chatting program for public
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users. His major contribution was his observation that he believes over 90% of chat
users are affiliated with colleges and universities, and most of them are undergraduate
students. Therefore, it appears that the best way to attract undergraduate students with

instructional materials is through chat rooms that connect them.

2.5.3 eClass System

Brotherton and Abowd (2004) developed a system called eClass, which
captures instructors' notes on whiteboard in traditional classes. Then after a class is
over, the system creates web pages automatically, including the instructors' in-class
notes, a video recording of the lecture, web sites to visit, and annotated slides. Also,
the system tracks the usage of the web pages and the media (in Real Player format),
then analyzes them quantitatively. The main objective of this system is to measure
students' learning performance when they are provided with instructors' notes after
the class.

Brotherton and Abowd (2004) evaluated eClass system's users at four
universities: Georgia Tech, Kennesaw State University, McGill University, and
Brown University. Then, they observed two groups of college students: a treatment
group, which has access to the eClass system, and a control group, which has no
access to the eClass system. Both groups attended traditional classes. In addition to
the quantitative analysis that the eClass system provided at the end of the experience,
the instructors asked the treatment group to fill out a questionnaire about their use of

the system and asked both groups to hand in their notes.
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Brotherton and Abowd (2004) found that the treatment group took fewer notes
of only the most important information than the control group, so the treatment group
did not lose their focus in the classes by writing everything down. The surprising
result is that the eClass system does not result in decreased attendance. Also, the
qualitative analysis shows that the treatment group uses eClass to review lectures,
especially on exam days. Although the eClass system did not enhance the students'
performance on the exams, the system helps them to study efficiently with less work.
The conclusion shows the importance of instructors' notes for students when they are
reviewing a lecture. Therefore, online instruction needs to support learners with some
well-written notes and outlines from instructors. This way, online instruction helps

learners to review lectures anytime and teaches them the best way to take notes.

2.5.4 Active Learning for Adaptive Internet (ALFANET)

The ALFANET project focuses on developing an adaptation online
instruction. In ALFANET, four learning technology standards are used to provide
four different adaptations. These standards are: IMS-Metadata (IMS-MD)/IEEE-
LOM, IMS-Content Packaging (IMS-CP), IMS-Learning Design (IMS-LD), and
IMS-Question and Test Interoperability (IMS-QIT). The first adaptation in
ALFANET, Course Entry Point Adaptation, adapts the course entry point of
individuals, depending on individuals' prior knowledge. The second adaptation,
Content Adaptation, adapts the course content in two cognitive learning styles:

inductive visually and deductive verbally. ALFANET uses questionnaires to
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determine the individuals' cognitive learning styles. The third adaptation, Test
Adaptation, adapts an assessment depending on scores. The fourth adaptation,
Learner Recommendation Adaptation, adapts recommendations to learners based on

individuals' progress.

2.6 Artificial Intelligence and Expert Systems

Artificial Intelligence (Al) is a very broad research area that can be applied to
a wide range of applications, such as solving intellectual problems, controlling robot
motions, interpreting human language, and learning new skills and knowledge. Al
research has been divided into ten primary and overlapping research areas (Doyle &
Dean, 1996). These areas are: knowledge representation and articulation, learning and
adaptation, deliberation planning and acting, speech and language processing, image
understanding and synthesis, manipulation and locomotion, autonomous agents and
robots, multi-agent systems, cognitive modeling, and mathematical foundations. This
research focuses on the learning and adaptation area.

The essential element based Al architectures that can achieve the purpose of
Al is called Agent. The agent is the entity that interacts with its environment. An
agent perceives its environment through sensors, and it can change the environment
through actuators. The set of inputs at a given time is called a percept, and the
operation involving an actuator is called an action.

An agent consists of three basic elements that form the foundation, three kinds

of knowledge, and a framework (F. Hayes-Roth, Summer 1997), as shown in Figure
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14. The first element, Representation, represents the problem so it can be solved. The
first knowledge, Domain Knowledge, gives a brief description about the problem and
what must be focused on. The second element, Inference, provides solutions to the
problem using the domain knowledge. The second knowledge, Domain Expertise, is
similar to the expert person in the field of the problem. The third element, Control,
filters the solutions from the second elements based in the Domain Expertise. The
third knowledge, Management Know-How, helps represent the solution. The
framework, Problem-Solving Architecture, inserts all the elements and knowledge
together to be worked in any environment and become Expert Systems. An expert
system is “a computer program that simulates the way human experts solve problems

— an artificial decision maker” (Grabinger, Wilson, & Jonassen, 1990).

Management
Know-How

\
e
T

Knowledge
V\ ]
Representation

Figure 14.

Domain
Expertise

Basic elements and knowledge in Al agent (F. Hayes-Roth, 1997)
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There are a number of different problem-solving architectures, such as rule-
based systems, case-based reasoning systems, and blackboard systems. The next

sections review these architectures.

2.6.1 Rule-Based Systems

The rule-based system is the simplest form of artificial intelligence, where the
knowledge is encoded in a set of rules. These rules are similar to if-then statements
where there are left- and right-hand sides. When the left-hand side, fact, of a rule
becomes true, the rule will fire. Firing a rule means this rule will be placed in the
agenda until its right hand side, action, executes. The agenda may have more than
one rule waiting to be executed without any clear order about which one will execute
next.

The main advantage of this approach is the flexibility of maintaining the
knowledge, while the main disadvantage of this approach is that rule-based systems
are implemented as single-thread programs. Rule-based systems are used in many

applications, such as credit card authorization, e-commerce, and personalization.

2.6.2 Blackboard Systems

The concept of the blackboard was conceived in the 1970's so multiple expert
agents could share knowledge to solve a problem. The first architecture developed for

the blackboard, Hearsay I, was for language understanding (Erman, Hayes-Roth,
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Lesser, & Reddy, 1980). Later varieties of architectures have been developed such as
BB1 (B. Hayes-Roth, 1985).

The blackboard architecture consists of three basic components. The first
component, a set of knowledge sources, contains specific knowledge about the
problem domain. The second component, blackboard, is a global database used to
share data through which the knowledge sources communicate to each other. Each
knowledge source shares the facts on the blackboard, and it contributes to solve the
problem if any fact on the blackboard matches its own. This contribution will appear
on the blackboard, and the action will record to an Agenda. The third component, a
control mechanism, determines the order of the knowledge sources that will operate
on the blackboard.

The Hearsay-II blackboard system (Erman et al., 1980), the basic blackboard
architecture, has the same three basic components indicated. In more detail, there are
three elements in the control mechanism: Scheduler module, Blackboard Monitor
module, and Focus-Of-Control database. The Scheduler influences the flow of
controls between the knowledge sources, and it determines the next knowledge source
that will activate based on the focus-of-control database, which is updated by the
blackboard monitor. So, the blackboard monitor watches the changes on the
blackboard and updates the focus-of-control database according to these changes.

Blackboard architectures have many benefits and drawbacks. Some of the
main benefits are: flexibility of configuration, flexible problem solving, selection of

knowledge sources, multiple problem solvers, and management of multiple levels of
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abstraction. Some of the drawbacks of blackboard architectures are: no
communications language, computational complexity of cooperation, more complex
problem-solving framework, global database, and problem solvers defined at system

build time.

2.6.3 Case-Based Reasoning Systems

Case-Based Reasoning (CBR) is a recent approach that solves problems and
learns cases. CBR is the process of using prior cases to solve new ones. All CBR have
the following steps (Marling, Sqalli, Rissland, Munoz-Avila, & Aha, 2002):

(1) analyze the new case (or problem); (2) based on this analysis; retrieve

relevant past cases from a case base; (3) based on a 'similarity metric,' rank

retrieved cases according to how relevant or useful they are with respect to the
new case, and select one or more 'best' cases to use in solving the new case;

(4) create a solution to the new case; (5) test and explore the proposed

solution; and (6) if appropriate, and the new case and its solution to the case

base and index it so that it can be retrieved for future use.

There are number of advantages and disadvantages of using CBR. The main
advantage is that the CBR paradigm can be combined with other approaches to
facilitate a broad task (Aamodt & Plaza, 1994). Also, CBR can work in domains that
lack a strong domain theory. In addition, CBR is useful in explaining or justifying a

solution. On the other hand, the major drawback in this approach is that CBR may not

recognize a new problem type.
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2.7 Pattern Recognition

Pattern recognition is a branch of artificial intelligence that is defined as “the

study of how machines can observe the environment, learn to distinguish patterns of

interest from their background, and make sound and reasonable decisions about the

categories of the patterns” (Jain et al., 2000). Pattern is an entity that is vaguely

defined. Such patterns include DNA sequences in text form, fingerprint in image

form, and speech signals in auditory form. Table 4 shows many applications for

pattern recognition, such as data mining, which is the focus in this research. The main

differences between these applications can be stated in the following points:

The formats of the patterns may take the form of pixels, curves, features, and
primitives.

The functions used to recognize patterns include, but are not limited to,
correlation, distance measure, discriminant function, rules, grammar, and network
function.

The category values that we try to predict could be regression or classification
values. The regression value refers to the categories with continuous values. For
example, the prediction of the selling price for homes may be desired. On the
other hand, the classification value means that one value from a group must be
predicted. For example, the best car model to purchase.

The criteria that measures the accuracy of the recognition functions includes

classification error, acceptance error, and mean square error.
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Table 4.

The Pattern Recognition Models. This Table Shows the Problem Domain,

Application, Input Pattern, and Pattern Classes for each Model (Jain et al., 2000)

Problem Domain
Bioinformatics

Data mining

Document
classification
Documents image
analysis

Industrial automation

Multimedia database
retrieval
Biometric recognition

Remote sensing

Speech recognition

Application
Sequence analysis

Searching for
meaningful patterns
Internet search

Reading machine for
blind

Printed circuit board
inspection

Internet search

Personal
identification
Forecasting crop
yield

Telephone directory
enquiry without
operator assistance

Input Pattern
DNA / Protein
sequence
Text document

Text document
Document image

intensity or range
image
Video clip

Face, iris,
fingerprint
Multispectral
image

Speech waveform

Pattern Classes
Known types of genes /
patterns
Compact and well-separated
clusters
Semantic categories (e.g.,
business, sport, etc.)
Alphanumeric characters,
words
Defective / non-defective
nature of product
Video genres (e.g. action,
dialogue, etc.)

Authorized users for access
control

Land use categories, growth
pattern of crops

Spoken words

The recognition system operates in two phases: the Training (Learning) phase

and the Classification (Testing) phase, as shown in Figure 15. In the training phase,

the classifier is trained on a group of patterns called training datasets. During the

training processing, the classifier extracts useful information called features to

represent each pattern. In this phase, there is a choice between two methods:

supervised learning and unsupervised learning. In the supervised method, the patterns

are labeled manually by the categories to which they belong, while the patterns are

not labeled in the unsupervised method. In the second phase, the classification phase,
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output equations from the training phase can be used to classify any pattern. The

classifier in this phase assigns each pattern to a category.

test Feature I
m Preprocessing ——— Measurement ——  Classification ———
pattern :
- i
Classification A
Training
training . Feature .
——— Preprocessing ——»= F-xlr“dcllmnf’ —_— Learning
pattern Selection
Figure 15.

The training phase and the testing (classification) phase for a recognition system (Jain

et al., 2000)

After building a classifier, its accuracy must be measured. Picking the right
method for estimating the misclassifying rate is very important in case the sample
size is less than about one million (Jain et al., 2000). There are many methods used
for estimating the errors in the classifiers. Five common methods are: Resubstitution
Method, Holdout Method, Leave-one-out Method, Rotation Method (n-fold cross
validation), and Bootstrap Method. The property of each of these methods and some

comments about each of them are shown in Table 5.
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Table 5.

The Properties of Five Common Methods for Estimating the Errors in the Classifiers

Method
Resubstitution
Method

Holdout Method

Leave-one-out
Method

Rotation
Method, n-fold
cross validation

Bootstrap
Method

(Jain et al., 2000)

Property
All the available data is used for training
as well as testing; training and test sets
are the same

Half the data is used for training and the
remaining data is used for testing; training
and test sets are independent

A classifier is designed using (n-1) samples
and evaluated on the one remaining
sample; this is repeated n times with
different training sets of size (n — 1)

A compromise between holdout and
leave-one-out methods; divide the
available samples into P disjoint subsets, 1
< P <n. Use (P—1) subsets for training
and the remaining subset for test
Generate many bootstrap sample sets of
size n by sampling with replacement;
several estimators of the error rate can be
defined (e.g., EO and E632) using the
bootstrap samples

Comments
Optimistically biased estimate,
especially when the ratio of
sample size to dimensionality
is small
Pessimistically biased
estimate; different
partitionings will give different
estimates
Estimate is unbiased but it has
a large variance; large
computational requirement
because n different classifiers
have to designed
Estimate has lower bias than
the holdout method and is
cheaper to implement than
leave-one-out method

Bootstrap estimates can have
lower variance than the leave-
one-out method;
computationally more
demanding; useful in small
sample size situations;

There are many classifier models that can be used in the recognition system.

These models can be used independently or combined with others. Jain et al. (2000)

summarize some of these models, as shown in Table 6. Most of these models

associate with parameters and criterion. The following sections briefly describe five

common classifier models: Classic Decision Tree, TreeBoost, Decision Tree Forests,

Neural Networks, Support Vector Machine, and Linear Discriminant Analysis.
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Table 6.

Some Classification Methods Used in the Recognition System Independently or

Method
Template matching

Nearest Mean
Classifier
Subspace Method

1-Nearest
Neighbor Rule
k-Nearest
Neighbor Rule

Bayes plug-in

Logistic Classifier

Parzen Classifier

Fisher Linear
Discriminant

Binary Decision
Tree

Perceptron

Multi-layer
Perceptron (Feed-
Forward Neural
Network)

Radial Basis
Network

Support Vector
Classifier

Combined with Others (Jain et al., 2000)

Property
Assign patterns to the most
similar template

Assign patterns to the nearest
class mean

Assign patterns to the nearest
class subspace

Assign patterns to the class of
the nearest training pattern
Assign patterns to the majority
class among k nearest neighbor
using a performance optimized
value for k

Assign pattern to the class
which has the maximum
estimated posterior probability
Maximum likelihood rule for
logistic (sigmoidal) posterior
probabilities

Bayes plug-in rule for Parzen
density estimates with
performance optimized kernel
Linear classifier using MSE
optimization

Finds a set of thresholds for a
pattern-dependent sequence of
features

Iterative optimization of a linear
classifier

Iterative MSE optimization of
two or more layers of
perceptrons (neurons) using
sigmoid transfer functions

Iterative MSE optimization of a
feed-forward neural network
with at least one layer of
neurons using Gaussian-like
transfer functions

Maximizes the margin between
the classes by selecting a
minimum number of support
vectors

Comments
The templates and the metric have to be
supplied by the user; the procedure may
include nonlinear normalizations; scale
(metric) dependent
Almost no training needed; fast testing;
scale (metric) dependent
Instead of normalizing on invariants, the
subspace of the invariants is used; scale
(metric) dependent
No training needed; robust performance;
slow testing; scale (metric) dependent.
Asymptotically optimal; scale (metric)
dependent; slow testing.

Yields simple classifiers (linear or
quadratic) for Gaussian distributions;
sensitive to density estimation errors
Linear classifier; iterative procedure;
optimal for a family of different
distributions (Gaussian); suitable for
mixed data types.

Asymptotically optimal; scale (metric)
dependent; slow testing

Simple and fast; similar to Bayes plug-in

for Gaussian distributions with identical

covariance matrices

Iterative training procedure overtraining
sensitive; needs pruning; fast testing

Sensitive to training parameters; may
produce confidence value

Sensitive to training parameters;
nonlinear classification function; may
produce confidence values; overtraining
sensitive; needs regularization; may be
robust to outliers

Sensitive to training parameters;
nonlinear classification function; may
produce confidence values; overtraining
sensitive; needs regularization; may be
robust to outliers

Scale (metric) dependent; iterative; slow
training; nonlinear; overtraining
insensitive; good generalization
performance
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2.7.1 Decision Tree Models

The classic Decision Tree, which was popularized by Breiman, Friedman,
Stone, and Olshen (1984), is a logical model represented in a binary tree. The binary
tree helps users do the classification easily. Figure 16 shows an example of a decision

tree that tries to classify the students into classes according to their ages.

Node 1
(entire group)

class=A
Misclassification = 66.67%

Node 2 Node 3
Age <=25 Age > 25
class=B class=A
Misclassification = 33.57% Misclassification = 2.17%
|

Node 4 Node 5

Age <=18 Age > 18

class=C class=B
Misclassification = 0.00% Misclassification = 1.12%

Figure 16.

An example of a decision tree

TreeBoost and Decision Tree Forest Models, ensemble of decision trees, are

techniques for improving the accuracy of the predictive function.
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2.7.1.1 TreeBoost Models

The TreeBoost Models, known as “Stochastic Gradient Boosting” and
“Multiple Additive Regression Trees”, can be represented in a series of trees
(Friedman, 1999a, 1999b). The error value from each tree feeds into the next tree in
order to reduce the error. This process may be repeated hundreds of times, and the
final tree is build by adding the contribution of each of these trees. Because of the
complexity of this model, it cannot be visualized like the classic Decision Tree

Models.

2.7.1.2 Decision Tree Forest Models

The Decision Tree Forest Models can be represented in a group of parallel
trees that are independent and interact with each other at the end of the process

(Breiman, 2001). In this model, the dataset is divided randomly into two groups. The

first group has 2/ 3 of the dataset and is used to build a decision tree. The second

group has 1/ 3- called Out Of Bag (OOB), and considered a test sample for the tree.

Repeating these steps many times will construct a forest of trees.

2.7.2 Neural Networks

The neural networks, Multilayer Feed-Forward Network (MFLN), construct
of a group of layers connecting together by a group of neurons, as shown in Figure
17. These layers are: one input layer, one or more layers in the middle called hidden

layers, and one output layer.
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The neural network model

The input layer receives i number of features that are standardized to produce
X1 ... Xi values. Each value is multiplied by a weight j, resulting in Xjj, and then the
values are added together and fed to the hidden layers. The output layer takes the
weighted values from the last hidden layer and adds them together to produce the

classification result.

2.7.3 Support Vector Machine Models

The Support Vector Machine (SVM) constructs an N-dimensional hyperplane
that separates the datasets into two categories with maximum margin. Each pattern is
called a vector, and it can be represented as a point in M-dimensional space
(Cristianini & Shawe-Taylor, 2000). SVM defines the features’ space where the
training dataset will be classified using a function called the Kernel Function. There
are many kernel functions that can used, according to the type of the dataset. For

example:
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1. Linear, as shown in Figure 18:

— T
K(xi, X3) = X;i Xy

Figure 18.

An example of a linear kernel

2. Polynomial, as shown in Figure 19:

K(xi, xj) = (xi, xj)d (with degree d)

LY

N

\
Figure 19.

An example of a polynomial kernel

3. Radial Basis Function (RBF) , as shown in Figure 20:

K(xg, x50 = expl- 7”)(" 2_0);} “ )

49



Figure 20.

An example of a RBF kernel

4. Sigmoid:

K(x;, x3) = tanh(k(xi;xy) + ©)

2.7.4 Linear Discriminant Analysis Models

The Linear Discriminant Analysis, originally developed by Fisher (1936), is
used to categorize patterns with a classification value and not regression. It looks for
the best linear combination of features to explain a pattern. The Linear Discriminant
Analysis finds a linear transformation called Discriminant Function that produces a
new set of transformed values from the features values that can be used for better

discrimination of the patterns.

2.8 Summary
This chapter reviewed the literature in four areas that were the focus in this
research. The first area focused on the four basic learning schools of thought:

cognitivism, behaviorism, constructivism, and humanism. This research focused on
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the learning styles in cognitivism, because much of the research in this school of
thought can be applied to online instruction. The second area focuses on building
online instruction. There are many studies on building better instruction in the
traditional or online classes. These studies were used in this research to develop an
online instruction system. The third area focused on tracking systems, which were
used to help in developing the two mechanisms in this research. The fourth area
focused on the Artificial Intelligent and Pattern Recognition. In this research, many
existing pattern-recognition models were used after extracting the features from the
two developed mechanisms. All four of these areas were integrated to develop the
Classification System that are capable of inferring the cognitive learning styles of its
users.

In chapter 3 of this research, the Learning Object Metadata standard
developed by IEEE is extended in order to suit different types of learning objects and
to support Adaptive Learning Environments. Chapter 4 reviews the design of the
user-interfaces and the database for the Classification System. Chapter 5 describes the

research method, including the two mechanisms used in the Classification System.
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3. LEARNING OBJECTS AND LESSON MAPS

This research focuses on developing and evaluating the Classification System
for Adaptive Learning Environments (ALE). For this reason, a collection of learning
objects must be created and packaged together to form online lessons. The current
IEEE Learning Object Metadata (LOM) Standard provides a starting point for the
research. This research covers the barrier of transferring traditional class notes to a
group of learning objects and building lesson maps in simple steps. These steps were
used to transfer three traditional lessons online and use them for the Classification
System.

The IEEE LOM standard is described in Section 3.1. Three steps used to
transfer traditional class notes online are presented in Section 3.2, including a simple
example to illustrate each step. The three online lessons used in this research are
introduced in Section 3.3. At the end, Section 3.4 concludes the main points in the

chapter.

3.1 Background on IEEE LOM Standard

The IEEE Learning Object Metadata (IEEE LOM 1484.12.1) draft standard
was developed by the IEEE Learning Technology Standard Committee (IEEE LTSC)
in 2002 to represent learning objects. A learning object is defined by the standard as
"any entity—digital or non-digital-that may be used for learning, education or

training" (IEEE, 2002), such as multimedia resources, case studies, and education
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tools (Hirata, Yoshiyuki Takaoka, & Ikeda, 2001). LOM describes the characteristics
of a learning object (IEEE, 2002) so it can be shared between individuals or
institutions using a Learning Management System (LMS). This standard also
addresses sharing learning objects between nations, so it permits linguistic diversity
of both learning objects and the metadata that describe them.

Sharing learning objects between institutions may result in reducing the time
cost of developing of a learning object and enhancing the quality of education. The
cost of developing a new learning object from scratch will be reduced because of the
capability to use a similar object that was developed by others. Also, the quality of
education in an institution will be enhanced by using high-quality learning objects. In
general, sharing high-quality objects will both reduce the time-cost of developing
similar objects and enhance the quality of the field.

The IEEE LOM standard categorizes the characteristics of a learning object in
nine categories: general, life cycle, meta-metadata, technical, educational, rights,
relation, annotation, and classification. Each category contains a hierarchy of data
elements that describe in detail the learning object or its metadata. Figure 21 shows
the nine categories with their data elements. Each of the data elements may contain
other data elements or it may be a leaf node (nodes at the bottommost level of the
tree). Only the leaf node is defined by name, explanation, size, ordering, value space,
and datatype. The datatype used in this standard could be one of the following:

LangString, DateTime, Duration, and Vocabulary.
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.2 Learning Resource Typ
5.3 Interactivity Level
5.4 Demantic Dentsity
5.5 Intended End User Role
5.6 Context
5.7 Typical Age Range
5.8 Difficulty
5.9 Typical Learning Time
5.10 Description
11 Language

Figure 21.

The IEEE LOM categories and their data elements

3.2 Constructing Learning Objects and Building Lesson Maps

Creating learning objects and the relationship between them is one of the

focuses in this research. In this section, the following two questions are answered:
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How can class notes be broken into small learning objects? How can lesson maps be
built from these small learning objects to visualize the relationship between them?
The IEEE LOM Standard introduces a data element called <1 .1
Identifier> to identify learning objects without any restriction for picking up this
ID. In this research, two digits were added to the Learning Object ID that reflect the
type of content. Table 7 shows a list of content types with the two unique digits. So,
each lesson of the subject matter needs to be divided into small learning objects
according to the type of content. These types are capable of extending if a subject

matter requires it.

Table 7.

The Types of the Learning Objects

Type ID Learning Object

10 General Information

15 Overview on Topic

20 Rule / Grammar / Prototype

25 Information about the relationship between two objects
30 Example

35 Analytic information (More detail)

40 Conclusion about a topic

Three simple steps can be used to transfer class notes to a group of learning
objects connected together in lesson maps. We used class notes about “Complex
Logic Expression,” as shown in Figure 22, to illustrate the result of each of the three
steps. The class notes for this topic consist of four pages. The first page has an

introduction to the topic and the three logical operators: and, or, and not. Then, each
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of the other three pages has an introduction for an operator including its prototype and

examples.

Complex Logic Expression

e can combine expressions to get complex logical
expressions

useful for more realistic data comparison tasks
Logical operators are a way of checking multiple
conditions at once, to make conditional expressions
more useful. These operators allow a programmer to
check: if (x is more than 10 and eggs is less than 20
and x is not equal to a...)

e There are three logical operators: 'and', 'or' and 'not'.

AND

The AND operator compares two expressions together.
Let us assume the first expression is el and the second
expression is e2: (el AND e2) is true if both el and e2
are true.

The symbol for the AND operator is &&

(el && e2) is true if both el and e2 are true

Examples: letx=3.14and y = 7.89

-((x<4) && (y < 8)) is true (because both halves true)
-((x>3) && (y > 8)) is false (because second half false)

-((x<3) ]| (y<8)) istrue (because second half true)
-((x>4)]] (y>8)) isfalse (because both halves false)
-1- 22-
NOT Operator OR

e the not operator ! reverses the logical value of an
expression

"not true" is same as "false"

"not false" is same as "true"

The symbol for the NOT operator is !

(el > e2)is true if el is not larger than e2
Examples: leta=7and b=3

-(a>b) is true l(a>b) isfalse

-(a<=b) is false l(a<=b) istrue

-(a==b) is false l(a==Db) istrue

-(al=b) is true I(a!=b) isfalse
-3

The OR operator compares two expressions together.
Let us assume the first expression is el and the second
expression is e2: (el OR e2) is true if either el or €2
are true.

The symbol for the OR operator is Il

(el || e2)is true if either el or e2 are true.

Examples: let x=3.14 and y = 7.89

-((x<4)]] (y>8)) istrue (because first half true)
-((x<3) || (y<8)) istrue (because second half true)
-((x>4)]] (y>8)) isfalse (because both halves false)

Figure 22.

The class notes for “Complex Logic Expression”

The first step is to mark the learning objects in each lesson with the two-digit

numbers including the learning object ID, as illustrated in Figure 23. We need to

make sure that each lesson is broken into unbreakable objects.
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Complex Logic Expression AND

The AND operator compares two expressions together.
Let us assume the first expression is el and the second
expression is €2: (e1 AND e2) is true if both el and e2
are true.

The symbol for the AND operator is &&

(el && e2) is true if both el and e2 are true

Examples: letx =3.14 and y = 7.89

-((x<4) && (y < 8)) istrue (because both halves true)
- ((x>3) && (y > 8)) is false (because second half false)
-((x<3) ]| (y<8)) istrue (because second half true)
-((x>4)]] (y>8)) isfalse (because both halves false)

expressions

useful for more realistic data comparison tasks
Logical operators are a way of checking multiple
conditions at once, to make conditional expressions
more useful. These operators allow a programmer to
check: if (x is more than 10 and eggs is less than 20
and x is not equal to a...)

There are three logical operators: 'and’, 'or' and 'not'.

{ can combine expressions to get complex logical

-1- 22-

NOT Operator OR

The OR operator compares two expressions together.
Let us assume the first expression is el and the second
expression is €2: (el OR e2) is true if either el or €2
are true.

The symbol for the OR operator is Il

(el || e2)is true if either el or e2 are true.

the not operator ! reverses the logical value of an
expression
"not true" is same as "false"
"not false" is same as "true"
& The symbol for the NOT operator is !
{ (el >e2)is true if el is not larger than e2

20103 10103
o

30102 20102 Hr 10102
e o o o

Examples:leta=7and b=3 e Examples: letx=3.14andy =7.89
pos -(a>b) is true a>b) isfalse -((x<4) || (y>8)) istrue (because first half is true)
E -(a<=b) is false la<=b) istrue -((x<3)]] (y<8)) istrue (because second halfis
i -(a==b) is false l(a==b) istrue true)
-(al=b) is true l(a!=b) isfalse -((x>4) ]| (y>8)) isfalse (because both halves are
false)
-3- 4-
Figure 23.

The class notes for “Complex Logic Express” after applying the first step of building

a lesson map

The second step is to draw a symbol for each learning object to reflect its
content’s type. Table 8 shows the possible types of any learning object’s content, and
Figure 24 illustrates the result of applying this step on the class notes for “Complex
Logic Express”. The Prerequisite symbol in Table 8 indicates the prerequisite
learning objects for a learning object. If a topic prerequisites more than one learning

object, it may confuse Holist learners. Therefore, any group of Prerequisite learning
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objects may need to be introduced by an Overview learning object and end up with a
Conclusion learning object; these two learning objects can be drawn between the two
horizontal lines below the Prerequisite symbol. For example, Figure 27 shows that
the learning object 10119 has the three prerequisites 10121, 10145, and 10143.
Therefore, the Overview learning object, 15222, was added to provide students with

an overview about the connection between these prerequisites.

Table 8.
The Types of the Contents in any Learning Objects with Their Symbols. There are 7

Types: Information, Overview, Rule, Relation, Example, Analytic (Detail), and

Prerequisite.
Type ID \ Symbol Learning Object

10xxx
10 Information General Information
15 m Overview on more than one topic
20 200 Rule / Grammar / Prototype

25xxx Information about the relationship between more than
25 Relation on object
35 A Analytic information (More detail)
- m Prerequisite
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10100 10101 10102 10103
Complex Logic Expression and or not

15100

20101 20102
Complex Logic Expression 010 20103
< o < < 30102 ( 30103
Figure 24.

The class notes for “Complex Logic Express” after applying the second step of

building a lesson map

The third and last step is to connect all of these symbols together in the top-
down order defined in Figure 25 in order to construct the lesson map. Figure 26

illustrates the class notes for “Complex Logic Expression” after applying this step.

10xxx
Information

30x00x
Example
LI
25xxx
Relation

Figure 25.

The top-down order of learning objects in a lesson map
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10100
Complex Logic Expression

Complex Logic Expression

‘ 15100 ‘

A A A
10101 10102 10103
and or not
20101 20102 20103

: : :
< 30101 < < 30102 < < 30103 <

Figure 26.

The class notes for “Complex Logic Express” after applying the third step of building

a lesson map

In some lessons, there may be topics, such as Variables in C Programming
Language, that can have more than one subtopic, such as Numbers and Letters, and
each of these subtopics, such as Numbers, may have more than one subtopic, such as
Integer and Float. Both of these topic and subtopic symbols can be represented in a
hierarchy tree consisting of parent and children nodes; only the leaf nodes, such as
Integer and Float, can be connected to the rest of the tree. For example, in Figure 27,
the main topic is the objects 10100, 10118, and 10119. The subtopics for the object
10100 are 10150, 15151, 15152, 15153, 15154, and 15155. The subtopics for the

object 10118 are 10156, 10157, and 10158. These subtopics are the leaves of the
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topic tree because they are connecting to the rest of the tree. Because some learners,
such as Holist learners, may get confused when they are introduced to many topics
without an overview, an overview on the top of every horizontal group of topics was
added. For example, the overview 15100 is added for the topics 10100, 10118, and
10119. Also, the overview 15150 is added for the topics 10150, 15151, 15152, 15153,
15154, and 15155. In addition, the overview 15156 is added for the topics 10156,
10157, and 10158.

In addition, three types of relationships between Learning Objects are
introduced, which are: many-to-one ( =), and one-to-many (—£ ), and one-to-one
(—). The first relationship between learning objects, many-to-one, is similar to the
relationship between Prerequisite Learning Objects and the learning object that needs
them. For example, teaching students a learning object about Classes in C++
Language requires at least two main topics: Function and Variables. The second
relationship between learning objects, one-to-many, can be used when we want to
provide an Overview of a topic, such as Operators, and it has many subtopics, such as
adding and subtracting. The last type of relationship between learning objects, one-
to-one, can be used when we want to provide more detail about a specific rule or an
example.

This research transfers three lessons from a traditional class to online learning
objects. The following section illustrates these three examples, and all of them are

used in the next chapter for the purpose of this research.
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3.3 The Three Online Lessons Used in this Research

This research transferred three traditional lessons online using the developed
three steps in Section 3.2. These thee online lessons are used in the Classification
System to infer the learning styles of the users. The three lessons have been picked up
from the EECS168 — Programming | course at the University of Kansas. The first
online lesson, Condition Statements, represents the third lesson of the traditional class
EECS168. The lesson map of this lesson is shown in Figure 27. The second online
lesson, Arrays, represents the sixth lesson of the traditional class EECS168. The
lesson map of this lesson is shown in Figure 28. The third online lesson, Classes,
represents the ninth lesson of the traditional class EECS168. The lesson map of this
lesson is shown in Figure 29. Appendix A shows the content of each learning objects

in the all three lesson maps.
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10121
DeMorgans Law.

10145 10143
it switch

15222
LEApplcations

15100
Logic Expression

10100
Simple Logic Expression

10118
Complex Logic Expression

Y

15150
Simple Logic Expression

N

15156
Complex Logic Expression

L7

|

l |

I

o ore2 o o5 o152 o P o
less than greater than less than or equal o o equal to not equal to and not
oo | [ o | [ewm ][ ws | [ ws ] IEEEEEEEEE

[ ] ]

35156 35157 35158

oo | (oo ] (o=

\—1—1

25150
Simple Logic Expression

25156
Complex Logic Expression

0f
DeMorg:

35121

21 0124 70130
ns Law i irelse

15113
IF

30121
DeMorgans
Law

0146 10143
Nested IF switch
20124 ‘ 2010 ‘ ‘ 201 ‘ ‘ 2010 ‘
35138 35143
30124 30126 30139 s
with on ith more than with more than Bt
statement one statement one statement one statement

Figure 27.

The learning objects in the Classification System - the first lesson
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10187
Array Application

| l l

10180 10181 10182
Declaration Access Initial

l l

10184 10185 10188 10189 10190 10191
With Loops With Functions. Linear Array Search Binary Array Search Sorting Median Value

20180 20181 20182 20183 20184 20185
35180 35181 35182 35183 35184 35185

l l | l | l

I I I G G (= = I (=

Figure 28.

The learning objects in the Classification System - the second lesson

15160
History of Abstraction

10160
Abstract Data Types (ADTs)

10161
Classes
15161
Classes

| | | | | |

10169 10162 10163 10164 10165 10166 10167
ADTs Declaration Implementation Usage Constructors Private Functions Headers
20160 20162 20163 20164 20165 20166 20167
ADTs Declaration Implementation Usage Constructors Private Functions Headers
35162 35163 35164 35165 35166 35167

30160 30164 30166

o 30162 30163 ; - 30165 2 30167
TREED Class Time Time Functions Rengfie Class Time IFIELD Header File
structure Class Functions

Figure 29.

The learning objects in the Classification System - the third lesson
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3.5 Conclusion

In this research, three simple steps were developed to construct learning
objects from traditional class notes and connecting them together to form lesson
maps. These steps are used in this research to transfer the content of three traditional
lessons online. These online lessons are used in Chapter 4 and Chapter 5 to achieve

the purpose of this research.
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4. DESIGN AND IMPLEMENTATION OF THE
CLASSIFICATION SYSTEM

The Classification System aims to infer the learning styles of learners by
tracking their progress on online lessons. To achieve this goal, three online lessons
were created from a collection of learning objects. The learning objects were stored
online in HTML format, and their metadata were stored in a database. We wanted to
give users the flexibility to move from one learning object to another in a “free form”
way without the need to use the two buttons, “Back Page” and “Next Page,” as in
classic online lessons. Therefore, we tried to include all the learning objects for each
lesson in one page, and visual cues were used, such as different shapes reflecting the
type of the content and different colors reflecting the visited learning objects. The
Classification System intended to provide users with the freedom to choose the
learning objects that they want to see in each lesson and in the order they like.

The user interfaces for the Classification System are illustrated in Section 4.1.
Section 4.2 describes the structure of the MySQL database used in the Classification
System to track user interaction and other essential information. Section 4.3 describes
the user interface for an administrator page that intends to be for instructors and

researchers. Section 4.4 concludes the main points in this chapter.

4.1 User Interfaces
The majority of the user interfaces for the Classification System were

developed using the PHP language. The only exception was the “free form” user
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interfaces for the lesson maps, which were developed using Flash. At the beginning,
users need to login in from the login page described in Section 4.1.1. Then, they need
to fill out the Study Preference Questionnaire described in Section 4.1.2. At the end,
they need to finish the three online lessons. Section 4.1.3 illustrates the user interface

of each of these lessons.

4.1.1 The Login Page

Users need to login every time they use the system in order for the
Classification System to track their progress. The login page is very simple, as shown
in Figure 30. An account for each of the users has already been set up, based on their

class enrolment information, so they do not need to register for the system.

Username: (the KUID number, e.g. 2293999)
FPasswaord: (the first 3 letters from your last name)
Figure 30.

The login page for the Classification System

4.1.2 Study Preference Questionnaire

When users login for the first time, they are asked to fill out an online version
of the Study Preference Questionnaire (Ford, 1985). They need to complete this
questionnaire in order to determine whether they are Holist, Serialist, or Versatile
learners, and the results were used to evaluate the Classification System. A snapshot

of the screen is shown in Figure 31.
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Figure 31.

The user interface for the Study Preference Questionnaire
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4.1.3 The Three Online Lessons

The page layout of all the three online lessons is the same. Each page consists
of three horizontal frames, as shown in Figure 32. The header frame contains the two
links: [Lessons Map] and [Exit], while the footer frame contains the lesson map. If a
student clicks on any learning object in the lesson map, a query will be sent to the
database about the content, and then the content will show up in the middle frame.
The user interfaces of all three-lesson maps were built using Flash in order to make
them more interactive with the students. In particular, when the mouse is moved over
an item, it is highlighted. Also, when the mouse is clicked, the (x,y) position is used
to identify the learning object that was selected. Finally, a different color was used to

show what learning objects have been visited.

Header Introduction to C++ [Lessons Map]  [EXIT]
Frame |
MULTIDIMEN SIONAL
Introduction

Multidimensional arrays can be described as "arrays of arrays™. For example, a bidimensional array can be imagined as a bidimensional
Middle table made of elements, all of them of a same uniform data type

Frame Multidimensional arrays are not limited to two indices (i.e., two dimensions). They can contain as many indices as needed. But be careful!
The amount of memaory needed for an array rapidly increases with each dimension. For example:
» Often need to store matrices (orimages) in arrays

+ Needto give array name, type, and size in each dimension
= Arrays are accessed by using row and column of element

# 2D arrays can also be initialized similarly to 1D arrays

+ Use name[R][C] when declaring 20 array parameters, where R is the number of rows and C is number of columns
# lse array name when passing 2D array into a function

K|

00000 00@0

Frame |D¢clara1lun| | A::zu| ‘ nitialization | mm’:n';i‘wal with Loop | | with Function

TAKE THE Quiz @

Figure 32.

The layout for the three online lessons in the Classification System.
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Simple user interfaces were needed to represent the lesson maps to students.
The lesson maps for the three online lessons were described in Chapter 3; however,
their user interfaces need to indicate the optional learning objects (special content for
each learning style) that are added to each lesson. For example, the learning objects
Overview and Relational (Conclusion) were added to help Holist learners, and the
learning objects Analytical (More Detail) were added to help Serialist learners.
Therefore, different sizes of shapes were used to inform the students that some of
learning objects are optional while the others are required. Students are required to
visit all the learning objects that contain Topic, Sub-topics, Prototype, and Example,
while they have the option to visit the others. In addition, the user interfaces aided the
students to keep track of the visited learning objects, so the color of the visited
learning object changes from red to green.

The students were provided with pop-up instruction during all the three online
lessons that introduce them to the symbols in the lesson maps. It helps them recognize
the type of the content in any learning object according to the symbols. Also, the
instruction helps them indicate the required and the optional learning objects in the
lesson maps. Figure 33 shows the popup window that appears if a student clicks on
the help button in any lesson map. The popup window is written in Flash, so it can

pop up on the top of the lesson map.
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Sub-topic

Prototype
More Detail

Example
Conclusion

/

In order to finish the lesson, you
need to click on all the red objects.
As soon as you click on any of
them, its color will become green.
When all the objects become
green, you can click on the Next
button.

(Note: the yellow circles will provide
you with extra information if you
need, such as an overview on a
group of topics, more detail about a
specific topic, or a conclusion that
shows you the relationship between
more than one topic.

The students’ instruction about the layout of the lesson maps in the Classification

Figure 33.

System.

4.1.3.1 The First Online Lesson: Condition Statements

The first online lesson, Condition Statements, represents the third lesson of
the traditional class. The original lesson map of this lesson is shown in Figure 27. The
lesson map for this lesson is bigger than the space specified in the footer frame.
Therefore, the lesson map was divided into four pages: Simple Logic Expression,
Complex Logic Expression, IF and Common Errors. These pages are connected
together by two buttons: Next and Previous. Figure 34 shows the user interfaces for
all the four pages of this lesson map. Each page has a help button represented by a

question mark at the top-left corner, which pops up the students’ instruction in Figure

33 if a student clicks on the button.
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Figure 34.

The user interface for the lesson map of the first online lesson in the Classification
System. (a) The first page with Next button. (b) The second page with Next and
Previous buttons. (¢) The third page with Next and Previous buttons. (d) The forth

page with Previous and Quiz buttons.
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At the last page of the lesson map, students have to answer a short online quiz
about the materials in the lesson. It was decided to give an online quiz in order to
make the online lesson equivalent to the traditional class in which the instruction
usually gives students a quiz after each lesson. This research does not consider the
result of this quiz valuable because the students’ prior knowledge about the content

varies.

4.1.3.2 The Second Online Lesson: Arrays

The second online lesson, Arrays, represents the sixth lesson of the traditional
class. The original lesson map of this lesson is shown in Figure 28. The interface of

this lesson map has grey horizontal lines, as shown in Figure 35.
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Figure 35.
The user interface for the lesson map of the second online lesson in the Classification

System

At the last page of the lesson map, students have to answer a short online quiz

about the materials in the lesson. It was decided to give an online quiz in order to
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make the online lesson equivalent to the traditional class in which the instructor
usually gives students a quiz after each lesson. This research does not consider the
result of this quiz valuable because the students’ prior knowledge about the content

varies.

4.1.3.3 The Third Online Lesson: Classes

The third online lesson, Classes, represents the ninth lesson of the traditional
class. The original lesson map of this lesson is shown in Figure 29. The interface of

this lesson map has grey horizontal lines, as shown in Figure 36.
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Figure 36.
The user interface for the lesson map of the third online lesson in the Classification

System

In this lesson, nine questions were asked in the middle frame after a user hit
on specific learning objects. Most of these questions do not have a right or wrong
answer. On the other hand, their answers may help us infer the learning styles of the

students. These questions and the learning objects are shown in
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supported by literature from Jonassen and Grabowski (1993).

Table 9.

Table 9. The table also shows the purpose of asking each of these questions,

The Nine Questions Developed for the Questions Mechanism, Including the Purpose

of Asking Them. In Addition, It Shows the Learning Object ID that each Question

Comes With

Question

1. [The purpose of this question is to see if you like to see

Question / Literature Review

Do students prefer less or more

data and processes.

© A computer programming methodology that does not
focus on processes or data.

£ None of the above.

> W
9 E content in less/more detail] - Which of the following two detail?
¢ S descriptions do you prefer to describe the following structure:
// Time (liata structure Literature Review
struct Time { L e
int Hour; a holist's learning deficiency as not
int Minute: focusing on enough detail.... Serialists
int Second; use an ‘operations’ approach to
}; learning, concentrating
© This is a set of three integer variables that hold a time in | more narrowly on detailsand
HH:MM:SS format: 1. Hours: holds (HH), 2. Minute: holds procedures before conceptualizing an
(MM), and 3. Second: holds (SS) overall picture.... The versatile learners
& This is a set of three integer data