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Abstract 

In our current additive manufacturing (AM) curriculum, the study relies on taking lectures and 

physical lab experiments. With the advance of virtual reality (VR) technologies in terms of both 

software and hardware, there is a need to advance the education with adopting advanced VR 

technologies. In this project, we present our latest results of developing new VR modules in AM 

curriculum. Specifically, the developed VR modules for fusion deposition modeling and fatigue 

testing will be presented. In the on-going research, students will be required to use the VR modules 

in comparison with the physical lab experiments. The focus will be understanding the effectiveness 

of VR technology on engineering curriculum. 

 

1. Introduction 

At Indiana University – Purdue University Indianapolis (IUPUI), a strong focus on providing 

education and research opportunity for workforce development has led to multiple projects and 

initiatives. Through the support from the IUPUI STEM Education Innovation and Research 

Institute (SEIRI) and Multidisciplinary Undergraduate Research Institute (MURI), a team of 

students and faculty are working together to develop virtual reality (VR) modules with the aim of 

improving student learning experience in additive manufacturing (AM) curriculum. The 

overarching goal of the project is to adopt VR technique to improve the learning outcomes and 

student engagement of studying of additive manufacturing in an active learning environment.  

As shown in the literature review in Section 2, the study of adopting VR in AM education is still 

largely missing. This is probably due to a knowledge gap of developing VR modules for most 

engineering researchers. If successful, this study will help to fill the gap and promote VR technique 

in engineering and other STEM education.  

To address the issue brought up by the knowledge gap, in this project, we propose to use a between-

subjects experimental design approach.  In this approach, selected student participants will be 

randomly assigned to three conditional groups. The conditions include (i) a VR simulation only 

group that tasks the users with learning an AM process (e.g., Fused Deposition Modeling, or FDM) 

or materials testing (e.g., tensile or fatigue testing of additively manufactured samples) in a 

manufacturing environment, (ii) a conventional hands-on lab group where students do actual FDM 

or tensile testing, and (iii) a group of using both the VR and hands-on experiments. Each 

experimental condition begins with an orientation training session designed to teach students about 

VR and AM techniques. 



 

 

 

2. Literature review 

On February 11, 2019, President Donald Trump signed an executive order launching the American 

Artificial Intelligence (AI) Initiative, directing federal agencies to focus on the technology. AI has 

become a defining issue, affecting national security, economic development, human rights, and 

social media. Currently, VR for AI has been studied in the form of human-centered simulation for 

social science [1], and researchers have applied AI to VR, which is called Intelligent Virtual 

Environments [2]. It is expected that VR and/or combined AI will have significant increase of 

funding opportunities from the federal governments. 

 

VR has the potential to improve learning outcomes and student engagement in an active learning 

environment. VR is the use of three dimensional (3D) computer graphics in combination with 

interface devices to create an interactive, immersive environment[3]. Due to improvements in 

technology and reductions in cost, the use of VR in education has increased greatly over the past 

ten years [4], [5]. Emerging consumer VR devices are starting to provide sufficient quality and 

affordability for home and school use, and this will eventually make educational VR experiences 

broadly available. Future consumer VR headsets are expected to include increased sensing, such 

as eye tracking cameras to determine where users are looking and strain gauges to detect facial 

expressions. The sensor data can be analyzed for insight into users' attention and emotional effect.  

VR, and technology in general, is believed to facilitate learning through engagement, immersion 

and interactivity [6]. Technology is also lauded for its ability to provide a more customized 

learning experience that can be accessed at the learner’s convenience [7]. Of the educational 

technologies currently being utilized, VR is viewed as promising because of its unique ability to 

immerse learners in environments they are studying, such as in ancient cities, manufacturing 

environments, or a look into the human body. Research into the effectiveness of technology based 

educational tools, including VR, has demonstrated tangible benefits, such as reduced learning time 

and better learning outcomes [5], [8]. Technologies such as VR have also greatly expanded both 

access to educational opportunities as well as a range of programs that could be offered in an online 

setting [9]. 

 

3. Method 

3.1 Assessment and evaluation plan  

Learning outcomes and perceived engagement, usability, and satisfaction will be measured via 

assessment tests and surveys. The assessment methods include both formative and summative 

assessments, post-test, post-survey about virtual reality simulations and hands-on lab experiments. 

Pre-test and Pre-survey will be used. The pre-test includes multiple choice questions covering key 

objectives throughout the primary module content. The pre-survey includes technical questions 

and basic demographic questions including GPA and number of Internet courses taken and 

questions designed to better understand student self-efficacy toward computer and VR use. The 

assessment and evaluation methods based on the objectives are summarized in Table 1 below. 

  



 

 

Table 1: Summary of assessment & evaluation methods and of their effectiveness 

Objectives Assessment and evaluation 

methods 

Indication of effectiveness of 

the assessment/evaluation 

1. Development of a series of 

VR modules for AM process, 

and materials testing;  

Monthly collaborative 

meetings of the PI and key 

personnel.  

Functioning VR modules; 

YouTube video demos. 

2. Conducting studies to 

compare the effectiveness of 

VR experiences versus 

conventional hands-on 

laboratory experiences;  

IRB approved assessment of 

using the VR modules in 

different groups in selected 

classes. 

IRB approval, and conducting 

of the comparative study. 

3. Assessment of the 

effectiveness of the VR 

technique in 100+ 

students/year who are taking 

AM relevant courses; 

Using students’ pre and post 

tests and survey in three 

different groups – VR only, 

conventional only, and 

combined VR+ conventional 

groups.  

Students’ outcomes and class 

survey data results showing 

comments of using VR 

modules in learning. 

Modification of the existing 

AM courses to add VR 

modules. 

4. Disseminating of the 

knowledge obtained from the 

studies in the School of 

Engineering and Technology, 

across the IUPUI campus, and 

in national or international 

conferences. 

Making presentations and 

publications.  

Key personnel Juarez’s thesis 

research. 

 

List of presentations and 

publications.  

 

 

 

3.2 VR modules development  

Two VR modules are under development [10]. The first one is the fused deposition modeling 

(FDM) process. As mentioned previously, the research reported in here aims to provide users with 

a medium to learn, get familiar, and interact with the additive manufacturing process. To achieve 

this goal, we proceeded step by step towards developing the virtual reality module that replicates 

a real 3D printer, namely the MakerBot Replica Mini as shown in Figure 1. This was done using 

a suite of 3D modeling software. In all, we parted the research into two sections. In section one, 

we designed a 3D printer using the MakerBot as the reference and in the other section, we 

proceeded with simulating the 3D printing process and implementing the virtual reality aspects to 

the 3D model. The CAD model of the MakerBot Replicator Mini was created in PTC Creo 

software where all the assembly and mechanism aspects were also integrated into the model, as 

shown in Figure 2. And to start simulating the motion of the printer, we switched to Autodesk 3ds 

Max, and we completed the mechanism of the printer and assigned motion controls to individual 



 

 

parts of the model to perform specific movements. The CAD file when imported in the AutoCad 

3Ds Max software had to be modified in many ways.  

To approximate the printed model to real models, we set the velocity scale to be 2 generic units, 

and the viscosity of the extruded fluid to be 7,000 mPa.s. Usually, in a real printer, these parameters 

are defined using a slicing software which can handle simple and complex parts and predefine 

their layer-by-layer deposition. However, in our application, we used a path constraint animation 

to replicate the work of a slicing software. This allowed us to constrain the X and Y motion of the 

extruder to a predefined path in order to generate the layer-by-layer deposition. 

 

Figure 1. MakerBot Replica Mini 

 

 

Figure 2. CREO model developed in the project for the 3D printer  

 



 

 

We used the previous development to modify the simulation using advanced software Unity. 

Unity, being an advanced real-time development platform, has the capabilities to integrate virtual 

reality aspects to the model. The aim is to create a virtual environment in which we can have the 

3D printer with some interactive features allowing the user to observe how different parameters 

can affect the 3D printing process. For example, the user can alter parameters such as the speed of 

the 3D printing, the viscosity of the material, and even choose a different geometry to print.  

The second VR module is fatigue testing, done by a student who collaborated with the team. In 

this VR module, the fatigue testing, microstructure analysis of the broken samples are 

demonstrated (see Figure 6).  

In this study, selected student participants will be randomly assigned to three conditional groups. 

The conditions include (i) a VR simulation only group that tasks the users with learning an AM 

process (e.g., Fused Deposition Modeling, or FDM) or materials testing (e.g., tensile or fatigue 

testing of additively manufactured samples) in a manufacturing environment, (ii) a conventional 

hands-on lab group where students do actual FDM or tensile testing, and (iii) a group of using both 

the VR and hands-on experiments. Each experimental condition begins with an orientation training 

session designed to teach students about VR and AM techniques. 

 

4. Preliminary results and discussion 

After replicating the 3D printer MakerBot Replicator Mini in the software PTC Creo and adding a 

mechanism part to it, it was imported to the AutoCad 3Ds Max software with a few variations in 

the properties such as the scale of the 3D printer and hierarchy of the different components of the 

printer. The software 3Ds Max allowed to add advanced mechanisms to the printer so the 

individual components can perform the desired motion.  

To accurately represent the 3D printing process in the simulation in the provided time frame of the 

software, many physical properties were changed achieving the simulation of the two layered 

hollow cylinder. As shown in Figures 3, 4 and 5, the extrusion process involved the use of the fluid 

‘toothpaste’ in the software.  

 



 

 

 

Figure 3. First layer deposition. 

 

 

 

Figure 4. Layer deposition completion of the first layer. 

 



 

 

 

Figure 5. Second layer deposition 

 

For the fatigue testing VR module, as shown in Figure 6, it is fully functional now. As a 

demonstration, the student who developed the module has a YouTube video to show the 

functionalities of module.  

 

Figure 6. The fatigue testing VR module (the student is shown in the bottom right of the screen). 

(The complete VR demo is available at YouTube website: 

https://www.youtube.com/watch?v=Up4cBJhfcco ) 

 

5. Summary 

In this work, we present our preliminary results about building VR modules for additive 

manufacturing curriculum. Two VR modules for fusion deposition modeling and fatigue testing 

are presented. In the on-going research, students will be required to use the VR modules in 

comparison with the actual physical lab experiment, thus the effectiveness of the using VR will be 

assessed.  

https://www.youtube.com/watch?v=Up4cBJhfcco
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