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Abstract— Air compressor systems are responsible for approximately 10% of the electricity consumed in United States and European 

Union industry. As many researches have proven the effectiveness of using Artificial Neural Network in air compressor performance prediction, 

there is still a need to forecast the air compressor electrical load profile. The objective of this study is to predict compressed air systems’ 

electrical load profile, which is valuable to industry practitioners as well as software providers in developing better practice and tools for 

load management and look-ahead scheduling programs. Two artificial neural networks, Two-Layer Feed-Forward Neural Network and 

Long Short-Term Memory were used to predict an air compressors electrical load. Compressors with three different control mechanisms 

are evaluated with a total number of 11,874 observations. The forecasts were validated using out-of-sample datasets with 5-fold cross-

validation. Models produced average coefficient of determination values from 0.24-0.94, average root-mean-square errors from 0.05 kW 

- 5.83 kW, and mean absolute scaled errors from 0.20 - 1.33. The results indicate that both artificial neural networks yield good results 

for compressors using variable speed drive (average R2 = 0.8 and no naïve forecasting), only the long short-term memory model gives 

acceptable results for compressors using on/off control (average R2 = 0.82 and no naïve forecasting), and no satisfactory results are 

obtained for load/unload type air compressors (models constituting naïve forecasting). 

Keywords—Load forecasting, Air compressor, Artificial Neural Network, FFNN, LSTM 

 

1. Introduction 

Energy management and its importance are receiving 
increased attention due to the shortage of fossil fuels, stricter 
environmental regulations, and increasing utility prices. In past, 
energy costs were viewed merely as overhead instead of as an 
important cost function. This behavior has changed during the 
last decade. As a result, more companies and organizations have 
started to develop energy management plans and to improve 
energy efficiency using data collection and analysis (Schulze et 
al., 2016).  

To improve energy efficiency, using historical data for future 
electrical load prediction is vital for both utility providers and 
users. Decisions such as power system operation, maintenance, 
and planning can be made based on an accurate load forecasting 
method (Kamel & Baharudin, 2007). An accurate energy 
forecasting model is essential for each subsystem in an industrial 
facility to be able to operate ideally in regard to the factory’s 
overall energy usage. By introducing sensors and advanced 
control systems, the forecasting algorithms can also be 
connected to react to different scenarios and optimally operate 
each subsystem with the ultimate goal of optimizing the total 
factory energy usage to minimize cost and increase energy 
efficiency. The main burden in this kind of prediction is that 
there are multiple parameters that need to be taken into 
consideration and high fluctuation in subsystem demand 
patterns.  

The compressed air system is one of the significant energy 
users in industrial plants. This system is responsible for 
approximately 10% of the electricity consumed in the industry 
in the United States and the European Union (Saidur et al., 2010; 
Zahlan & Asfour, 2015). Predicting the compressed air system’s 
electrical load will be valuable to both industry practitioners and 
related software providers in developing better practices and 
tools for load management and look-ahead scheduling 
programs.  

Based on the required time ahead for decision-making, there 
are different categories of load forecasting: short-term load 
forecasting (STLF) with a range of a few minutes ahead up to a 
day ahead (Platon et al., 2015), medium-term load forecasting 
(MTLF) with a range of one week to a year ahead (De Felice et 
al., 2015) and long-term load forecasting (LTLF) from one year 
to decades (Kandil et al., 2002). The focus of this paper is STLF.    

Various methodologies have been utilized for STLF which 
can be divided into two classifications: conventional statistical 
methods and artificial intelligence (AI) methods. Some 
statistical methods have been proposed, which include 
regression models (Vu et al., 2015), autoregressive integrated 
moving average (ARIMA) model with a lifting scheme (Box et 
al., 2008; Lee & Ko, 2011), and adaptive-rate-of-change (ARC) 
algorithm model (D. C. Wu et al., 2018). Machine learning 
techniques such as artificial neural networks (ANN) with 
backpropagation (Werbos, 1990), support-vector network 
(Cortes & Vapnik, 1995), and particle swarm optimization 
(Kennedy & Eberhart, 1995) are considered  AI methods. In the 
study of electrical load forecasting, researchers have 
investigated neural networks combined with a fuzzy logic 
algorithm (Dash, 1995; Zadeh, 1988), support vector machine 
and ant colony optimization (Niu et al., 2010), and particle 
swarm optimization with Gaussian and adaptive mutation (Q. 
Wu, 2010).  

For forecasting problems, ANNs possess several 
advantageous traits including universal approximation, data 
driven format, and nonlinear time series capability. (Abbasimehr 
et al., 2020). They are also more reliable when applied 
touncertain scenarios and are not reliant on human expertise. In 
general, forecasting with ANNs is superior to forecasting with 
statistical methods. Faster convergence speed of the networks, 
lower computational complexity, reduced training period, better 
generalization and enhanced network performance can be 
gained by increasing correlation impact, pre-processing the 
training data, and utilizing optimal network structure and better 
learning algorithms (Shekhar & Amin, 1992).  

In this research, we consider two matured ANNs, Two-Layer 
Feed-Forward Neural Network (FFNN) with time delays and 
Long Short-Term Memory (LSTM) recurrent neural network, to 
predict the air compressor electrical load. The contributions of 
this paper are:  

1. a survey of two ANNs in the application of air 
compressors electrical load forecasting by predicting 
day-ahead electrical power.  

2. use of the Hampel filter in pre-processing to assist in 
outlier elimination. 

The rest of this paper is organized as follows: Section 2 
presents previous studies in electrical load forecasting. A brief 
overview of FFNN and LSTM is given in Section 3. Section 4 



  

describes the experiment process and the results. Section 5 
discusses the results. The paper concludes in Section 6. 

2. Related works 

2.1. ANN in forecasting 

ANNs are widely utilized in demand forecasting due to the 
high complexity of energy systems and ANNs’ ability to 
simplify the non-linear modeling (Deb et al., 2016). Neto and 
Fiorelli (2008) and Wong et al. (2010) performed building 
energy consumption forecasting utilizing both ANN and 
EnergyPlus. In each study, ANN outperforms EnergyPlus in 
prediction precision. The ANN model used by Kalogirou and 
Bojic (2000) to predict the energy consumption of a passive 
solar building gave coefficient of determination (R2) of 0.9991 
when completely unknown data were presented to the network. 
In their research, Aydinalp et al. (2004)  used ANN and 
simulation to model space heating and domestic hot water 
energy usage. The ANN model for domestic hot water 
forecasting had R2 of 0.871 while the simulation had R2 of 0.828. 
The ANN model for space heating forecasting had R2 of 0.908 
while the engineering model had R2 of 0.778. Hybrid ANN 
models involving LSTM were also developed for wind speed 
forecasting (Memarzadeh & Keynia, 2020; Rodrigues Moreno 
et al., 2020). Abbasimehr et al. (2020)  proposed a multilayer 
LSTM network for demand forecasting, resulting in a symmetric 
mean absolute percentage error of 0.1085.  Ribeiro et al. (2019) 
used wavelet neural networks to predict hourly electrical load 
data obtained from Italy and the Global Energy Forecasting 
Competition, 2012. The results showed R2 around 0.75 in the 
former study and 0.92 in the later when predicting load values 
24 hours in advance. Raza and Khosravi (2015) had a 
comprehensive literature review regarding the AI-based load 
demand forecasting techniques and presented a performance 
evaluation of AI techniques and their current potential. The 
results showed an average mean absolute percentage error 
(MAPE) of 2.57% when applying AANs for STLF.    

2.2. ANN usage in air compressor research 

Improving compressors’ performance is always the main 
goal of designers. Compressor performance profiles have great 
importance for simulation and design purposes. Experimental 
values at various operating conditions are being used to draw 
these maps. These experiments are time-consuming, costly and 
cannot predict future performance. Therefore, many researchers 
have used machine learning techniques to predict performance 
curves for different operating conditions. Fei et al. (2016)  used 
a novel artificial neural network integrating the feed-forward 
back-propagation neural network with Gaussian kernel function. 
The result showed an 80% agreement with the experimental 
data. Yu et al. (2007) applied a three-layer back-propagation 
neural-network with the Levenberg–Marquardt algorithm 
(Levenberg, 1944; Marquardt, 1963) to predict stage-by-stage 
axial-compressor performance. General regression neural 
network (GRNN) (Specht, 1991), rotated general regression 
neural network (RGRNN) (Gholamrezaei & Ghorbanian, 2007), 
radial basis function network (RBFN) (Broomhead and Lowe, 
1988), and multilayer perceptron (MLP) network were applied 
by Ghorbanian and Gholamrezaei (2009) to predict the 
compressor performance. Tian et al. (2015) used hybrid ANN 
with partial least squares (PLS) model to predict the 

thermodynamic performance of a scroll compressor and the 
model had the R2 of 0.9999 when compared to the experimental 
data. A variable-speed reciprocating compressor had been 
studied to predict mass flow rate, power consumption and 
discharge temperature at different operating conditions by using 
ANN (Ledesma et al., 2015). Consequently, compressor 
performance prediction using ANN has been proven useful, but 
there is still a need to forecast the air compressor electrical load 
profile to assist STLF because air compressors are large energy 
consumers and typical Significant Energy Uses (SEU) in the 
manufacturing industry.  

3. Neural network 

ANNs are  machine learning tools that process data similar 
to the human brain. ANNs can construct linear and nonlinear 
models for time series. They are widely accepted as effective 
tools to forecast difficult time-series problems. We select two 
types of ANNs to construct the models: One is FFNN with time 
delays, and the other one is sequence to sequence (S2S) LSTM. 
The forecasting capability of FFNN has been widely tested on 
many time series problems (Bhaskar & Singh, 2012; Firat et al., 
2010; Hu et al., 2001; Yona et al., 2007). While FFNN only 
allows signals to travel one way -- as if there is no feedback loop 
-- LSTM can solve many time series tasks unsolvable by feed-
forward networks and has shown outstanding performance in 
predicting electrical load (Atef & Eltawil, 2020; Gers et al., 
2002). In this section, a brief description of FFNN and LSTM is 
presented.  

3.1. Feed-forward neural network 

One of the concentrations of this study is on FFNN because 
FFNN is one of the most commonly used ANNs for energy 
forecasting (Jovanović et al., 2015). The main task of these 
networks is to approximate unknown relationships between 
inputs and outputs. 



  

 
Fig. 1. A three-layer feed-forward neural network. 

 
Fig. 2. A three-layer feed-forward neural network. 

 

Typically, two steps are required for processing: the first step 
is the linear combination of input data; the second step is using 
the first step’s outcome as an input to a nonlinear activation 
function. The combination exercises the weights associated with 
each link and a fixed bias term 𝜃 (Hippert et al., 2001). 

Feed-forward neural networks consist of layers of 
processing units denoted as neurons. Neurons are arranged by 
the layers -- input/output layers and hidden layers. Input layers 
read in a signal to the network while hidden layers pass the 
signal through the network and weighted connections. Every 
hidden neuron receives input in the form of weighted signals 
from the previous layer.   These weighted signals then flow to 
the output layer in one direction as shown in a three-layer FFNN 
in Fig. 1 (Haykin, 2007). While there is no connection between 
neurons in the same layer, the number of input neurons 
correlates to the number of input layers, and the number of 
output neurons correlates to the number of output layers. The 
user chooses the number of hidden layers and the number of 
neurons in each hidden layer. In this network, the weight 
matrices are 𝑊𝑖,𝑗 and 𝑢𝑗,𝑘. The bias vector which can be applied 

to inputs, outputs, or both is annotated with 𝜃. By using identity 
function (𝑦 = 𝑥) as an example for the activation of the hidden 
layer and the linear functions for the output layer, the network 
output is described as Eq. (1) (Grolinger et al., 2016; Hippert et 
al., 2001):  

𝑦𝑘 = ∑ (𝑢𝑗𝑘 . ∑ (𝑤𝑖𝑗𝑥𝑖 + 𝜃𝑗)3
𝑖=1 ) + 𝜃𝑘

4
𝑗=1   (1) 

 According to (1), the output computation of a simple 
network can become complicated. FFNN weights are estimated 
during the training phase. Many optimization algorithms such as 
back-propagation (Werbos, 1990) with gradient descent 
optimization have been developed to calculate the weights. 
Back-propagation utilizes the steepest-descent technique based 
on the calculation of the gradient of the loss function for the 
network. The learning process starts with assigning random 
numbers to the weights. Afterward, the calculated output based 
on the input will be used to compare the network output to the 
actual output and adjust the weights accordingly until we have a 
network that has an output with an acceptable predefined error 
threshold (Grolinger et al., 2016; Hippert et al., 2001).  

3.2. Long short-term memory  

 While FFNN has limitations, LSTM can solve many time 
series tasks unsolvable by feed-forward networks (Gers et al., 
2002). LSTM is a special type of recurrent neural networks.  A 
typical LSTM unit is made of a cell, an input gate, an output gate 
and a forget gate as shown in Fig. 2. The cell remembers values 
over arbitrary time intervals and the three gates regulate the flow 
of information into and out of the cell. These gate operations are 
expressed in the following equations from Eq. (2) to Eq. (8) 
(Hochreiter & Schmidhuber, 1997), 

 𝑖𝑡 = 𝜎(𝑊𝑖𝑥𝑡 + 𝑅𝑖ℎ𝑡−1 + 𝑏𝑖)  (2) 

 𝑓𝑡 = 𝜎(𝑊𝑓𝑥𝑡 + 𝑅𝑓ℎ𝑡−1 + 𝑏𝑓)  (3) 

 𝑔𝑡 = 𝜙(𝑊𝑔𝑥𝑡 + 𝑅𝑔ℎ𝑡−1 + 𝑏𝑔)  (4) 

 𝑜𝑡 = 𝜎(𝑊𝑜𝑥𝑡 + 𝑅𝑜ℎ𝑡−1 + 𝑏𝑜)  (5) 

 𝐖 = [𝑊𝑖, 𝑊𝑓 , 𝑊𝑔, 𝑊𝑜] (6) 

 𝐑 = [𝑅𝑖 , 𝑅𝑓, 𝑅𝑔, 𝑅𝑜] (7) 

 𝐛 = [𝑏𝑖 , 𝑏𝑓 , 𝑏𝑔, 𝑏𝑜] (8) 

where 𝑖𝑡 , 𝑓𝑡 , and 𝑜𝑡  corresponds to the input gate, the forget 
gate, and the output gate, respectively. 𝑔𝑡  is the added cell 
information to state. 𝐖 , 𝐑 , and 𝐛  are learnable weights 
pertaining to the input, the recurrent, and the bias, respectively. 
𝜎  and 𝜙  are sigmoid activation and hyperbolic tangent, 
respectively. Also, the inputs and the outputs are defined as 
follows from Eq. (9) to Eq. (11) (Hochreiter and Schmidhuber, 
1997), 

 𝐱𝒕 = [𝑥1𝑡 , 𝑥2𝑡 , … , 𝑥𝐶𝑡] (9) 

 𝐜𝑡 = 𝑓𝑡 ⊙ 𝐜𝑡−1 + 𝑖𝑡 ⊙ 𝑔𝑡 (10) 

 𝐡𝑡 = 𝑜𝑡 ⊙ 𝜙(𝐜𝑡)  (11) 

where 𝐱𝒕, 𝐡𝑡, and 𝐜𝒕 are arrays corresponding to the input time 
series with C features, the cell state, and the output at time step 
t. ⊙ denotes the Hadamard product.  

 Being capable of unknown duration lagging between 
important events in a time series makes LSTM networks capable 
of organizing, processing and making predictions based on time 
series data (Shi et al., 2015). 



  

 

Table 1  

General description of the dataset. 

 
Compressor 1  Compressor 2 Compressor 3 

 N Mean Std.dev. N Mean Std.dev. N Mean Std.dev. 

Active Power (kW) 3603 26.05 6.97 2892 28.55 23.97 5379 8.83 0.63 

Inlet Temperature (deg C) 3603 24.80 2.35 2892 30.45 3.93 5379 26.10 0.31 

Line Pressure (bar) 3603 8.45 0.26 2892 2.51 0.38 5379 4.37 0.08 

 

4. Model design and implementation 

This section first introduces three datasets used in this study 
and then proceeds with data preprocessing to describe the 
method to eliminate outliers. Finally, the section discusses the 
proposed neural networks with high-level architecture.  

4.1. Data collection 

Data were collected from three types of air compressors and 
their surroundings. The dataset contains the active power, the 
temperature of the air inlet, the line pressure, and the timestamp 
for the individual air compressor.  The sampling rate was 15 
minutes. In practice, the electrical load is measured every 15 
minutes in most of the industrial domain (Nolde and Morari, 
2010). The data is presented in Table 1.  

Compressor 1 utilizes variable frequency drives (VFD) to 
adjust the speed of the compressor motor. Compressor 2 has a 
load/unload with an automatic shutdown that allows itself to 
cycle between full-load condition and low-load condition, where 
a compressor consumes significantly less energy in the latter 
than in the former. Compressor 3 shuts itself down when the 
pressure in the air tank reaches the set pressure and restarts once 
the pressure drops below the setting. Table 2 summarizes the 
system specification, which includes the control type, 
compressors’ rated power, compressors’ full-load current, the 
maximum discharge pressure, the air receiver size, and the set 
pressure. 

Table 2 

System specifications of Compressor 1, 2 and 3. 

System Parameter Value Unit 

Compressor 1 (VFD) 
 Compressor motor capacity 37 kW 
 Full-load current 71 A 
 Maximum discharge pressure 13 bar 
 Air dryer rated power 2.7 hp 
 Air receiver size 500 liter 

Compressor 2 (load/unload w/ auto shutdown) 
 Compressor motor capacity 74.57 kW 
 Full-load current 96 A 
 Maximum discharge pressure 12 bar 
 Air dryer rated power 1.7 hp 
 Air receiver size 1,500 liter 

Compressor 3 (on/off) 
 Compressor motor capacity 37 kW 
 Full-load current 71 A 
 Maximum discharge pressure 13 bar 
 Air dryer rated power 2.7 hp 

  Air receiver size 500 liter 

4.2. Data analysis and preprocessing 

It is not uncommon to have outliers and erroneous values in 
the data collected by different sensors; therefore it is important 
to pre-process the inputs before the neural network can be built 
(Fawzy et al., 2013). Shown in Fig. 3, Compressors 1 and 3 have 
several  outliers greater than three standard deviations from their 
respective means. 

Because of the outliers, the Hampel filter was used to 
eliminate the outliers from the electrical power dataset. The 
Hampel filter (Hampel, 1974)  is a variation of the three-sigma 
rule of statistics that is robust against outliers (Liu et al., 2004). 
The Hampel filter replaced the outliers with a local median, 
keeping the length of the dataset array constant, which made 
real-time machine learning algorithms feasible. A brief 
explanation of the Hampel filter is as follows: 

Given a sequence 𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑛  and a sliding window 
half-width, 𝐾, we can define Eq. (12) and Eq. (13) (Pearson et 
al., 2016), 

𝑊𝑖
𝐾 = (𝑥𝑖−𝐾 , … , 𝑥𝑖 , … , 𝑥𝑖+𝐾) (12) 

𝑚𝑖 = 𝑚𝑒𝑑𝑖𝑎𝑛(𝑥𝑖−𝐾 , … , 𝑥𝑖 , … , 𝑥𝑖+𝐾) (13) 

where 𝑊𝑖
𝐾  is a set of numbers within a moving window, and 

𝑚𝑖 is the median value from the moving window. 

 



  

Fig. 3. Boxplot showing measured electrical power of three air compressors. 
 

Table 3 

Descriptive statistics of electrical power data after preprocessing. 

Compressor 1 Compressor 2 Compressor 3 

Mode N Min Max Mean 
Std.  

Dev. 
N Min Max Mean 

Std.  

Dev. 
N Min Max Mean 

Std.  

Dev. 

Working 2,649 18.53 50.89 33.96 4.53 2,124 0.01 85.9 28.55 23.97 5,379 0.05 1.37 0.82 0.58 

Non-working 949 20.5 22.7 21.48 0.32 768 0.01 85.19 11.47 20.13 - - - - - 

 

After applying the Hampel filter to the sequence, a new 
dataset of responses was obtained using Eq. (14) (Pearson et al., 
2016),  

𝑦𝑖 = {
𝑥𝑖 , |𝑥𝑖 − 𝑚𝑖| ≤ 𝑡𝑆𝑖

𝑚𝑖 , |𝑥𝑖 − 𝑚𝑖| > 𝑡𝑆𝑖
 (14) 

where 𝑡  is a positive integer and 𝑆𝑖  is the median absolute 
deviation (MAD) defined as Eq. (15) (Pearson et al., 2016).  

𝑆𝑖 = 1.4826 × 𝑚𝑒𝑑𝑖𝑎𝑛(|𝑥𝑖−𝐾 − 𝑚𝑖|, … , |𝑥𝑖+𝐾 − 𝑚𝑖|) (15) 

Outliers were replaced by moving medians after choosing 
the Hampel filter with 𝐾 = 5 and 𝑡 = 2, which represented a 
75-minute sliding window and two MAD as suggested by 
Pearson et al. (2016). 

An air compressor’s electrical load is greatly affected by the 
production schedule. The temporal variation caused by 
weekdays and holidays affects the outcomes of the models. Fig. 
4 shows the average kW consumed by each compressor as a 
function of days.   

From Fig. 4, Compressor 1 and Compressor 2 have a main 
working schedule from Monday to Friday. Compressor 3 has a 
constant working pattern. As a result, it is reasonable to divide 
electrical power data of Compressor 1 and 2 into two 
categories: 1) working days and 2) non-working days for 
further analysis. After preprocessing the data, the results are 
shown in Table 3. 

 

Fig. 4. Temporal variation of the measured power of the three compressors.  

4.3. Neural network deployment 

For FFNN, each output was predicted by a vector of input 
including the time of day, the day of week, the pressure in the 
compressed air line, the temperature of the intake air, and the 
historical kW data in the 15-minutes interval. To determine 
which historical kW data is valuable, we performed 
autocorrelation (AC) and partial autocorrelation (PAC) on the 
dataset (Box et al., 2008). Fig. 5 shows an example of the 
autocorrelation analysis done on Compressor 1. The blue lines 
indicate a 99% confidence bound. It can be seen from the figure 
that although AC shows high autocorrelation between Lag 1 
and Lag 31, only Lag 1 to Lag 3 are significant when effects 
from previous lags are removed, as indicated in the PAC plot.  

According to Hecht-Nielsen (1989), the number of hidden 
layer neurons is recommended by the following relationship as 
𝑚 = 2𝑛 + 1, where m is the number of hidden layer neurons 
and n is the number of input neurons. The architecture of FFNN 
is presented in Fig. 6. 

For LSTM, only the historical kW data was used to predict 
the target output. Fig. 7 shows the architecture of S2S LSTM 
used to forecast electrical load, which utilizes all the historical 
kW data.  

 

Fig. 5. ACF and PACF analysis on compressor 1 electrical power. 

 



  

 

To prevent neural networks from overfitting, the model 
requires a large dataset (Srivastava et al., 2014). We utilized all 
collected data from measurement for the training, leaving only 
96 time-steps (1 day) for the testing. We followed the procedure 
of 5-fold cross-validation by withholding different testing 
dataset among the 5 trials.  

The results were obtained by using MATLAB machine 
learning toolbox (Kim, 2017), which is designed for solving 
time-series problems with nonlinear input-output. To perform 
STLF, we forecasted the electrical load of each compressor 1 
time-step (15 minutes) into the future. A summary of the ANN 
design parameters and inputs are listed in Table 4.   

 

Fig. 6.  FFNN architecture used in the study. Inputs include minute (m), hour 

(h), day of week (d), pressure (P), temperature (T), and historical power (p). 

The output is the estimated electrical power for the next 15 minutes.  

 
Fig. 7. LSTM architecture used in the study. Inputs include all historial power 

(p). The output is the estimated electrical power for the next 15 minutes.  

 

 

 
Table 4 

Summary of ANN design parameters and inputs. 

Network type FFNN LSTM 

Inputs 

minute, hour, day of week, 

pressure (bar), temperature 

(°C), power (kW) 

power (kW) 

Targets power (kW) power (kW) 

Training algorithm/Solver Levenberg-Marquardt Adam 

Performance MSE RSME 

4.4. Performance evaluation 

We used 2 statistical metrics and 1 comparison metric to 
evaluate the performance of each forecasting model. The 
metrics included coefficient of determination (R2), root mean 
squared error (RMSE), and mean absolute scaled error (MASE) 
as presented by Hyndman and Koehler (2006). R2 is calculated 
by Eq. (16).   

𝑅2 = 1 −
∑ |𝑌𝑖−𝑌̂𝑖|2𝑛

𝑖=1

∑ |𝑌𝑖−𝑌̅|2𝑛
𝑖=1

  (16) 

R2 describes how well the prediction model fits the 
observation. RMSE calculates the deviation between the values 
predicted by the model and the observed values using Eq. (17).  

𝑅𝑀𝑆𝐸 = √
∑ |𝑌𝑖−𝑌̂𝑖|2𝑛

𝑖=1

𝑛
  (17) 

Last, to prove that the models are better than the naïve 
method of forecasting which simply takes the last observation 
as the forecast, we calculated MASE using Eq. (18). 

𝑀𝐴𝑆𝐸 =
1

𝑛
∑ |𝑌𝑖−𝑌̂𝑖|𝑛

𝑖=1
1

𝑚−1
∑ |𝑌𝑗−𝑌𝑗−1|𝑚

𝑗=2

  (18) 

Here, 𝑌𝑖  represents the actual measured values; 𝑌̂𝑖 

represents the predicted values by the model; 𝑌̅ is the mean of 
the measured sample; 𝑛 and 𝑚 are the number of data used for 
performance evaluation and comparison, respectively.  

5. Results and discussion 

After the neural networks were trained, we applied them to 
the remaining 96 time-steps. The results then were evaluated by 
the performance metrics described in the previous section in 
Table 5. The measured values and predicted values are shown 
in Fig. 8 to Fig. 12. Only predictions with the best R2 are 
plotted.  

The results show mixed performances regarding forecasting 
ability. The FFNN model performs better when the variation of 
the data is higher as seen during working days whereas the 
LSTM model performed better when the fluctuation in the data 
is smaller and noisier. The factor that might contribute to this 
issue could be the numbers of input. The FFNN model uses 
more inputs related to the operating conditions and therefore 
yields better prediction. However, the LSTM model can take 
care of more noisy data without many input variables 
(Weninger et al., 2015). Nevertheless, both models have 
difficulty catching peak values in the measurement. It is a 



  

known issue that also exists in other ANN implementation such 
as wind power generation forecasting (Mason et al., 2018). 



  

Table 5 

Evaluation of models with 5-fold cross-validation and their respective averages 

  Compressor 1 (VFD) Compressor 2 (load/unload w/ auto shutdown) Compressor 3 (on/off) 

  Working day Non-working day Working day Non-working day Working day 

Model Trial R2 
RMSE 

(kW) 
MASE R2 

RMSE 

(kW) 
MASE R2 

RMSE 

(kW) 
MASE R2 

RMSE 

(kW) 
MASE R2 

RMSE 

(kW) 
MASE 

FFNN 1 0.76 2.56 0.78 0.77 0.07 0.73 0.93 7.58 1.12 0.91 5.77 1.12 0.22 0.48 0.60 

 2 0.80 1.64 0.83 0.86 0.05 1.09 0.90 8.53 0.94 0.92 5.18 1.23 0.30 0.49 0.49 

 3 0.81 1.64 0.85 0.75 0.05 0.94 0.89 2.89 1.14 0.93 5.58 1.07 0.29 0.49 0.50 

 4 0.86 1.33 0.65 0.69 0.07 0.99 0.92 3.41 0.94 0.96 5.54 1.05 0.25 0.50 0.53 

 5 0.76 2.02 0.88 0.71 0.06 1.09 0.87 6.74 1.04 0.91 5.75 1.10 0.16 0.54 0.70 

  Avg. 0.80 1.84 0.80 0.76 0.06 0.97 0.90 5.83 1.04 0.93 5.56 1.11 0.24 0.50 0.56 

LSTM 1 0.89 1.21 0.74 0.74 0.07 0.74 0.87 9.80 1.79 0.94 5.79 0.84 0.71 0.32 0.32 

 2 0.82 1.52 0.91 0.84 0.04 0.74 0.84 8.39 1.31 0.92 4.21 1.25 0.82 0.23 0.20 

 3 0.81 1.53 0.92 0.89 0.04 0.74 0.94 5.01 1.25 0.95 5.62 1.07 0.86 0.23 0.15 

 4 0.72 1.72 1.10 0.82 0.05 0.68 0.84 2.39 0.77 0.93 4.89 0.92 0.84 0.24 0.16 

 5 0.91 1.22 0.74 0.80 0.07 0.78 0.96 5.24 1.51 0.96 5.74 0.98 0.85 0.24 0.19 

 Avg. 0.83 1.44 0.88 0.82 0.05 0.74 0.89 6.17 1.33 0.94 5.25 1.07 0.82 0.25 0.20 

 

5.1. Load forecasting for Compressor 1 (VFD) 

Table 5 shows that the LSTM model gives better average R2 
values and lower RMSE values in forecasting both working and 
non-working electrical loads.  For the forecast of the working 
day’s electrical load, however, the results of both models are 
comparable. The FFNN model performs better in terms of 
MASE which suggests that the LSTM model is closer to the 
naïve forecasting, but the difference is not conclusive. The 
LSTM model outperforms the FFNN model in forecasting the 
non-working electrical load in every evaluation metric. 
Particularly, MASE suggests that FFNN is merely taking the 
previous datapoint as the forecast of the next value. This finding 
is consistent with the statement that LSTM can handle more 
noisy data. Fig. 8 and Fig. 9 show each model’s prediction and 
the measured values.   

5.2. Load forecasting for Compressor 2 (load/unload w/ auto 

shutdown) 

 Fig. 10 and Fig. 11 show the predictions and measured 
values. Although the average R2 values of both models are 
acceptable, their average MASE values are all above unity, 
which means that the errors they produce are larger than naïve 
forecasting. As a result, we cannot conclude the effectiveness 
of using either FFNN or LSTM under this situation. The reason 
for these high R2 values can come from the fact that in both 
working and non-working days the electrical load profile 
exhibits a long period of zeros. 

5.3. Load forecasting for Compressor 3 (on/off) 

Fig. 12 shows the models’ prediction. Compressor 3 has a 
control type of on/off dual control, therefore, the measurement 
is similar to a binary categorical value. Brouwer (2002) 
investigated the forecasting ability of FFNN with categorical 
inputs and found that the result is not sound. This could be one 
of the reasons that the FFNN model did not yield an acceptable 
result in this case. On the other hand, the LSTM model returns 
good results with an average R2 value over 0.8 and a low MASE 
value.  

In summary, both models yield a decent prediction for air 
compressors with VFD. The LSTM model has a good 
forecasting ability for the electrical load of compressors with an 
on-and-off control. However, both models fail to give an 
acceptable prediction for the load/unload type air compressors.   

6. Conclusions and future work 

In this research, we investigated the capability of an 
artificial neural network to predict the electrical load of three 
compressors of different control mechanisms. We used the time 
of day, the day of week, the pressure in the compressed air line, 
the temperature of the air intake, and historical power values to 
build the forecasting models. The results show that both models 
are good for predicting a compressor’s electrical load that 
utilizes VFD, with average R2 values of 0.80 and 0.83, 
respectively. LSTM performs better in forecasting the electrical 
load of a compressor with on/off dual control with an average 
R2 value of 0.82, compared to that of FFNN of 0.24. Both 
models were incapable of providing a good prediction for 
load/unload type air compressor. 

Further research may include: 

• Investigation of electric demand peak forecasting using 
ANNs. 

•  Investigation of other machine learning technologies for 
load/unload type air compressor electrical load 
forecasting.  

•     Integration of ANN with other learning techniques such 
as the support vector machine (SVM) to further improve 
forecast accuracy. 

The ability to forecast the electrical power consumption of 
an air compressor is a huge step towards a successful demand 
response and smart manufacturing for two main reasons. An air 
compressor is not only is a typical SEU but also an 
indispensable component in the manufacturing industry.



  

 

Fig. 8.  Best predictions and their respective errors to the measurement of a working day in 15 minutes interval using FFNN and LSTM for Compressor 1. 

 
Fig. 9. Best predictions and their respective errors to the measurement of a non-working day in 15 minutes interval using FFNN and LSTM for Compressor 1. 



  

 
Fig. 10. Best predictions and their respective errors to the measurement of a working day in 15 minutes interval using FFNN and LSTM for Compressor 2. 

 
Fig. 11. Best predictions and their respective errors to the measurement of a non-working day in 15 minutes interval using FFNN and LSTM for Compressor 2. 



  

 
Fig. 12. Best prediction and their respective errors to the measurement in 15 minutes interval using FFNN and LSTM for Compressor 3. 
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