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L ay S u m m a r y

Humans interact and solve different manipulation and planning tasks using a

variety of strategies and naturally adapt to the situation at hand. We alter the manner

of execution as we transition from one part of the task to another — e.g. from reaching

and pulling a book, to sliding it out and carefully regrasping it in place.

In contrast, when solving such long horizon tasks in the robotics domain, it is

common to represent this multistage process using identical building blocks, albeit in

a hierarchical fashion.

We argue that homogeneity is a limiting factor when solving diverse tasks. In

the first part of the thesis we show how we can embrace representational diversity

of the type of controllers — learned by trial and error, using observations or even

hand-crafted strategies — to solve long horizon tasks. We rely on demonstrators to

show the desired goal, which allows us to learn a way to compare how well the

current state matches the desired one. This gives us the ability to sequence the diverse

controllers.

In the second part we are interested in understanding what does a learned policy

pay attention to. We abstract the human demonstration into this model, and use cause

and effect strategy to manipulate what the model sees and track the changes in the

output.

Finally, we conclude by looking into how having a ‘physical dialogue‘ when

demonstrating a task can improve the robustness of the controller. When the robot’s

internal strategy coincides with the demonstration, it can in real time nudge into a

region where it’s more uncertain. This also provides a way to highlight regions of the

task that are crucial for completing it successfully.
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A b s t r a c t

Humans utilise a large diversity of control and reasoning methods to solve

different robot manipulation and motion planning tasks. This diversity should be

reflected in the strategies used by robots in the same domains. In current practice

involving sequential decision making over long horizons, even when the formulation

is a hierarchical one, it is common for all elements of this hierarchy to adopt the

same representation. For instance, the overall policy might be a switching model

over Markov Decision Processes (MDPs) or local feedback control laws. This may

not be well suited to a variety of naturally observed behaviours. For instance, when

picking up a book from a crowded shelf, we naturally switch between goal-directed

reaching, tactile regrasping, sliding the book until it is comfortably off an edge and

then once again goal-directed pick and place. It is rare that a single representational

form adequately captures this diversity, even in such a seemingly simple task.

When the robot must learn or adapt policies from experience, this poses significant

challenges. The mis-match between the representational choices and the diversity of

task types can result in a significant (sometimes exponential) increase in complexity

with respect to time, observation and state-space dimensionality and other attributes.

These and other factors can make the learning of such tasks in a “tabula rasa” setting

extremely difficult. However, if we were willing to adopt a multi-representational

framing of the problem, and allow for some of these constituent modules to be

learned in different ways (some from expert demonstration, some by trial and error,

and perhaps some being controllers designed from first principles in model-based

formulations) then the problem becomes much more tractable. The core hypothesis we

explore is that it is possible to devise such learning methods, and that they significantly

outperform conventional alternatives on robotic manipulation tasks of interest.
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In the first part of this thesis, we present a framework for sequentially composing

diverse policies facilitating the solution of long-horizon tasks. We rely on demon-

strations to provide a quick, not necessarily expert and optimal, way to convey the

desired outcome. We model the similarity to demonstrated states in a Goal Scoring

Estimator model. We show in a real robot experiment the benefits of diverse policies

relying on their own strong inductive biases to efficiently solve different aspects of the

task, through sequencing by the Goal Scoring Estimator model.

Next, we demonstrate how we can elicit policy structure through causal analysis

and task structure through more efficient demonstrations involving interventions. This

allows us to alter the manner of execution of a particular policy to match a desired

learned user specification. Building a surrogate model of the demonstrator gives us

the ability to causally reason about different aspects of the policy and which parts

of that policy are salient. We can observe how intervening in the world by placing

additional symbols impacts the validity of the original plan.

Finally, observing that ‘static’ imitation learning datasets can be limiting if we are

aiming to create more robust policies, we present the Learning from Inverse Intervention

framework. This allows the robot to simultaneously learn a policy while interacting

with the demonstrator. In this interaction, the robot intervenes when there is little

information gain and pushes the demonstrator to explore more informative areas

even as the demonstration is being performed in real-time. This interaction brings the

added benefit of drawing out information about the importance of different regions

of the task. We verify the salience by visually inspecting samples from a generative

model and by crafting plans that test these hypothetical areas.

These methods give us the ability to use demonstrations of a task, to build policies

for salient targets, to alter their manner of execution and inspect to understand the

causal structure, and to sequence them to solve novel tasks.
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“The purpose of abstraction is not to be vague,

but to create a new semantic level in which one can be absolutely precise.”
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I n t r o d u c t i o n

1.1 P r e f a c e

Robotics has been strongly marching into several of the Industry 4.0 technologies

[128]. The advancement of sensory capabilities as well as the need for more flexible

robotics drives the introduction of learning processes within the industry. As the

business needs have expanded beyond the structured and engineered ‘pick and place’

tasks, the techniques to support a changing supply of parts with a greater degree of

variability have been rapidly developing.

As industrial based tasks such as assemblies or chemical processes move towards

wider customization and ‘lean’ manufacturing with tight delivery deadlines (the prime

effect [99]), this naturally increases the diversity of processes involved. These processes

can be hand-engineered, removing slack from the critical path, or some parts slowly

shifting to learning based methods — learn exhaustively once, quickly fine-tune per

task. In this transition period, we are left with an open question on “How does one

combine the diversity of control strategies?”

Sequencing policies requires innovation, as relying on the current strategies of

Reinforcement Learning (RL) or Model Predictive Control (MPC) framework enforces

unneeded homogeneity in the controller strategies, which is exactly what is desired to

be avoided. A controller is a policy, a hand-specified or learned strategy that takes

in observations of the world and produces a control signal that when executed by

the agent, changes the world in a desired fashion. These methods usually attempt

to capture the complexity or the dynamics of the task into a specific model, for all

parts of the task. This approach, however, does not provide the desired application

1
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diversity. We instead show the ability to quickly generate novel hierarchical controllers,

relying on multiple heterogeneous systems, for new tasks learning from just a few

demonstrations. Further, we examine the underlying learned policy to gain more fine

grained properties for both the hierarchy and the structure of the policy itself.

In current engineered processes, the main methods for automation vary according

to the human-robot ratio of in the workforce. At one end of the spectrum, we have

Henry Ford’s vision of the assembly line, where rope-and-pulleys are used to move the

car along different worker stations. This simple solution allowed for the time needed

to produce a car to be cut in half compared to bringing parts by a horse carriage.

At the other end, completely automated pipelines — “lights out” manufacturing —

complete their product with zero human intervention. Bemusingly, an example of

such manufacturing is the production of integrated circuits and robots themselves

[94, 110].

However, the above examples are specialized in domains that require little work

on diverse or challenging engineering tasks. A parallel development in automation is

targeting the collaborative aspect of work — with human and robot workers jointly

performing some operation. This relatively recent advancement works by positioning

the two close by and delegating the responsibility for doing the “tricky” for robots

tasks to the human worker and saving time on the assembly line by having the robot

prioritize easily automatable tasks.

More challenging tasks, such as manipulating wire and flexible materials, are still

considered outside the scope of the capabilities of even modern robotics targeting

industrial applications.

As an example, let us take one of the latest Tesla patent applications — Figure 1.

Being a company without the burden and constraint of an established manufacturing

process, they are perceived to be taking an exploratory approach that aims to change

both the standard manufacturing processes and the product itself to ease production.

The figure shows a wiring harness of a car, which is designed to be rigidified to make

it manipulable by robots. Even with such changes, the process of connecting the power

bars requires significant sensing and manipulation capabilities (1b) — the bars need

to be aligned both in position and orientation, delicate and small spacers inserted

in-between, and bolts slotted in and tightened to a particular torque level. Some of
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(a) Full body semi-flexible wiring. (b) Bolt fastened connectors.

Figure 1: Example tasks of the Tesla wiring harness. Images adapted from [29].

these sub-tasks have natural solutions in the current process automation pipelines

through standard motion planning or engineering processes; others that deal with

flexible materials or unconstrained insertion require more innovative methods. The

flexibility allows for the shape to alter in a continuous fashion within boundaries

defined by the material, forcing the robot to sense the particular shape and react

accordingly. Each of these contingencies needs to be evaluated and programmed

individually, forcing the robot to reason online.

1.1.1 Skills Composition

These types of tasks highlight the diversity of skills, and by proxy controllers,

that needs to be executed in sequence to complete these relatively straightforward

for a human operator to demonstrate tasks. From a research perspective, each of

those previously highlighted skills has been viewed in isolation, yet solving the task

holistically has been reliant on a single process structure. This rigidity sidesteps some

of the advantages where a solution is developed, e.g. in a simulation, using a (learned)

physics model or completely data-driven. As a result, introducing a new model of a

product by creating a modification of either a piece or step of the process may make

all the skill acquired for the current task obsolete.

What is required is a flexible method that makes the process of sequencing skills

from different domains easy, with just a few demonstrations. It should naturally be

robust to disturbances and auto-correct what skill needs to be used from a library of

available high-level actions.
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Figure 2: Composing controllers allows stable movement between any two points covered by
such controllers.

Inspiration for the outlined solution comes from the concept of covering the state

space of a task with controllers and navigating between different points within by

sequencing them as in [26]. The controllers represent a particular small problem sub-

task — a short-horizon skill and can be activated in a particular case — a subset of the

task-space we call an initiation region. This initiation region governs where the current

skill is contextually useful to be executed and is associated with the corresponding

performance metrics. Additionally, a skill is associated with a flag that can terminate it

— a useful signal to highlight that the skill has been completely executed and another

decision about what to do next can be initiated. Composition is assumed to be the

sequential application of one function and policy after another.

The diversity of skills allows for them to work on a variety of input sensor

streams - from camera and depth information, state representations, to proprioception.

These modalities are aligned with different output spaces - from poses to joint angles

and work at different horizons and frame-rates. Not surprisingly, they also provide

a different set of guarantees, which can be necessary for operation within certain

domains [103].

As a competing alternative, the algorithm designer has to choose a particular

representation, on top of which the skills can be developed for the particular problem.
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For robotics it is common to rely on RGB-D (video camera and depth information)

in cases that require precise and contextual information and control the robot end-

effectors in Cartesian space. It is a resource intensive process that requires careful

mapping. On the other end of the spectrum, when quick decisions are important,

a high frame-rate camera can be used to torque control the joints of the robot. The

current frameworks lack an intuitive way to combine the variability to styles different

problems require.

1.1.2 Choosing Sequences from Library

In the proposed work, the compositionality comes from sequencing these skills

through overlapping regions of initiation and area of operation. For instance, in the

bolt inserting task, the controller can be activated when the context makes sense -

the robot is holding a bolt and a connector is visible. The skill should not necessarily

be conditioned on the number of connectors, their alignment, or whether they have

spacers.

Finding the right sequence of controllers relies upon a task policy. It can be

obtained by using expert demonstrations. This allows for a quick and intuitive method

to provide instructions about the task and the goal itself. Rather than relying upon the

recreation of reward associated with different steps along the trajectory, like Inverse

Reinforcement Learning (IRL), or directly learning to replicate the behaviour as in

Learning from Demonstration (LfD), we can learn a more straightforward representa-

tion. It provides an assessment of how far along the current state is in regards to the

demonstrations of the task.

Combining this ability with a dynamics model of each controller, which can

estimate what the sequence of future states for a given policy would be, we can

evaluate the futures in a hypothetical selection of each possible controller. Intuitively,

we can then select the skill that forces the world to be closest to solving the task. This

provides a method that uses demonstrations to guide the skill selection process for

solving long-horizon tasks.
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1.1.3 Skills Elicitation

If we have demonstrations of the task, what else can we do? So far, we have relied

on knowing what the substructure of the task is by the explicit annotations of the

different skills used. However, whilst observing the full demonstration, if we perform

varying interventions either in the resulting model input or during the demonstrations

themselves, we can begin to understand the underlying structure of the problem.

One strategy would involve performing interventions in the environment of the

task, and through causal analysis extracting the causal strength of the change. By

using this type of augmentation, we can extract the items or symbols within the world

that the expert is paying attention to during the demonstration. Symbols are assumed

to be an instances or a visual instantiation of a particular object. For instance, the

trajectory of how the bolts are inserted may be dependant on whether parallel tasks

— such as connecting the battery — are performed, which may alter the degree of

caution with which the task is done. Through such modifications of the environment,

we can learn to differentiate between the states or preferences of the expert.

Moreover, we can begin to decompose the demonstrations to a set of rules that

represent the internal state of the expert — e.g. “Stay away by at least X from the

battery”. By parameterizing these symbolic rules, we can use them as part of the latter

task optimization procedure and as a result, create much more natural behaviour. This

capability also increases the potential diversity of policies in the skills library.

1.1.4 Policy decomposition

Previously, we were assessing the policy in a static, off-policy fashion after

completely fine-tuning the controllers and applying them to varying situations to

extract the embedded information.

An alternative strategy to decompose the policy would be to look at interven-

tions during training of the demonstration itself. This has the increased benefit of

incrementally gaining insight into the policy alongside its increased performance.

Current methods for blending expert and robot control do this sequentially — the

robot executes a policy, with the human providing clarification actions when the robot
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is uncertain, overlaying the correct action after the fact, or alternatively, the human

expert having the capability to intervene within the robot policy (and provide better

actions). But much more information can be obtained about the salience of different

regions of the task space by both performing interactive interventions and allowing

the robot to elicit information by augmenting the demonstration in real-time (rather

than the human augmenting the robot policy).

The interactivity allows for the physical dialogue between the robot and the expert

to extract information in real-time and to avoid the hard task of post-factum annotating

trajectories. The augmentation of the trajectories allows for the “curious” robot to

avoid repetitions in parts of the environment with enough data support, and move

the demonstrator in a more robot-informative situation. This means that reaching a

particular level of performance or robustness would need fewer demonstrations. This

communication is performed by the robot nudging or moving to an internally desired

area of the state space.

These methods for composition and skill elicitation would allow for machine

learning policies to be learned in a data-efficient way, alter the policy to follow a

different expert specification, and be part of a much longer task.

1.2 P r o b l e m S tat e m e n t

In this thesis we consider the problem of sequencing diverse policies to solve long-

horizon tasks and how can we decompose the tasks into sub-tasks. To perform this,

we look at embedding different priors in the control model: (1) expert demonstrations

- these provide a reasonable, close to an optimal demonstration of the task and convey

the expected outcome, (2) causal analysis - building a Structural Causal Model (SCM)

or intervening in the demonstration provide a method to better extract the underlying

structure of the task and what is required for its completion.

We are tackling the questions:

• Given a library of diverse controllers, their dynamic models and expert demon-

strations, how can we sequence them into a plan to solve temporally extended

tasks?



1.3 Th e s i s O v e r v i e w 8

• Assuming demonstrations of the low-level policies, can we create a surrogate

model to evaluate the causal link between different symbols or objects in the

environment, thus decomposing the policies, and the demonstrators’ used spe-

cifications for the task? Can we interpolate between different specifications or

map them to a rule-based system?

• Can we partition and extract more information about the structure of the task

from interactions during demonstrations? Can this be a method to also obtain

more diverse, data efficient demonstrations given robots and humans have

comfort spaces with subconscious task and specification related preferences?

1.3 Th e s i s O v e r v i e w

The thesis is split into distinct parts studying the composition of diverse policies

and the different methods of finding task structure. The first represents the need for

finding methods to combine policies of different nature - deliberate motion planning

or reactive neural network policies into a single hierarchical controller. In the second

part, we will expand on some of the common issues with hierarchical control en-

countered previously around decomposing the structure of a task and subsequent

policy refinement.

1.3.1 Composing Diverse Policies

Tasks that have changing dynamics can be represented as hybrid systems and

usually implemented as a hierarchical controller with the critical points initiating a

change of controllers. A model-free approach would, in turn, be responsible for learn-

ing either the underlying policies, how to sequence them or both. This would mean

that the resulting system is represented with the same paradigm, as the underlying

controllers - e.g. a neural network, a decision tree, a program.

This restriction limits the type of problems that can simultaneously be tackled

due to the constraints each structure exhibits on the system - in terms of control,

input state space, control loop frequency, how the boundaries of the controllers are

estimated.
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Figure 3: The hierarchical controller uses demonstrations as well as the estimated future states
under the different policies to choose the best next controller.

Using demonstrations, we can bias a hierarchical controller (Figure 3) about the

progress represented with the current state of the task. As a result, if each of the

sub-controllers can predict the future state of the system conditioned on its execution,

we can transform the sequence learning problem into a planning one, whilst being

agnostic to the underlying controllers.

In particular, we learn a Goal Score Estimator model that approximates the

progress of an observational state towards the desired configuration. With a low

number of varying length demonstrations, it maps the state space to a scalar value in

the range [0..1], where 0 is a state close the beginning of demonstrations, 1 - towards

the desired/end world state. We rely on the versatility of direct demonstrations to

provide the information to learn this estimator. Even though the demonstrations are

not temporally aligned, the flexibility of a Mixture Density Network (MDN) can learn

the variability in the demonstrations.

This allows using a diverse set of controllers that work within the same system

by incorporating a dynamics model. Those sub-policies can be tuned and work on a

variety of state spaces and can form a library of controllers to be used across different

long-horizon tasks.

We evaluate this architecture on a base Markov Decision Process (MDP) problem to

show optimality in the compositionality of our system for tasks exhibiting a variety of

time-scale dependant and skill diverse problems. We test its robustness to noise in the

dynamics and Goal Score Estimator models and show the low sensitivity to varying
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conditions. Finally, we show that it performs better than any individual method in the

gear assembly task performed on the PR2 robot.

1.3.2 Structure Elicitation

1.3.2.1 Policy sub-structure

Common everyday tasks exhibit natural variations of their execution, which is

often due to a small change in the specifications under which users perform them.

We can learn a generative model of the different user behaviours, where the latent

space samples represent a world configuration with the desired solution. This gives

the capability to find solutions to unseen problems by dynamically reevaluating a

proposed initial guess and backpropagating the desired configuration through the

differentiable specifications model. With each iteration or step in the latent space, the

solution converges closer to a possible configuration under the specifications for the

generative model.

Figure 4: Using demonstrators that generate solutions to similar tasks, we can create a specific-
ation that differentiates between them and allows to interpolate between the solution
of the resulting policies.

This allows an initial set of policies to be expanded to include a wider variance

in the styles with which a task is solved. Further, we can interpolate between those

policies and allow for the hierarchical controller to augment the final solution.

Additionally, through the generative model we can find which symbols have an

impact on the user’s specifications. We perform causal analysis by intervening in the
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surrogate model of the user, allowing us to carry out an exhaustive search. By relaxing

our assumptions and gaining knowledge about the symbols and their location in the

environment we can learn to differentiate between specifications and what symbols

are impacting each one of them.

Further, we can use constraint optimization to parameterise the interaction

between the symbols and the proposed solution trajectory and as a result learn

basic safety envelopes under which motion planning can be performed.

1.3.2.2 Task sub-structure

Sharing different skills between humans, especially focused on tactile control, are

generally transferred through demonstrations. It is not well known which aspect of

the structure of the demonstration is crucial and it is common to describe the action or

require more information in a Q&A session, or alternatively to participate and nudge

during a possible demonstration.

We want to emulate this type of inquisitive behaviour in a robot agent, in which

it is an active participant in the demonstration. This differs from passively observing

or optimizing a policy post-hoc using additional labels. By being an active participant,

the learner can perturb and see if the motion is being counteracted or not by the

expert. This type of information gathering can explain if the resulting trajectory is a

variant — an additional degree of freedom — of a known sub-policy, or is actively

deteriorating the expert performance — it informs about the salience of the current

region.

We bring active learning to LfD with Learning from Inverse Intervention (LfII),

where during a demonstration, the learner compares historically the alignment

between the internal agent policy and the current demonstration to trigger an inter-

vention that moves the agent in a different part of the state space that can be more

novel. This iterative process allows to augment the demonstrations and make them

more informative.

This type of intervention can also be used to elicit the structure of the task. By

perturbing the policy to avoid a sub-region of the task space, we can evaluate the

salience by determining if the resulting trajectory has solved the task. If the task is

successfully completed, the avoided region is not important and vice-versa.
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Alternatively, we can query a generative model and ask the demonstrator to

evaluate the salience of the highlighted state. By iterating over a set of trajectory states,

we can use this Visual Q&A strategy to decompose it into important sub-regions.

1.4 M a j o r C o n t r i b u t i o n s

• A strategy for composing diverse policies from a set in a pre-existing library to

solve long-horizon tasks. Converting a learning problem into a planning/sequen-

cing one by using expert demonstrations to learn a Goal Scoring Estimator. This

improves tractability and robustness by fusing well established methods with

learning based ones shown in a PR2 gear assembly problem. [Chapter 3]

• Using causal analysis to gain insight into the specifications users follow when

completing different tasks in relation to known symbols in the world. Further,

the ability to find clusters of possible solutions and to interpolate trajectories

across different specifications in a tabletop trajectory generation task. [Chapter 4]

• LfII: an imitation learning strategy that augments the demonstrations in real-

time and forces a higher diversity in the obtained data. It adds the ability to

decompose the policy structure by evaluating the salience of different parts of

the task space by either intervening in the policy to avoid a region of the space

or using Visual Q&A to query the expert directly. [Chapter 5]
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Ba c k g r o u n d

The big shift in applying universal approximator functions to learning based

problems, especially after 2013, builds on top of a period defined by handcrafting

features to perform subsequent tasks. Even though these features could be learned

from data, e.g. Histogram of Gradients (HoG) [38], Scale-invariant Feature Transform

(SIFT) [97] they were a product of careful selection.

The machine learning boom that followed is mainly defined by the abundance

of well-labeled data [20, 42, 93, 96], increasing computational power [68] and ever-

increasing and diverse methods of applying these universal approximator functions

[85, 91, 116, 135, 140, 141].

But, as suggested by the “no free lunch” theorem, we have been approaching

the limits of these general approaches. The new wave of improvements will come

from looking back into embedding some form of stronger bias to escape this local

minimum.

The improvements within this thesis are relying on two fundamental inductive

priors:

1. Expert Demonstrations - Learning from Demonstration provides an unmatched

method that shows the goal, method, and manner of execution to complete

particular tasks. It is also extremely well suited for robotics and tasks of varying

complexity.

2. Causal Modelling - Fundamentally, the world we live in exhibits a causal

structure, which combined with the robot’s ability to interact within the same

world, gives a strong prior about the relationship between observations, actions,

and future states.

13
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We will be discussing those on a fundamental level here and will be providing a

cohesive targeted summary as part of each chapter.

Alongside demonstrations and causal analysis, we believe that having an under-

standing of current methods for composition and data assessment to be necessary,

which can also be found at the end of the chapter.

2.1 I m i tat i o n L e a r n i n g f o r R o b o t i c s

2.1.1 Learning from Demonstration

LfD is a paradigm that gives the ability for robots/agents to learn a particular

skill. This is based on the assumption that the observation of an expert performing

the task gives the necessary information to extract a corresponding robot controller.

Contrasting the previous methods that rely on decomposing the problem and writing

explicitly a controller or program to do the task; or providing a reward structure and

iterating a policy until it reaches the desired performance. The big advantage of LfD is

that the demonstrator does not need to be an expert in robot programming, rather,

they need to be sufficiently familiar with the task.

Let us look back into the Tesla wiring harness example. A factory floor worker

needs only to provide examples of the sequence and manner in which the harness

needs to be connected, without explicitly programming. This is preferred, as it is

hard in most situations for the domain experts to completely explain and articulate

thoroughly most of the variability and reasoning for actions (especially ones made

by "their gut feeling") [28]. In cases where the performance is sub-par, in a learning

situation, more demonstrations can be provided to allow the algorithm to generalize

better (more on generalization and how much data is needed in Section 2.4). This is

different than copy and replay of the original demonstrations, rather it is creating a

policy that replicated the observed behavior.

This is in stark contrast to the current process where software experts are on the

factory floor, directly optimizing the robotic processes to achieve better amortization

of the robot. In this setting, the engineer needs to reason about all of the variations
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and sub-tasks that the robot needs to perform and how they are linked to the general

structure.

In its foundation, LfD is the problem of learning a mapping between the states

and desired demonstrated actions. However, there exists a difference between how

this mapping is used when there is a mismatch between the recorded mapping or the

embodiment mapping — Figure 5. When performing demonstrations we come across

exactly the correspondence problem [9, 105].

Embodiment Mapping
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Figure 5: Transformations between the recorded medium and the embodiment of the demon-
stration or imitation. Inspired from [9].

Even though robots and humans perform work in a correspondingly similar

environment and aligned physical capabilities, there still exists a non-identity mapping

in some cases. However, there are two broad cases where this equivalence can hold —

perceptual and physical equivalence.

2.1.1.1 Physical equivalence

When performing a task, humans, and robots may share the underlying physical

platform. For instance, in the case of teleoperation or shadowing, the demonstrator

can use the same hardware to complete the task but rely on identical or different

perception streams. This physical equivalence makes the task of action generation

much easier, as the direct actions are provided during the demonstration. Additionally,

the robot agent may be equipped with additional sensors, such as depth or thermal

cameras, potentially easing the perception task.
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We rely on this equivalence for Chapter 3, where we use HTC Vive controllers to

remotely teleoperate the PR2 robot, demonstrating a task, but relying on our vision to

obtain task context. During the demonstration, proprioceptive and visual information

from the robot was temporally aligned.

Similarly, Chapter 4 relies on kinesthetic teaching [123], where the expert is

physically moving the robot joints as part of the demonstration. One significant

difference is that the resulting visual data is different from the expected run-time

distribution (see section. 2.4).

2.1.1.2 Perceptual equivalence

Similarly, in cases where the expert receives information in the same manner as

the robot platform, through teleoperation or by instrumenting sensors on the teacher,

there exists the ability to build up the right latent representation of the task. The

closer these mappings are to an identity transformation, the easier it is to learn a

representative policy. However, in the case of perceptual equivalence, it may not

necessarily be straightforward to replicate the action results. In the case of the wire

harness assembly, the human demonstrator motion around obstacles is constrained

by the redundancy of the human body. As the kinematic chain and operational space

may differ, the obtained demonstrations can have replication issues.

2.1.2 Applications

The ease with which demonstrations can provide an example of the task needed

to be completed, without having to explicitly specify a goal, makes them an ideal

candidate for specifying new tasks. The concept of non-experts modifying the behavior

of an agent is shown in [60], where a robot policy is learned to play robot football

(soccer), [18] — drive a car. This Behavioral Cloning (BC) has been extended to even

more dynamic contexts, with a much narrowly distributed expert skill set, such as

acrobatic drone flying [1], or in case of [89] — learning the representative hierarchical

policy.
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However, demonstrations can also be used to learn safe policies under the super-

vision [74], or as part of an auxiliary task of learning mappings for the perception and

kinematic differences [9].

On a fundamental level, the demonstrations are providing an implicit representa-

tion of the goal of the task. Looking through the lens of IRL, we can invert the problem

of learning a policy to learning a reward function, which can be later on used in an RL

optimization setting [10, 109]. This two-step process allows us to learn more general

policies, even beyond the expert performance [22].

2.2 C au s a l M o d e l l i n g

One of the methods for embedding inductive bias in machine learning is to rely

on causal analysis to extract a cause-effect relationship between the different parts of

the demonstration. Here will discuss how interventions and counterfactuals work, as

well as examples of how they have been used in the machine learning and robotics

domains.

2.2.1 Causal Analysis

X Y

Figure 6: A small graphical model containing two variables - X and Y.

Let us being by considering a small Graphical Model as shown in Figure 6. We

can model this relationship as follows

X := NX (1)

Y := f (X, NY) (2)

where X and Y are nodes in the graph, NX and NY are independent and identically

distributed (iid) noise variables. f denotes a connecting function that represents how

two variables are related. It can range from a simple linear function - Y = θX + NY to
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complex non-linear ones that increase the dimensionality of the resulting variable. We

can then apply simple mathematical rearrangement and invert the dependency on a

function g for X — X := g(Y, NX); Y := NY.

Figure 7: Two different Structural Causal Model (SCM). In the first one, the label is given to a
parson, who creates the alternative representation. In the latter model, the intention
of the human generates both the label and the image representation. For particular set
of functions f , g, h and noise variables NX , MX , MY the two models would produce
equivalent distributions of samples, but are naturally different from an intervention
perspective. Adapted from [115].

Figure 7 are examples of SCM for a case where samples from the MNIST dataset

is generated [113, 115]. It indicates both the relationship between the variables and

also the direction of influence. In model (i) we have that both the class label Y and the

noise sample NX are independent (Y ⊥⊥ NX) — the exact style of the letter written

is not related to the class of the letter. In this setting, we assume we have a human

which when given a class produces with best effort an image representing the class.

We can compute the observational distribution PX,Y from PY, PNX , and f , that is we can

learn the mapping from x to y without intervening in the system, better than chance.

In this SCM there are two possible interventions we can perform and produce

the corresponding interventional distribution. We can intervene on X by changing the

image, but it does not affect the class label, the human writer, or the data in the dataset.

Mathematically, any changes on X will have no impact on Y, because of Y := NY.

However, intervening on Y has the impact of changing what the writer observes

as a task, and as a result — the image produced. This is because X := f (Y, NX) and

X is dependent on the variable Y. This is the reason why in the graph, there exists

directionality in the connection between X and Y, i.e. there is an arrow linking the

nodes.
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In model (ii) we also model the writer’s intention for a class and the resulting

image. We can apply Reichenbach’s common cause principle, which states that in the

case where we have two statistically dependent variables X, Y (X 6⊥⊥ Y), there exists a

third variable that is a confounder - Z, which causally influences both. Or in some

special cases, it can coincide with either one of the other variables. What is even more

important is that in the resulting graph, the two variables X and Y are shielded, such

that if we condition on Z, they become independent (X ⊥⊥ Y|Z).

If we choose suitable functions and noise variables, the resulting observational

distribution PX,Y can match the distribution in model (i). If we intervene on X, we have

the same result as in model (i) — no change is observed. However, if we intervene on

Y, we would not affect the image! This is different than in the first case for model (i),

as the image generation function is independent of Y in model (ii).

In SCM, dependencies are generated by functions that compute variables from

other variables. Rather than thinking of them as mathematical equations, it is better

to assume they are computational programs, indicating that mathematical rearrange-

ments may not hold true due to the causal structure of the graph.

More generally, when we think of causal modeling, we understand the process of

drawing conclusions based on a causal model.

Formally, for the above example we can say that there exists an SCM C defined as

C := (S, PN). S is a collection of d structural assignments in the form of:

Xj := f j(PAj, Nj), j = 1, ..., d (3)

where PAj is the parent of (nodes that influence/directly cause) Xj, PAj =

{X1, ..., Xd}\{Xj} and PN is a joint distribution of the independent noise variable for

each node.

We can calculate a distribution over the variables X, which we refer to as the

entailed distribution or PC
X.
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2.2.1.1 Interventions

Now that we have the basis for working with a SCM, let’s assume we intervene

and change the probability of a particular variable Xk. We would then expect the

distribution of the SCM to also change. It is equivalent to changing the graph, such

that now Xk is dependent on the new intervention distribution. So, even if it was

previously influenced by other variables, now it would be separated by modifying C

and would change the entailed distribution.

We can write it as modifying the assignment for Xk as:

Xk = f̃ (P̃Ak, Ñk) (4)

Alternatively, we can also set f̃ to be a point mass of a particular value a. Thus

we can call the entailed distribution of the new SCM and intervention distribution and

annotate it as:

PC̃
X := PC;do(Xk=: f̃ (P̃Ak ,Ñk))

X (5)

The intervention distribution in the modified graph is updated by setting the dis-

tribution of Xk to the new modified assignment. If we choose f̃ (P̃Ak, Ñk) 6= f (PAk, Nk)

we would expect that there will be a shift in distributions PC̃
Xj
6= PC

Xj
if Xj is causally

influenced by Xk.

2.2.1.2 Counterfactuals

Using counterfactuals for reasoning1 can be considered as the process of condi-

tioning the noise variables on particular observations and performing an intervention

to measure the resulting distribution. In essence, it allows us to answer questions in

the form “In this situation x, if I had done Y, what would the outcome of Z be?”.

We can condition on some value of the nodes X = x as follows:

CX=x := (S, PC|X=x
N ) (6)

1 It is commonplace to use counterfactual reasoning in causal inference, but is debated around the ability
to articulate the full graph or to limit the effects of the conditioning on the rest of the graph [106].
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where the joint probability distribution of the original gets projected on the distribution

when X = X, PC|X=x
N := PN|X=x, so the new noise variables no longer need to be i.i.d.

and can be estimated from X = x and the definitions of X. And in this new graph

(with conditioned noise variables), we can further perform the intervention action to

estimate the probability of Z and note it as:

PC|X=x; do(Y=y)
Z (7)

2.2.2 Causality in robotics

Causal analysis is an especially important tool in decision making for financial

and medical regulations and institutions. It is particularly hard to evaluate in those

domains, as performing interventions need to have an observation of both the entitled

and interventional distributions, meaning part of the population is influenced by some

aspect, and the rest - not. This raises a lot of ethical questions, as a critical part of the

decisions can be done only from observational data (for more see Chapter 2.4). The

gold standard in those domains, when possible, is to perform double-blind placebo-

controlled randomized trials. This is to avoid spurious causal relationships that are an

artefact of information leak regarding the arm of the trial or statistical correlations in

the data that are not part of the same causal graph (or have a common base parent,

beyond the scope of the experiment). The latter is a significant issue if the reason for

the investigation is the formation of the graph itself, where the lack of scientific and

common knowledge is unable to articulate fulling the domain of the problem.

Having an active participant in the world (i.e. the robot platform or surrogate

model) allows us to simplify the hard task of performing these interventions and

measuring the resulting distributions.

The ability to decompose the world representations into the different axis of

variations [30, 69] allows us to build a latent space2 that can be mapped into nodes

from an SCM. As a result, the different hypotheses can be used to evaluate the machine

learning model and the relationship of the task to the representations within the

environment. We explore this further in Chapter 4.

2 non-linear neural network dimensionality reduction
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Using observational causal analysis can still be useful to provide proxy variables

that can be used to incorporate static knowledge within the domain of the problem

[44, 120]. This provides a unique ability to shape the inference of the system by both

relationships extracted from data and those provided by an expert.

But the interactions with the expert should not be unidirectional, and the ability

to create a surrogate model of the system, which can be linked to symbolic representa-

tions of the world is useful to provide a causal meta-analysis and explanation of the

network’s actions [65] and further in Section 4.5.

As part of an RL framework, counterfactuals can be used to alleviate one of the

big issues surrounding sparse reward, which is credit assignment [51]. This ability of

the system to compare the reward distributions when the agent has the hindsight of a

different action distribution can be beneficial to narrow the reward states. Similarly,

these counterfactuals can be used to reason about intent in dynamical environments

[19].

We further look into this ability to both query the system using interventions

and obtain a better understanding of its working as part of Chapter 4. But also in a

counterfactual setting to obtain salience of different regions of the space by having a

robot manipulate a demonstration as part of Chapter 5.

2.3 Po l i c y C o m p o s i t i o n

In Section 2.1 we have seen one way to generate appropriate policies that solve

a particular task. However, it is of interest to solve problems beyond short horizon

skill-based ones and shift to more multi-stage, longer assignments. That in itself

requires the ability to compose, or chain, multiple skill-based policies.

2.3.1 Flat Policy Composition

Before we continue to a hierarchical composition, we need to highlight that the

idea of splitting the state space and having regional controllers was first introduced as

part of the optimal control framework [26]. Sequentially composing policies was used

as a tool to create simple regional controllers that are tuned and maintain stability and
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Figure 8: A - an ideal controller in the obstacle-free space. B - the sequential composition of
the controllers, where the goal point of each controller is within the attraction space
of the following one. C - Sequencing multiple controllers within the free-space of the
problem in cells, where each cell has a single active controller. Adapted from [26].

controllability within the domain of operation. By having such overlapping regional

controllers, the state of the system can be moved within the operational domains —

Figure 8.

This is also used by Tedrake et al. [142] as LQR-Trees to allow stable locomotion

by splitting the domain of operation into the above-highlighted tree structure using

Linear Quadratic Controller (LQR) controllers.

The advantage of these splits is that the linearization that occurs as part of the

controller is an adequate approximation of the local domain and can be independently

optimized.

2.3.2 Hierarchical Control and Long Horizon Tasks

Temporal abstraction, or the notion that an agent can use not only low-level

actions but also hierarchically abstracted actions, has been a long part of the additional

inductive bias given to a learning agent [45, 48, 75, 90]. More on how inductive bias is

integrated as part of the data used for learning in Section 2.4.

These abstractions have been balanced between using a set of known control

strategies or learning the underlying hierarchy. The latter case can be best described

as the options [117, 139] in the RL framework.

Similarly, learning Hierarchical Reinforcement Learning (HRL) policies are a

method of balancing the exponentially growing state representations, such that de-
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Figure 9: The state trajectory in the MDP is repented as a sequence of states visited through
time. By increasing the abstractions of the action — compressing to larger continuous
transitions, less decisions need to be made by the agent to reach a desired state.
Adapted from [139]

cisions are not required at every step in a semi-Markov decision process [13]. This

is done by invoking their own temporally extended activities and relying on the

termination criteria to bring back control. We describe our method of sequencing the

policies in Chapter 3, where rather than relying on the Bellman update equation to

learn this sequencing, we are using expert demonstrations to provide a natural timing

to activate the policies.

This balance of using experts as a warm start of policies is especially relevant

to long-horizon tasks [61]. The demonstrations can be used to produce an initial

distribution that can be learned in a supervised fashion, and subsequently fine-tuned

for performance in an RL optimization loop.

We can also look at the work of Andrychowicz et al. [3] as an intervention strategy

to the goal of the problem, such that rather than relying on an external demonstration,

the mistakes that the policy makes can be used as hindsight into what the target value

should have been.

On a macro level, long-horizon tasks have been well understood in the planning

domain. Similar attempts for learning actions within a policy have also shown im-

provements in performance where replays of the system are possible [63]. In our work,

described in Chapter 3 we use MPC alongside a heuristic to plan in a multi-policy

setting.

Of course, to provide a mixture of policies in a problem context, we need to be

able to verify the domain of stable operations of each one of them. This is necessary as
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a precaution to ensure the trustworthiness of the overall system performance, where

unlike the reward structure in RL, we want to define hard constraints that should not

be violated. This problem can be naturally looked as a Bayesian Optimization (BO) of

providing adversarial counterexamples [56] or as out-of-distribution detection [151].

As improvements in HRL have allowed for options to be learned in an end-to-end

fashion, there has been a rising question of what would be considered a good option. In

[64] it has been viewed as an additional cost to an option to increases interpretability.

Or in the case around Chapter 5, we believe that having a salient target for each option

is a method to split the trajectory into meaningful temporal abstractions.

2.3.3 Policy Diversity

Both flat and hierarchical policies can be represented in diverse ways. Especially

for controllers that require rich manipulation, there have been a variety of strategies

dedicated to pushing and pulling [53, 102, 103], dynamic nonprehensile controllability

and planning [101], automatic synthesis [98], caging [119].

For policies requiring the robot to exert force or follow a longer trajectory, plain

Dynamic Movement Primitive (DMP) [76, 127], or deep DMP [54] have been used.

When we have a dataset obtained from LfD that uses discrete actions, we can

partition the space and convert the problem to a classification one with Neural

Network (NN) [79], Bayesian Networks [77], Gaussian Mixture Model (GMM) [32, 145].

This is applicable to high dimentional video inputs as demonstrated by [49, 95, 154]

by using Convolutional Neural Network (CNN) and Variational Autoencoder (VAE).

2.4 Data A s s e s s m e n t

At its foundation, machine learning has decreased the cost and time of making an

inference, or a decision. Previously, the situation would be passed to a committee or

an expert, who would in turn use the accumulated experience to provide an adequate

interpretation of the case and as a result - a decision. The learning of the process and

experience, that the human has, are trying to model the general variability of the

representation of the data. Let us take, for example, the highlighted case in Figure 1b
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Part 1 Part 2

Orientation Colour Finish Stamping Machine

Assembly

Figure 10: Assembly characterization by a graph.

and the task of visually inspecting the correctness of the assembly. The observations

within the images can come from a graphical model that captures the possible modeled

aspects (nodes). The image of the assembly comes from parts (Figure 10), which in

respect are defined by attributes such as orientation, color, finish, etc.

When we investigate each of these attributes in more detail, we begin to un-

derstand that each of them in respect comes from a distribution, defined by the

manufacturing process. They can come in several colors, there is some assumed

orientation, and additional parameters defining the finish.

As a result, we are left with the finding that through our observation of the

phenomena, we capture a subset of that natural variation — Figure 12. Our aim is to

record as best as we can this variation in our dataset. Through the process of removing

duplicates and collating samples, we produce an ever decreased subset of the original

Part 1 Part 2

Orientation Colour Finish Stamping Machine

Assembly

Figure 11: Propagation of the initial node distributions as part of the variability of the assembly.
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data. Further, we would then split into training, testing, and evaluation parts - with

the hope that we can independently model the natural variation within the data, as

well as capture independent samples that can be used to evaluate the performance

during and after training.

In the neural networks optimization process it is common to use loss functions

such as ones based on Kullback—Leibler (KL) divergence, where there exists an

optimization incentive to prefer unbiased, balanced data.

Natural Distribution

Observed Distribution

Dataset Distribution

Tr
ain

Evalu
ate

Test

Figure 12: Data diversity between nature and the captured subset in our datasets.

2.4.1 Dataset curation

The process of creating a targeted dataset is described as part of one of the most

popular datasets - ImageNet [42]. There are significant logistics and licensing issues

around surfacing the needed images, as well as providing multi-layer verification

of the created labels. Those parts have been since then the core IP of several data-

acquisition companies — LabelBox, Hive, Cloudfactory, hCaptcha — highlighting the

significant need for these services.

Regardless of all of the precautions around the original ImageNet labeling and

data distributions, datasets should not be considered static pieces of information.
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Rather, as an iterative process, arising to service a desired machine learning model

needs. Beyond the original use as a benchmark, subsequent work on reassessing the

labels [16, 122] has shown that there can be significant issues with the aggregated

distributed labeling process. In the case of policy learning [35] — bias, lack of gen-

eralization ability, and out of distribution samples make static dataset collection an

unreasonable assumption.

On further investigation, it has been shown the widely spread bias associated

with the data by portraying a predominantly western-centric view of the world. This

has led to expansions of OpenImages [14, 93] to version 6, as well as crowdsourced

suggestions to classes and NeurIPS Inclusive Images Challenge that aims to stress test

image classifiers across new geographic distributions.

From a robotics perspective, the demonstrations collected for a particular task can

exhibit similar issues. However, there are further special types of considerations that

have to be taken into account. The physical manifestation of the environment, plays

only a part of the data collection pipeline, with additional axis of variation across the

demonstrated trajectory itself, task sequence, the interaction of the trajectory with

the environment, or the manner of execution of the trajectory. Those include implicit

biases — e.g. is the demonstration quick or slow, smooth or jittery, and explicit ones

— e.g. this is how to perform ‘task X’, and other task related specifications, that the

machine learning system has to work with. From an optimization perspective, both

types are created equal, but should be treated differently.

While in static datasets, one strategy of overcoming biases is on collecting new

images to diversify the distribution, the demonstration related data can have addition-

ally other methods. Adding new trajectories can be much more time consuming, than

images, but the agent interacting with the demonstrator is a modality not available in

the first case. A strategy, further expanded in Chapter 5, provides an unsupervised

way to augment the data collection process through disturbing the teacher in parts of

the demonstration, where the internal agent model is aligned well.

In essence, iterations on the data attempt to expand the dataset distribution to

better match the global world observed distribution. However, if we have a large or

dynamic dataset, how do we select data that is informative?



2.4 Data A s s e s s m e n t 29

2.4.2 Exploration, Active learning

When we have a process from which we can sample data, and ask an oracle to

evaluate this data against some criteria, what would be a good way to select where to

sample next?

The learning algorithm has a number of possible strategies to use to optimize its

performance. It can draw samples from the least performing class, cases where the

margin between classes is minimal, or rely on entropy to obtain a diverse set [12, 131].

The different query strategies can be optimized to minimize multiple metrics, such

as expected error reduction — attempting to reduce the generalization error, model

change — maximizing the model parameter shift, uncertainty/variance reduction —

sample that has the highest uncertainty or would decrease the variance of the model,

or through selecting diverse sub-spaces [39, 40]. We will revisit this concept that not all

data is created the same, in Chapter 5. There we illustrate that if the learner takes an

active approach to the data collection regime, we can improve the overall performance

of the system.

This process of active learning has also been applied for batched CNN networks,

where the above heuristic does not perform optimally [129, 133], with the key insight

being that a subset of points needs to be evaluated together, rather on a point per point

basis. This idea of reformulating the heuristic on which is the next sample can also be

viewed as an Deep Reinforcement Learning (DRL) - [47] or even as a meta-learning

problem [36], where we would rely on a second level optimization process to learn

this heuristic.

Another option in the generative domain is using a Generative Adversarial

Network (GAN) network to synthesise training data for the active learning algorithm

[158], which differs from the usual scenario of using the existing pool of unlabelled

data.

2.4.3 Data Augmentation and Synthetic Data

All of these strategies so far have the aim of expanding the dataset such that it

supports the biggest sub-domain from the observable distribution.
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Another heuristic-driven approach would be data-augmentation. This is the

process of augmenting the input data with a known function set to produce a sample

that has reasonable expectations to come from the observed distribution. In the

image case, this can be simple manipulations that vary the brightness, contrast,

blurriness that have been shown to improve the performance and generalization of

the learning algorithm [153]. These manipulations can be applied equally efficiently

in the unsupervised case as regularizers [149].

Finally, in cases where producing data is limiting, or the process can be virtually

modeled, synthetic data can be produced that can exhaustively cover the space of

variations. This can be seen in safety-critical applications, where failures have a

high cost, or in situations with a long-tailed distribution, where having a passive

observational approach has limited ability to generate the required diversity.

These types of data approaches are standard for classification or regression-based

tasks. However, what would the alternative be for robot control tasks? How many

demonstrations/samples of a task are enough? How do we diversify them such

that the constructed task latent space matches the natural task distribution? These

questions, alongside how to create informative demonstrations for the robot learning

agent, will be discussed in Chapters 4 and 5.
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S e q u e n t i a l ly C o m p o s i n g

D i v e r s e Po l i c i e s

In the introductory Tesla wiring harness example, we saw that solving long-

horizon tasks requires having a set of tuned controllers for the different aspects of

the task (e.g. aligning studs, placing spacers and bolts). Hierarchical motion planning

can rely on the discontinuous switches between different local dynamics to build

approximate models and to facilitate the design of local, region-specific controllers.

However, it becomes combinatorially challenging to implement such a pipeline for

complex temporally extended tasks, especially when the sub-controllers work on

different information streams, time scales, and action spaces. In this chapter, we

introduce a method that can automatically compose diverse policies comprising motion

planning trajectories, dynamic motion primitives, and neural network controllers.

We introduce a global Goal Scoring Estimator that uses local, per-motion primitive

dynamics models and corresponding activation state-space sets to sequence diverse

policies in a locally optimal fashion. We use expert demonstrations to convert what

is typically viewed as a gradient-based learning process into a planning process

without explicitly specifying pre- and post-conditions. We first illustrate the proposed

framework using an MDP benchmark to showcase robustness to action and model

dynamics mismatch, and then with a particularly complex physical gear assembly task,

solved on a PR2 robot. We show that the proposed approach successfully discovers

the optimal sequence of controllers and solves both tasks efficiently.

31
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(a) Gear Pick Up (b) Move Gear (c) Gear Insertion

Figure 13: Robot setup for the gear assembly task. The robot needs to pick up a gear by
leveraging the surface of the table, slide it up to an edge, grasp and move it in a
collision free manner to the other hand, before inserting the gear onto the base
plate.

3.1 I n t r o d u c t i o n

For robots to work in the wild, they need to be able to perform a variety of

consecutive tasks that might require vastly different skills. Each individual skill

could be partitioned and optimized outside of this complex system and is potentially

constructed using several diverse methods, control strategies or sensor domains, such

as motion planning approaches for reaching, contact-aware grasping, picking and

placing, or through the use of end-to-end neural network-based controllers.

In many practical applications, we wish to combine a diversity of such controllers

to solve complex tasks. This typically requires that controllers share a common domain

representation and a notion of progress to sequence these. For instance, the problem

of assembly, as shown in Figure 13, can be partitioned by first picking up a mechanical

part, then using motion planning and trajectory control to move this in close proximity

to an assembly, before the subsequent use of a variety of wiggle policies to fit the parts

together, as shown by [86]. Alternatively, the policy could be trained in an end-to-end

fashion with a neural network, but one may find this difficult for extended tasks

with sparse rewards, such as in Figure 13. In the interest of sample efficiency and

tractability, such end-to-end learning could be warm-started by using samples from a

motion planner, which provides information on how to bring the two pieces together

and concentrates effort on learning an alignment policy, as in [144]. Additionally,

the completion of these independent sub-tasks can be viewed as a global metric of

progress.
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We propose a hybrid hierarchical control strategy that allows for the use of diverse

sets of sub-controllers, consisting of commonly used goal-directed motion planning

techniques, other strategies such as wiggle, slide, and push-against [103] that are so

elegantly used in human manipulation, as well as deep neural network-based policies

that are represented very differently from their sampling-based motion planning

counterparts.

Thus, we tackle a key challenge associated with existing motion primitive schedul-

ing approaches, which typically assume that a common representation is used by all

sub-controllers. We make use of the fact that controllers tend to have a dynamic model

of the active part of their state space — either an analytical or a learned model, and

further estimate how close each state is to complete the overall task using a novel

Goal Scoring Estimator. This allows the hierarchical controller to model the outcome

of using any of the available sub-controllers and then determine which of these would

bring the world state closest to achieving the desired solution — in the spirit of model

predictive control.

As in the work of [26] on sequencing funnels and [142] on LQR-Trees, the sched-

uled controllers for sub-regions of the state space can be optimized in our framework,

allowing for compositional task completion, but importantly, also for additional

diversity of the controller set.

Value function approximation techniques used in the reinforcement learning

community [83] can be considered similar to the proposed progress estimator, but

only model the expected reward and require the actions to be in the same state space.

We attempt to remedy this oversight, by allowing for a diversity of action and state

spaces, and by modeling global progress at a local controller level.

This chapter makes the following contributions:

• We use a Goal Score Estimator to sequence a set of policies to solve a task. This

estimator is trained using expert demonstrations to evaluate the current and

future state of the plan and helps to transform the hierarchical learning problem

into a planning problem.
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• We provide a method for composing diverse policies that work with different

input information, or decompose the action in either joint or end-effector space

and work at different operational frequencies to solve a high-level task.

We first evaluate the use of the controller dynamics and the goal metric to compose

policies in a hybrid controller on an MDP benchmark problem to evaluate robustness

to action and model dynamics noise. Next, we apply this approach to a physical gear

assembly task performed by the PR2 robot, making use of both motion planning and

visual neural network policies (Figure. 13).

3.2 R e l at e d Wo r k

Robotics

Compositionality is a key paradigm for robot control, which methods of com-

posing controllers of a single type like [25, 26, 142] aim to exploit. These techniques

rely on partitioning a state space into smaller overlapping operating regions and

tuning sub-controllers (feedback or LQR) for operation in these regions. Unfortunately,

these methods often fail to consider the fact that different tasks may require different

controller sequences, and the scheduling of control laws in work on compositionality

is often underemphasized. Inspired by this capability and the funnels framework

[102]1 this work provides a MPC [53] framework for compositional sequencing where

controllers can be of different types and operate using different state spaces.

The ability to act on different state-spaces and action sets is particularly important,

as the sub-policies required to complete a temporally extended task can be highly

variable. For example, sub-problems such as grasping and pushing have been ad-

dressed and investigated at least since the 1980s, and these could be encapsulated into

operation as motion primitives [103]. Using a diverse set of policies allows for the

selection of controllers that best fit the working domain - for example [98] highlights

that compliance may be needed when movement and sensing reach the perception

noise boundary, [101] advocate using non-prehensile grasps for manipulation of ob-

jects and [119] explore manipulation strategies that allow for caging of objects, such

that these can be re-grasped stably in a subsequent stage. Alternatively these motion

1 Regions of robustness arising from the dynamics and control applied in a sub-region of the control space.
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planning strategies can be formulated using stable nonlinear attractor systems as in

DMPs [76, 127] or as DeepDMPs [54]. We aim to create a hybrid control framework

that allows the use of these diverse motion planning controllers, alongside neural

network policies to solve long-sequence tasks.

Learning from Demonstration

To expedite the learning process, it is common to provide demonstrated example

solution trajectories to a problem. Methods like Behaviour Cloning (BC) allow for

simple visuomotor policies to be learned end-to-end [18], or to be extended to learn

safe policies [74], extract preferences [6] or to learn mappings for the perception and

kinematic differences [9]. Alternatively, they can be used to calculate the relative

value of each state through inverse reinforcement learning and to create a hierarchical

formulation for control [89]. As explained in [35], there are limitations to BC in terms of

the number of demonstrations, generalization, and the challenge of modeling complex

scenarios as discussed in Chapter 2. However, we use these full task demonstrations

as a means for estimating the distance to the desired goal state, which is arguably

a simpler task than learning an entire policy. Additionally, by allowing different

controller representations, we do not need to re-represent one control law in alternative

approximate forms.

Reinforcement Learning

In the RL literature, the concept of options has parallels to our work, as each

policy can be viewed as a controller with the initiation set as its domain. Our method

lies between learning policies over options as in [13], and computing solutions using

learning from demonstration by inverse reinforcement learning [10].

The options framework [117, 139] provides a formal means to work with hier-

archically structured sequences of decisions made by a set of RL controllers. Temporal

abstractions have been extensively investigated [45, 48, 75, 90, 139], and it is clear that

hierarchical structure helps to simplify control, allows an observer to disambiguate

the different states of the agent, and encapsulates a control policy and termination

of the policy within a subset of the state space of the problem. This split in the state

space allows us to verify the individual controller within the domain of operation [2,

56], deliberate about the cost of an option and increases interpretability [64]. Our work
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can be viewed as using a planner as a hierarchical policy in the options framework,

which is made possible through the incorporation of a goal-scoring progress function

learned from demonstration.

Similarly, [63] showed how planning can be incorporated into action selection

when future states can be evaluated. Our method borrows this view of temporally

abstracting trajectories and extends it by applying a dynamics model for each of

the options, allowing an agent to assess its states and incorporate foresight [3] in its

actions.

The work of [104] highlights that including a dense reward indeed increases the

overall performance of the agent. Instead of using a predetermined dense function,

we learn a Goal Scoring estimator from the demonstrations. As shown in [144] naively

tuning and shaping a reward function may result in sub-optimal solutions using base

actions. Furthermore, our planner selects an already learned controller and thus avoids

converging to sub-optimal behaviors.

As highlighted in [138], there are limits to the use of RL in robotics. By leveraging

strategies from both RL and control communities, this work aims to increase the scope

of problems that can be tackled in robotics.

3.3 M e t h o d

Our framework defines a hierarchical controller over the set of pre-existing

controllers. Each policy uses its dynamic model to propagate the current state to a

future state conditioned on its control law. The Goal Scoring Estimator, learned over

expert demonstrations, evaluates those future states and selects a controller that brings

the system closest to the desired configuration.

Formally, assume the existence of a learned set of controllers C = {c1, c2, ..., cN}

including those learnt from experience in previously solved problems. Using notation

similar to the RL options framework [139], each controller cω is independently defined

by a control law πω(s) → a, s ∈ Sω, action a ∈ Aω, a working domain Iω, Iω ⊆ Sω

where the controller can be started, and a termination criterion βω. We rely on a

forward dynamics model st+1 ∼ Dω(st, at), which is a stochastic mapping, and a
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learned per-task Goal Scoring metric g ∼ GKj(st), 0 ≤ g ≤ 1, that estimates the

progress of the state st with respect to a desired world configuration. We assume

GKj to change monotonically through the demonstrated trajectories. The different

controllers can work on different state spaces S = {S1,S2, ..,SN} as long as there

exists a space S∗, such that Si ⊆ S∗. This means there exists a higher or equal order

state space, which maps the controller space of operation to regions of S∗.

This work constructs a hybrid hierarchical controller πΩ(ωt|st) that can choose

the next controller cωt that needs to be executed to bring a learned latent state st

to some desired s f inal . It uses the forward dynamics model Dω in an n-step MPC

look-ahead, using a Goal Scoring metric GK that evaluates how close st+n is to s f inal ,

without taking into account the cost of transitioning in-between.

As shown in Figure 14, in this work, we use a VAE to learn a latent state st from

image observations. We assume that each controller in the library has an associated

forward dynamics model, trained to predict the next latent state, st+1. This provides

us with an implicit mapping between states and allows us to render an image of

an expected scene for each controller that is applied. This scene prediction is then

used by the goal score metric to evaluate the effect of choosing each controller

and to select the most appropriate controller to be used at a given time step. In

effect, this means that controllers act on the appropriate state components, but the

underlying state representation used for controller selection is conditioned on image

observations. Conditioning on images is feasible, as the robot head camera provides

an overhead view of the entire workspace. While it may be possible to learn a shared

state representation or mapping between states, this can be challenging (e.g. mapping

from joint angles to images is extremely hard), while learning to predict the next latent

state is a much easier task. Each of the framework components is described below.

3.3.1 Goal Score Evaluation

The key component of the proposed framework is the ability to evaluate how

well a particular state s maps to parts of a demonstrated expert trajectory. This allows

us to estimate the temporal distance of that state to the end of the demonstration

(see Figure 14). In a similar manner to [130], who use adjacency of frames as positive
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Figure 14: Demonstrations were performed by using an HTC Vive controller that directly
teleoperates the end-effector of the PR2 robot at 20 Hz. In the Gear Assembly Task,
our controller library includes motion planning (MP) primitives (operating on joint
angles) for picking up or moving and a convolutional neural network (CNN) for
inserting the gear (operating on images). The MP primitives produce a trajectory for
executing a task. The CNN policy takes a latent representation of the image state
and generates a distribution over the target joint angles of the robot. The Forward
Dynamics models use a VAE representation alongside an st+1 dynamics prediction
network that uses the same decoder. The Goal Score Estimator network takes in an
image and produces a distribution over how well this image maps to a particular
point in the demonstrations.

and negative examples, we leverage the temporal sequence of the demonstration as a

measure of task completeness.

We capture demonstrations of the global task (in its entirety) to use as weak

supervision for learning a Goal Scoring Estimator network that allows us to map

a state to a progress estimation value g ∼ G(st) for a given task. To build the Goal

Scoring models, we use a convolutional network head with a MDN tail to encode the

different goal representations based on image observations. The network predicts a

distribution over the proximity of the current state to the desired goal state.

The first observation of a demonstration can be viewed as score 0 – far away from

the goal state, whereas the final observation as score 1.0 – a target representation of the

world. Even though there may not be a one-to-one mapping between the values within

several demonstrations, we rely on the variability in their lengths being encoded

within the different modes of the MDN of the Goal Scoring Model.
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3.3.2 Controller Selection

At a particular point at state st, st ∈ S∗ when cω is active, we can compute the

goodness of following the current controller given these conditions up to a particular

time horizon. The action given by the policy is at = πω(ŝt), ŝ ∈ Sω, and following the

dynamics model we can write that:

st+1 = Dω(st, at) = Dω(st, πω(ŝt)). (8)

As the dynamics model is conditioned on the controller cω, we can simplify to

st+1 = Dω(st). Chaining this for n steps into the future we obtain

st+n = Dω ◦ Dω ◦ · · · ◦ Dω(st) = Dn
ω(st). (9)

We can evaluate this future state as gt+n = G ◦ Dn
ω(st). as G provides an expected

utility of the terminal sate of the current process. Thus, the hierarchical controller over

controllers can be sequentially optimized by maximizing the expected utility by an

adaptation of the Bellman equation,

πΩ(ωt|st) = arg max
ω

(E [1Iω
(st) · G ◦ Dn

ω(st)]) (10)

This chooses the controller that is within the operation domain for the current

state and delivers the largest goal score estimate after n steps. After choosing and

evaluating the optimal πΩ with respect to the above criterion, another controller can

be selected at the next time step, with repetition until the goal is reached.

3.3.3 Controller Dynamics Modelling

The dynamics of each controller is modeled individually only within its opera-

tional domain. This simplifies the complexity the dynamics model has to learn and

thus requires less data. Here, we learn a neural dynamics model for each controller

that predicts the latent state configuration st+1 from st, as in [62]. The architecture,

shown in Figure 14, is based on a VAE encoding but includes an additional dynamics
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network, which predicts the next latent state if a given controller were applied. The

same decoder is used to force the two representations not to diverge.

A diverse dynamics network can be used as a prior for each controller [46] and

the execution of the controllers themselves can be used to build an individual model

using the image state space if it is not provided internally.

3.4 E x p e r i m e n ta l S e t u p

We perform two sets of experiments to investigate the efficacy of the structured

hierarchical policy by performing MPC future predictions at each step on a simulated

MDP problem and on a much more complex physical gear assembly task on the PR2

robot.

3.4.1 Simulated MDP

Figure 15: The 19-state MDP problem. The action space of the MDP is to move “left” or “right”.
The goal of the MDP problem is to reach past state 19 and obtain the +1 reward,
which is equivalent to a termination state 20.

In the first experiment, we use the standard 19-state random walk task as defined

in [66] and shown in Figure 15 to illustrate concepts in a simple sequential decision

making task. The goal of the agent is to reach past the 19th state and obtain the +1

reward. The action space of the agent is to go “left” or “right”, moving the agent to an

increasing or decreasing state. There also exist 5 controllers defined as in Section 3.3,

with the following policies: (1-3) policies that go “right” with a different termination

probabilities β = {0.9, 0.5, 0.2}; (4) random action; (5) policy with action to go “’left”

with β = 0.5. We assume that there exists a noisy dynamics model Dω and the goal

evaluation model GMDP, which has the probability of falsely predicting the current

state or its value of 0.2.
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Further, we expand the MDP to be of size 100 and evaluate how sensitive the

performance of the model is in regards to noise in the Goal Scoring Evaluator and in

each of the dynamics models.

3.4.2 Gear Assembly

In this task, the PR2 robot needs to assemble the first part of the Siemens Chal-

lenge2, which involves grasping a compound gear from a table, and placing it on a

peg module held in the other hand of the robot. We record expert demonstrations of

the task being performed and assume access to a set of controllers that (1) picks up

the gear from the table; (2) moves the left PR2 arm in proximity to the other arm; (3)

inserts the gear on the peg module.

The agent receives the robot’s joint state space, as well as images from the

head camera and are used as needed by the corresponding controllers. In the whole

sequence during demonstration, the data is collected with the aim of learning a Goal

Scoring Metric from the images. It aims to use the GSM to solve the demonstrated

task with the pre-existing set of skill library.

Policy (1, 2) rely exclusively on scripted path planning techniques and work using

discrete time steps, while (3) is learned entirely with a neural network. Controllers (1,

2) share a common state space of the robot’s joint angles, whereas (3) works directly

on the visual pixel input from the robot’s head camera.

The visual neural policy, shown in Figure 14, performs imitation learning by

using behavior cloning of the 50 teleoperated demonstrations. This is trained until

convergence or 100 epochs using different encoder heads - small convolutional net-

work, ResNet-50, -101. The expert-illustrated trajectories were performed using an

HTC Vive controller teleoperating the PR2 robot and the process took less than 1h

wall time. We use a BC loss, augmented with the VAE loss to train our policy models,

optimizer was Adam with α = 0.001 and weight decay of 1e−6. The action generation

part of the network is an MDN that predicts a distribution of the next time step joint

angles θ, which are set as the internal PID targets for the robot 7-DOF arm.

2 The challenge is at https://new.siemens.com/us/en/company/fairs-event

https://new.siemens.com/us/en/company/fairs-events/robot-learning.html
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The dynamics model for each controller is learned independently and is repres-

ented with a Forward Dynamics MDP, learned from forward rollouts of the policy

network. The Goal Score estimator is learned on an additional 5 rollouts of the full gear

assembly task and operates on the latent space of the particular policy. Throughout all

of the experiments we use the Adam optimizer with a weight decay rate of 1e−6, batch

size of 120, train for 200 epoch and the MDN uses 24 Gaussian mixtures. We show the

performance of this model with several video streams from different cameras on the

robot (head, left, and right forearm cameras).

Additionally, we compare the performance of the scripted Motion Planning

method (using RRT Connect [92]), Dynamic Motion Primitives (learned from the MPs),

and the Visual Neural Policy on each subtask, as well as using the full sequence under

the different controllers as a baseline.
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Figure 16: MDP solution. At timestep 0, a rollout of the 5 controllers is performed with the
dynamics model. The expected resulting state is marked using vertical bars. The
best performing controller is used within the environment to obtain the next state -
the red line at state 5 and planning step 1. This process is iterated until a desired
state is reached.

3.5 E x p e r i m e n ta l R e s u lt s

We demonstrate the viability of composing diverse policies by using the controller

dynamics as a method for choosing a satisfactory policy. The dynamics can be learned

independently of the task and can be used to solve a downstream task.
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3.5.1 Simulated MDP

This problem illustrates the feasibility of using our architecture as a planning

method. Figure 16 shows that the agent reaches the optimal state in just 4 planning

steps, where each planning step is a rollout of a controller. The predicted state under

the specified time horizon is illustrated at each step for the different controller options.

This naturally suggests the use of the policy π1 that outperforms the alternatives (π1

reaches state 6, π2 - state 4, π2 - state 3, π3 - state 1, π4 - state 1, π5 - state 0). Even

though the predicted state differs from the true rollout of the policy, it allows the

hierarchical controller to use the controller that would progress the state the furthest.

The execution of some controllers (i.e. c5 in planning steps 1, 2, 3) reverts the state

of the world to a less desirable one. By using the forward dynamics, we can avoid

sampling these undesirable controllers.
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Figure 17: Sensitivity to noise in the dynamics model and the Goal Score Estimator for a world
of size 100. The heatmap illustrates the number of controllers that were used in
order to reach the target with a lower number - top left - being optimal. The number
of controllers varies between the optimal 8 and 72.

To investigate the robustness and convergence properties of our method, we

introduce noise within the system, while expanding the MDP to be of size 100 and

maintaining the same 5 controllers as above. We can see in Figure. 17 how the number

of controllers required to reach the target location varies at different noise levels.

When we observe low amounts of noise, the performance remains stable and requires

activating any of these controllers a total of fewer than 20 times (top-left part of the

heatmap). The expected optimal number of controller activations based on policy 1
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(a) Contact gear (b) Slide along table

(c) Re-grasp stably (d) Grasp variability

Figure 18: Images (a-c) illustrate key frames of the pick up policy that involves making physical
contact with the gear, sliding it along the table surface to an edge and grasping it
firmly in the new position. (d) A visual overlay of 3 random pickup attempts. The
difference in grasp position relative to the gear is comparable to the inner diameter
and is a byproduct of the stochasticity in the sliding and grasping action. This does
not hinder the performance of the CNN in the full task.

is 12 (black region of the heatmap). As the noise in both the dynamics model and

the Goal Score Estimation increases, we observe a degradation and the selection of

more sub-optimal controllers. The model is more sensitive to noise in the Goal Score

Estimator than when the dynamics of the controllers make errors in their predictions.

Despite this, the method converges to the optimal state.

It is interesting to note that the method uses close to or the optimal number of

controller activations in cases where multiple policies would drive the world in a

progressive state, highlighting that the goal score metric is capable of choosing longer

horizon controllers due to the MPC look ahead.
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3.5.2 Gear Assembly

We build the library of controllers for the task - picking up a gear (Figure 18),

moving it close to the base of the assembly, and inserting the gear on the base

plate (Figure. 19). A motion planning control method was used to perform different

tasks. Those demonstrations were used to build the DMP model, using the ROS-DMP

module, which is based on [76]. The CNN policy was trained using 50 teleoperated

demonstrations 3 covering a wide variety of initialization cases for each specific task.

We did not observe any task performance changes between the small Convolutional

or the ResNet-50,-101 head, and therefore relied on the simple architecture as seen in

Table 1. Other tasks may benefit from deeper or more complex models (such as [147,

155, 156]), but integration within the method would remain the same.

Table 1: Performance of the control policy with different structure of the NN head. We evalute
on the Gear Insert task and how it would impact the full task performance. We can
select the small network, as the performance remains the same with lower inference
and training cost.

Gear Insert Full Task

ResNet-50 10/10 10/10

ResNet-101 10/10 10/10

Small Conv 10/10 10/10

The input image has a size of 128x128 pixels. We observe that the NN policy does

not require a sophisticated feature extractor to create necess50ary features for the

task. The final network used 5 convolutional layers of 4x4 filters, stride 1, with batch

normalization and leaky ReLU activations.

Table 2 shows the performance of the different controllers on different tasks. The

MP and DMP models exhibit stable performance in contact-based tasks, but fail where

the initial conditions differ — in Figure 18 we can see the variability that the pickup

controller exhibits in terms of the location of the grasp on the gear, which leads to

failures in attempting to insert this onto the base assembly. The issue comes from

the tolerances of the fit as using an MP and a sequence of trajectory points does not

compensate for any inaccuracies incurred during the previous stages of the process

3 Interestingly, additional “what-if” (it’s tilted, flipped, not visible, etc.) singular training examples were
detrimental to the performance of the model. In order to incorporate that part of the state space, a full
set of overlapping and interpolating examples need to be provided. This is also supported by the data
discussion in Chapter 2.
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Table 2: Table of successful trials for different policies. MP - Motion Planning, DMP - Dynamic
Motion Primitive, CNN - Convolutional Neural Network. The CNN policy has a
maximum of 50 steps to reach the goal. The symbol ‘*’ indicates policies terminated
early due to safety concerns of the shielding policy.

Control Method Pick Up Gear Move Gear Insert Full Task

MP 10/10 10/10 1/10 1/10

DMP 10/10 10/10 1/10 1/10

CNN * 10/10 10/10 *

MP & CNN (Our) 10/10 10/10 10/10 10/10

or manual positioning. Precise insertion is known to fail outside of a very small

convergence basin when using MP controllers - we obtain similar (bad) performance

similar to [100, 144].

As a baseline, we compare against optimally sequencing the MP and DMP control

strategies, which can be seen under the “Full Task” performance. Due to the low

performance on a part of the task, the overall success rate is limited.

Figure 19: The execution of a neural network policy for inserting the gear on the peg.

In contrast, the natural variability of the grasp is part of the training set of the

CNN model and successfully inserts the gear even with a high variance of initial

locations (Figure. 19). As the visual CNN policy is not dependant on the absolute

position of either the grasped location or the position of the base assembly, it performs

corrective/feedback actions for the policy to succeed. However, the CNN performance

on the pickup task could not be evaluated, as the prescribed controller actions were

jerky and violated safety constraints (pre-defined velocity and position limits).

This illustrates that the combination of MP for picking up the gear and moving it

closer to the assembly and CNN to insert the gear, selected using our method allows

for the full task to be successfully solved optimally 10 out of the 10 attempts. This
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(a) Head Camera

(b) Left Forearm

(c) Right Forearm

Figure 20: The goal score metric calculated during the execution of a random trial. During
the first two motion planning controllers, the model is monotonically increasing
the goal metric. The stochasticity of the neural network policy leads to oscillating
scores. Using different input streams, the prediction accuracy could be altered —
the scene head camera does not see the fine details of the movement which the
forearm cameras do, leading to a closer to goal score. The peaks in the forearm
cameras are associated with states where the peg is extremely close to the gear hole,
highlighting that proximity. Example snapshots from different views can be seen in
Figure 21.
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(a) Head Camera (b) Left Forearm (c) Right Forearm

Figure 21: Snapshots of the input from different cameras on the PR2 robot demonstrate a
moment, where the head camera cannot differentiate how well the task is performed,
the left camera is optimistic from its perspective, while the right accurately evaluates
the performance as sub-optimal, leading to the goal scoring network predicting a
decreased value.

shows the advantage of using a diverse set of controllers, allowing each one to be

tuned to the domain of operation.

The Goal Score Estimator model is trained on only 5 full task demonstrations.

We empirically choose n = 10 for the n step MPC look ahead as our planning horizon.

Figure 20 illustrates the Goal Score estimation for a previously unseen demonstration

from camera streams with different viewpoints. The score for the different controllers

can clearly be used to sequence the policies. This is shown by the fact that the score

follows a monotonically increasing value with regards to the average score for the

individual controller domain.

3.6 L i m i tat i o n s o f S e q u e n t i a l ly C o m p o s i n g Po l i c i e s

There are a few assumptions in regards to the ability to sequentially compose

the policies. On a fundamental level, there is a presumption about the existence of a

policy library with attached dynamics models. The problem is framed as the ability to

rapidly redeploy the system by demonstrating an alternative configuration that can be

formulated through this set of known policies. Especially for learned dynamics, there

is a known limitation where for the predictions to follow the expected latent trajectory,

the seed location needs to be within the domain of operation of the learned policy.

In the definition of the hierarchical policy, a greedy n-step MDP is chosen to

propagate each policy and select the best performing one. This is sufficient for the

demonstrated temporally extended tasks, but is susceptible to the same issues as
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potential fields by finding local minima. The current architecture as defined by Eq.10

doesn’t have the capabilities of re-planning beyond the natural state localisation within

the different policies. Additionally, the planning is not taking into account any adjacent

constraints that can be imposed such as temporal or spatial constraints. For instance,

if multiple policies can transition from a seed state to a target state, the one taking

less time will be preferred, regardless of any additional constraints like distance to

humans or fragile objects. This can be potentially alleviated by altering the selection

function by prioritizing externally defined measures. More examples of altering a

policy conditioned on specifications is examined in Chapter 4.

Additionally, the greedy selection process works on a static world representation.

In essence, the internal MDP is stateless. This leads to the process lacking the ability

for the top-level hierarchical function to execute repetitive tasks. A representative task

that illustrates this failure is playing the piano — the visual state representation (e.g.

which keys are pressed) is not informative about the current state of the MDP or the

world (a melody has multiple repeating sequences). More advanced methods for joint

policy optimization and state construction can be found in Chapter 5.

3.7 C o n c l u s i o n

We introduce a method for composing diverse policies with varied representa-

tions, including Motion Planning, Dynamic Motion Primitives, and Convolutional

Neural Networks. This allows for the solution of combinatorially complex and tempor-

ally extended tasks requiring multiple steps, without needing to pre-define controller

sequences or design high-level state machines. We sequence tasks by using a Goal Scor-

ing Model trained by expert demonstrations providing a weak supervisory signal. The

Goal Scoring Estimator model provides a controller invariant prediction of progress

towards a goal, which can be used with shared latent space across sub-controllers.

This work has also introduced different methods that allow for a model-based or a

model-free way to create a dynamics model, which can be used to analytically plan

the next best option within a model predictive control framework.

But what is the best strategy to build up the controller library? One of the

limitations of this work is that we assumed a parallel task to provide the needed
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diversity, but we are also interested in building it. In Chapter 5 we take a step towards

being able to intelligently partition tasks into sub-problems and in Chapter 4 to

alter already already existing policies and decompose them into rules around known

symbols.



4

C au s a l A na ly s i s o n Po l i c y

S t r u c t u r e

In this chapter we focus on eliciting structure within the policy — what does it

(and the human demonstrator) pay attention to, can we alter this salience by focusing

on alternative demonstrations, or parameterize this difference?

Learning models of user behavior is an important problem that is broadly ap-

plicable across many application domains requiring human-robot interaction. This

chapter shows that it is possible to learn generative models for distinct user behavioral

types, extracted from human demonstrations, by enforcing the clustering of preferred

task solutions within the latent space of a high capacity neural model. We use these

models to differentiate between user types and to find cases with overlapping solu-

tions. Moreover, we can alter an initially guessed solution to satisfy the preferences

that constitute a particular user type by backpropagating through the learned differ-

entiable models. An advantage of structuring generative models in this way is that we

can extract causal relationships between symbols that might form part of the user’s

specification of the task, as manifested in the demonstrations. We further parameterize

these specifications through constraint optimization in order to find a safety envelope

under which motion planning can be performed. We show that the proposed method

is capable of correctly distinguishing between three user types, who differ in degrees

of cautiousness in their motion while performing the task of moving objects with a

kinesthetically driven robot in a tabletop environment.

51
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4.1 I n t r o d u c t i o n

As we move from robots dedicated to a restricted set of pre-programmed tasks

to being capable of more general-purpose behavior, there is a need for easy re-

programmability of these robots. A promising approach to such easy re-programming

is Learning from Demonstration, i.e., by enabling the robot to learn from and reproduce

behaviors shown to it by a human expert — Figure 22.

This paradigm lets us get away from having to handcraft rules and allows the

robot to learn by itself, including modeling the specifications the teacher might have

used during the demonstration. Often such innate preferences are not explicitly

articulated, typically being in the form of biases resulting from experience with other

potentially unrelated tasks sharing parallel environmental corpora — Figure 23.1. The

ability to notice, understand, and reason causally about these ‘deviations’, whilst still

learning to perform the demonstrated task is of significant interest.

Similarly, other methods for Learning from Demonstration as discussed by [9] and

[152] in the Reinforcement Learning domain are focused on finding a general mapping

from observed state to action, thus modeling the system or attempting to capture the

high-level user intentions within a plan. The resulting policies are not generally used

as generative models. As highlighted by [138] one of the fundamental challenges with

robotics is the ability to reason about the environment, beyond a state-action mapping.

Thus, when receiving a positive demonstration, we should aim to understand

the causal reasons differentiating it from a non-preferential one, rather than merely

mimicking the particular trajectory. When people demonstrate a movement associated

with a concept, they rarely mean to refer to one singleton trajectory alone. Instead,

that instance is typically an element of a set of trajectories sharing particular features.

So, we want to find groups of trajectories with similar characteristics that may be

represented as clusters in a suitable space. We are interested in learning these clusters

so that subsequent new trajectories can be classified according to whether they are

good representatives of the class of intended feasible behaviors. Further, we want to

distill these specifications into a set of parameterized rules and find a safety envelope

that can represent the learned model. For instance, one such rule may be “The robot
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Figure 22: Example setup - the demonstrated task is to return the pepper shaker to its original
location—next to the salt shaker. Deciding which objects to avoid when performing
the task can be seen as conditioning on the user specifications, implicitly given
during a demonstration phase.

should not get closer than Tmin away from an object”. These rules would generalize to

unseen world configurations, as they are dependent on object characteristics.

It is often the case that in problems that exhibit great flexibility in possible

solutions, different experts may generate solutions that are part of different clusters

— Figure 23.2. In cases where we naively attempt to perform statistical analysis, we

may end up collapsing to a single mode or merging the modes in a manner that

doesn’t entirely reflect the underlying semantics (e.g., averaging trajectories for going

left/right around an object).

When we talk about task specification, we understand the high-level descriptions

of a task-based trajectory and its desired behavior/interaction with a cluttered envir-

onment and its symbolic representation through causal analysis. For instance learning

the manner, by which the robot end-effector may move above or around objects in

the scene. The specifications, as learned by the network, are the observed regularities

in human behavior. These rules are then parameterized by performing constrained

optimization based on the demonstrations or samples from the learned model.

We present a method for introspecting in the latent space of a model which allows

us to relax some of the assumptions illustrated above and more concretely to:
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Figure 23: (1) Demonstrations that satisfy the user task specification maintain a distance from
fragile objects (i.e. a wine glass), or fail to satisfy the specification by moving over
sharp items. (2) An environment can have multiple clusters of valid trajectories
in the latent space, conditioned on user type. (3) The validity of trajectories can
be represented as a causal model. Whether a trajectory is part of a cluster v is
conditioned on the specific path zθ , the environment zI , and the specification s. (4)
The minimum radius from the object centre - Tmin, which would change the validity
of a trajectory.

• find varied solutions to a task by sampling a learned generative model, condi-

tioned on a particular user specification.

• backpropagate through the model to change an initially guessed solution towards

an optimal one with respect to the user specification of the task.

• counterfactually reason about the underlying feature preferences implicit in the

demonstration, given key environmental features, and to build a causal model

describing this.

• find a safety envelope of parameters to sets of rules representing the specific-

ations through constraint optimization that allows their future use in motion

planning.

4.2 R e l at e d Wo r k

4.2.1 Learning from Demonstration

Learning from demonstration involves a variety of different methods for approx-

imating the policy. In some related work, the state space is partitioned and the problem

is viewed as one of classification. This allows for the environment state to be in direct

control of the robot and to command its discrete actions - using Neural Networks

[79], Bayesian Networks [77], or Gaussian Mixture Models [32]. Alternatively, it can be
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used to classify the current step in a high-level plan [145] and execute predetermined

low-level control.

In cases where a continuous action space is preferred, regressing from the ob-

servation space can be achieved by methods such as Locally Weighted Regression

[34].

It has been long advocated that reasoning as part of planning is dependent on

reasoning about objects, their geometric manifestations, and semantics [138]. This is

based on the view that structure within the demonstration should be exploited to

better ground symbols between modalities and to the plan.

One way to learn such latent structure can be in the form of a reward function

obtained from IRL as described in Brown and Niekum [21], Ng, Russell et al. [109]

and Zhifei and Meng Joo [157]. However, it is not always clear that the underlying

true reward, in the sense of being the unique reward an expert may have used, is

reconstructable or even if it can be sufficiently approximated. Combining multiple

demonstrations to blend the desired expert response [148] may not recreate an expec-

ted output with divergent multi-clustered demonstrations, which we are interested

in the current work. Alternatively, solutions that are based on composing smaller

policies to mitigate the search for the hierarchical decomposition of the demonstration

through direct learning of a goal-scoring metric [4] or through pair-wise ranking [57].

Preference-based reinforcement learning (PbRL) [152], offers methods whose focus is

on learning from non-numeric rewards, directly from the guidance of a demonstrator.

Such methods are particularly useful for problems in high-dimensional domains, e.g.

robotics [73, 80, 81], where a concise numeric reward (unless highly shaped) might

not be able to correctly capture the semantic subtleties and variations contained in the

expert’s demonstration. Thus, in the context of PbRL, the method we propose learns a

user specification model using user-guided exploration and trajectory preferences as a

feedback mechanism, using definitions from Wirth et al. [152].

4.2.2 Causality and State Representation

The variability of environmental factors makes it hard to build systems relying

only on correlation data statistics for specifying their state space. Methods that rely
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on causality [65, 113], and learning the cause and effect structure [120], are much

better suited to supporting the reasoning capabilities required for transfer of core

knowledge between situations. Interacting with the environment allows robots to

perform manipulations that can convey new information to update the observational

distribution or change their surrounding, and in effect perform interventions within

the world. Counterfactual analysis helps in a multi-agent situation with assignment of

credit [51]. It shows that marginalizing an agent’s actions in a multi-agent environment

through counterfactuals allows learning a better representative Q-function. In this

work, we similarly employ a causal view of the world where we capture the expert

preference in the model and evaluate it against a different set of environments, which

is prohibitive if we used human subjects.

Learning sufficient state features is an open challenge for LfD Argall et al. [9].

The problem of learning disentangled representations aims at generating a good

composition of the latent space, separating the different modes of variation within the

data. Promising improvements in disentangling of the latent space with few a priori

assumptions, by manipulating the Kullback - Leibler divergence loss of a variational

auto-encoder [30, 69]. Denton and Birodkar [43] shows how the modes of variation for

content and temporal structure should be separated and can be extracted to improve

the quality of the next frame video prediction task if the temporal information is

added as a learning constraint. While the disentangled representations may not

directly correspond to the factors defining action choices, Johnson et al. [82] adds a

factor graph and composes latent graphical models with neural network observation

likelihoods.

The ability to manipulate the latent space and separate variability as well as

obtain an explanation about behavior is also of interest to the interpretable machine

learning field [44].

4.2.3 Constrained Optimization

The ability to find an optimal solution under a set of constraints has been well

studied, e.g., in [15, 27]. [108] is one representative and state of the art method for

propositional satisfiability (SAT). These methods have a history of being applied to
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robotics problems for high-level planning, motion planning [55] and stability analysis

[88].

In this chapter, we use these methods to efficiently navigate the search space whilst

adhering to a set of non-linear constraints. With the development of increasingly more

mature libraries for constrained optimization and SAT solving, such as [111], whose

CP-SAT solver is based on [132], we can efficiently rewrite the set of specifications as

parametrized channeling rules activated under different conditions, which partition

the state space of the problem. As a result, we can optimize their respective parameters

from the demonstrations.

4.3 P r o b l e m F o r m u l at i o n

In this work, we assume that the human expert and robotic agent share multiple

static tabletop environments where both the expert and the agent can fully observe the

world and can interact with an object being manipulated. The agent can extract RGB

images of static scenes and can also be kinesthetically driven while a demonstration

is performed. The task at hand is to move an object held by the agent from an initial

position pinit to a final position p f on the table, while abiding by certain user-specific

constraints. Both pinit and p f ∈ RP. The user constraints are determined by the

demonstrator’s type s, where s ∈ S = {s1, . . . , sn} for n user types.

Let D = {{x1, v1}, . . . , {xN , vN}} be a set of N expert demonstrations, where

xi = {I, trs
i }, I ∈ RM is an RGB image of the tabletop scene, trs

i is the trajectory and vi

is a binary label denoting the validity of the trajectory with respect to the user type s.

Each trajectory trs
i is a sequence of points {p0, . . . , pTi}, where p0 = pinit and pTi = p f .

The length of the sequences is not constrained—i.e. T is not necessarily the same for

different trajectories.

The learning task is to project each I ∈ RM into ZI ∈ RK, by an encoder ZI = E(I),

and trs
i ∈ RPTi into Z` ∈ RL, by Bèzier curve reparameterization, Zθ = Bz(trs

i ), with

significantly reduced dimensionality K � M, L � PTi. Both ZI and Zθ are used in

order to predict the validity v̂i, v̂i = Cs(ZI , Zθ) of the trajectory trs
i with respect to

the user type s. With an optimally-performing agent, v̂i ≡ vi. For more details see

Figure 24.
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In order to alter an initial trajectory, we can find the partial derivative of the

model with respect to the trajectory parameters with the model conditioned on a

specific user type s,

∆ =
∂Cs(z|v̂ = 1)

∂zθ

We can take a gradient step ∆ and re-evaluate. Upon achieving a satisfactory outcome,

we can re-project zθ back to a robot-executable trajectory trs = Bz−1(zθ).

The main feature we want in our model is for the latent space to be structured

in a way that would allow us to distinguish between trajectories conforming (or not)

to the user specifications. In turn, this generates good trajectories. We further need

the model to maintain certain kinds of variability in order to allow us to estimate

the causal link between the symbols within the world and the validity of a trajectory,

given a specification.

Zθ

EɸI Dψ Î

ZI

Cs
Bztr

...

zθ zI s

v

T I

o1 oK

Figure 24: Left: Specification model architecture. The environmental image I, I ∈ R100×100×3, is
passed through an Encoder-Decoder Convolutional Network, with a 16− 8− 4 3x3

convolutions, followed by fully connected layer, to create a compressed representa-
tion ZI , ZI ∈ R15. It is passed along with the trajectory parameterization Zθ , Zθ ∈ R2

through a 3-layer fully connected classifier network that checks the validity of the
trajectory Cs(z) with respect to the spec. s. Right: The environment, compressed to
zI , is composed of objects (o1, .., oK). A trajectory T is parameterized by zθ , which
alongside the factors zI and user specification s are part of the specification model.

4.4 S p e c i f i c at i o n M o d e l

We use the Deep Variational Auto-Encoder Framework [85] as a base architecture.

The full model consists of a convolutional encoder network qφ, parametrized by φ, a
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deconvolutional decoder network pψ, parametrized by ψ, and a classifier network C,

comprised of a set of fully-connected layers. The encoder network is used to compress

the world representation I to a latent space ZI , disjoint from the parameterization of

the trajectories Zθ . The full latent space is modeled as the concatenation of the world

space and trajectory space Z = ZI ∪ Zθ as seen in Figure 24.

min
ψ,φ,C
L(ψ, φ; I,zI , zθ , v) = (11)

− αEEφ(zI |I)(logDψ(I|zI))

+ βDKL(Eφ(zI |I)||Dψ(zI))

− [v log(C(z)) + (1− v) log(1− C(z))]

Parameters — α, β — are added to the terms of the overall loss function — see

Equation 11 — so that their importance during learning can be investigated in an

ablation study. The values for the three coefficients were empirically chosen in a

manner such that none of the separate loss terms overwhelms the gradient updates

while optimizing L.

To better shape the latent space and to coerce the encoder to be more efficient,

the Kullback-Leibler divergence loss term is scaled by a β parameter, as in Higgins

et al. [69]. By tuning its value we can ensure that the distribution of the latent

projections in ZI do not diverge from a prior isotropic normal distribution and

thus influence the amount of disentanglement achieved in the latent space. A fully

disentangled latent space has factorized latent dimensions — i.e. each latent dimension

encodes a single data-generative factor of variation. It is assumed that the factors are

independent of each other. For example, one dimension would be responsible for

encoding the X position of an object in the scene, another for the Y position, third for

the color, etc. Higgins et al. [71] and Chen et al. [31] argue that such low-dimensional

disentangled representations, learned from high-dimensional sensory input, can be a

better foundation for performing separate tasks - trajectory classification in our case.

Moreover, we additionally add a binary cross-entropy loss (last term in the loss

function) associated with the ability of the full latent space Z to predict whether a
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trajectory trs associated a world I satisfies the semantics of the user type s - v̂. We

hypothesize that backpropagating the classification error signal through ZI would

additionally enforce the encoder network to not only learn factorized latent represent-

ations that ease reconstruction, but also trajectory classification. The full loss can be

seen in Equation 11.

4.5 C au s a l M o d e l i n g

Naturally, our causal understanding of the environment can only be examined

through the limited set of symbols, O, that we can comprehend about the world. In

this part, we work under the assumption that an object detector is available for these

objects (as the focus of this work is on elucidating the effect of these objects on the

trajectories rather than on the lower level computer vision task of object detection per

se). Given this, we can construct specific world configurations to test a causal model

and use the above-learned specification model as a surrogate to inspect the validity

of proposed trajectories. We assume that by understanding the minimum number

of required demonstrations per scene, we can learn a model that reflects the expert

decisions.

If we perform a search in the latent space zθ , we can find boundaries of trajectory

validity. We can intervene and counterfactually alter parameters of the environment

and specifications and see the changes in the trajectory boundaries. By looking at the

difference of boundaries in cases where we can test for associational reasoning, we

can causally infer whether

• the different specifications show alternate valid trajectories

• a particular user type reacts to the existence of a specific symbol within the

world.

4.5.1 Specification Model Differences

We are interested in establishing the causal relationship (further described in

Chapter.2.2) within the specification model as shown on Figure 24. We define our Struc-
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tural Causal Model (SCM), following the notation of Peters, Janzing and Scholkopf

[115] as

C := (S, PN), S = {Xj := fj(PAj, Nj)}

where nodes X = {Zθ , ZI , S, V} and PAj = {X1, X2, ..Xn}\{Xj}. Given some

observation x, we can define a counterfactual SCM CX=x := (S, PC|X=x
N ), where

PC|X=x
N := PN|X=x

We cannot logistically perform counterfactuals using the data and humans, but

by relying on the learned models to have encapsulated the expert representations, we

can perform the causal analysis on those surrogate models.

We can choose a particular user specification s ∼ p(S), s 6= sx and use the

specification model to confirm that the different specification models behave differently

given a set of trajectories and scenes, i.e. the causal link s→ v exists by showing:

E

[
PC|X = x

v

]
6= E

[
PC|X = x; do(S := s)

v

]
(12)

We expect different user types to generate a different number of valid trajectories

for a given scene. Thus, by intervening on the user type specification we anticipate

the distribution of valid trajectories to be altered, signifying a causal link between the

validity of a trajectory within a scene to a specification.

4.5.2 Symbol Influence on Specification Models

We want to measure the response of the specification models of intervening in

the scene and placing additional symbols within the world. We use the symbol types

O = {o1, .., ok} as described in Section. 4.7.1. To accomplish this, for each symbol

within the set we augment the scene I, part of the observation x with symbol o, such

that Inew = I ∪ o. We do not have the ability to realistically remove objects from the

scene, for this reason, our augmentation involves adding such objects, which can be
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interpreted as applying an additional overlay of the object on the image. If we observe

that the entailed distributions of PC|X=x;do(ZI :=zInew)
v changes i.e.

E

[
PC|X = x

v

]
6= E

[
PC|X = x; do(ZI := zInew)

v

]
(13)

then the introduced object o has a causal effect upon the validity of trajectories

conditioned upon the task specification sx.

We investigate the intervention of all symbol types permutated with all task-space

specifications to build an understanding of the relationship between the manner of

execution and the influence of the symbols on it.

4.6 Pa r a m e t e r i z at i o n o f S p e c i f i c at i o n s

This part of the work aims to provide a closed system that decomposes demonstra-

tions into a set of parametrized rules. We have shown methods for ways to construct a

model that encapsulates such specifications, using causal analysis to extract symbols

that influence the demonstrations. Further, relying on these outputs, we use constraint

optimization to find optimal parameters for a set of predefined rules representing the

specifications.

We rely on the CP-SAT solver in Or-tools, [111], and formulate a set of rules that

can be understood as corresponding to a point in the trajectory being in collision with

an object, being in a region of influence of an object or in free-space. We formally

define this in the following manner:

f (pi) =



in f , if pi ≤ Tmin

||pi − pobj−k||2, if pi ≤ Tmin + Tobject−k for any object k

0, otherwise.

(14)

We would have a penalty constraint that ∑i f (pi) < Fmax for any trajectory

tr = {p1, p2, ..., pTi}, where Fmax is chosen as the attention buffer for the demonstrator.

We are interested in providing a maximum or minimum safety envelope for the
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trajectory and would, thus maximize/minimize LT = ∑k Tobject−k + Tmin. We can

observe how the requirements for positive or negative change with the different safety

target.

For each point in a trajectory, we add a set of constraints representing the different

channels as seen under Equation 14. The sum of penalties for each trajectory is added

as a constraint conditioned on the validity of the trajectory. We would then find a

feasible or optimal solution for the parameters - Tmin, Tobject−1, ..., Tobject−K under the

minimum/maximum cost function.

4.7 E x p e r i m e n ta l S e t u p

4.7.1 Dataset

Figure 25: Items used for the generation of the training (green) and test (red) scenes.

The environment chosen for the experiment consists of a top-down view of a

tabletop on which a collection of items, O={utensils, plates, bowls, glasses} - Figure 25,

usually found in a kitchen environment, have been randomly distributed. The task

that the demonstrator has to accomplish is to kinesthetically move a robotic arm gently

holding a pepper shaker from one end on the table to the other (pinit =bottom left,

p f =top right) by demonstrating a trajectory, whilst following their human preferences

around the set of objects — see Figure 26. The demonstrators are split into user types

S, S = {care f ul, normal, aggressive} based on the trajectory interaction with the

environment. The semantics behind the types are as follows: the careful user tries to
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avoid going near any objects while carrying the pepper shaker, the normal user tries to

avoid only cups, and the aggressive user avoids nothing and tries to finish the task by

taking the shortest path from pinit to p f .

Agent Input The agent observes the tabletop world and the user demonstrations

in the form of 100x100 pixel RGB images I, I ∈ R100×100×3. The demonstrator — see

Figure 22 — is assigned one of the types in S, has to produce a number of possible

trajectories, some that satisfy the semantics of their type and some that break it

— Figure 23.1. As specified in Section 4.3, each trajectory trs is a sequence if points

{p0, . . . , pT}, where p0 = pinit and pTi = p f . Each point pj, j ∈ {0, . . . , T} represents the

3D position of the agent’s end effector with respect to a predefined origin. However,

all kinesthetic demonstrations are performed in a 2D (XY) plane above the table,

meaning that the third coordinate of each point pj carries no information (P = 2).

An efficient way to describe the trajectories is by using a Bèzier curve representation

— see Mortenson [107]. The parameterization of a single trajectory becomes the 2D

location of the central control point parametrized by θ, together with pinit and p f .

However, the initial and final points for each trajectory are the same and we can omit

them. Thus, with respect to the formulations in Section 4.3 L = 2 and Zθ ∈ R2.

pinit

pf

.

pinit

pf.

pinit

pf

pinit

pf

.
.

.

.
.

.
Figure 26: Sample images used to represent example scenes. pinit and p f are as defined in

Section 4.3. Blue blobs represent potential obstacles in the scene, which some user
types might want to avoid, and are only drawn for illustrative purposes.
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In total, for each user type s ∈ S, 20 scenes are used for training, with 10

trajectories per scene. The relationship between the number of trajectories per scene

and the model’s performance is explored in Section 4.8. For evaluation purposes

additional 20 scenes are generated, using a set of new items that have not been seen

before — see Figure 25.

4.7.2 Evaluation

We evaluate the performance of the model by its ability to correctly predict

the validity of a trajectory with a particular specification. We perform an ablation

study with the full model (α 6= 0, β 6= 0), AE model (α 6= 0, β = 0), and classifier

(α = 0, β = 0). We investigate how the performance of the model over unseen

trajectories varies with a different number of trajectories used for training per scene.

We randomize the data used for training 10 times and report the mean.

As a baseline we use an IRL model rs(p, I), such that the policy π producing a

trajectory trs that is optimal w.r.t.:

arg max
trs

N

∑
i=0

rs(pi, I)

Additionally, we test the ability of the learned model to alter an initially suggested

trajectory to a valid representative of the user specification. We assess this on the test

set with completely novel objects by taking 30 gradient steps and marking the validity

of the resulting trajectory.

We perform a causal analysis of the model with respect to the different user

specifications and evaluate the difference in their expected behavior. Additionally,

we intervene by augmenting the images to include specific symbols and evaluate

the difference of the expectation of their entailed distribution. This highlights how

different specifications react differently to certain symbols.

We conclude by finding optimal maximum and minimum parameters for a set of

rules that the motion controller can use to plan with varying levels of safety vs travel

time. We perform constrain optimization on the task of moving a drill on a workbench

robot assembly area as shown in Figure 27 and report results in Section 4.8.4. We
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Figure 27: An additional task of moving the the drill to the work space of the other robot.

obtain demonstrations in a representative simulated 2D environment, such that the

demonstrated trajectories no longer need to adhere to the Bèzier representation.

The aim is to find the rule parameterization based on Equation 14, such that this

representation can, later on, be used for motion planning optimization as an additional

cost. We would aim to extract the limits of the parameters to create an envelope of

possible costs and not a bound of the geometric models that represent the objects.

4.8 R e s u lt s

In this section we show how modeling the specifications of a human demon-

strator’s trajectories, in a table-top manipulation scenario within a neural network

model, can be later used to infer causal links through a set of known features about

the environment.

4.8.1 Model Accuracy

We show the accuracy of the specification model in Figure 28 and on our website1.

Changing the number of trajectories shown within a scene has the highest influence on

the performance going from 72%[67.3− 77.5] for a single trajectory to 99%[97.8− 99.8]

1 Website on https://sites.google.com/view/learnspecifications

https://sites.google.com/view/learnspecifications
https://sites.google.com/view/learnspecifications
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2 when using 9 trajectories. The results illustrate that the models benefit from having

an auto-encoder component to represent the latent space. However, the solutions

asymptotically approach perfect behavior as the number of trajectories per scene

increases. Interestingly, the IRL baseline shows the need for much more information

in order to create an appropriate policy.

If we look into the latent space of the trajectory — Figure 29 — we can see that the

trajectory preferences have clustered and there exists an overlap between the different

model specifications. It also illustrates what the models’ specifications can show about

the validity of the trajectory.

Figure 28: The accuracy of the different models with respect to the number of trajectories
used within a scene. The lines indicate the mean accuracy with 10 different seed
randomizations of the data. As the number of trajectories per scene increases,
the performance of all models improves, but especially with a lower number of
trajectories, our full model shows the biggest gains.

4.8.2 Trajectory Backpropagation

We can use the learned specification model and perturb an initially suggested

trajectory to suit the different user types by backpropagating through it and taking

gradient steps within the trajectory latent space.

2 The numbers in brackets indicate the first and third quartile.
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(a) Careful (b) Normal (c) Aggressive

Figure 29: Sampling of the latent trajectory space — Zθ — of the preference model with
different specifications. It can be observed how for the same region in the latent
trajectory space — e.g. bottom right — the different user types have different
validity values for the same trajectory — e.g. normal vs. careful user types around
the cutlery and glass.

Based on the unseen object test scenes, the models were evaluated under the

different specifications and the results can be found in Table 3. Individual trajectory

movements can be seen in Figure 30.

The first row of Figure 30 shows that the careful user type steering away from

both the cup and bowl/cutlery, whereas in the normal user type, the model prefers to

stay as far away from the cup as possible, ignoring the bowl. The model conditioned

on the aggressive user type does not alter its preference of the trajectory, regardless of

its passing through objects. The second row illustrates a situation, where the careful

model shifts the trajectory to give more room to the cutlery, in contrast to the normal

case. The final row highlights a situation, where the resulting trajectories vastly differ

depending on the conditioning of the specification model.

4.8.3 Causal Analysis

In Table 4 we can see the mean of the entailed distribution depending on the type

of intervention performed. The results of Equation 12 can be seen in the first column
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(a) Careful (b) Normal (c) Aggressive

Figure 30: An initial trajectory (seen in dark blue) is used as a base solution to the task for
difference scenes — rows 1, 2, 3. Furthermore, the parametrisation zθ for each
initial trajectory is continuously updated so that it better abides by the semantics
of the different user specifications — columns a,b,c. It can be seen that as the
gradient steps in Zθ are taken, the resulting intermediate trajectories are shifted
to accommodate the preference of the model until the final trajectory (light blue)
is reached. Color change from dark to light blue designates progressive gradient
steps.
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Table 3: The success rate of perturbing a non valid trajectory into a valid one under different
user specifications.

User Types Success rate

Careful 75%
Normal 95%

Aggressive 100%

under “No intervention”. It shows the expected likelihood E[p(v|X = x, S = s)] of the

validity of a trajectory given a set of observations with different user specifications.

Conditioning on the different types of user specifications, we can see that the validity

increases (from 0.43 to 1.0), meaning a higher number of possible solutions can be

identified. The variety of solutions can be seen in Figure 29. This naturally follows

the human assumption about the possible ways to solve a task with different degrees

of carefulness. In the case of the final user type, all of the proposed trajectories have

successfully solved the problem.

In the subsequent columns on Table 4 we can see the mean probability of validity

for when we intervene in the world and position randomly a symbol of a different

type within the scene. By comparing the value with the ones in the first column (as

discussed above), we can assess the inequality in Equation 13.

Table 4: The respective distributions of validity p(v|X = x, S = s) with different user types
depending on the intervention performed for a random trajectory to be valid under the
user specification. The first column shows the mean distribution over the information
obtained over the observations. The cells in bold indicate significant change with
respect to the no intervention column. Those cells highlight a change, which is
interpreted as a causal link between the intervened symbol and the user type.

User Types No Intervention Bowl Plate Cutlery Glass

Safe 0.43 0.27 0.28 0.31 0.30
Normal 0.62 0.62 0.63 0.62 0.48

Aggressive 1.00 1.00 1.00 1.00 1.00

In the case of a safe user specification, adding a symbol of any type decreases

the probability of choosing a valid trajectory (from 0.43 down to 0.27). This indicates

that the model reacts under the internalized specification to reject previously valid

trajectories that interact with the intervened object.
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For the normal user type, significant changes are observed only when we intro-

duce a glass within the scene. This means it doesn’t alter its behavior with respect to

any of the other symbols.

In the last case, the aggressive user type doesn’t reject any of the randomly

proposed trajectories, and that behavior doesn’t change with the intervention. It

suggests the specification model, in that case, is not reacting to the scene distribution.

Based on these observations, we can postulate that the specification model has

internalized rules such as “If I want to be careful, I need to steer away from any objects on

the table” or “To find a normal solution, look out for glass-like objects.”.

This type of causal analysis allows us to introspect on the model preference and

gives us an understanding of the decision-making capabilities of the model.

4.8.4 Parameterization of Task-Space Specifications

Based on the demonstrated trajectories, we can find parameterization of the

rules specified in Equation 14 for a world with 2 distinct objects. We can observe the

resulting parameters for object distance for 3 different participants in Table 5. We are

measuring the distances in pixel units, and as the camera is orthogonal to the surface,

they can be transformed into real-world distances.

Table 5: The object threshold distances found from demonstrations of different participants.
The values in brackets indicate the radius when optimizing for the minimal LT vs the
maximum.

Tmin Tmin + Tobject−1 Tmin + Tobject−2

User 1 (36) 59 (37) 135 (37) 159

User 2 (37) 45 (38) 145 (38) 145

User 3 (48) 52 (49) 152 (49) 152

In Figure 31 we can observe the progression of these threshold distances when we

alter the number of valid and invalid examples. This allows us to better choose where

the future focus should be when obtaining demonstrations for alternative tasks. If we

look at Figure 31a-31b to increase the confidence that we have found a maximum safety

boundary, we need to counter-intuitively provide more positive examples. Whereas

if we are interested in the minimum safety envelope, Figure 31c-31d illustrates that
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(a) Object 1 (Max)
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(b) Object 2 (Max)
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(c) Object 1 (Min)
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(d) Object 2 (Min)

Figure 31: The transition of the threshold distance (Tmin + Tobject−k) for different number of
positive and negative examples. We can see the impact of increasing the number
of trajectories when we want to find an optimally maximum/minimum distance
around an object.

we need to give invalid trajectories. Thus, the true underlying object distance will lie

between the observed maximum and minimum boundaries.

The resulting boundaries around the symbols do not necessarily represent the

object boundaries, but the expert representation of the min/max expected distance

of interaction around them. Combining the rules in Equation 14 and the values in

Table 5 allows us to create an additional cost map that can be used to perform motion

planning in the scene following the user expectations. Combining this with the causal

analysis gives us the ability to incorporate only the required symbols within the

planning framework.
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4.9 L i m i tat i o n s o f Po l i c y a n d Ta s k S t r u c t u r e

Performing the causal analysis on the surrogate model creates some limitations

around complex behaviours, where the surrogate model is non-trivial. There is an

assumption around the representation of both the world configuration (image to VAE

latent space) and the trajectory (list of points to Bézier fit).

Further constraint is in regards to symbol knowledge - to perform augmentation

of the input of the surrogate model, we rely on knowledge about the symbols, and in

the current configuration the symbols have no co-occurrence restrictions. If they did,

it would imply there is a common confounder and the SCM would be insufficient.

When we perform rule parameterization, it relies not only on knowledge about

the symbols, but having a correct prior about their composition — a good fit can

occur when the programmatic representation of the specification matches the internal

human model. This representation needs to be handcrafted. A possible extension

would be to use symbolic AI and symbol manipulation to jointly parameterize and

find the rules themselves [114].

Extracting these symbols and performing policy optimization is further explored

in Chapter 5, where we relax the assumption of symbol knowledge with the inductive

property that salient trajectory states are associated with symbols. We use this to build

up a list of salient regions.

4.10 C o n c l u s i o n

Learning behavioral types is essential for completing interactive human-robot

tasks. It helps avoid nuisance and promotes better foresight into human actions and

plans. Being able to decompose those user types into interpretable and reusable

models is of high importance.

In this chapter, we demonstrate how to construct and use a generative model

to differentiate between behavioral types, derived from expert demonstrations. We

show how performance changes with the number of trajectories illustrated in a scene.

Additionally, by using the same learned model, it is possible to change any solution to
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satisfy the preference of a particular user type, by taking gradient steps in the latent

space of the obtained model.

Performing causal analysis allows for the extraction of causal links between

the occurrence of specific symbols within the scene and the expected validity of a

trajectory. The models exhibit different behaviors with regard to the different symbols

within the scene leading to correctly inferring the underlying specifications that the

humans were using during the demonstrations.

Further, by assuming an underlying set of specifications that users follow, it

is possible to find the safety envelope boundaries for the objects within the scene.

Additionally, we investigate what type of demonstrations would help move the

minimum/maximum side of this boundary toward the optimum.

This chapter concludes by showing a method that converts demonstrations into

a set of functions that represent the underlying specifications. Those are specifically

linked to objects within the world and are causally discarded for uninteresting objects.

This can increase the diversity of policies that can be composed to solve long

horizon tasks. The next Chapter will look at how interventions can be performed

during the demonstration, and how those can help make the policies more robust and

highlight any salient parts of the task area.



5

L f I I : L e a r n i n g f r o m I n v e r s e

I n t e r v e n t i o n

In this chapter we look at how a ‘physical’ dialogue between the expert demon-

strator and the agent can help the learner with the core structure of the problem and

remove possible variations of the task.

LfD facilitates sample-efficient learning of task structure that would have been

difficult to induce automatically. This is typically a supervised or semi-supervised

learning process. The robustness of the resulting policy is highly dependent on the

variability of the demonstrations which the learning agent receives. With temporally

extended tasks, it is likely that variability may be limited around hard-to-execute seg-

ments or specific sub-goals, especially if the demonstrator is used to acting habitually

in certain ways. In this chapter we propose augmenting LfD with interventions initiated

by the robot learner (LfII). Thus, the robot would query the human demonstrator about

the underlying structure of the problem by intervening (in time and space) where

it believes the demonstration could be modified while preserving the underlying

‘concepts’.

This is a form of data augmentation — as discussed in Chapter 2 — enabling the

essential variability in the demonstrations to be captured, towards achieving improved

robustness of the resulting controller to perturbations. We demonstrate this first in

a 2D navigation example and then with a robot control task involving a Panda arm

performing table-top manipulation. We show that this process helps identify salience

regions where intervention usefully augments the original data set.

75
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5.1 I n t r o d u c t i o n

The main benefit of robot learning is the enhanced adaptability enabling applic-

ability in a broader range of domains and environments compared to predefined

controllers. However, this is crucially dependent on the learning system being exposed

to sufficient variations while training, in order for the models to acquire all essen-

tial aspects of the underlying ‘concepts’. Robot learning researchers have typically

succeeded through careful thought around ways to achieve suitable diversity, e.g.,

to changes in visual appearance and shape of objects, articulation, and movement

trajectories.

Learning from Demonstration [11, 126] is an effective mechanism by which

one is able to obtain examples of the execution of a task respecting such allowable

variations. In this paradigm, the expert provides data through e.g. kinesthetic teaching,

teleoperation, or illustration. However, the problem remains for the robot to infer what

the underlying concepts are, and crucially what are the allowable variations in the

spatio-temporal data associated with a specific task. When we require high levels of

reliability in the final learned models, e.g., in some industrial or medical applications,

we must think carefully about the coverage achieved within the dataset and the extent

to which the long tail of the data distribution has been captured to facilitate eventual

inference [17, 52, 146]. A compounding factor is that within demonstrations of realistic

robot tasks, there is often a significant degree of self-similarity and redundancy, due

to the nature of the task or even the comfort spaces of the demonstrator.

We aim to tackle these challenges by allowing the robot to intervene during

the demonstration, querying about the underlying structure of the problem with a

system overview shown in Figure 32. As a result, the robot pushes the expert to

visit potential regions where their policy may perform worse. This intervention is

equivalent to the robot asking the question: “Is this variation task-relevant or can I safely

alter your demonstration in this way?”. Assessed from an active learning perspective,

additional data points in regions where the policy is already in accordance with the

concepts implicit in the demonstrations would not contribute substantially to better

generalization. In our proposed approach, the intervention is performed online at data

collection time, in contrast to methods like Dagger [121]. Our approach differs from
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Figure 32: The forward pass to obtain new demonstrations follows the black and green arrows
- the expert is demonstrating the task, interrupted by the intervention strategy to
augment the demonstration. The resulting trajectories are then stored and used to
update the robot policy, which is key to determining where interventions are applied.
As an offline “backward” pass (black and red arrows), the problem structure is
identified by creating a problem graph and assessing the salience of the different
nodes. This is done by (1) creating trajectories that avoid particular nodes in the
graph or (2) using the expert to help assess the value of the node from a sampled
reconstructed image.

the one described by Spencer et al. [136] in that the initiative is taken by the robot -

rather than the human telling a robot (which acts as a passive receiver of information),

here the robot actively modifies trajectories at demonstration time to ask if a certain

variation is valid under the implied concept.

This is especially relevant to long-horizon tasks, as the demonstration trajectory

is bound to be visiting a sequence of important sub-goal areas. Typically, all sub-

goals after the first one will have a limited initiation set, often overlapping with the

termination of the previous one as shown by Angelov et al. [4] and Dautenhahn and

Nehaniv [41]. This could lead to fragile control policies, as the data may not be diverse

around these points, implying that even a small disturbance could push the robot state

outside the support of the data. This provides additional information in regards to

how vital it is to visit particular areas of the state space for successful task execution. If

the robot intervenes and moves away from an area, but is brought back by the expert,

it gives useful information about the salience of that region.

In this chapter we make the following contributions:

• We propose Learning from Inverse Intervention (LfII) during demonstration,

which diversifies the demonstrations obtained from the expert. This is an online

data augmentation approach based on performing targeted interventions to elicit

information from the human expert. This method is agnostic to the underlying

robot or state space.
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• We demonstrate increased robustness of the resulting policies, due to wider

coverage of the distribution of states.

• We show the identification of salient locations, in both a state-based and vision-

based setting.

We evaluate the proposed approach first in a navigation task that requires visiting

a sequence of states with full observability of the state. Next, we demonstrate this

method applied to a robotics inspection task in a static and dynamic environment,

with the observable state space corresponding to a camera view on the robot. We

demonstrate greater robustness to random perturbations, and also that we can identify

salient locations and generate corresponding images.

5.2 R e l at e d w o r k

5.2.1 Salience Identification

In situations with multiple or ambiguous goals, a good strategy to clarify the

objective is to query the human expert. The work of Tellex et al. [143] provides a

method where a robot in a failed state of the task graph, can ask a human participant

to provide help or insight into the problem to aid the solution. In our work, the

algorithm initiates visual queries for the human to confirm the salience of a particular

state.

An alternative method for evaluating salience is through partitioning a large

task into sub-problems as with options [50, 70, 139] to construct a hierarchical policy.

The termination states of options relate to task structure. A method to identify these

sub-problems is through frequency analysis or “bottleneck” states as described by

Stolle and Precup [137]. However, these methods are often limited to discrete tasks

with plentiful data. In our work, we build on both these approaches and extend

them to a continuous state space, sparse-data setting (i.e. limited number of rollouts),

where the trajectories are generated from human demonstrations. While the previous

methods use passive observations, we can counter-factually assess if visiting particular

parts of the state space is necessary for solving the task.
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This is similar to evaluating salience in demonstrations through mapping them

back to a reward structure using IRL [21], confidence based methods [33], through

key-frame detection [78], or relying on Semi-MDP graphs as constraints [67]. In our

case, we use counterfactual trajectory and image generation to assess importance.

5.2.2 Demonstration Strategies

Data from imitation learning is typically used in a supervised learning setting to

create an initial/prior policy, such as in Kim et al. [84] and Kober, Bagnell and Peters

[87]. Or relying on simulation as a proxy to ask humans for performance evaluation

[134]. This can be further optimized by alternative reinforcement learning strategies.

Methods for augmenting the rollouts of the agent with human help, such as

Dagger [121] and GAIL [72] are typically offline. Here, distribution matching is

performed as an augmentation of the data. Similar to our method, Spencer et al.

[136] uses interventions online, altering the robot trajectories. An advantage of our

method is that the robot performs an intervention on the human online, during the

demonstration, in effect holding a kinesthetic discussion about the structure of the

problem.

The way that the agent chooses when to intervene in this dialogue is similar to

the work on curiosity, e.g., episodic curiosity - based on errors in observations [124],

or by following errors in the dynamics predictions [23]. In the current chapter, the

agent’s drive for exploration comes from the alignment of the internal policy to the

current demonstration that is being obtained — in other words — the new trajectory

not being sufficiently informative.

5.3 P r o b l e m F o r m u l at i o n

When people demonstrate tasks to each other, the semantics would not always be

clear without the benefit of clarification questions [118]. When teaching sensorimotor

skills, this takes the form of kinesthetic nudges. Our main goal is to embody this

behavior in robot learning.
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Thus, in contrast to the robot merely exploring on its own, starting from an initial

trajectory, or the human user providing verbal labeling of trajectories or piece-wise an-

notations post-hoc, in our model the robot proposes deviations to the demonstrations

in response to which the human expert either corrects (hence providing information

about the need for specificity) or ignores that variation from which the robot infers

redundancy in task specification.

In technical terms, this means that we compare the expert demonstration against

the current robot policy using cosine similarity. The robot policy is updated after

*each* demonstration to encode the newly learned information.

To assess saliency, we use the nodes constructed by the algorithm above with

additional robot rollouts (which are chosen to avoid regions of the space similar to the

interventions during the demonstration) or through Visual Q&A (directly asking the

expert for clarification of the state). This is how the human expert provides feedback

during*the demonstration process.

To compare this paradigm against alternatives, we have chosen examples that

are similar to prior work, e.g. D. Precup et al. [137] count-based bottleneck state

detection - represented in our baselines as intervention type ‘none’ and ‘random_eps’

(dependent on the original policy) to the proposed methods - ‘conditional_random’,

‘conditional_lfii’.

Then, going beyond the scenarios of static scenes, we adopt the example from

Burke, Hristov and Ramamoorthy [24], showing that our approach can cope with a

dynamic scene. This example is chosen to be simple enough to clearly bring out where

count-based methods would be ineffective and how our proposed approach fares.

5.3.1 Diverse trajectory demonstration

Consider the MDP setting wherein the learning agent models the environment

through nodes in a graph, with actions causing transitions between them. In another

variation, a group of observational states would map to nodes in that graph.

In the first part of our work, we are interested in using trajectories from a task

to infer the underlying variability of robot states that map to the different nodes in
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this graph. Intervention is used to expand the scope of observations for a node. As

we construct the graph through different roll-outs, obtained from the trajectories, we

should note that each node needs to contain states from each trajectory. This builds up

the underlying representation of the task, which may not be necessarily identifiable in

the domain of vision-based robot control.

As part of task learning, we incrementally construct the graph, G = (V, E), where

V is the set of vertices or nodes and E ⊆ {{x, y}|(x, y) ∈ V2 ∧ x 6= y} is the set of

edges or transition between nodes. In the beginning, the graph is fully connected. As

learning proceeds, we aim to reduce the edges to highlight critical nodes.

The set of nodes V = {v1, v2, ...} is initialized from at least 2 demonstration

trajectories, D = {demo1, demo2, ...}, where demoi is a sequence of observations demoi =

{oi
1, oi

2, ...}. Both v and o are in Rd, which is the underlying dimensionality of the

observations. We set v1 such that it is a hyper-sphere containing at least one observation

from each demonstration oi, oj, .... When we receive another demonstration - demoi

coming from the expert policy Π, we use Welzl’s algorithm [150] to recompute the

hyper-sphere parameters (center and radius), such that each of the nodes in V now

also contains observations from the new trajectory.

Figure 33: G1 represents the initially connected graph after node generation. G2 is an example
of an attempt to decrease the number of edges connecting the nodes, to surface the
underlying structure of the problem. There is an intervention between the edge
connecting v1 and v2, making the next possible action transition the agent to v3 and
beyond.

When we obtain demonstrations (from Π), we aim to get high diversity of obser-

vations, especially in locations where our model policy π generates actions misaligned

to the demonstrations. In order to do so, we compare the running average of the

last k steps in terms of how well the policy matches the current demonstration

∆π = 1
k ∑i

j=i−k cos(π(oj), Π(oj)). If the demonstration aligns well with the robot policy,

∆π < er, we perform an intervention of magnitude M (chosen empirically) and dir-

ection V̂I , storing those locations in DI . This intervention is performed during the

demonstration by creating a low gain attractor point at the intervened location, whilst
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the robot is impedance controlled to follow the human guidance [112]. This is sum-

marised in Algorithm 1 along with the auxiliary task of creating the task salience

graph.

The exploration of the agent is modulated by changing er - increasing it would

trigger more exploratory behavior. An expansion along the lines of ε−greedy methods

would therefore be p(1− ε) ∗ er + p(ε) ∗ 1. The intervention V̂I can be in a random

direction (’conditional random’) or orthogonal to the current policy vectors (’conditional

lfii’). An advantage of our method is choosing the right location along the trajectory to

perform the intervention, rather than performing it based on some noise variable.

Algorithm 1: Learning from intervening during demonstration
Input: Robot - robot, exploration const - er, k, M, total number of

demonstrations - N
Output: Dataset - D, Control Policy - ß

1 add a set of initial demonstrations D← {demo1, demo2, ..., demon};
2 init nodes v = compute_nodes(D);
3 compute control policy π f romD;
4 for next demoi, i ∈ [n, N] do
5 DI = {};
6 for step p in demoi do
7 ∆π = 1

k ∑
p
j=p−k cos(π(oj), Π(oj));

8 if ∆π <= er then
9 // demonstration aligns well with robot understanding; let’s

intervene;
10 VI ← π(oi)× random_vector // not collinear to π(oi);
11 V̂I = M ∗ VI

|VI | ;

12 robot.execute(V̂I).duration(k);
13 append demoi{p, ..., p + k} to DI

14 update v with demoi;
15 append demoi to D;
16 update policy π from D \ DI ;
17 return D, π, v;

5.3.2 State salience

The diverse set of trajectories obtained above gives nodes in the graph that are

representative of different locations within the state space. Identifying sub-cliques

in the graph would highlight those nodes that connect these subgroups, thus are

important for traversing the graph. We aim to uncover these salient nodes with the
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expert in the loop. We present two methods to tackle this node exclusion problem, using

either a static query or a dynamic plan within the environment.

• Option 1: Through augmented trajectory — We generate a trajectory within the

latent representation of the planning policy to exclude clusters to be intervened

on (see Figure 33) by minimizing the deviation from the policy itself - external

effort. We then ask the human to judge the success of the policy;

• Option 2: Through visual Q&A — Relying on a generative model of the state

space allows us to ask the question “Is going through this node [image/sequence

of images] necessary to complete the task?”. This is especially useful in situations

where we need to avoid failures. We provide samples that are exponentially

distributed from the center of the node to evaluate salience.

5.4 E x p e r i m e n ta l S e t u p

In this section, we apply LfII during demonstrations in two distinct cases. In

the first one, we examine the situation where the observation/state space is simply

structured, such as Euclidean space, as is common in robot navigation. In the second

case, we consider observations from higher-dimensional space, e.g. camera video

stream, with the ‘state’ being built from the latent representation of a machine learning

algorithm.

Structured Space In this first experiment, we have a robot perform a 2D nav-

igation task, loosely inspired by the room traversal problem in [139] and converted

to a continuous domain. The objective is to visit locations loc, such that (locx =

x, locy = cos(x) = sin(x) for x ∈ [0..4π]), which repeat every 2π, for a total of 4 points

(red targets on Figure 35). To succeed in reaching a location, the agent needs to be

within εrange = 0.2 from the target location. The agent begins at (locx = 0, locy =

uni f orm(−π/2, π/2)). We perform the demonstrations either through the keyboard

(total of 8 directional actions) or through an expert policy Π, which navigated in a

direction towards the next unvisited location with directional noise of 0.1rad and a

step magnitude of 0.1. For the control policy, learned by the agent, we used a Gaussian

Process with RBF kernel with scale 1.
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The agent has access to its location - ’loc‘ and has the ability to perform an

action that would change the location by delta - the traversed distance in x and y.

It has to learn the policy for traversing the space whilst visiting the above specified

locations, as well as extracting regions of the space that are considered salient whilst

being demonstrated the task. Perfect performance would be achieved by completely

extracting the target locations.

We investigate obtaining demonstrations under 4 settings — (1) none - the demon-

strations are obtained and used to learn the control policy, (2) random_eps - we

perform an intervention with probability ε = 0.05 in a random direction with the

same magnitude as the expert steps, (3) conditional_random - we use the condition

defined in Section 5.3.1 to perform a random intervention (as 2), (4) conditional_l f ii -

when the condition is triggered, we perform an exploratory intervention, orthogonal

to the currently learned control strategy. This explores trajectory augmentation op-

tions including offline methods (1), greedy exploration (2), and ways to perform the

intervention (3, 4).

We evaluate how well the resulting nodes match the ground truth area of interest,

with good overlap suggesting that it is a viable method to locate salient locations

within the state space. Those can be identified within the trajectory for the construction

and evaluation of the policy.

Further, we employ the two options to evaluate whether the particular nodes

are salient or not. For Option 1 we construct a trajectory using the learned dynamics

model of the task and sample intervention locations and orientation of the applied

force maximizing the distance from the center of the node. We rollout the trajectory

in the world and evaluate if (1) the resulting path crosses through the intervention

node (as defined by center and radius) and (2) if it has succeeded in solving the task.

If both conditions are valid, we argue that that particular node is not salient, as it was

not needed for solving the task. Alternatively, we collect the resulting nodes.

For Option 2, we substitute the human evaluation with an expert evaluation

policy that samples from the node using the following limited exponential strategy.

func sample_limitedExp(c, r):
v = unit_vector(Uniform(-pi, pi), dims=|c|)
do: dist = ExpDistribution(scale= r) until dist < r
return c + dist * v
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The policy averages the samples and assesses if they are within the region of

interest for the task. Upon success, the node is kept as salient.

Figure 34: Tabletop inspection task. The robot needs to visit in a sequence the red base, green
gear, blue peg and finally, the purple small gear. The blue ray-projecting camera
illustrates the perspective from which the network observes the scene. In the second
robot experiment, the parts are moving on the tabletop surface.

Learned Space The last experiment is based on an inspection task (defined in [24]),

where the Panda robot is sequentially inspecting different parts of a gear assembly.

This is implemented in Coppeliasim, as shown in Figure 34. The latent space for

the algorithm is learned from the visual observations of the robot. This is achieved

through a Res-Net style VAE network with additional perceptual loss. The generative

part of the network aimed to produce sharp images, which can be used in visual

Q&A. That would allow the expert to “answer” questions about the salience of the

different nodes. The demonstrations were either not augmented, or were in the form

of perturbations as described above.

The agent receives as input high dimensional image information and performs

an action resulting in the 3D offset and motion of the robot arm. The goal of the agent

is to learn a policy that solves the demonstrated task robustly and uncovers salient

areas of the task, later reconstructed from visual inspection from the latent space of

the model.

The VAE neural network is fully convolutional based on 7 Res-Net style blocks

(see Table 6 in the encoder and decoder (see Table. 7)that take the 256× 256 RGB

image to create a 512-dimensional latent space following a Gaussian distribution. The

first two trajectories were collected and used to initially train the network over 100

epochs with linear loss decay. Subsequently, after each new trajectory, the network was
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fine-tuned with all available data up to that point. The full loss used was a combination

of the reconstruction loss, β-weighted KL-Divergence loss, and perceptual feature loss.

The β value was set to 0.1 and the perceptual loss was calculated using the mean

L2 difference between the features of the original image and the reconstructed on a

pre-trained on ImageNet VGG19 network.

Residual Down Residual Up

out = ReLu(skip + aug) out = ReLu(skip + aug)

BatchNorm2D(c=cout) BatchNorm2D(c=cout)
Conv2D (k=3, p=1, c=cout) Conv2D (k=3, p=1, c=cout)
AvgPool2D(scale=2) Upsample(scale_factor = scale,

mode = "nearest")
ReLu() ReLu()
BatchNorm2D(c=cin//2) BatchNorm2D(c=cin//2)
aug = Conv2D (k=3, p=1, c=cin) aug = Conv2D (k=3, p=1, c=cin)

Conv2D (k=3, p=1, c) Conv2D (k=3, p=1, c)
skip = AvgPool2D(scale=2) skip = Upsample(scale_factor = scale,

mode = "nearest")

Table 6: The residual blocks have the following ResNet-like structure.

Encoder Decoder

Output Image [256, 256, 3]
logvar = Conv2D(2048, 512) Conv2D(32, 3)
µ=Conv2D(2048, 512) ResUp(64, 32)
ResDown(1024, 2048) ResUp(128, 64)
ResDown(512, 1024) ResUp(256, 128)
ResDown(256, 512) ResUp(512, 256)
ResDown(128, 256) ResUp(1024, 512)
ResDown(64, 128) ResUp(2048, 1024)
ResDown(3, 64) ResUp(512, 2048)

Input Image [256, 256, 3] Latent Input [512, 1, 1]

Table 7: The ResBlocks from 6 are joined to form the Encoder and Decoder.

The resulting latent space was used to train the dynamics and action policy.

Similar to the above case, they are Gaussian Processes with RBF kernels. They were

trained on those parts of the data that do not include any interventions. The action

policy generates 3D offsets of the robot end-effector. These policies are retrained after

each update of the latent space.
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We investigate the robustness of the resulting policies to action perturbation.

We actively perturb with ε = 0.1 and a displacement of ×2 the magnitude used in

interventions during the learning process. We measure the minimum distance (and

standard deviation) of the resulting trajectory to the target locations of the different

parts of the task over 10 runs.

Finally, we evaluate the salience of the nodes through visual Q&A with a human

expert. The inspection task primes the policy that particular locations in the state space

need to be visited. As a result, given that all trajectories need to pass through these

particular nodes, we perform an inspection on the ordered list of nodes by volume

starting from the smallest.

To increase the complexity of the representation learning task, we augment the

world, by making the assembly parts that need to be inspected move on the tabletop

surface. This would force the latent space of the neural network to represent a finer

level of discrimination between different states.

5.5 R e s u lt s

Structured Space The first experiment involved a 2D navigational task. We evalu-

ated the performance of the model conditioned on the different types of data that are

obtained with the varying intervention strategies.

We separate the work-space of the policy into 4 regions. Table 8 shows the success

of different policies. A fully robust policy under coverage driven verification can reach

the target from all possible starting locations with a score of 1. We see that for Region

0, where the initiation set of all of the policies is larger, the performance of the models

is higher than for other regions. In the current instance, after 12 demonstrations, the

policy with no interventions performs best. This is possibly due to a better distribution

of the initial location. For the following regions, we observe that having a targeted

intervention increases the performance of the control policy. This highlights that higher

variability in demonstrated trajectories increases the region of operation of the policy.

Thus, it is harder for perturbations to push the policy outside the region of support.
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Table 8: Performance of different policies starting from uniformly sampled locations within
the corresponding region. The value indicates what part of these trajectories reaches
the region goal. The regions are selected as follows - starting locations until goal 0 -
region 0, between goals 0 and 1 - region 1, etc.

Intervention type Region 0 Region 1 Region 2 Region 3

none 0.55 0.20 0.38 0.37

random_eps 0.54 0.27 0.35 0.42

conditional random 0.38 0.28 0.34 0.41

conditional LfII 0.46 0.64 0.42 0.49

The increased variability of trajectories should also have the effect of better

encapsulating salient nodes from the samples. We evaluate this by calculating the IoU

between the best matching node and the ground truth regions. Table 9 shows how

well the node creation algorithm matches the target areas. We observe that greater

variability methods have a better overlap value. Usually, those methods overestimate

the region rather than giving a partition.

Table 9: IoU of the clusters in regards to the ground truth regions of interest after only
12 trajectories. Region 0 illustrates that with good randomization of the starting
location, the IoU improves in all methods. To sustain this improvement, we need
active intervention during the demonstration (conditional random and LfII).

Intervention type Region 0 Region 1 Region 2 Region 3

none 0.45 0.05 0.10 0.08

random_eps 0.53 0.06 0.09 0.10

conditional random 0.45 0.23 0.27 0.21

conditional LfII 0.55 0.85 0.71 0.46

To evaluate the true salience of the nodes, we test two options - (1) intervening

in a trajectory to create one that avoids particular nodes, (2) performing visual Q&A

with a human expert.

We sample points along the trajectory, alongside a vector of intervention for 1e5

cases, selecting those with the largest distance from the node. These are then the nodes

to be avoided. If a trajectory succeeds despite avoiding the node, then that node is

considered not salient.

Figure 35a shows the resulting salient nodes, showing a ∼ 90% decreases in the

number of possible salient nodes. A few larger areas were unavoidable and remained
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positive, despite not being relevant to the task. This shows a more proactive control

strategy could have been used.

In the case of Visual Q&A, Figure 35b, the nodes were successfully cleared up,

with only those overlapping substantially with the true areas of interest remaining.

This shows that the method is capable of correctly identifying salient locations without

overburdening the human expert.

(a) Trajectory Intervention

(b) Visual Q&A

Figure 35: Important clusters after trajectory generation through sampling and those after
point Visual Q&A. The blue regions are proposed nodes, red are true areas of
interest.

Learned Space For this experiment, the Panda robot needs to sequentially inspect

parts of an assembly on a tabletop. During the demonstrations, a set of 3 different

intervention strategies was used, producing a total of 22 trajectories. The first two

trajectories were used to initialize the nodes in the MDP graph and to train the latent

space and control models.

The difference in trajectories can be seen in Figure 36.
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(c) Conditional LfII

Figure 36: The 22 trajectories used for the task - we can observe that when using interventions,
the state space coverage increases and would provide better representation.

Through having greater variability in the trajectories, we assess their resistance

to external disturbances. We simulate this by adding an action disturbance. The

results after these trajectories can be seen in Table 10. The minimum distance between

the trajectory and the part is measured across 10 different rollouts. For part 1 the

performance of the methods is similar. As earlier, the initiation set expands and better

covers the state space. For part 2,3,4 not only does the LfII strategy generate trajectories

much closer to the target, but also the variance of these trajectories is lower. This

suggests that better constructed latent space due to the larger variance of images

makes it easier for the control policy to choose correct actions.

Table 10: The robustness of the policy is evaluated by performing perturbations in the action
space with freq 0.1, with a magnitude twice as large as that used during training,
in a direction tangential to the target. In the table below we observe the minimum
distance from the different parts, under different policies, and the standard deviation
in brackets, across 10 runs. We can see that using the LfII we improve both the
minimum distance to the parts and the variance with which those are reached. The
scores for Part 1 are similar, as the random initialisation helps to generalize.

Part 1 Part 2 Part 3 Part 4

none 0.151 (0.096) 0.143 (0.074) 0.237 (0.161) 0.299 (0.258)

conditional random 0.134 (0.114) 0.058 (0.028) 0.118 (0.103) 0.093 (0.182)

conditional LfII 0.158 (0.092) 0.039 (0.022) 0.065 (0.041) 0.033 (0.043)

In the case of the learned latent space, we need a generative model to visually

recreate points within it. Figure 38 shows a variety of samples from different locations.

It shows annotated samples from the visual Q&A with a human about the salience of

different states. A base assumption that allows for the nodes to be annotated relatively

quickly (200 images for under 5 minutes) is that smaller nodes, through which all of

the trajectories pass, are inherently salient. Thus, ordering the nodes speeds up the
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process. In the case of conditional LfII based interventions in a static environment, as

the volume of states that the node covers increases, the probability of the node being

salient decreases. However, this does not hold for the case where it is dynamic or no

interventions are performed, as the majority of nodes have limited volume.

Figure 38b shows correctly identified salient locations with a dynamic scene.

Increasing the complexity by adding moving objects, which are a target for the

algorithm, still allows us to extract salient locations within the latent space.

In both cases, this method allows trajectories in the latent space of the problem to

be clustered and salient points for the structure of the task to be identified. Future

extension of this work would use the current node representation to better guide

the directions of the intervention to jointly optimize the exploration and structure

identification.

(a) No Intervention - static scene

Figure 37: Reconstructed images based on the center of clusters with different radii. This
shows a static no intervention scene.
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(a) Conditional LfII - static scene

(b) Conditional LfII - dynamic scene

Figure 38: Reconstructed images based on the center of clusters with different radii. In the
static LfII case, there is a clear separation between the salient regions and in-between
nodes after the first 25% of nodes. In the dynamic scene this assumption is less
strong, but useful to identify salient nodes.
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5.6 L i m i tat i o n s o f L f I I

In the process of finding task structure, there is an inherent limit on the type

and scale of the intervention. It needs to balance (1) policy exploration, and (2)

human willingness to work with the system. Larger interventions would improve the

exploration but would be spending ‘emotional will’ on working with a system that

is resisting the demonstration. This can be better balanced in case the latent space is

better explored independently through standard RL techniques around violation of

expectations.

In the current exploration strategy, only the policy performance is taken into

account, and an improvement to the solution would jointly perform the exploration

and intervention generation from the potential MDP graph.

5.7 C o n c l u s i o n

We present a method for Learning from Inverse Intervention (LfII), in which a

robot augments the expert demonstrations by intervening in search for less explored

states. We show that this method is particularly well suited to sequential tasks where

demonstrations might have had limited variability. In the process of altering the

trajectory, the robot obtains useful information about the underlying structure of the

problem. As a result, the learned policies have increased robustness and larger safe

sets of operation. Similarly, using intervention strategies or through a form of visual

Q&A, we evaluate areas of the state space for salience.



6

C o n c l u s i o n

6.1 K e y I d e a s

With the transformation towards autonomous on-demand manufacturing, there

is a need for a system that bridges the gap between rigid engineered solutions and

versatile learning-based adaptations.

Some of the requirements this imposes is around fast adaptation that solves

multi-step processes. This dissertation has presented methods that combine Learning

from Demonstration — a tool to define and specify the required task, with hierarchical

hybrid control strategies, permitting the use of diverse policies for robot control. It

shows that this approach provides a flexible method to tackle long-horizon tasks.

Further, it illustrates that examining the control strategy and the demonstrations

themselves provide innate information about the structure of the problem. Creating a

generative surrogate model of the control policy gives the ability to perform causal

analysis. This provides the ability to extract agent interactions with symbols in the

world by hypothesising different configurations. Furthermore, static demonstrations,

especially of long-horizon tasks, are prone to following a single mode/manner within

the data. This work shows that allowing the robot to interact with the expert during

the demonstration can provide increased robustness and highlight possible salient

parts of the task.

94
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6.1.1 Sequentially composing policies

The temporal abstraction of the control strategy through a hierarchical structure

is a common method to decrease the length of the actions an agent needs to make to

provide some useful ‘work’.

Formulating the task learning process as an RL problem is not always feasible

with high-powered or -valued platforms. Additionally, it usually enforces the lower

level policies to be represented in the same paradigm as the whole system. This work

uses a library of diverse controllers, with a few demonstrations as a guide on the right

sequence to complete the task.

The combination of a dynamics model with an estimator provides a powerful way

to evaluate how well each controller would progress the current state towards the goal

of the task. Independently each policy is not constrained on the type of input/output

space and provides the needed flexibility. In return, this allows for the hierarchical

policy to be represented analytically based on future state estimation.

The framework shows robustness to noise in the dynamic models, as well as the

Goal Score Estimator models. It is demonstrated on a real-world problem of a gear

assembly task with the PR2 robot.

6.1.2 Policy and Task Structure

Increasing the diversity of policies has the advantage of allowing the possible

variations of how to complete a task with the method above to expand. The variation

of policies can be seen as a slight alteration of the specifications of the demonstrators.

Using causal analysis one can identify that the specifications can differ causally

in regards to known symbols. This is possible by learning a surrogate model, which

can be investigated through evaluating counterfactual scenarios. Additionally, it is

feasible to learn a parameterization of these interactions in simple scenarios. The

generative surrogate model has further advantages that allow a proposed policy to

be interpolated between different specifications — e.g. making a ‘delicate’ trajectory

faster, as well as finding multiple bundles of possible solutions.
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This post-data collection analysis is useful to gain insight into the structure of

the policy itself. However, when the robot interacts with the demonstrator, as in the

case of LfII, the augmented trajectories are informative in regards to finding a better

approximation of the true task policy. The robot can intervene in situations where

the demonstration is not informative, pushing the data collection process to regions

that can better differentiate between the overparameterized policies [37]. During

this process, the agent can build an MDP of possible salient locations for the task

— natural sub-problem transitions. To confirm these salience clusters, the robot can

either perform a trajectory that attempts to complete the task by excluding a particular

region of the task space or alternatively, by using the generative model to create a

visual representation of the state and obtain an answer through Visual Q&A with the

expert.

6.2 F u t u r e Wo r k

6.2.1 Structure embedding and transfer

One of the fundamental problems in Artificial Intelligence (AI) is around the

embedding of structure or priors within the system. In the current work, there is a

strict separation between the prior knowledge in the form of a causal graph and the

demonstration bias.

However, a powerful system for demonstrations would come through embedding

common statistical similarities — “common sense reasoning” — that can be extended

and transferred to new situations.

It is common knowledge that e.g. people in high visibility vests behave in a

structurally different model than ones without, albeit sharing some common plans. Or

similarly that a Philip’s head screw would behave comparably to a slot screw or even

a Torx one. The commonality in one level of the knowledge hierarchy should provide

a prior to its common higher and lower levels. The existence of a set of screws on a

plate would be sufficient to (1) bias the possible activation policies, given the robot

is holding a screwdriver. Also (2) in the case of interactive learning that it provides
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little information gain to intervene on the demonstration to “poke” the metal plate on

which the screws are mounted.

The development of the CycL knowledge base [59] has shown that pure symbol

manipulation is insufficient to capture the full representation of a domain.

This combination of symbolic planning and manipulation or additional natural

language instructions do not share a common representation with causal models or

a neural detection pipeline. To reach the next step of performance, there need to be

improvements in the addition of such reasoning capabilities to improve the overall

system safety and ability to work under uncertainty.

6.2.2 Temporal memory tasks

Sequential compositionality is a powerful tool that allows for independent al-

gorithms to be sequenced to solve a wider-reaching task. Working beyond the scope of

each individual policy requires a general structure that implicitly or explicitly embeds

the historic actions in the current state of the world.

To increase the classes of problems that the current method can be applied to,

there needs to be a memory mechanism that stores the temporal sequence of actions

that have been executed. Embedding a Neural Turing Machine [58] can be used to

store and retrieve past actions, and Graph Neural Networks [125] to reason with

additional constraints of time and dynamics for the future execution plan.

6.3 C o n c l u d i n g R e m a r k s

In conclusion, this dissertation presents work on embedding different forms of

inductive biases to solve temporally extended tasks and elicit additional structure

within the task execution.

First, it focused on sequential policy composition in a hierarchical framework by

relying on expert demonstrations. This increased the diversity of possible policies

used to solve a real-world assembly problem.
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Further, the demonstrator’s specifications can be extracted by performing causal

analysis on a learned surrogate model, allowing for increasing the policy variation

by interpolation. It also highlights that these specifications can be parameterized in

relation to the detected symbols.

Lastly, this work shows that interventions between the demonstrator and the agent

in the form of a “physical dialogue” increase the overall performance and robustness of

the system. It presents two methods for investigating the salience of regions within

the task — through intervening during the demonstration or by using the generative

model in visual Q&A.
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