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Lay Abstract 

Data traffic is continuously growing around the world and the available radio frequency spectrum is under 

pressure to meet these demands. This draws attention towards communication with alternatives such as visible 

light, which offers significant cost and energy savings since existing lighting infrastructure can be used. 

 

Present receivers need very high optical power to detect a data signal. In this work, single-photon detectors are 

used to enhance the receiver sensitivity and solve this problem. A simulation model is built to describe the 

physical drawbacks of the system, such as the speed of the detectors. The model is validated with two real 

single-photon devices integrated in standard digital silicon technology – enabling small form-factor, low cost, 

low power, and manufacturability. 

 

The integrated single-photon receiver demonstrates a high data rate with very low visible light levels and is up 

to 100× more energy efficient than conventional optical receivers. 
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Abstract 

Data traffic is growing exponentially, and the radio frequency (RF) spectrum is under pressure to meet these 

demands. Visible light communication (VLC) has hundreds of terahertz of unused and unregulated bandwidth 

and the widespread use of solid-state lighting makes it viable to supplement RF networks. Present optical 

receivers (RXs) use positive-intrinsic-negative (PIN) diodes or avalanche photodiodes (APDs) and amplification 

circuitry that impairs RX sensitivity. In this work, the extremely high gain of single-photon avalanche diodes 

(SPADs) is utilised to remove the need for an amplifier. This offers significantly improved sensitivity and allows 

the quantum limit of detection to be approached. 

 

A SPAD array integrated in 40 nm CMOS is used to determine the transient response of SPADs and investigate 

the effect of dead time after a photon is detected. A 130 nm CMOS SPAD array RX in this work achieves 500 

Mb/s four-level pulse amplitude modulation and 350 Mb/s OFDM in a 450 nm laser diode-based VLC link within 

15.2 dB of the quantum limit. However, SPAD dead time induces around 5.7 dB of transient distortion which 

restricts error performance and data rate an order of magnitude below that of APDs. This thesis builds a model 

of a discrete photon counting system which exhibits this nonlinear behaviour and compares it to practical 

measurements with the RX. A unipolar intensity-modulated optical signal is considered, as opposed to bipolar 

electric fields in conventional RF systems. Intermodulation is analysed, and the resulting degradation of signal-

to-noise-and-distortion ratio and bit error rate is evaluated. The model is a tool for understanding distortion to 

ultimately allow rectification through RX architecture, modulation scheme, coding, and equalisation techniques. 

The thesis concludes that the SPAD RX is effective with very low optical power, allowing considerable 

improvements of two orders of magnitude in transmitter energy efficiency or one order of magnitude in link 

distance compared to present VLC systems – useful for underwater applications. This work proves that the high 

electrical power consumption disadvantage due to the SPAD bias can be alleviated by operating the RX in an 

optimum region determined in the model. Further savings and integration advantages are gained by using 

CMOS. This SPAD RX demonstrates the lowest power consumption and highest sensitivity to date. The need 

for narrow bandpass spectral filtering in bright ambient light conditions remains a limitation of the SPAD RX. 
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1. Introduction 

1.1 Visible Light Communication 

Radio-based wireless communications such as WiFi are ubiquitous in home and office local area networks 

(LANs) but use a confined portion of regulated RF spectrum [1]. It is forecast that there will be 5.3 billion internet 

users (around two-thirds of the global population) by 2023 (Fig. 1.1) [2]. Ever increasing demand, multiple users 

and neighbouring frequency bands put high demands on this limited RF bandwidth [3]. 

 

 

Figure 1.1: Global Internet user growth. 6% estimated compound annual growth rate (CAGR) [2]. 

 

Visible light communication (VLC) provides hundreds of terahertz of unused and unregulated bandwidth with 

the optical wavelengths of the electromagnetic spectrum [4]. The widespread growth of solid-state lighting makes 

LiFi and VLC viable to support RF networks. VLC offers sustainable, cost-effective and energy efficient systems 

as LED lighting infrastructure can be used mutually for illumination and communication purposes [5]. VLC can 

provide an additional layer of small cells to relieve RF channels from increasing demands on bandwidth [6]. 

Unlike radio waves, light does not propagate through walls, so VLC offers higher security than conventional RF 

communications since eavesdropping is very difficult. Another advantage of VLC is its immunity to 

electromagnetic interference [4]. VLC access point coverage aligns with the 5G and beyond direction towards 

greater cell density to provide higher throughput over more concentrated areas [7, 8]. This work focuses on VLC 

for these reasons. 
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1.2 Motivation 

VLC has been proven advantageous in a number of applications including lighting, underwater communication, 

indoor localisation, and transmission in EMI-sensitive environments [3]. All of these use cases require high 

sensitivity at the RX because information is conveyed in the intensity of the visible light signal. There is ongoing 

research to close the gap between bandwidth limited VLC implementations and the 100 Mb/s to 100 Gb/s 

standard with present-day RF and optical fibre technologies [9, 10]. Recent reports attain high data rates by 

optimising the emitter at the TX to maximise the data rate [11-17]. GaN micro-LEDs (µLEDs) offer a −6 dB 

electrical bandwidth of over 100 MHz due to their small junction volume and high operating current density [17]. 

It has been demonstrated that VLC systems with µLED arrays can attain data rates of over 10 Gb/s across 5 m 

[17]. Off-the-shelf LEDs have been used with OFDM to maximise data rate to 15.73 Gb/s [18] at the forward 

error correction (FEC) requirement of 3.5×10−3 bit error rate (BER) [19]. However, µLEDs have low radiant flux 

and LEDs without optics have wide half-power semiangles (i.e. 65° in [20]), so link distance remains limited (0.3-

5 m) [17-19]. These problems at the TX can be solved by launching an optical fibre laser wirelessly with fibre-

wireless-fibre (FWF) tracking [21]. Mirror-based beam-steering was used in [21] to attain 1 Tb/s with ten IR 

(1546.12 nm to 1553.33 nm) wavelength division multiplexed 4-PAM signals – approaching the channel capacity 

of optical communication. Modern RF operates in a similar way, where narrow beams are steered to form high-

rate line-of-sight links between terminals [22]. [21] also demonstrates bidirectional connection between fibre 

transceivers with a wide indoor coverage of 2.54 m2 and [23] raises the FWF data rate to 100 Tb/s, but only with 

a fixed 1 m point-to-point link. All of these studies highlight that receiver technology lags significantly behind the 

capability of the TX. 

 

VLC systems make use of PD receivers which require a transimpedance amplifier (TIA) in the receiver chain 

[10-21, 23]. This introduces thermal noise dominant over the intrinsic shot noise of photons and raises the noise 

floor, which impairs the sensitivity of the receiver and limits the signal-to-noise ratio (SNR). Although PDs are 

suitable for fibre communication, they are not ideal for low optical power and long-distance wireless transmission 

due to this limited sensitivity [24-26]. Received signal power is proportional to the effective light collection area 

of the detector, which implies that a large area must be used to attain high data rates [26]. However, this is 

limited because a large collection area increases the device capacitance, which reduces the bandwidth of the 

receiver. This makes the detector at the receiver front-end the main bottleneck on the performance of the system 

[27]. 
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SPADs are biased above breakdown and, through rapid carrier impact ionisation, provide a fast-rising pulse 

when a photon is detected [28, 29]. Therefore, SPADs offer a means to enhance sensitivity via a high internal 

gain whilst maintaining a small active area. This would benefit portable devices which require high receiver 

sensitivity to sustain signal levels and low power consumption due to battery limitations [26]. A SPAD RX could 

operate in assistance with existing APD or PD RXs with the potential to extend range or maintain connectivity 

in extreme conditions such as dark or diffuse environments [30]. However, a SPAD must be deactivated after a 

photon is detected to avoid damage from the avalanche process. During this dead time (ranging from 3.5 ns 

[28] to 50 ns [31]), the SPAD is unable to detect subsequent photons. Therefore, dead time reduces the SNR 

and bandwidth of a SPAD RX. This work studies the design, simulation, analysis, and experimentation of SPAD 

RXs for high-sensitivity optical communication. Recent papers report commercial silicon SPAD photomultipliers 

[31] can support bit rates of up to 3.45 Gb/s with a BER of 10−3 [32, 33]. However, these devices combine SPAD 

pulses into a single analogue signal and require an external electrical amplifier at the output before being 

captured on an oscilloscope and decoded. Opportunities remain to improve the sensitivity, data rate and native 

BER and to implement a digital integrated SPAD RX which fully exploits discrete photon counts that can be 

conveyed directly to DSP and decoded to recover data. Since the information-carrying signal is analogue, 

methods to sample high speed optical OFDM signals have been simulated in relation to discrete SPAD Geiger 

counts in [34] and [35]. This work aims to implement a practical SPAD-based OFDM system (Chapter 5, Section 

5.4.3). 

 

The probability mass functions (PMFs) of photon detections for SPADs with dead time have been obtained [36], 

but these models assume that the SPAD is always ready at the start of each symbol to simplify the derivation. 

This means that intersymbol interference (ISI) from detections in preceding symbols is not considered in these 

models. SPAD RXs are usually operated under the condition that the symbol period is longer than or 

approximately equal to the dead time [28, 29, 37, 38]. For high-speed transmission, where the symbol period is 

shorter than the dead time of individual SPAD detectors, decision-feedback (DFE) equalizers [32, 33, 39, 40], 

initially designed for linear channel electrical systems [41], have been used. SPAD-based channels are 

inherently nonlinear and detection techniques have been developed to alleviate ISI caused by dead time [42, 

43]. However, prior to the work in this thesis, the resulting power penalty due to dead time and other SPAD 

constraints has not been quantified. 
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In this work, the physical parameters of SPADs are translated into a model of a link with a SPAD detector array 

and data-carrying optical signal. This includes a precise model of all noise sources and system nonidealities 

such as dead time. Using the model, it should be possible to predict sensitivity, maximum data rate and 

quantitatively analyse the impact of dead time. The outcome will be a configurable model which can be used to 

optimise the performance of SPAD RXs for specific applications. Such a model would serve as a quick, effective, 

and inexpensive method to design RXs in future work. 

 

1.3 Objectives 

The aim of this study is to advance understanding of the performance limits of a SPAD RX, to ultimately reach 

the quantum sensitivity limit. This thesis introduces a SPAD model to mobile VLC systems which are subject to 

random blockages and rapidly changing SNR conditions with the aim to ensure connectivity when line-of-sight 

links are interrupted. A detailed analysis of the main characteristics of a SPAD-based RX is presented. 

Theoretical equations are developed to gain understanding of the effect of dead time. The model assumes a 

laser diode (LD) source with >1 GHz bandwidth to ensure that only the SPAD RX response is the limiting factor 

on bandwidth and error performance. Furthermore, the VLC link is simplified to line-of-sight with precise 

alignment as mobility is not important for SPADs at this stage of research. A single SPAD is considered at first 

and then expanded to a 64 × 64 array with the objective to accurately predict SNDR. Analytical modelling and 

simulations are compared to experimental measurements with an integrated device to evaluate the performance 

of a SPAD RX in a VLC link. 

 

1.4 Contributions to Knowledge 

Nonlinear theoretical and numerical models are created in this study to describe the physical properties of 

SPADs. This enables analysis of the influence of factors such as dead time on the performance of a SPAD-

based system. A transient simulation is developed in Matlab to generate and decode an OOK, PAM or OFDM 

frame propagated through a SPAD-based system model. The model describes the various stages in the signal 

path including the TX emitter response, a wireless optical channel with ambient light and a SPAD RX, before 

the frame is recovered and decoded. The transient response to a data-carrying optical signal is investigated and 

used to estimate the steady-state behaviour of SPADs in an array. It is shown that SPAD transient behaviour 

narrows the separation between symbol count distributions, resulting in more erroneous bits. Power penalties 
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due to source extinction ratio, path loss, photon detection losses, fill factor, dead time, SPAD afterpulsing and 

array crosstalk parasitics and photon count summation are estimated. 

 

The 130 nm CMOS SPAD RX in this work achieves 500 Mb/s in a VLC link within 15.2 dB of the quantum limit 

and demonstrates the fastest and most sensitive optical RX to-date [44]. This proves higher order four-level 

pulse amplitude modulation (4-PAM) and adaptive OFDM up to 32-quadrature amplitude modulation (32-QAM) 

is possible with photon counting RXs. A SPAD RX compliant with high speed OFDM used in IEEE 802.11 

standards [45] is an area of research that had not been published until this work. This SPAD RX is the first to 

demonstrate present-day physical layer (PHY) transmission rates around 100 Mb/s to 500 Mb/s with a minimum 

incident power comparable to the equivalent radiation sensitivity of modern WiFi RXs [46]. The SPAD RX is 

around 10× (10 dB) more sensitive than existing APD RXs and 100× (20 dB) more sensitive than conventional 

PIN RXs. Experiments were conducted in a laboratory bench setup emulating a VLC indoor environment. The 

system is optimised for sensitivity and throughput by precise optical link alignment as well as extensive 

optimisation of emitter DC bias and AC amplitude, modulation format, aperture size, bias voltage and RX 

dynamic range to ensure the received photon counts are minimised. These results were presented at the 

International Solid-State Circuits Conference in 2019 [44]. The 40 nm CMOS SPAD array chip [47] used in this 

study allows for testability and access to individual SPADs. As an RX, this IC achieves linear proportionality 

between the number of SPAD detectors and the data rate. Data was acquired and analysed from the SPAD 

RXs, which were designed by Sarrah Patanwala and Prof Robert Henderson and members of the CMOS 

Sensors and Systems Group in the Institute for Integrated Micro and Nano Systems (IMNS) mentioned in the 

acknowledgements. SNDR and BER is estimated and close matching with measurements validates the 

effectiveness of the simulation algorithm and the analytical model. 

 

1.5 Outline of Chapters 

Chapter 2: A literature review which discusses optical communication and the performance of detectors. The 

choice of detector and receiver operation is reviewed with the aim to improve sensitivity and system throughput. 

Avalanche multiplication gain is introduced and APDs and SPADs from prior literature are studied in detail. The 

advantages and disadvantages of a SPAD receiver front-end are discussed with respect to noise, 

photosensitivity and nonlinearity constraints. 
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Chapter 3: Development of theoretical, analytical and simulation models with references to the literature. This 

mathematical framework improves understanding of the performance limits of a SPAD RX and enables 

specification of optimal design parameters. The model is expanded and used to delineate post-processing 

methods to improve performance in a communication link. 

 

Chapter 4: Describes the design of a SPAD IC used to characterise the dead time and other physical parameters 

of a single SPAD detector and an integrated SPAD array RX. 

 

Chapter 5: Describes measurements and the performance of each IC introduced in Chapter 4 as a SPAD RX. 

The 130 nm SPAD-based RX demonstrates high speed signal reception at up to 500 Mb/s with photon counting 

sensitivity. The results are compared to the model. 

 

Chapter 6: Summarises the results and gives insight into further work that could improve the performance of a 

SPAD RX. Specific applications for SPAD-based receivers and continued research to correct power, area and 

error rate limitations are suggested. 
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2. Literature Review 

2.1 Introduction 

There is growing demand from mobile device users for broadband wireless services with high-speed internet 

access and high-quality multimedia [2]. User communication needs are addressed by technologies such as 

copper-based wireline, coaxial and optical fibre cables; fibre-to-home and broadband RF wireless technologies 

[48-55]. However, radio spectrum is heavily congested [1]. This chapter reviews optical communication as a 

solution to this limitation [3-5] and its application to wireless LANs for homes and offices. 

 

Wireless channels require wide coverage and device mobility for users. This means that the link is constantly 

changing due to reflections and attenuation from nearby objects in the surrounding environment. Low transmit 

power, long distances, and adverse channel conditions can all reduce the received signal amplitude, so the 

sensitivity of the RX should be high. This review covers detectors in recent literature with the objective of 

improving sensitivity and two architectures are considered for this work: a single-sample RX and an integrating 

RX. 

 

Single-photon avalanche diodes (SPADs) are introduced to advance the detection process towards that of an 

ideal receiver. In addition, SPADs are appropriate for digital integration in CMOS and the state-of-the-art is 

reviewed [56-59]. The physical behaviour of SPADs is discussed to form the basis of a model to predict 

performance (Chapter 3). This study focuses on a receiver solution optimised for detecting the fast 450 nm blue 

component emitted by white LEDs and other solid-state sources such as laser diodes (LDs) [3-5]. VLC is chosen 

in this work as the most commercially viable path of OWC due to the widespread usage of LED lighting. In 

addition, SPADs are most sensitive in the visible wavelength range [56]. Nevertheless, analysis is kept broad 

because SPAD RXs have potential in several different optical wireless and fibre applications. 

 
 

2.2 Emerging VLC Technology 

III-nitride laser diodes (LDs) are promising sources for light fidelity (LiFi) networks (Fig. 2.1), OWC, underwater 

wireless optical communications (UWOC), and plastic optical fibre (POF) communications [60] due to their high 

modulation bandwidths (>1 GHz) compared to LEDs (<20 MHz). Their narrow linewidths also enable robust 
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free-space Gb/s LiFi links in the presence of high intensities of sunlight through selective spectral filtering. 

Therefore, the main bottleneck on the throughput of the system is placed at the receiver front end. Fully 

integrated CMOS VLC receivers have recently been developed to enable miniaturised and low-cost Gb/s LD-

based links [24]. However, the sensitivity of these devices is constrained by electrical noise sources such as 

thermal or excess noise related to the employment of PIN PDs or linear APDs and their amplification circuits 

[11-17, 24, 25]. This inhibits high speed PINs and APDs from being integrated into portable consumer devices 

which require low power consumption to preserve battery life. The share of machine-to-machine (M2M) 

connections is projected to grow to 50% of global connected devices by 2023 (14.7 billion connections) [2]. 

 

 

Figure 2.1: VLC and LiFi: LED lighting has dual purpose as internet access points. M2M communication and 

low power IoT [61]. 

 

LEDs are already common in traffic lights and are increasingly being used for automotive lighting, presenting 

viable prospects for vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) communication (Fig. 2.2) [62]. 

Current VLC systems with PDs have ranges of less than 20 metres [11-17, 24, 25], so are inadequate for 

applications with high path loss [63, 64]. The performance of vehicular VLC systems is severely degraded by 

adverse weather conditions such as fog [66, 67]. It has been demonstrated that SPAD RXs could solve this 

challenge and significantly extend the link distance [68]. The RX could be combined with recent LiDAR 

technology, which already uses arrays of SPADs to construct a 3D image of the surrounding environment [47, 

69-73], to enhance vehicle and roadside interaction and transparency. However, it would be essential for a V2V 

VLC RX to be operational whilst exposed to different outdoor conditions – at night through to broad daylight (100 
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klx ambient illuminance [74]). This means that the performance of SPADs in these environments is limited 

without narrow optical filtering at the RX [75]. 

 

Figure 2.2: V2V and V2I wireless communication transferring velocity and position information for safety [65]. 

 

 

Figure 2.3: UWOC has superior latency to RF underwater but is subject to high scattering and attenuation. 

 

RF is impractical for underwater communication because there is high signal attenuation due to seawater’s 

conductivity [76] and acoustic waves can disturb marine life [77]. VLC has superior data rates and latency 

underwater because of the faster propagation of light [76] and it has been shown that SPAD RXs allow much 

longer ranges in these circumstances [77]. Ambient light is usually abundant in underwater environments, but it 

has been demonstrated that even a small number of transmitted photons reaching a SPAD array detector can 

ensure reliable communication [77, 78]. An UWOC system could also be used for position reckoning between 
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divers or submersible vehicles, for example (Fig. 2.3). This would be beneficial for exploration, environmental 

conservation, commercial offshore diving, and industrial and scientific work [76]. 

 

 

Figure 2.4: POF offers flexible and cost-effective last-mile wireline networking links and can use visible 

wavelengths [79]. 

 

Solid-state drives, multi-core processors, and new standards such as PCI Express 6.0 (64 Gb/s) [80] and USB 

3.2 Gen 2×2 SuperSpeed+ (20 Gb/s) [81] raise rates in PCs, tablets, and smartphones to the multi-Gb/s range. 

Most electrical wireline technologies used in homes and offices are copper-based coaxial cables and twisted-

pair cables [48-55, 82] which have a limited bandwidth due to the skin effect and dielectric losses [53]. In addition, 

twisted-pair cables are susceptible to electromagnetic interference (EMI) that increases bit errors, and coaxial 

cables are heavy, rigid, and costly to install [83]. Glass optical fibres, such as single-mode and multi-mode silica 

fibres, deliver data rates of >100 Gb/s over inter-continental links (>100 km between repeaters) [48] with very 

low attenuation (0.2 to 0.5 dB/km) and gigabit communication in networking applications such as data centres 

[85]. Glass fibres are immune to EMI and attain an efficient energy per bit [82] and low error rates (10–12 BER) 

[83]. However, glass fibres have small core diameters of around 10 µm [86], which means that accurate 

alignment is required for installation at the system level. 

 

POF uses materials such as polymethylmethacrylate (PMMA) and low-dispersive perfluorinated (PF) polymers 

which are more robust under bending and stretching than silica glass fibre [86, 87]. Fig. 2.4 shows a cross-

section of a POF. The wide 1 mm core diameter of POF allow inexpensive injection-moulding technologies to 

be used for connectors and transceiver packaging that are easy to install [84]. Furthermore, POFs are suitable 

for continuous mass production because they can be fabricated by the coextrusion process [85]. These 

advantages make POF a favourable solution for low-cost short-haul home and office wiring media to meet the 
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increasing demand in high-definition video streaming, cloud computing and file sharing [87]. 120 Gb/s was 

demonstrated across a 50 m cable with twelve POFs in [87] – suitable to support uncompressed 4K/8K video 

transfer – and 40 Gb/s was demonstrated across 100 m [88, 89]. PF polymers have lower material dispersion 

than that of silica due to their lower wavelength dependence of refractive indices in visible to near-infrared 

wavelengths [81]. Therefore, a PF POF can attain a higher bandwidth than a multimode silica glass fibre in this 

region. Furthermore, POF has potential applications in industrial control [88]. High-sensitivity RXs with large 

PINs have been used to counteract the high attenuation of POF (0.14 dB/m at 650 nm) and attain a link distance 

up to 50 m [90-93]. Whilst glass fibre operates from 810 nm to 1610 nm, POF uses visible light – POF has lowest 

attenuation in the green wavelengths and this aligns with the sensitivity peak of a typical shallow junction Si 

SPAD [57]. This makes SPADs promising to extend the reach of POF beyond 100 m, and there is ongoing work 

in applying SPADs to POF systems [94]. 

 

2.3 Detectors 

2.3.1 Photodiodes 

PDs are based on either p-n or p-i-n (PIN) junctions [95, 96]. The p-n structure uses adjoining n (donor) and p 

(acceptor) doped silicon to create a thin depletion region (Fig. 2.5). The depletion region is expanded in a PIN 

PD with a thin interfacing region of intrinsic silicon to form a p-i-n junction (Fig. 2.6). This allows the sensitivity 

and bandwidth to be adjusted [96]. A PD operates in reverse bias, which widens the depletion region and 

increases the electric field strength across the junction [95]. Photons are absorbed in the junction at a depth 

dependent on the wavelength of the incident light. If the photon energy is greater than the bandgap, an electron 

is elevated into the conduction band. This generates an electron-hole pair which is then separated and moved 

by the electric field, inducing a photocurrent. 

 

 

Figure 2.5: PN junction PD cross section [97]. 
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Figure 2.6: PIN photodiode cross section. A PIN has a faster response speed than a PN PD from its increased 

depletion region [97]. 

 

The sensitivity of the PD is limited by the quantum efficiency – the number of electron-hole pairs created for 

each absorbed photon. A PD is only sensitive to photons that are absorbed near the depletion region – photons 

absorbed above or below the region do not contribute to the photocurrent. Sensitivity is maximised if the 

depletion region depth matches the absorption depth or if the region covers a large proportion of the absorption 

curve [98]. 

 

The modulation bandwidth of silicon PDs is mainly limited by the extrinsic bandwidth formed by the diode 

capacitance and resistance [99]. An intrinsic bandwidth limitation is caused by carrier diffusion from regions 

below the PD, which can be alleviated with silicon-on-insulator designs [100]. The bandwidth can also be limited 

by the minority carrier lifetime (the time it takes for carriers to recombine) and the transit time of a carrier over 

the depletion region. This motivates thin regions and small areas in high speed devices [99]. There is a trade-

off between sensitivity and speed because a wide depletion region is necessary to capture a large number of 

photons, but the bandwidth becomes limited by the transit time. Similarly, large collection areas are capacitance 

limited. 

 

Figure 2.7: Cross section of an APD in pin-PD (Bi)CMOS technology (isolation and passivation stack not 

shown) [106]. 



34 
 

2.3.2 APDs 

Recent literature [101-103] and commercial products [104, 105] have developed detectors to solve this 

sensitivity problem through avalanche multiplication, whilst maintaining high bandwidth [101]. An APD shifts 

amplification to optical conversion at the diode, which provides an extra gain (of around 100) without additional 

electrical circuitry. This is achieved by applying a high reverse bias (typically 100–200 V in Si) to increase the 

electric field in the junction (Fig. 2.7) [106]. The field accelerates drifting charge carriers to a high kinetic energy 

that makes them ionise lattice atoms they collide with by knocking electrons out of bonds. This effect is known 

as impact ionisation and creates more electron-hole pairs which are also accelerated by the field, causing further 

ionisation with exponential growth. APDs therefore produce a large photocurrent which is proportional to the 

intensity of the incident light. However, the APD current still requires further amplification and conversion into a 

voltage via a TIA, which introduces thermal noise to the output signal [101-103]. 

 

 

Figure 2.8: Cross section of an APD in high voltage (HV) CMOS technology [106]. 

 

Some Si APDs employ alternative doping techniques that allow higher voltages to be applied (> 1500 V), before 

breakdown is reached, to increase gain to >1000 [106]. APDs achieve higher gain with a higher reverse bias 

(Fig. 2.9) [106] but stay below the breakdown voltage to maintain linear gain and avoid thermal damage.   Fast 

APD RXs have improved sensitivities of –38 dBm at 280 Mb/s (850 nm) [103], –31.8 dBm at 1 Gb/s (675 nm) 

[102] and –34.6 dBm at 1 Gb/s (675 nm) [101] but remain two orders of magnitude above the standard quantum 

limit (QL) determined by photon shot noise [38]. This limit defines the minimum number of photon detections 

required to ensure a given bit error ratio (BER). BER is a measure of performance and is given by the ratio of 

erroneous bits at the receiver to the total number of bits sent. An ideal receiver assumes that there is no noise 

apart from the intrinsic uncertainty of quantised photon arrivals. Such a system could detect and decode a 

modulated signal within an error probability set by Poisson statistics. The QL characterises the theoretical 
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minimum optical power required for a given BER and is set by the data rate, modulation scheme and the 

wavelength of the incident light [37]. The quantum limit is useful for comparing the performance of optical RXs. 

 

2.4 Single-Photon Avalanche Diodes (SPADs) 

2.4.1 Operation 

SPADs are biased above breakdown in the Geiger region of operation (Fig. 2.9). Due to the very strong electric 

field in the junction, the absorption of a photon triggers billions of electron-hole pair generations through impact 

ionisation [107]. This leads to an avalanche multiplication of current with a high internal gain of over 106, which 

produces a digital pulse for an individual photon detection. Additive thermal noise in the RX chain is therefore 

eliminated since no TIA is needed. This allows quantum sensitivity limits to be approached [28, 37]. 

 

 

Figure 2.9: (a) Current-voltage characteristics of a p–n junction diode and the three modes of operation left to 

right: Geiger mode with excess bias 𝑉  above the breakdown voltage 𝑉 , proportional APD mode around 𝑉 , 
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and conventional unity-gain PD mode at low values of reverse voltage. (b) SPAD operation in reverse I–V (𝐼  

and 𝑉 ) characteristics [56]. 

 

Figure 2.10: Cross section of the structure of a (red-sensitive) SPAD and electric field distribution [28]. 

 

Figure 2.11: Schematic of (a) a PQ and disabling circuit [109] and (b) an AQ circuit [37]. 
 

2.4.2 Dead Time 

The avalanche process is self-sustaining and must be quenched in order to prevent the SPAD from being 

thermally damaged. A passive quenching (PQ) or active quenching (AQ) circuit is used to stop the avalanche 

by temporarily dropping the bias below breakdown 𝑉  [108]. The SPAD is then recharged back to above the 

breakdown voltage (𝑉 = 𝑉 + 𝑉 ) to be ready for the next photon arrival. 𝑉  is the overvoltage above 
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breakdown. Fig. 2.11 shows diagrams of a PQ circuit and an AQ circuit. The detection, quenching and recharge 

process is shown below in Fig. 2.12. 

 

Figure 2.12: SPAD output voltage 𝑉  and dead time 𝑡  (a) PQ: another photon arrival before the SPAD is 

fully recharged over the threshold voltage 𝑉  can extend 𝑡  to 𝑡 , . (b) AQ: the SPAD is held 

below the breakdown voltage 𝑉  for hold-off time 𝑡  and the fast recharge 𝑡   back to the 

excess bias 𝑉  ensures 𝑡  is fixed, at the expense of larger circuit area [108]. 

 

AQ requires more circuitry and has higher power consumption than PQ (over 4 times higher [28]); this goes 

against the principal advantage of an ideal photon counting RX. Therefore, PQ is selected in this work to 

maximise the overall system power efficiency – both at the emitter and the electrical consumption at the RX. 

Higher 𝑉  gives higher sensitivity, but the high voltage required to bias a SPAD above breakdown increases 

power consumption. With CMOS processes, 𝑉  can be reduced to 12-15 V [57], so power consumption can be 

minimised. In addition, a SPAD is direct-to-digital, so power consumption can be reduced by offloading RX 

complexity away from the analogue front-end and into scalable DSP instead. This also enables time gating to 

be synthesised in digital, where SPADs can be disabled to avoid unnecessary dead time losses [56]. This thesis 
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focuses on determining the optimum signal power region where PQ SPADs should operate to enhance 

performance. The success of PQ SPADs relies on their simplicity. 

 

2.4.3 Photon Detection Probability (PDP) 

PDP is the likelihood of an avalanche being initiated when a photon reaches a SPAD and is dependent on the 

probability of a carrier being generated (the quantum efficiency). PDP is an important parameter for 

characterising device sensitivity as it is a function of the wavelength of the incident light [110]. This means that 

the centre wavelength of an emitter should be chosen to match the peak of the SPAD spectral response to 

minimise detection losses [29]. CMOS SPADs have a reduced PDP in IR and near ultraviolet (UV), so are mainly 

effective in the visible light spectrum (Fig. 2.13) [57]. Fig. 2.14 shows the PDE response of a commercial SPAD. 

 

Figure 2.13: PDE against wavelength for various SPAD devices [57]. 

 

Figure 2.14: PDE response of a commercial SPAD manufactured by ON Semiconductor [31]. 

PDP is directly proportional to the electric field strength and can be increased if the excess bias is increased 

further above the breakdown voltage. However, a higher field may in fact impair SPAD performance [38] as it 
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increases dark counts. The overall probability of detection is the product of the PDP and fill factor of the receiver. 

The fill factor is the proportion of the light-sensitive surface area of the detector relative to its total area. Some 

SPAD arrays have low fill factors (around 2.5 %) due to guard rings and circuitry adjoining each pixel [29]. This 

results in low detection efficiency, as the majority of incident photons hit the inactive surfaces between pixels. 

 

2.4.4 Dark Count Rate 

Thermally generated carriers within a SPAD can trigger avalanches even in the absence of illumination [110]. 

The dark count rate (DCR) is the rate of counts due to these avalanches and is always present as an internal 

noise characteristic of SPADs. Dark counts are modelled by a Poisson process. False detection events can be 

subdued by cooling the device or, to some extent, reducing its active area [110]. DCR is also dependent on 

voltage as increasing the excess bias further above breakdown increases the electric field strength, resulting in 

a higher number of dark counts due to impact ionisation. 

 

2.4.5 Afterpulsing 

Afterpulsing is a second-order effect which is correlated in time with photon arrivals and occurs when carriers 

become trapped in energy levels between the valence and conduction bands during an avalanche [111]. These 

carriers are later released and can trigger a spurious avalanche. Release lifetimes are usually in the order of 

nanoseconds. By ensuring that carriers are released without avalanche, the afterpulsing probability can be 

reduced if the dead time is made long enough. However, short dead times are necessary to maximise the count 

rate, so afterpulsing is often unavoidable and can cause inter symbol interference (ISI) due to the dispersion of 

pulses over time (in a similar fashion to multipath dispersion). Afterpulsing must be taken into consideration if 

the symbol period is comparable to the dead time. This presents a problem for SPAD-based communications at 

high transmission speeds. The capability of OFDM in mitigating this effect will be investigated in this project. 

 

2.4.6 Crosstalk 

SPAD arrays can be used to improve the throughput of applications [25, 28, 29, 32, 33, 37, 38]. However, these 

arrays are susceptible to non-uniformities; namely crosstalk between adjacent pixels in the array. Crosstalk 

occurs when an avalanche in a SPAD triggers a spurious avalanche in another nearby [111]. This introduces 

additive variabilities in the output photon counts, which can cause errors during demodulation in a SPAD-based 

communication system. Furthermore, crosstalk can impose a constraint on the dynamic range of the array. 
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Electrical crosstalk is caused by interference from substrate or supply noise, due to stray capacitive coupling 

between SPADs. This effect can be practically nullified through the careful layout of supply lines and by taking 

measures to reject substrate noise [111]. Performance can also be hindered by optical crosstalk. This occurs 

when an incident photon triggers an avalanche that causes several additional photons to be emitted in the SPAD 

pixel due to impact ionisation electrons in the avalanche current. These photons can propagate through the bulk 

and may be absorbed in the active region of a neighbouring pixel, triggering an inadvertent secondary avalanche 

there. Optical crosstalk is dependent on the pixel pitch and the number of carriers involved in an avalanche. 

 

2.4.7 Combination Techniques 

Effective detection rate is dependent on the dead time caused by quenching and recharging a SPAD after it 

detects a photon. During this time (3.5 ns reported in [37], 12 ns – this work, 10.6 ns [29] and 5 ns [25]), the 

SPAD is unable to respond to subsequent incident photons. Hence, it is unlikely that more than one photon 

detection will occur in a symbol period at rates higher than 100 Mb/s, where PD/APD RXs readily operate. 

Therefore, a single SPAD detector is unable to recover signals above this range with reliable BER – so multiple 

SPADs are required. Fig. 2.15 shows a representative block diagram of a photon counting RX with this principle 

compared to a typical PD/APD RX. This presents design challenges to combine, count and sample the outputs 

of the SPADs with minimal losses and circuit area. [25] accomplishes this with an analogue silicon 

photomultiplier (ASiPM) of 60 SPAD currents combined via a node connected to a load resistor. Commercial 

ASiPMs (Fig. 2.16) available on the market comprise of very large arrays of thousands of PQ SPADs (for 

example, 5,676 elements with 45 ns recharge time each, and 14,410 elements with 15 ns recharge time each) 

[31] but are currently not optimised for communication applications. [32] proves gigabit OOK communication can 

be supported with off-the-shelf ASiPMs. However, these analogue summation architectures are inefficient 

because in a full practical system, an ADC is still required to convert the output voltage into digital data bits. 

Other RX architectures are fully digital and permit parallel photon event summation to be achieved [112]. These 

are termed digital SiPMs (DSiPMs). 
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Figure 2.15: Block diagram of a conventional PD RX (top) and a photon counting RX with summed SPAD 

array (bottom). 

 

 

 

Figure 2.16: Schematic of an ASiPM, with capacitors coupling each microcell to a common output [113]. 

 

 

Below, Fig. 2.17 shows the differences between ASiPMs (a) and DSiPMs (b). Fig. 2.18 shows the combination 

logic options for DSiPMs. Losses occur in the combining logic due to finite output pulse width. Toggling XOR 

trees achieve the lowest losses of the three combination techniques [112]. 
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Figure 2.17: The dead time means that SPADs must be combined into arrays to enhance the dynamic range 

of the sensor. The outputs can be combined in an (a) analogue ASiPM or (b) digital DSiPM [112]. 

 

 

Figure 2.18: Digital combination logic networks—SPAD output pulses can be combined into a single channel 

through an (a) OR tree, (b) monostable pulse shaper PWMS + OR tree, or (c) toggle + XOR tree [112]. 

 

After the photon events are combined, they must be counted and summed. This can be implemented with digital 

counters and adders in a DSiPM. The total number of photons counted in each clock sample form the 

instantaneous amplitude of a photon-time signal. This is equivalent to integrating the received photons in each 

sample. The detection of baseband signals involves translating each received symbol into a single numerical 

value and comparing this value with a reference (or, for multi-symbol modulation, a set of references) to infer 

which symbol was transmitted. This is implemented by sampling the aggregate signal at a single point and taking 

this value to one or more comparators [48]. For equiprobable binary symbols (zero and one) expressed by two 

signal levels, the mid-point between them is a suitable reference assuming an AWGN channel. This will be 

different for a photon counting system. There are two ways to reduce a received symbol to a single value: single-

sample direct detection or integrating each symbol. 
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2.5 Receiver Architectures 

2.5.1 Direct Detection 

The photocurrent produced by a conventional PD is small due to finite quantum efficiencies [96], small active 

areas and the limited optical power of the incident modulated signal [95]. Therefore, a TIA is used to amplify and 

convert the photocurrent into a voltage suitable for signal conditioning and processing [95]. The signal amplitude 

and bandwidth trade-off leads to the use of small, high speed PDs, large amplification circuits and high incident 

light levels at the expense of sensitivity [97]. Techniques such as differential APDs [102] or analogue 

equalization (EQ) [98] are implemented at analogue front ends to reduce noise and improve bandwidth. 

 

Figure 2.19: CDR circuit. A flip-flop takes a decision between a transmitted 0 or 1 depending on a threshold. 

This is sampled by the clock (CLK) produced by the phase detecting CDR circuit which compares the input 

signal with a local clock. 

 

The output of the amplifier chain is an analogue signal that is sampled with a clock and data recovery (CDR) 

circuit in combination with an on-chip phase-locked-loop (PLL) [48] to regenerate a clock from the received 

signal. This means that the clock does not need to be transmitted separately. The error between the two phases 

is determined from a phase detector and used to adjust a voltage-controlled oscillator (VCO). This allows the 

sampling clock and output data to track changes in the input data rate [29]. A decision circuit converts into a 

digital bit stream by comparing the sampled signal amplitude to a threshold. A high or low logic level is discerned 

if the voltage at the sample instant is greater or less than the threshold respectively. In an OOK system, this can 

be implemented with a flip-flop clocked with the regenerated clock. This reproduces a synchronised bit stream 

that can then be decoded and error corrected. Noise, sampling clock jitter and ISI [98] may cross the threshold 

during the sampling interval, causing a bit error and therefore degrading BER. The sample point is optimised 
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when noise and neighbouring symbols in time are minimised and when the current symbol amplitude is 

maximised [28]. This usually occurs in the middle of a symbol period. 

 

2.5.2 Integrating Receiver 

An integrating receiver architecture takes the integral of multiple samples over each symbol period. The area 

under the time domain signal is thresholded at the decision circuit rather than the peak amplitude, which 

produces a larger output amplitude than a single sample capture. This means that the symbol amplitude can be 

increased with a longer integration time [29]. Furthermore, the receiver SNR is less vulnerable to sampling clock 

jitter with this architecture. An integration window is used to obtain the integral of the received signal over a 

portion of a symbol between transition points. At the end of each symbol, the integration summation is sampled, 

and the integrator is reset prior to the next symbol. The main disadvantage an integrating RX is a that a high 

oversampling factor is required for resolution to approximate a modulated continuous time signal with discrete 

samples. This results in added complexity because a PLL and high CLK rate must be implemented on chip. 

 

2.6 Modulation Schemes 

2.6.1 On-Off Keying (OOK) & Pulse Amplitude Modulation (PAM) 

The physical layer bit rate 𝑅  is the gross data transfer speed measured in bits per second (b/s) [44]. This is a 

function of the number of signalling events across the transmission medium per second (the symbol rate 𝑅 in 

baud (Bd)) and the modulation technique [45]. The gross bit rate includes user data as well as protocol 

overheads such as coding redundancy [46]. The ‘1’ and ‘0’ symbols are random, so typically have an equal 

probability of occurrence in a bit stream. The reciprocal of 𝑅  is the bit period, 𝑇 . Bit rate is dependent on the 

bandwidth (BW) of the communication system. The bandwidth is defined as the range of frequencies with less 

than 3 dB of attenuation by a system. The capacity of a communication system is defined as the maximum 

information rate it can transfer and this depends on the bandwidth and the signal to noise ratio (SNR) at the 

receiver. 

 

On-off keying (OOK) is a modulation scheme where a binary ‘1’ bit is conveyed by the presence of a pulse 

during a symbol period 𝑇 and a binary ‘0’ is conveyed by the absence of a pulse [14]. OOK is a binary form of 

amplitude shift keying (ASK), where different signal amplitudes indicate distinct data symbols. Alternative digital 

schemes express signalling distinctions in the phase or frequency of a carrier with phase shift keying (PSK) or 
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frequency shift keying (FSK) respectively. FSK is used for improved energy efficiency at the expense of 

bandwidth [48]. PSK is often combined with amplitude distinctions to give quadrature amplitude modulation 

(QAM) in industry [45, 46] and research [10]. 

 

𝑅 is equal to 𝑅  in OOK because only one bit is conveyed per symbol [46]. Multiple bits can be sent in each 

symbol with the use of pulse amplitude modulation (PAM). For example, four-level PAM (4-PAM) has an 

alphabet of 4 symbols, which means log (4) = 2 bits are carried in each symbol level. As long as the SNR is 

sufficient to reliably distinguish between the received symbols, this effectively doubles the bit rate which can be 

attained with the same symbol rate and bandwidth as OOK. Non-return-to-zero (NRZ) line coding, where is the 

pulse amplitude is held constant throughout the entire symbol period, is implemented in this work. Return-to-

zero (RZ) line coding is also considered, where the pulsed signal drops to a rest state at the zero level for the 

latter portion of the symbol period. RZ pulse width is set by the duty cycle γ and narrower pulses increase the 

spacing between symbol transitions at the expense of increased bandwidth. The main benefit of this is to mitigate 

ISI. 

 

Figure 2.20: NRZ, RZ, 2-PPM and BPSK spectra [26]. 

 

Fig. 2.20 shows the power and bandwidth needed for various signalling schemes. The bandwidth required for 

RZ BW is inversely proportional to the duty cycle, given by the expressions in Table 1 [26]. The expressions in 

Table 1 are approximations assuming SNR is high. OOK NRZ has power and bandwidth requirements of 0 dB 

and unity, respectively. 
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Table 1: Comparison of average power and bandwidth requirements of various modulation schemes 

normalised to OOK with NRZ on ideal distortion-less channels with AWGN [26]. 

 

This means that RZ requires more bandwidth compared to NRZ to attain a given bit rate (Fig. 2.20). For example, 

the spectrum of an RZ signal with 50 % duty is contained in a frequency band that is twice as wide as the NRZ 

spectrum. On the other hand, an RZ signal is inherently self-clocking because impulses at multiples of 1/Tb are 

present in the spectrum. This simplifies the re-timing task of the CDR circuit at the receiver. 

 

 

Figure 2.21: Comparison of BW and power requirements for NRZ, RZ and PPM, plotted from Table 1. 

 



47 
 

Data signals comprise of a range of frequencies (Fig. 2.20), including frequencies higher than 𝑅 , to produce 

sharp pulses with short rise and fall times. Most of the signal power is contained in the frequencies below f=1/𝑇  

(the bit rate) and there are no spectral components at integer multiples of 𝑅 . Therefore, a signal can be 

transmitted over a BW lower than the bit rate and the high frequency components and noise can be filtered out 

with a low pass filter. A bandwidth of 60-70 % of 𝑅  is typically chosen as optimal to receive data, taking into 

account random jitter and data-dependent jitter caused by additional poles above the –3 dB receiver cut-off 

frequency [98]. This causes signal transition points to spread out in time over multiple symbols, which may be 

tolerable to an extent. However, additional complexity with pre-distortion at the TX or equalization at the RX may 

be required in bandwidth-limited implementations with extensive symbol spreading. Optical communication 

systems transmit intensity modulated/direct detection (IM/DD) signals by varying the instantaneous optical 

power of an emitter. This means that the signals are unipolar because the optical power cannot go below zero, 

and therefore an impulse is present at DC in the spectrum. 

 

2.6.2 Pulse Position Modulation (PPM) 

PPM encodes bits in one of L pulse time slots within a symbol period [3, 26]. L-PPM has a lower power 

requirement than OOK because the low frequency components are absent from its spectrum, but L-PPM 

requires more BW than OOK (Table 1 and Fig. 2.21) due to the shorter pulses. In addition, PPM is much more 

complex to implement than OOK because it needs more precise symbol synchronisation at the RX. Hard (HDD) 

or soft decision decoding (SDD) can be applied for simplicity or power efficiency, respectively [26]. Differential 

PPM (DPPM) can be used to reduce the power requirement by eliminating the unused time slots in each symbol. 

PPM is vulnerable to intrasymbol interference when a pulse is shifted in time and misinterpreted as an incorrect 

symbol, which makes it unideal for VLC channels that are subject to multipath reflections. For these reasons, 

PPM is not used in this work. 

 

2.6.3 Orthogonal Frequency-Division Multiplexing (OFDM) 

Single carrier modulation schemes such as OOK and PAM are simple and inexpensive to implement in VLC but 

are vulnerable to ISI at high transmission rates due to the low-pass characteristics of optical front ends. 

Orthogonal frequency division multiplexing (OFDM) is a multicarrier scheme which splits the channel into several 

narrowband channels [10, 34]. This allows OFDM to be transmitted across non-flat frequency-selective fading 

channels with single-tap, low complexity equalization in the frequency domain and this aids in mitigating ISI. The 
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signal is divided into a set of overlapping subcarriers in the frequency domain [35]. The subcarriers are 

orthogonal to each other, and each is modulated with a scheme such as QAM and then combined to produce 

the OFDM signal that is transmitted. The spectra of the subcarriers overlap without interfering with each other 

because the maximum power of each subcarrier corresponds directly with the minimum power of the other 

subcarriers. This significantly improves spectral efficiency, allowing more information to be conveyed over the 

available channel bandwidth. 

OFDM is used in many modern broadband communication standards such as IEEE 802.11 [45, 46] for multipath 

dispersive channels. Higher data rates utilise a more robust technique such as OFDM. Furthermore, adaptive 

bit loading and power allocation can be applied on a substantial number of OFDM subcarriers to improve spectral 

efficiency and approach channel capacity (the maximum rate information that can be transferred across a given 

channel). Bits are loaded onto each subcarrier according to the properties of a communication system found 

from channel estimation made with BPSK pilot signals at the start of an OFDM packet. Power allocation adjusts 

the SNR on subcarriers with the same QAM depth to a level sufficient to be decoded within the FEC threshold 

floor. This allows the available spectral resources to be utilised to their full potential and offers an improvement 

in performance, especially in channels where signal attenuation is significant [34]. OWC systems use IM to 

encode data in optical intensity due to the incoherent light output of LEDs. This means that only real-valued and 

positive signals can be transmitted. In contrast, complex-valued and bipolar signals are utilised in conventional 

RF communication systems. Therefore, standard OFDM must be modified to produce only real-valued symbols 

for optical OFDM (O-OFDM) in OWC systems. O-OFDM variants include DC-biased optical OFDM (DCO-

OFDM) [35], asymmetrically clipped optical OFDM (ACO-OFDM) [10] and unipolar OFDM (U-OFDM) [35]. 

Another advantage of O-OFDM is that it allows a multiple access scheme to be implemented with ease in an 

optical attocell network by dividing time and frequency resources among several users. This is similar to 

orthogonal frequency division multiple access (OFDMA) in RF systems [17]. 

 

An OFDM time domain signal has a high crest factor, which results in a high peak-to-average power ratio (PAPR) 

[34]. This is considered as a disadvantage in conventional RF systems, as it demands a TX with a large dynamic 

range, and therefore reduces power efficiency (due to power amplifier nonlinearities) [10]. This inefficiency is 

because the amplifier operates at only a fraction of its full capability for most of the time. In a VLC OFDM system, 

the high peak-to-average characteristic can be utilised productively since the signal is used to modulate the 

intensity of an LED TX. The signal variations can be centred on an operating point appropriate for the LED in 

use, such that it functions in the linear region of its current against intensity curve. SPADs are highly nonlinear 
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and have low dynamic range due to dead time, so the high PAPR of OFDM could cause errors in a SPAD-based 

system due to clipping of the high amplitudes of the OFDM signal. Nonlinear distortion of SPADs at high 

irradiances will be quantified in this work in Chapter 5 (Section 5.4.3). Fig. 2.22 summarises modulation schemes 

suitable for optical communication – VLC in particular. 

 

2.7 Transmitters 

An optical source can be either directly or externally modulated. In a direct modulation system, the optical power 

of the source is modulated via the current from a driver with a time-varying voltage signal. For OOK, the source 

is turned on and off directly for a logical one and zero, respectively [26]. When external modulation is applied, 

the source emits in continuous wave (CW) mode at full power. The modulation is performed by an external 

optical shutter that is open for a logical one symbol and closed for a zero symbol [28]. Direct modulation is 

simpler, cheaper, and more compact than external modulation, so it is used throughout this work. 

 

2.8 Summary of SPAD Receivers 

OWC channels suffer from high attenuation (with a typical DC gain around -50 dB across a 1 m link [103]) and 

low link margin compared to RF and wireline technologies due to the inverse square law. This is because SNR 

of an OWC RX is proportional to the square of the received optical power. OWC links often employ high transmit 

power and operate over a limited range as a result. Non-imaging optics such as CPC concentrators [103] can 

be employed to increase the received power and improve the SNR, but this is limited to an optical gain of only 

up to around 10 due to the Etendue law (around the detector areas used in OWC) and these can be bulky and 

therefore unsuitable for consumer applications such as smartphones. In addition, concentrators also add 

complexity to the assembly process and manufacturability issues because the optics have to be attached with 

bonding such as epoxy on the surface of the detector package or window. Therefore, a large detector area is 

required to achieve the same SNR for error-free demodulation at the RX. This is made worse in high-speed 

systems, because a small diode capacitance (and therefore small active area) is required to provide the extrinsic 

bandwidth needed to achieve high symbol rates. An array of PIN or APD detectors can be used [96] but for the 

ranges for VLC links (2-3 m up to 10 m) [10-17] and high speeds (>1 GHz), the array size becomes 

unmanageable because the voltage signals after each TIA must be combined via a summing amplifier and this 

is challenging to implement. It becomes preferable to combine hundreds, if not thousands, of detectors into a 

single node and an ASiPM is more efficient. 
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Figure 2.22: Comparison of modulation schemes. 

 

3.45 Gb/s OOK with 10–3 BER has been attained with commercial ASiPMs and laser diodes [32], but the detected 

counts need to be calculated from the analogue voltage signal captured on an oscilloscope. A DSiPM would 

avoid this problem. It has been demonstrated SPADs can enhance the sensitivity of optical receivers in 

communication systems, offering to increase RX SNR and therefore potentially channel capacity [28, 32]. 

Furthermore, 4-PAM can be supported with the increased SNR made available using an array of SPADs and 

[114] establishes a technique to determine the optimum signal count levels used to represent 4-PAM symbols 

with a commercial ASiPM module. Two methods of counting detected photons are: peak counting, using the 

output voltage peaks to count photons, and summation, where for each pulse all the sampled outputs within a 

time interval after the pulse are summed together and then divided by a specific value and rounded to the nearest 

integer. The total number of counts within the integration time is equal to the sum of these integers. Digital 

summation is chosen for this work. 

Low noise operation is desired to ensure high sensitivity, and low power consumption is needed to allow 

integration into a small form factor module. Sensitivity and power consumption have a trade-off: reducing the 

power consumption of the TIA at the expense of sensitivity requires a corresponding increase in the TX output 

power, increasing the TX power consumption and reducing the emitter lifetime. In addition, the optical gain of 

an RX is limited by the required field of view. This highlights the necessity for a fast RX with high sensitivity. It is 

critical to move the received signal to digital as soon as possible [82] and SPADs exploit the discrete nature of 

photons and act as an optical ADC. Improvements in computing power and FPGA technology enable complex 
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DSP and equalization to be applied in the digital domain with ease. In this work, a SPAD array and combination 

circuitry replaces the TIA converting the photocurrent into a sufficiently large voltage swing, such that the 

subsequent clock-and-data recovery (CDR) circuit can accurately recover the sent bit stream. 

 

RF systems use complex modulation schemes such as OFDM and spatial multiplexing to obtain high bit rates 

[11]. These techniques are viable due to the high sensitivity of RF RXs (compared to optical RXs) and the ability 

to embed complexity in low-cost silicon ICs. A large array DSiPM has potential to bridge this gap, so a digital 

architecture forms the scope of this thesis. 
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3. Simulation of a SPAD VLC System 

 

3.1 Introduction 

Given the background literature reviewed in Chapter 2, this chapter introduces a complete model to quantify the 

quantum limit of detection and estimate error rate performance. This is used to assess the effectiveness of 

optical RXs. The model assumes an LD source with >1 GHz bandwidth; precise alignment; dark ambient light 

conditions (0 lx illuminance); and a narrow bandpass optical filter at the detector matched to the LD centre 

wavelength to ensure that the SPAD RX is the only limiting factor on bandwidth and error performance. A CMOS 

SPAD with passive quenching is also assumed to minimise power consumption in a real RX implementation.  

 

State-of-art theory can explain power penalties due to optical losses, TX extinction ratio and second-order 

effects, however, the dead time in practical SPAD RXs remains as an opaque extra penalty from the QL. This 

penalty cannot be explained with current SPAD models, so a novel method of describing nonlinearity due to 

dead time is established. In this section, a model is developed to bring together all the channel impairments 

introduced by the physical parameters of SPADs and determine the resulting effect on SNR, data rate and BER. 

 

3.2 Single Photon Model of Light 

The detection process of an ideal photon counting receiver is modelled using Poisson statistics which describe 

the shot noise effect [9]. Photon shot noise is an uncertainty related to the quantised nature of light and statistical 

fluctuations in the time between photon arrivals. This sets the standard quantum limit of detection. The number 

of photon arrivals 𝑘 in a time interval 𝑇 is a realisation of a random variable that follows a Poisson probability 

distribution 𝑝 (𝑘) with a constant average photon rate 𝜆 (in s–1) [115]: 

 

 

The mean of the photocount distribution, 𝜇 , is equal to the variance 𝜎 : 

 

The inter-arrival times between photons can be determined from a realised set of values of 𝑘. Fig. 3.1 shows 

the probability mass function (PMF) found from (1) for different mean incident photon rates and 𝑇 =1 µs. At 

𝑝 (𝑘) =
(𝜆𝑇) 𝑒

𝑘!
 

𝜇 = 𝜎 = 𝜆𝑇 

(1) 

(2) 
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higher intensities, the Poisson distribution approaches a Gaussian distribution about its mean, in accordance 

with the Central Limit Theorem [116], making the shot noise akin to Gaussian noise. A Poisson process with a 

mean of around 10 photons and above can be approximated by a Gaussian distribution [116]. 

 

Figure 3.1: Poisson PMF of 𝑘 photon arrivals with average incident photons/symbol 𝜆𝑇. 

 

BER is a key performance metric used to evaluate the integrity of a communication link. A first order BER model 

for AWGN channels is recognised in prior literature [48]. This model estimates the probability of error 𝑃  by 

determining the overlap between the received symbol distributions. BER= 𝑃  for OOK. Fig. 3.2 shows an 

example of an OOK signal with Poisson statistics. The received high and low amplitude distributions are 

interpreted by the RX as ‘1’ and ‘0’ symbols affected by noise and distortion. A similar model for BER is applied 

to a photon counting system with Poisson statistics [38]: 

 

 

 

where 𝐾 = 𝜆 𝑇 is the mean number of photons detected within a ‘0’ symbol of length 𝑇 (due to background 

counts arising from dark counts, afterpulsing, ambient light, and finite emitter ER) and 𝜆  is the mean background 

𝐵𝐸𝑅 =
1

2

(𝐾 + 𝐾 )

𝑘!
𝑒 ( ) +

1

2

𝐾

𝑘!
𝑒  (3) 
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noise photon rate. 𝐾 = 𝜆 𝑇 is the mean number of signal photons detected within a ‘1’ symbol of length 𝑇 for a 

mean signal photon rate 𝜆 . This model assumes the data sent is a random bit sequence and the 0 and 1 bits 

are equiprobable. 

 

 

Figure 3.2: Probability functions for OOK detection with threshold 𝑁  [117]. Each 𝑥 symbol count distribution 

has a mean,  𝑁  and 𝑁 . The standard deviations of each distribution (𝜎  and 𝜎 ) are caused by noise. It is not 

possible to reduce 𝜎  and 𝜎  below 𝑁  and 𝑁 , respectively, due to the Poisson statistics of light. 

 

 

The RX discerns the symbol distributions by applying a threshold 𝑚  to the photocounts. A decoding error occurs 

if 𝑘 ≤ 𝑚  when a ‘1’ symbol is sent, or if 𝑘 > 𝑚  when a ‘0’ symbol is sent. 𝑚 + 1 is used for the lower bound 

of the logic zero probability expression because 𝑘 can only have integer values. BER depends on the choice of 

𝑚 , which can be selected to minimise the probability of making an error. This occurs at the value of  𝑚  where 

= 0. Differentiating Eqn. (3), rearranging, and taking the natural logarithm on both sides gives the optimum 

threshold: 

 

 

𝑚 =
𝐾

ln 1 +
𝐾
𝐾

 (4) 
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BER can be improved if 𝐾  and 𝐾  are spaced further apart, by increasing the SNR or TX ER, reducing ambient 

light, or increasing the transmit power. However, emitter output power is often limited by eye safety restrictions 

in OWC systems [103] and even with optical filtering, background light is almost always present in any consumer 

application [74]. This implies that the RX should have high detection efficiency to maximise 𝐾 . 

 

In most electronic and RF systems, AWGN is additive and affects each symbol equally. However, in a system 

with only shot noise, the noise standard deviation of each symbol is proportional to the amplitude of the symbol, 

meaning that higher signal levels have more noise than lower signal levels. 

 

The quantum limit (QL), expressed in Eqn. (5), is a reduction of Eqn. (3) that assumes there are no photons on 

the ‘0’ symbol (𝐾 = 0) and therefore it is impossible for a received ‘0’ symbol to be mistaken for a ‘1’ [49]: 

 

 

𝐾  is the mean number of photons detected in a symbol period by an ideal photon counting RX. (5) also assumes 

𝐾  has an ideal Poisson process and the only noise source present in the system is the unavoidable shot noise 

induced by the signal itself. Rearranging Eqn. (5) gives 

 

 

which can be used to determine the mean number of detected photons per symbol required for a specific BER, 

assuming an ideal RX at the QL. 

 

Table 2 shows the solution of (6) for different BER specifications. 𝐵𝐸𝑅  in the second column is the minimum 

native BER required for FEC to produce an output BER of 10–9, which is considered low enough to assume 

error-free communication [48]. It should be noted that redundant bits must be sent with the data payload for 

error correction purposes, so the net data rate (the effective information rate) is lower than the gross line bit rate. 

Redundancy ratio is the ratio between the number of information bits covered by the FEC and the number of 

bits after encoding, comprising the information bits plus the added redundant bits. This ratio depends on the 

FEC method used. For example, there is 24.48% redundancy with concatenated Reed-Solomon (RS) outer and 

convolutional self-orthogonal code (CSOC) inner code super FEC [19] and there is no redundancy if on-board 

hardware supports 10–9 BER or lower because no FEC is required. 

 

(5) 

(6) 

𝐵𝐸𝑅 =
𝑒

2
 

𝐾 = − ln 2𝐵𝐸𝑅  
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Table 2: Mean number of photons per symbol required to obtain a quantum limited BER and BER after FEC. 

3.5×10–3 BER can be obtained with a mean of 4.96 photons per symbol (in bold). 

Photons/symbol 

𝐾  

BER 

𝐵𝐸𝑅  

Redundancy for 10–9 output BER 

(%) 

Sensitivity at 100 Mb/s, 450 

nm 

(dBm) 

1 1.84×10–1 – –76.56 

4.34 6.5×10–3 24.48 –70.18 

4.96 3.5×10–3 6.69 –69.61 

5.52 2×10–3 6.69 –69.14 

20.03 10–9 0 (uncoded) –64.08 

 

 

The minimum BER specification for this project is chosen to be 3.5×10–3 because this value gives a balance of 

low bit redundancy (6.69%) and realistic attainable BER after research into practical implementations in prior 

literature (mostly reporting 10–3 [32, 33, 38, 39] to 6.5×10–3 [28]). Therefore, the absolute minimum mean at the 

detector is 4.96 photons/symbol for a ‘1’ bit. This value will be higher in reality because more photons will be 

required to account for losses due to PDP, FF, background counts, DCR, dead time, afterpulsing, and crosstalk 

at the RX, as well as ER and relative intensity noise (RIN) at the TX. 

 

The photon energy for a given emitter wavelength can be used to quantify the QL receiver sensitivity. 𝐾  is 

related to the average received optical power 𝑃  by [118] 

 

 

where ℎ is Planck’s constant, 𝜈 is the frequency of the light and 𝑅 is the symbol rate (𝑅 = ). Assuming 𝐾 = 0, 

an average of  photons are required per bit (zero or one). 𝑃  is proportional to 𝑅, so more power is required to 

attain higher data rates. For OFDM, the received time domain signal is discretised and consists of photons per 

sample, so 𝑃  is proportional to the sampling rate of the RX, rather than the symbol rate as with single carrier 

modulation schemes, and therefore the average received optical power is given by 

 

 

𝑃 =
𝐾

2𝑇
ℎ𝜈 =

𝐾 𝑅

2
ℎ𝜈 (7) 

(8) 𝑃  =
𝐾 𝐹

2
ℎ𝜈 



57 
 

where 𝐹  is the sampling rate. The received power (in W) is related to the irradiance of the incident light 𝐼  (in 

Wm–2) and the effective collection area of the detector 𝐴  (m2) [26]: 

𝑃 = 𝐼 𝑑𝐴
 

 

𝐼  depends on the radiation pattern of the emitter and the distance and angle of the RX in respect to the TX. 

This expression implies the detector area should be large to capture as many photons as possible. 𝑃  is typically 

expressed in dBm (the power with reference to 1 mW) to define the sensitivity of a receiver [49]: 

 

 

This is the minimum power required at the detector to decode the signal at a given BER. 100 Mb/s QL 

sensitivities at 450nm are shown in column four of Table 3. 

 

3.3 Power Penalty Budget 

For a SPAD RX, the fill factor (due to in-pixel circuitry or manufacturing design rules) reduces the effective 

detector area. In addition, the SPAD photon detection efficiency (PDE) is finite because there are photon losses. 

Modifying Eqn. (7), both of these effects increase the received optical power 𝑃  required on the SPAD active 

area: 

 
 
 

where 𝐶  is the SPAD fill factor and 𝑃𝐷𝑃 is the SPAD photon detection probability at the wavelength of the 

light. These effects induce power penalties because a higher signal power is required to overcome the losses. 

Therefore, the effective RX sensitivity is degraded and raised above the QL. 

 

Eqns. (12) and (13) describe the power penalties caused by fill factor (𝑃𝑃 ) and PDP (𝑃𝑃 ), respectively. 

 

 

 

 

where 𝑃𝑃  and 𝑃𝑃  are in dB. 

 

𝑃 (dBm) = 10 log
𝑃

1 × 10
 

𝑃 =
1

𝐶 𝑃𝐷𝑃

𝐾 𝑅

2
ℎ𝜈 (11) 

𝑃𝑃 = −10 log (𝐶 ) 

𝑃𝑃 = −10 log (𝑃𝐷𝑃) 

(9) 

(10) 

(12) 

(13) 
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Figure 3.3: Input-output characteristic of a typical semiconductor source [98]. 

 

In addition, inefficiencies at the emitter will induce additional losses in the channel and further degrade 

sensitivity. An ideal source would have infinite extinction ratio (ER) – the ratio between the high and low levels 

(𝑃  and 𝑃 ) corresponding to logical one and zero for OOK [98]. ER is given by 

 

 

In reality, light sources are not capable of fully turning off at high speeds due to their extrinsic or intrinsic 

bandwidths, which means that a threshold current is required [98]. Therefore, a DC offset is imposed on the 

data-carrying optical signal. The input-output response of a practical source is shown in Fig. 3.3. The current 

through the emitter should always be larger than the threshold current 𝐼  to minimise the turn-on delay 𝑡  when 

changing from a zero to a one [53]: 

 

 

where 𝜏  is the carrier lifetime, typically around 3 ns for laser diodes [98]. 𝐼  is the logic one current. 𝑡  decreases 

if the logic zero current 𝐼  is increased, and 𝑡 → 0 if 𝐼 ≥ 𝐼 . 𝑡  restricts the BW of the TX, so 𝐼  must be 

increased and therefore a reduced ER is unavoidable. In addition, the emitter should always be on to minimise 

jitter caused by relaxation oscillation when the source is driven by a step [49]. The effect of non-ideal ER can be 

accounted for by computing the eye-opening power penalty (𝑃𝑃 ) from the received eye diagram [98]: 

 

𝐸𝑅 =
𝑃

𝑃
 

𝑃𝑃 = 10 log
𝐸𝑅 + 1

𝐸𝑅 − 1
 

𝑡 = 𝜏 ln
𝐼 − 𝐼

𝐼 − 𝐼
 

(14) 

(15) 

(16) 
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𝑃𝑃  (in dB) relates the average optical power 𝑃  to the average signal power 𝑃 : 

 

 

where 𝑃 =  and 𝑃 = . Now 𝑃  sets the RX sensitivity. The relationship between ER and 𝑃𝑃  is 

shown in Fig. 3.4. Higher ER means the power is used more efficiently because a smaller portion of the total 

power is used to bias the source. ER can be improved with external modulation [28] but with compromised TX 

power efficiency at system level because the source is continuously emitting. Finite extinction ratio therefore 

causes background counts and 𝐾 ≠ 0, making Eqn. (5) invalid. Instead, Eqn. (3) must be used to estimate 

BER. 

 

 

Figure 3.4: Emitter extinction ratio ER and the corresponding power penalty it induces: 𝑃𝑃 . 

 

SPAD DCR will also add background counts to the symbol distributions, causing 𝜆  to increase. This means a 

higher 𝜆  is required to separate a ‘1’ from a ‘0’ and maintain BER – creating a power penalty 𝑃𝑃 : 

 

 

At high speeds, the mean number of dark counts per symbol  will be very low because DCR is typically in 

the range of 10-10 ks–1 per SPAD [57]. This means that it is improbable a dark count will cause a bit error (only 

a ‘0’ being mistaken for a ‘1’ because the total counts are above the threshold), making it almost negligible as a 

penalty. Additive counts also arise from parasitic afterpulses and crosstalk, but these effects cannot be estimated 

without specific SPAD parameters in practical experimentation [119]. 

 

𝑃 [dBm] = 𝑃 [dBm] − 𝑃𝑃 [dB] (17) 

(18) 𝑃𝑃 = 10 log 1 +
2𝐷𝐶𝑅

𝜆
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Relative intensity noise (RIN) describes fluctuation in emitter optical intensity due to power supply and source 

variations [49]. Wave fluctuations in the light are the main contributors to RIN because the power and 

temperature of the emitter can be controlled well with VCSELs [98] and heat sinking [49]. 

 

RIN adds a further penalty, 𝑃𝑃 , given by 

 

 

where RIN (in dB/Hz) is the noise density specification of the emitter, BW is the bandwidth, and SNR is the linear 

signal-to-noise ratio required for the target BER. RIN is typically around -110 dB/Hz or less [49]. 

 

The summation of all of these penalties can be used to establish a link budget for a SPAD-based communication 

system: 

 

 

where 𝑃   is the QL sensitivity at the centre wavelength of the emitter and the symbol rate of the system. From 

Eqn. (19), 𝑃𝑃 ≈ -0.04 dB with 60 MHz BW and 10 dB SNR [49]; 𝑃𝑃  is less than 2 dB for most laser diode 

sources (Fig. 3.4); and assuming a single SPAD detector in Eqn. (18), 𝑃𝑃 ≅ 0.0001 dB with 𝜆 = 4.96×100 

Mb/s = 496 Ms–1 (at the QL in Table 2) and a typical DCR = 6 ks–1 [57]. Combined PDP+FF values are up to 38 

% with state-of-the-art CMOS SPADs [57], so 𝑃𝑃 + 𝑃𝑃 ≅ 4.2 dB (Eqn. (12) plus Eqn. (13)). Adding all of 

these losses together gives a combined upper bound 4.2 + 2 + 0.04 + 0.0001 = 6.24 dB gap from the QL at 100 

Mb/s. The dominant losses are PDP and FF. 

 

SPAD dead time induces intersymbol interference (ISI), which is included in the link estimation in Eqn. (20) as 

another power penalty, 𝑃𝑃 . The effect of dead time on the performance of SPAD RXs has not been explained 

in literature. Some studies assume that the received counts follow a Poisson-distributed random variable, but 

ignore dead time, so BER is often considerably overestimated [38]. Other studies approximate the received 

counts as a Poisson distribution with a mean rate reduced by dead time [7, 8]. This rate is derived from renewal 

theory that assumes the incident photon rate is constant [9], therefore these approximations are only valid if 

symbol periods are much longer than dead time; ISI is ignored. For high-speed transmission, when the symbol 

period is shorter than the dead time, the approximation cannot be used. [36] derives probability mass functions 

(PMFs) of photocounts detected by PQ and AQ SPADs; however, ISI is also omitted by assuming that the SPAD 

𝑃𝑃 = −10 log 1 − 𝐵𝑊10 𝑆𝑁𝑅  (19) 

(20) 𝑃 = 𝑃  + 𝑃𝑃 +𝑃𝑃 + 𝑃𝑃 + 𝑃𝑃 + 𝑃𝑃 + 𝑃𝑃  
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is always ready to detect at the start of each symbol. To alleviate dead time ISI, the bit rate of SPAD-based 

implementations is often selected such that the symbol period is larger than or approximately equal to the dead 

time [28, 29, 37]. 

 

3.4 Completing the Link Budget of a SPAD-based System 

ISI reduces the eye opening of the received eye diagram, therefore increasing the error rate [48]. For example, 

if the bandwidth of the front-end is insufficient, a transmitted one symbol pulse 𝑥(𝑁) at symbol index 𝑁 may 

spread into a subsequent zero symbol 𝑥(𝑁 + 1) over an extended fall time, causing the zero to be mistaken for 

a one at the decision instant. Properties such as multipath channel propagation in VLC cause significant ISI and 

are difficult to characterise and eliminate [42]. ISI can also be caused by delays in the channel and may create 

peaks to the received distributions, degrading BER. Dead time 𝜏 causes ISI in a similar way in a discrete counting 

system because an avalanche pulse started from a detection in symbol 𝑥(𝑁) extends to subsequent symbols 

𝑥(𝑁 + 1), 𝑥(𝑁 + 2), 𝑥(𝑁 + 3), …, preventing the SPAD from detecting photons in ‘1’ symbols. This is more likely 

to happen when 𝑥(𝑁) is a ‘1’, and especially likely if a long string of consecutive ‘1’s is sent. The inactive period 

between the beginning of a symbol 𝑇  and the falling edge time (𝑇 ) from the last photon detection is defined 

as the block time 𝑇 . This effect is illustrated in Fig. 3.5 for a photon arrival (before the current symbol) at time 

𝑇 . For a PQ SPAD, where 𝜏 is extended at high irradiances, 𝑇  can only be defined from the falling edge 𝑇  of 

the last pulse in the previous symbol as [42] 

 

 

A SPAD is active from 𝑇 + 𝑇  rather than 𝑇 . 𝑇  and 𝑇  are random variables, so the ISI causes a random 

inactive time which changes the photocount statistics. Raised cosine pulse shaping [48] and pre-emphasis at 

the TX [96] can help to reduce the impact of ISI. However, these techniques only work effectively if the system 

response is known, including the overall bandwidth, transfer function, and impulse response of the signal path. 

Novel methods such as photon time information-based detection (PTID) have been designed to reduce ISI by 

exploiting the high timing resolution of SPADs [47]. PTID uses both the received counts and photon arrival times 

to recalculate a threshold based on the instantaneous block time during a symbol. This method is similar to 

fading channel signal detection where the threshold is adaptively adjusted with respect to the instantaneous 

fading status to minimise BER [18]. Another scheme that employs SPAD time-correlated single photon counting 

(TCSPC) encoding demonstrates improved resilience to background light [14]. The main disadvantage of this 

𝑇 = max{𝑇 − 𝑇 , 0} (21) 
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method is that the data rate is significantly reduced due to the histograms that need to be made in order to 

decode. 

 

Figure 3.5: Photon detection sequence with block time 𝑇 , where 𝑇  is the last photon arrival time before a 

given symbol of length 𝑇; 𝑇  and 𝑇 + 𝑇 are the start and end of the symbol, respectively; and 𝑇  is the end of 

the SPAD pulse with dead time 𝜏. [42] 

 

Digital equalization such as decision-feedback equalizers (DFEs) [48], originally intended for RF and wireline 

systems with linear channel expressions, have been employed effectively in SPAD-based OWC systems to 

mitigate sub-dead-time ISI to some extent [32, 38]. However, SPAD RXs are inherently nonlinear and ISI 

induced by dead time remains the dominant non-ideal effect in SPAD RXs. Explaining this effect mathematically 

is the main contribution of this thesis. The resulting power penalty, 𝑃𝑃 , cannot be estimated in the same way 

to the previous effects discussed earlier because the mathematical derivation depends on too many variables, 

especially when considering an array of SPADs. This is because a SPAD photon counting system has memory 

(due to previous detections), the received discrete signal is both power-dependent and time-dependent, and 

because the response to dead time depends on the physical steady-state behaviour unique to the SPAD device 

being used, which could only be determined from practical experimentation [119], prior to this work. Given this 

challenge, the scope of this work is to model and solve a steady-state response with dead time and then quantify 

𝑃𝑃 . 

 

3.5 A Nonlinear Numerical and Analytical Model 

3.5.1 SPAD Response 

I first consider a conventional circuit model and then apply a similar principle to an optical system. Amplifiers 

experience gain compression where the gain decreases for increasing amplitude, since eventually the output 
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reaches a limit due to supply voltage, for example (Fig. 3.6) [120]. This results in a nonlinear input/output 

relationship. A SPAD has a similar transfer relationship with greater deviation from linearity as the incident 

photon rate increases (Fig. 3.7) due to an undesirable dead time caused by resetting the SPAD after it detects 

a photon. During this time interval (in the order of 10-14 ns [38]) the SPAD is unable to respond to impinging 

photons. 

 

 

Figure 3.6: Input/output relationship of a nonlinear system. Amplifiers experience gain compression where 

gain decreases for increasing amplitude since the output reaches a limit due to the supply voltage [122]. 

 

 

A nonlinear system with input 𝑥 and output 𝑦 can be represented with a power series [121] 

 

 

where 𝑎  is the linear, small signal gain (unity in this case). I intend to describe the large signal curve of a SPAD 

(Fig. 3.7) with dead time 𝜏 by this polynomial. The objective is to use this to predict the distortion induced on a 

modulated input signal. Background noise from dark counts and ambient light is omitted at this point to 

concentrate on the effect of dead time. Photon shot noise is included in the model since it cannot be eliminated 

from a practical system. 

 

(22) 𝑦(𝑥, 𝑡) = 𝑎 𝑥 + 𝑎 𝑥 + 𝑎 𝑥 + ⋯ 
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Figure 3.7: Transfer curves of a PQ SPAD and a 64 × 64 array (left). Corresponding gain (right). Inset: gain as 

a function of multiples 𝑛 of . –1 dB compression point (highlighted) at 𝑛 = 0.2303 for a DC arrival rate. 

 

For a PQ SPAD, any photon arriving during the dead time of a previous detection causes 𝜏 to be extended. A 

PQ SPAD output event rate is modelled in [108] as a paralyzable detector [123, 124]: 

 

This model assumes a constant (DC) mean incident photon rate 𝐴. 𝜏 sets effective count rate and the saturation 

level is scaled by the array size. An expression for the DC gain 𝐺  as the input to output ratio is: 

 

 

𝐺  can be reduced to 𝑒  where 𝐴 =  is a normalisation based on multiples of the maximum input event rate 

. As the value of factor 𝑛 increases, the SPAD becomes more nonlinear. Count rate maxima occur at the dead 

time cut-off point  marked in Fig. 3.7. As a means of quantifying gain compression, the input level where 𝐺  

has dropped by 1dB is found: 𝐺 = 𝑒 = −1 dB when 𝑛 = 0.2303. Furthermore, the output drops by 4.34 dB 

when 𝑛 = 1 and attenuation continues to grow exponentially as 𝑛 increases, with –43.4 dB a decade higher at 

𝑛 = 10. DC gain is plotted in Fig. 3.7 and is identical for any number of SPADs in terms of incident rate per 

(23) 𝑦 = 𝐴𝑒  

𝐺 =
𝐴𝑒

𝐴
= 𝑒 = 𝑒  (24) 
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element. Before considering a modulated signal, which is mathematically involved, a single tone sinusoidal input 

signal with frequency 𝜔  is applied, 

 

 

𝐴 is the amplitude rate proportional to the incident optical power. The incident photon rate now varies in time for 

this input. From Eqns. (22) and (25), up to the third term, the output expansion produces 

 

 

 

 

Unwanted higher harmonics (second 2𝜔  and third 3𝜔 ) are also generated in (26) and second order nonlinearity 

causes a DC shift of . Harmonic distortion is due to self-mixing of the signal. It can be suppressed by low 

pass filtering the higher order harmonics. The third order generates both third order harmonic distortion and a 

fundamental component which distorts the linear term. The gain of the system is then deduced: 

 

If < 0, the gain compresses with increasing amplitude and since 𝑎 = 1, 𝑎  must be negative. The –1 dB 

compression point can be determined: 

 

 

Note ×10 rather than the conventional voltage ×20 as this is typified by discrete photon detections proportional 

to the received optical power. If two tones are applied to the system, 

 

where 𝐵 is half of 𝐴, such that the peak-to-peak amplitude of the waveform (2𝐵 = 𝐴) is equal to the rate in 

(23): 

 

 

 

where cos 𝑘𝜔 , 𝑡 = cos(𝑘𝜔 𝑡) + cos(𝑘𝜔 𝑡) and 𝑘 = 1, 2 𝑜𝑟 3. Intermodulation terms arise at 𝜔 ± 𝜔 , 2𝜔 ± 𝜔  

and 2𝜔 ± 𝜔 . This is caused by the two signals cross-mixing. When 𝐵 is sufficiently small, the higher order 

nonlinear terms are negligible, and the gain remains approximately 𝑎 . As 𝐵 increases, the fundamentals 

𝑥 = 𝐴cos(𝜔 𝑡) 

𝑦 = 𝑎 𝐴cos(𝜔 𝑡) + 𝑎 𝐴 cos (𝜔 𝑡) + 𝑎 𝐴 cos (𝜔 𝑡)

  

= + 𝑎 𝐴 + cos(𝜔 𝑡) + cos(2𝜔 𝑡) + cos(3𝜔 𝑡)  

𝑦 = 𝑎 𝐵 + 𝑎 𝐵 + cos 𝜔 , 𝑡 + 𝑎 𝐵 cos (𝜔 ± 𝜔 )𝑡 + cos (2𝜔 ± 𝜔 )𝑡 +

cos (2𝜔 ± 𝜔 )𝑡 + cos 2𝜔 , 𝑡 + cos 3𝜔 , 𝑡   

𝑥 = 𝐵cos(𝜔 𝑡) + 𝐵cos(𝜔 𝑡) 

𝐺 = = = 𝑎 + = 𝑎 1 +   

(26) 

(27) 

(28) 

(30) 

(29) 

(25) 
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increase proportionally, whereas the third order intermodulation (IM3) products increase in proportion to 𝐵 . 

Eqn. (30) is modified by considering an IM/DD optical signal which is unipolar (as there is no negative light), in 

contrary to bipolar radio frequency (RF) with electric fields. A unipolar tone with a DC bias is equivalent to setting 

𝜔 = 0 in (29): 

 

 

DC bias 𝐵  is later set to be different to signal amplitude to investigate the effect of a TX with finite ER. 

Therefore, 

 

 

It is seen that intermodulation between the DC and signal components occurs and the higher order terms in (30) 

fold down to DC and the fundamental, adding distortion. Now, distorted DC and fundamental gains are obtained: 

 

 

 

 

Gain is no longer dependant on just 𝑎 , as in (27), but 𝑎  as well. This means greater distortion occurs than for 

a constant rate. Computing the second and third order coefficients which delineate both the DC and fundamental 

distortion, 

 

 

 

 

 

Substituting, 

 

These values hold for –1dB compression and are generalised by expressing in terms of 𝑛, 

 

 

𝑥 = 𝐵cos(𝜔 𝑡) + 𝐵  

(33) 

(35) 

(31) 

(32) 

(34) 
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Unlike the conventional polar case (27), 𝑎  is now negative and causing compression and 𝑎  is positive. The 

second and third harmonic distortion 𝐻𝐷  and 𝐻𝐷  can also be estimated: 

 

 

 

 

Substituting the coefficients (35) into the system polynomial (22), 

 

 

With this general equation, the response can be determined for any input 𝑥, such as a sinusoid or data carrying 

OOK signal. The polynomial model with a unipolar signal is compared to the paralyzable DC model in Section 

3.6.2, Fig. 3.10. 

 

3.5.2 Detection Statistics 

In this section, the model is developed to specify the detection statistics of a SPAD RX. As introduced above, 

distortion causes a reduction of the received SNDR which cannot be understood with prior constant rate models 

[108]. Consider a baseband signal 𝑤(𝑡) given by 

 

 

where 𝑎(𝑝) is the information symbol sequence, 𝑝 denotes symbol index, 𝑠(𝑡) is pulse shape and 𝑇 is symbol 

period. 𝑎(𝑝) is a stream of randomly generated bits in Matlab. 𝑠(𝑡) sets duty cycle and rectangular NRZ signalling 

is considered, where the pulse amplitude is held constant throughout the symbol period: 𝑠(𝑡) = 1 for 0 ≤ 𝑡 ≤

𝑇 and 𝑠(𝑡) = 0 otherwise. 𝑇 is equal to the bit period since a binary alphabet is used (0 and 1 mapping). With 

sufficient SNR, higher-order modulation could be realised with 𝑀-PAM to increase net bit rate and spectral 

efficiency, where 𝑀 is alphabet size. The signal is transmitted with an LD or light emitting diode (LED). Assuming 

an ideal lossless channel, let peak-to-peak amplitude be 𝐴, such that the received signal 𝑥 is 

 

 

This can be separated into a DC component 𝐵  and AC swing 𝐵. A TX with finite ER means symbol rate affects 

AC swing. In contrast to a tone which corresponds to an impulse in the frequency domain, the NRZ spectrum 

𝑥 = 𝐴𝑤(𝑡) 

(36) 

(38) 

(37) 

(39) 
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contains many frequencies enveloped with a sinc function. This makes it difficult mathematically to expand 

polynomial (15) with input (17), so analysis is shifted to the frequency domain in a simulation to investigate 

baseband gain and distortion. We develop a simulator to describe a SPAD RX with this instance and find a 

solution to the equation from the spectrum rather than the time domain. Considering Parseval's identity, which 

states that the energy of a signal 𝑥(𝑡) is conserved in temporal and spectral space [125]: 

 

 

where 𝑋(𝑓) is the Fourier transform of 𝑥(𝑡), the output response can be determined. Photon noise is introduced 

to the model, but standard Poisson statistics cannot be assumed because the output count distribution is 

distorted by the dead time. In the absence of dead time, ideal photon detections follow a Poisson process and 

the probability of counting 𝑘 photons during a symbol interval (0, 𝑇) is given by [115]: 

 

 

where 𝜆 is instantaneous mean photon rate, hence 𝜆𝑇 is the average number of incident photons in 𝑇. 𝜆 is 

related to received optical power 𝑃  by 

 

 

where 𝑃𝐷𝐸 is SPAD photon detection efficiency; ℎ is Planck’s constant and ν is the frequency of the light. In the 

presence of dead time, however, distortion causes the counts to deviate from a Poisson distribution [126]. It is 

assumed that an event is counted from each SPAD pulse. Therefore, the total number of events in counting 

interval (0, 𝑇) is obtained by the number of pulse transitions and cannot exceed 𝑘 = + 1, where ⌊𝑧⌋ 

denotes the largest integer that is smaller than 𝑧. The probability mass function (PMF) of a PQ SPAD during 

(0, 𝑇) is expressed as [36]: 

 

 

for 𝑘 < 𝑘  and 𝑝 (𝑘) = 0 for 𝑘 ≥ 𝑘 . 𝑖 is integer index. 𝑃𝐷𝐸 is defined as the product of PDP and fill factor 

𝐶  and treated as a constant 8 dB loss (at 450 nm, 𝑉 = 1.3 V and 𝐶 = 43 %) in this model. It can be seen 

that the bandwidth of the RX is also affected by 𝜏, so performance is susceptible to both the intensity and 

frequency of the modulated signal. An array is employed to increase capacity and improve SNR and the output 

is given by the superposition of the detector elements. Eqn. (43) is applied for each SPAD and expanded to a 

𝑝 (𝑘) =
(𝜆𝑇) 𝑒

𝑘!
 (41) 

(42) 

(43)

(40) 
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64 × 64 array of independent variables combined into a single process. The aggregate count distribution of the 

array is approximated by a Gaussian distribution [116] 

 

 

where 𝜇  and 𝜎  are the mean and variance of the aggregate distribution. Numerical methods are developed to 

determine the achievable BER for OOK modulation. Although 𝜏 remains the main limiting factor on RX 

performance, noise causes BER to increase further. Dominant noise sources are background events from dark 

counts, afterpulsing, ambient light and ER. ER becomes the principal noise factor at high symbol rates and 

appears as a DC offset. Furthermore, feedforward ISI arises when 𝜏 ≥ 𝑇, since previous counts from a logical 

‘1’ may disperse in time into a subsequent ‘0’ and therefore add to the ‘0’ distribution. These overflow events 

are almost unnoticeable in the ‘1’ distribution, especially if the mean is large, so ISI is most prevalent for 1→0 

symbol transitions. Let 𝜆  and 𝜆  be the mean rates from signal and background noise, respectively. 

 

The average rates per element are  and , where 𝑁  is the number of SPADs in the array. When a 

‘0’ bit is transmitted, the average number of counts per symbol is 𝜇 = 𝜆 𝑇, and when a ‘1’ is transmitted, the 

average is 𝜇 = (𝜆 + 𝜆 )𝑇, where 𝜆 𝑇 is mean signal counts per symbol. We obtain 𝑝 (𝑥) and 𝑝 (𝑥), 

probabilities that 𝑥 photons are detected in the counting interval 𝑇, when ‘0’ or ‘1’ are sent: 

 

 

with variances 𝜎  and 𝜎 . Decoding is implemented by comparing the received counts to a threshold 𝑥  [116], 

 

 

An error occurs if 𝑥 ≤ 𝑥  when a ‘1’ bit is sent and, vice versa, if 𝑥 > 𝑥  when a ‘0’ is sent. Probability of error is 

equal to BER for OOK and, assuming equiprobable symbols, is 

 

 

where 𝑄(𝑥) =
√

∫ 𝑒 𝑑𝛼 is the 𝑄-function. Independent statistics are assumed for each transmitted bit and 

it is assumed that the array elements are identical. Eqn. (47) is used to estimate BER in a nonlinear SPAD 

system in Chapter 5 Section 5.4.2 (Fig. 5.16). 

 

(44) 

(45) 

(46) 

(47) 
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3.6 Transient Simulation 

3.6.1 Methodology 

A simulation model is developed to estimate the behaviour of a SPAD RX and I compare this to the mathematical 

framework in Section 3.5. Matlab is used to simulate the stochastic events that occur in the photon counting 

system, expanded from imaging sensors [127]. With statistical analysis (Eqn. (43)), it is shown that the counting 

process does not follow a Poisson distribution. 

 

 

 

 

 

 

 

Figure 3.8: Simulation methodology. Input and output spectra for a unipolar 1MHz cosine input at 10 % and 

100 % of maximum intensity (top right). 

 

Fig. 3.8 displays a block diagram of the simulation method. As in Eqn. (31), a noiseless sinusoidal input signal 

is generated with an instantaneous optical power at each sample. For a selected time window, the instantaneous 

mean photon rate is distributed in time with a Poisson process. The simulator generates a stream of photons, 

represented by a discrete sequence of ones and zeros corresponding to photons or no photons in a given time 

step. This is the input to an algorithmic block I designed which describes the statistical detection and integration 

process of a PQ SPAD RX. The physical parameters of the SPAD including dead time, PDP and 𝑉  are coded 

in this block. 
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Figure 3.9: Algorithm for an integrating PQ SPAD RX with 𝑁  array, 𝑇  sampling period, 𝑡  simulation step 

time, and 𝑡  end time (length of the data frame). Photon impulses are distributed in time according to a 

probability (prob) and the instantaneous photon rate 𝐴. 𝑅𝐶 = −  is the time constant of a single SPAD.  
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Fig. 3.9 shows a flowchart of the algorithmic block. Each photon event is simulated individually, and the output 

is expressed as a digital vector where every rising and falling edge represents a detected photon. This is the 

output of a SPAD paired with a buffer which can be seen as a 1-bit ADC. The block is initialised in a rest state 

at zero. 

 

The output of the algorithmic block is the time domain response and vectors are run for each SPAD in the array 

and combined with an 800 MHz counter implemented in Matlab to recover the modulated signal. Sampling rate 

is much higher than 𝜏, so it can be assumed that counting losses arising from finite sampling rates are negligible. 

The signal is then analysed in the frequency domain by taking a fast Fourier transform (FFT) and distortion 

metrics are obtained. The RX output is directly compared to its input waveform with respect to count rate and 

frequency and SNDR is calculated from the signal, noise, and harmonic power [128]. 

 

3.6.2 Sinusoidal Response 

Using the simulator, the response of a PQ SPAD RX is estimated. Fig. 3.8 shows input and output spectra for a 

unipolar 1 MHz cosine input signal at 10 % and 100 % of the maximum peak-to-peak rate 𝐴 = 8.33×107 s–1. 

Gain is determined from the difference between the input and output tones. 7 dB output SNDR is computed from 

the output signal power and noise floor at 10 % intensity, whilst arrival SNR = 9 dB. A second harmonic (2 MHz) 

appears at maximum input intensity and DC (–3 dB) and signal gains (–5 dB) are found from subtracting the 

corresponding magnitudes. At this intensity, SNDR = 4.7 dB, arrival SNR = 19 dB. Fig. 3.10 shows the output 

derived from Eqn. (37) together with simulated DC and signal gains found for different values of 𝑛. These 

estimates are plotted against the standard paralyzable model in Fig. 3.10. The corresponding gain is computed 

from the quotient of the output response calculated in Eqn. (37) and the input. It is concluded that higher 

distortion occurs with a unipolar waveform than for a constant incident level, which results in SNDR degradation. 
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Figure 3.10: Comparison between the paralyzable SPAD model (with DC rate 𝐴 equal to the peak-to-peak 

amplitude of the unipolar waveform), analytical prediction and simulation results. 

 

 

Near matching between unipolar theory (Section 3.5.1, Eqn. (37)) and simulation indicates a reasonably 

accurate numerical estimate. Simulation accuracy diverges for extremely low event rates due to random noise 

generation; however, moderate precision is observed around the intensity range (1 % to 100 % of capacity) the 

RX would nominally operate in for VLC. Earlier inflection occurs at approximately 𝑛 = 0.32 in theory and 

simulation rather than 𝑛 = 1 as in the DC model. 

 
3.6.3 BER Estimation 

The photocount distribution of a SPAD as described in Eqn. (43) is simulated and plotted in Fig. 3.11 with mean 

incident rate 𝐴 = 𝜆 = 8.33×106 s–1, a decade below the maximum of 8.33×107 s–1. Symbol rate 𝑅 is increased 

from 1 MBd (𝑇 = = 1 µs) to 10 MBd (𝑇 = 100 ns). 𝐴𝑇 = 8.33 photons/symbol for a logical ‘1’ bit at 1 MBd, 

which ensures non-zero integer photon arrivals within a symbol period in the simulation – although SNR is 

insufficient for 3.5×10–3 BER reception. The average number of events per symbol is inversely proportional to 

𝑅. Poisson distribution at 1MBd also plotted (blue) for an ideal RX without dead time. It can be confirmed that 

the PMF expression (43) simplifies to a Poisson form with mean 𝜆𝑇 when 𝜏 is set to zero. At 1 MBd, the ‘1’ level 

mean is 7 counts/symbol, which is slightly lower than the arrival mean, and this translates to –0.757 dB average 
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loss. This continues with means of 3 counts/symbol, 1 count/symbol and 0.8 counts/symbol at 2 MBd, 5 MBd 

and 10 MBd respectively. Thus, loss is approximately unchanged and there is minor nonlinearity at this incident 

power. In addition, variance diverges to 2 counts/symbol, 0.9 counts/symbol and 0.5 counts/symbol at 2 MBd, 

5 MBd and 10 MBd respectively, whereas arrival variance is 8.33 (√8.33 standard deviation). As 𝑅 increases, 

the distribution distorts and tends towards a unit Dirac impulse at 0 counts. Hence, the PMF approaches a point 

where the SPAD is persistently in a recovery state and no following photons are detected.  

 

 

Figure 3.11: Simulated photocount distributions of a SPAD for 𝜏 = 12 ns, fixed mean 𝐴 = 8.33×106 s–1 (a 

decade below the maximum incident rate) on the left and 𝐴 = 8.33×107 s–1 on the right. 𝑅 = 1 MBd to 10 MBd. 

1 MBd Poisson distribution without dead time (blue) for reference. 

 

 

Similar analysis is carried out at maximum intensity 𝐴 = 8.33×107 s–1. At 1 MBd, ‘1’ mean is 31 counts/symbol, 

–4.29 dB distortion loss from 𝐴𝑇 = 83.3 photons/symbol arrival mean. The distribution deviates from Poisson 

form by –4.29 dB, –4.16 dB, –3.77 dB and –3.19 dB with respect to the corresponding photons/symbol at each 

𝑅. SNDR = 8 dB at 4 Mb/s from Eqn. (47), so it is deduced that this is the maximum OOK bit rate of a single 

SPAD with these parameters to sustain the 3.5×10–3 BER threshold required for forward error correction (FEC) 

to achieve an output BER of 10–9 using concatenated Bose-Chaudhuri-Hocquenghem (BCH) inner and outer 

codes with 6.69% overhead [19]. 
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Figure 3.12: Simulated PMF count distributions of a 64 × 64 array for 𝜏 = 12 ns, 𝐴 = 8.33×106 s–1 (left) and 

maximum 𝐴 = 8.33×107 s–1 (right) at 𝑅 = 100 MBd to 400 MBd. 

 

Fig. 3.12 shows simulated PMF distributions of a 64 × 64 array with 𝜏 = 12 ns, 𝐴 = 𝜆 = 8.33×106 s–1, 𝐶 = 0.43 

and 𝑅 = 100 MBd to 400 MBd (100 Mb/s to 400 Mb/s NRZ). 400 MBd is likely to be the highest baud rate 

achievable by the SPAD RX in practice. Since the number of array elements is large, the output count distribution 

approaches a Gaussian form (45), as according to the Central Limit Theorem [116]. SNDR is calculated from 

Eqn. (47) with 5.78 ER (1.5 dB penalty) added to the model. PMFs shown (Fig. 3.12 right) with the same 

parameters, but at maximum intensity 𝐴 = 8.33×107 s–1. 100 MBd and above results in complete saturation of 

the array, with a certainty of zero counts per given symbol period, without any chance of a SPAD having time to 

recover to detect the next symbol. At these rates, the output process is approximated by a Bernoulli distribution, 

as explained in [133], since 𝑇 is shorter than the 𝜏 of each SPAD. 

 

3.7 Summary 

A Matlab model describing the behaviour of a SPAD-based OWC system is established to estimate the effect 

of dead time on the reception of modulated signals. Both a single SPAD detector and an array are considered. 

The polynomial model developed in Section 3.5.1 shows that the paralyzable DC model significantly 

overestimates the response of a SPAD RX to a unipolar signal (Section 3.6.2, Fig. 3.10). Near matching between 

the polynomial model (Eqn. (37)) and the frequency domain simulation results in Fig. 3.10 reinforce the accuracy 

of the model. However, these two methods should be validated with real SPADs, and Chapters 4 and 5 cover 
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implementation and experimental results, respectively. From the RX response modelling, it is shown that dead 

time is the main limiting factor on performance, as other power losses can be accounted for with closed-form 

expressions and easily known constants. Dead time boundaries are quantified and combined with statistics to 

estimate SNDR and effective bandwidth along with achievable BER and bit rate performance metrics. It is 

concluded that the effect of dead time is a key design constraint that can now be predicted and mitigated in 

SPAD RXs. 
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4. Design of a Digital SPAD RX 

4.1 Objectives 

This chapter describes two existing devices used to verify the simulation model developed in Chapter 3: a 40 

nm CMOS SPAD IC, with full access to all SPAD characteristics, and a 130 nm CMOS parallel summing SPAD 

array IC used to demonstrate integration and high-order complex modulation schemes and maximise bit rate. 

These two ICs establish a foundation for the implementation of a DSiPM that approaches the performance of 

an ideal photon counting RX bound by the QL. The 1 GHz and 800 MHz sampling rates are the main limitations 

of the ICs. 

 

4.2 A 40 nm CMOS SPAD Array 

4.2.1 Architecture 

A 40 nm CMOS SPAD array chip [47], with various SPAD pitch options from 8 µm to 30 µm, is used in this work. 

Fig. 4.1 shows a TCAD simulation of the doping density and the electric field profile of the SPAD device on the 

chip. A PWELL and a deep NWELL (DNWELL) implant form the multiplication region optimised for DCR and 

PDE through junction engineering, maintaining a low breakdown voltage of 15.5 V at 60 °C across wafer 

production. The guard ring is formed by retrograded epitaxial layer (EPI) and shallow trench isolation. 

 

 

Fig. 4.1: Left: doping density of the SPAD. Right: SPAD electric field profile. PWELL, deep NWELL (DNWELL) 

and anode and cathode contacts annotated [109]. 

 

Dedicated microlens fabrication on top of the SPADs is integrated in the identical technology node, which 

enhances the fill factor to >70 % at SPAD level and around 40 % at pixel level. The small digital node allows 

more logic to be integrated inside the pixel, which is portable to a 3D stacked technology, where logic is realised 

in a fully digital layer [109]. The anode contacts are positioned to ensure track length uniformity, pixel symmetry, 
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and to minimise optical losses. The SPAD array layout allows crosstalk measurements to be taken in all 

directions. 

 

Figure 4.2: 40 nm chip micrograph (test pixel array highlighted) [47]. 

 

 

Figure 4.3: Interface and configuration options available with the chip & FPGA setup [47]. 

 

128 PQ SPAD outputs sampled at 1 GHz are conveyed off-chip simultaneously to a Xilinx Kintex-7 FPGA [47]. 

Each output pulse corresponds to an avalanche caused by a photon detection, dark count or parasitic count and 

has a minimum pulse width equal to the dead time during which the SPAD is blind. In this work, 112 SPADs with 

15 µm pitch and a fill factor 60 % are used for characterisation – the remaining 16 SPADs on the die used for 

these experiments were defective. 15 µm is chosen as a middle ground between active area, fill factor and DCR. 
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The median DCR at room temperature is 50 s–1 per SPAD. Fig. 4.2 shows a micrograph of the chip. The number 

of SPADs enabled and the logic to combine them into a single channel can be selected on the FPGA (Fig. 4.3). 

The configuration options include an OR tree, OR tree with pulse-shortener (PS), XOR tree, and a novel 

Synchronous Summation Technique (SST) intended for automotive LiDAR applications, which require high 

dynamic range to image moving objects with varying speeds, distances, and reflectivity [47]. SST improves 

dynamic range by 30× compared to OR, 15× compared to PS OR and 7.5× compared to XOR. A larger array of 

SPADs will provide more counts at the expense of more readout bits. In addition, a multiple-event histogramming 

time-to-digital converter can be implemented on the FPGA. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.4: Block diagram of the experiment setup (left). Frequency response of the LD+PIN RX (right). 

 

The digital output from the FPGA is sent to a PC for offline processing in Matlab, where the rising edge of each 

pulse is counted for each SPAD. The counts are combined to form a summation from the array. This is equivalent 

to an OR tree combination technique with an ideal pulse shortener. There are fewer counting loses with this 

method compared to practical combining networks such as OR and XOR trees [112]. This allows the dead time 

of individual SPAD detectors to be characterised in digital and in more detail for communication purposes than 

before. This readout technique could be implemented with edge detection, counters, and an adder on the FPGA 

in a similar way to SST proven in [47]. 
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Figure 4.5: PDP spectrum of the 40 nm SPAD – dotted line is without microlenses; solid line is with 

microlenses. Top right: relative spectral emission of the LD. Bottom right: transmission of the 450 nm optical 

filter [109]. 

 

4.2.2 Methodology 

A diagram of the experiment setup is illustrated in Fig. 4.4. A 450 nm blue LD (Osram PL450B) is driven by a 

Keysight 33600A waveform generator which generates a 50-100 Mb/s unipolar OOK NRZ or RZ signal. An LED 

could also be used for this experiment because there is a small number of SPADs and therefore the symbol rate 

is limited. Fig. 4.4 also shows the frequency response of the LD measured with a Si PIN reference RX (Femto 

HSA-X-S-1G4-SI) and LeCroy 735Zi oscilloscope by sweeping the frequency of a sinusoid from a fast waveform 

generator (Agilent 81180A). The PIN is specified with bandwidth of 1.4 GHz, and this is the –3 dB point in Fig. 

4.4. Taking the –6 dB point in the frequency response to account for the PIN RX, the LD bandwidth is over 1.6 

GHz. The LD drive current is 50 mA. Fig. 4.5 shows the spectral emission of the LD (top right) and the PDP 

spectrum of the SPAD used on the 40 nm chip with and without microlenses (left). The microlenses improve 
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PDP by smoothing the large oscillations associated to interferences in the optical stack and by concentrating 

the beam into the centre of the SPAD, allowing more signal to be collected. PDP is calculated relative to the 

active area of the SPAD. The introduction of microlenses increases the average PDP and lets all metal layers 

on the chip be retained (allowing for high digital gate density) without affecting optical performance. 

 

The PDP of the SPADs at 450 nm is 20 %. This detection probability value is low and results in a high power 

penalty of 𝑃𝑃 = −10log = 6.99 dB (Chapter 3 Section 3.1) but not a concern in this case because the 

experiment is focused on investigating the deterministic effect of dead time. Additionally, with mircolenses, the 

PDP is 31 % and therefore the penalty can be reduced to 𝑃𝑃 = −10log = 5.09 dB. This PDP is still 

low compared to typical values in literature (32 % to 70 % [57]). A 450 nm optical bandpass filter (Thorlabs 

FB450-10 with 10 nm full width half maximum (FWHM)) is mounted on the active area of the SPAD IC. The filter 

transmission is also shown in Fig. 4.5. It is assumed that the 55 % transmission loss of the filter at 450 nm is 

counteracted by the nonideal spectral profile of the LD and filter, allowing a band of wavelengths to be captured 

with a total of 0 dB loss in the link budget. 

 

After synchronisation, the total number of photon detections in each sample is obtained and integrated to counts 

per symbol period. BER performance is evaluated with three traditional demodulation schemes: exhaustive 

search (ES), a linear equalizer, and a DFE equalizer (chosen in line with prior literature which showed DFE to 

be very effective at overcoming ISI in SPAD RXs [32, 33, 39, 40]). The DFE equalizer is implemented in Matlab 

with the recursive least squares (RLS) algorithm and feedforward and feedback weights of 41 and 15, 

respectively. RLS is chosen for its extremely fast convergence compared to other algorithms such as least mean 

squares (LMS) [48]. However, it should be noted that this benefit comes at the expense of higher DSP 

complexity. 

 

4.3 A Large Parallel 130nm CMOS SPAD Array RX 

4.3.1 Architecture 

This work reports a 2.8 mm by 2.6 mm SPAD RX integrated in 130 nm CMOS imaging technology which 

incorporates 64 × 64 receiver elements at 21 µm pitch. The large array provides high dynamic range and SNR 

intended for high order modulation. Each element contains a single p-well/deep-n-well SPAD biased at 15.2 V 

(1.3 V excess bias 𝑉 ) with a mean dead time of 12 ns, median dark count rate of 6 kHz at room temperature 
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and PDP of 37 % at 450 nm. This corresponds to a penalty of 𝑃𝑃 = −10log = 4.32 dB. The fill factor 

is 43 %, which is a 𝑃𝑃 = −10log = 3.67 dB penalty. Therefore, the total detection loss is the sum of 

these two penalties: 7.98 dB. 1.34 × 1.34 mm active area is chosen for ease of alignment to POF or VLC optics 

but can be adjusted electronically by disabling areas of detector elements. Fig. 4.6 is a schematic of the chip 

architecture. 

 

Figure 4.6: Simplified chip block diagram. 

A receiver element comprises of a SPAD interfaced to an NMOS passive quench, enable SRAM and toggle-

flop. The toggling output encodes photon events on both rising and falling edges. 32 elements are combined 

with a row XOR tree into an asynchronous double data rate (DDR) sequence at up to 900 MHz (1.8 Gphotons/s) 

limited only by wiring parasitics (not SPAD dead time). 

 

Figure 4.7: Asynchronous interface between (right) SPAD XOR tree and pipelined added tree. Inset: interface 

timing diagram. 
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Figure 4.8: Annotated 130 nm chip micrograph. 

 

The detector array divides into two sets of 64-row XOR trees feeding digital readout chains positioned on the 

flanks of the active area. Fig. 4.7 shows the row parallel interface circuit, consisting of three 8-bit ripple counters, 

sampling and converting the asynchronous DDR row signal into a synchronous binary count without dead time. 

The three counters operate in a round robin fashion, so that in every clock cycle one counter is reset, one is 

being read out and one is counting. A local state machine rotates continuously through the counters. The 128 

sets of row counters operate in parallel and their outputs are added through a pipelined 7-stage adder tree to 

give an overall, 16-bit synchronous sum of SPAD events. This means that the device operates as a photon 

integrating RX which produces an output signal that can then be sampled or integrated before demodulation. 

 

The entire digital readout operates from a sample clock generated by an on-chip PLL with programmable 

frequency up to 800 MHz and distributed through clock trees to the pipelined adder. This digital readout replaces 

the TIA, analogue signal conditioning and ADC chain of conventional PD/APD-based RXs and will scale 

favourably to advanced nanometre process nodes. It also lends itself to the integration of the DSP required for 

complex modulation schemes. After digital gain control and formatting, the 16-bit summation is conveyed off-

chip using two D-PHY transmission blocks, each dual lane, with line rates of 400 Mb/s, for a total off-chip 

bandwidth of 1.6 Gb/s. Fig. 4.8 is an annotated micrograph of the manufactured chip. In addition to the D-PHY 

blocks, an 8-bit 400 MHz bandwidth current-steering digital-to-analogue converter (DAC) generates an analogue 

output compatible with existing ADC-based RX paths for testability. The total dynamic power consumption of 

the RX is 115 mW, comprising of 15 mW of SPAD power and 100 mW of DSP. 
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4.3.2 Methodology 

I generated sinusoids, and OOK and 4-PAM waveforms, from a pseudorandom binary sequence (PRBS) via a 

Mersenne Twister with a pattern length of 219937–1 and non-return-to-zero (NRZ) line coding. RRC pulse shaping 

is also applied and DCO-OFDM. These signals are transmitted with an Agilent 81180A Arbitrary Waveform 

Generator (AWG) driving an LD (Osram PL450B, 450 nm). 450 nm centre wavelength is chosen because it 

close to the wavelength at which the SPADs have maximum PDP. The AWG sampling rate is 4 GS/s and the 

LD is collimated onto the SPAD RX at 1 m. A 450 nm bandpass filter (Thorlabs FB450-10, 10 nm FWHM) and 

two neutral density filters (31 % and 10 % transmission) are placed above the array to attenuate ambient light 

and LD power, respectively. 

 

Figure 4.9: Measurement setup. 

 

After frame synchronization, decoding of the received waveform is performed offline. Fig. 4.9 shows a block 

diagram of the setup and Fig. 4.10 shows an annotated photograph. Experiments are conducted with the source 

directly in front of the RX to minimise reflections in the channel. 

 

 

 

 

 

 

 

 

Fig. 4.10: High speed photon counting RX measurement setup. 
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4.4 Summary 

The 40 nm CMOS IC has digital readout via an FPGA, which allows data to be analysed in Matlab. Physical 

properties such as dead time, PDE, and afterpulsing can be measured with individual SPADs. In Chapter 3, it 

was shown that these properties degrade the link budget of a SPAD-based system, and the next step is to 

validate the model estimates with this hardware. In addition, the chip technology enables characterisation of 

crosstalk between SPADs in the array by measuring photon timing information with output pulses directly from 

the SPADs. This provides detail and timing precision not possible with an ASiPM. The IC will be used to 

implement a digital SPAD RX by integrating the photon counts per sample into symbol bins. Since the aggregate 

counts are combined in software, the performance of the 40 nm chip is expected to be closer to theory relative 

to practical SPAD RX implementations which combine counts on-chip [28, 37-39] because there is no loss of 

counts in the combining logic. This is justified because the chip is not intended to be used as a full-scale RX, 

but instead as a test platform for characterisation. Instead, the 130 nm chip takes this role by providing a fast 

readout of combined SPAD counts via several parallel DDR toggling XOR trees. The 16-bit aggregate output 

enables up to 216-1 = 65535 counts conveyed off-chip in each sampling period. Each row can go up to 1.8 

Gphotons/s, giving a total of 230 Gphotons/s with all 128 rows. Sampling at 800 MHz, this means the architecture 

has a maximum SNR of 23 dB per sample in theory (Eqn. (47)). 
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5. Experimental Validation of The Model 
 
 

5.1 Objectives 

In this chapter, the physical limitations of SPAD detectors are characterised for RX implementations. BER and 

bit rate performance metrics are evaluated for the 40 nm and 130 nm SPAD ICs with various modulation 

schemes, including NRZ, RZ, PAM and DCO-OFDM, and different demodulation techniques: either exhaustive 

search or digital (linear and nonlinear) equalization in Matlab. 

 

5.2 SPAD Characterisation 

5.2.1 Dead Time 

Fig. 5.1 shows the photon transfer curve of a single PQ SPAD measured on the 40 nm chip against a linear light 

level sweep with the LD. These measurements are compared to a simulation with the paralyzable model 

(Chapter 3 Section 3.2). The maximum DC count rate is 17.5 Ms–1, which corresponds to a dead time of 21 ns. 

 

 

Figure 5.1: Single SPAD photon transfer curve. 𝜏 = 21 ns. 
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It can be seen in Fig. 5.1 that the SPAD has a dynamic range of around 5 orders of magnitude (50 dB) from the 

DCR floor (50 s–1 median) to saturation. The PDFs of the 112 SPAD pulse widths at high and low intensities are 

shown in Fig. 5.2. 

 

Figure 5.2: PDF of 112 SPAD output pulse widths at (a) 5 % light intensity and (b) 80 % light intensity. 

 

At low light intensity (Fig. 5.2(a)), the mean pulse width is around 21 ns, which is therefore considered to be the 

mean dead time of the SPAD array. Longer output pulses are seen at higher optical power (Fig. 5.2(b)) because 

any photon detection during the dead time extends the dead time with a PQ SPAD. The quench voltage can be 

adjusted to reduce the mean dead time to 10 ns. 

 

5.2.2 Parasitics 

Afterpulsing probability is measured for each SPAD in the array by plotting a histogram of the inter-arrival times 

of SPAD pulse rising edges and integrating the portion above the ideal Poisson curve at short time intervals. A 

straight line is projected to 0ns and the percentage above the line is determined. Fig. 5.3 shows count inter-

arrival time histograms for SPAD No. 1, 2, 14 and 32 localised in the same array column. The average APP per 

SPAD in the array is found to be around <0.1 %. The maximum number of samples from the chip that can be 

held in the output buffer is 105 in the 1GHz sampling mode, so the measurement acquisitions are iterated multiple 

times in a loop and added to make a histogram with over 106 pulse inter-arrival times. The dead time can be 
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seen in Fig. 5.3 as a null in the PDF around 10 ns inter-arrival time: the minimum possible time between two 

pulses. 

 

  

  

 

Figure 5.3: Inter-arrival time histograms and the corresponding APP calculated for each SPAD. 

 

Crosstalk (XTLK) between adjacent pairs of SPADs is measured by looking for times when one SPAD fires and 

another fires at the same time. A histogram of the inter-arrival times between pairs of SPADs is plotted in Fig. 

5.4 and the peak which rises above Poisson statistics at 0 time interval is looked for. This is the coincidence 

when two neighbouring SPADs fire simultaneously. With 112 SPADs, there are a lot of pairs to search through, 

so the layout geometry is considered to figure out detector neighbours exclusively. There is a very low probability 

of two SPADs firing at the same time, so rather than increasing the exposure time or number of iterations, the 

crosstalk measurements are taken in the presence of background light (1 klx lab lighting fixtures) to speed up 

the acquisition process. It would take a much longer time to gather this data with just DCR. 

 

At high intensities, it will be very likely that two SPADs will fire simultaneously even without crosstalk, but these 

events are encompassed by the expected Poisson distribution which can be seen in Fig. 5.4. XTLK can therefore 

SPAD 1: 0.09% APP SPAD 2: 0.07% APP 

SPAD 14: 0.086% APP SPAD 32: 0.04% APP 
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be differentiated from these events with a probability which can be extrapolated from the slope of the Poisson 

curve – anything above the slope at time 0 is crosstalk. 

 

Figure 5.4: Histograms of the inter-arrival times between a pair of adjacent SPADs. The corresponding 

horizontal XTLK probability is 1.6 %. 

 

5.3 Towards a Linearisation of SPAD Elements with Data Rate 

Ideally, symbol rate – and therefore bit rate for a given modulation scheme and alphabet depth – should follow 

one-to-one mapping with the SNR and hence number of detector elements. This way the gross data rate is 

directly proportional to the total active area like a conventional RX and should scale linearly along the slope 

given by the quantum limit (Chapter 3). With this objective in mind, an experiment is carried out to find the 

maximum data rate attainable with a single SPAD on the 40 nm chip. An integrating RX architecture are chosen 

over a single-sample architecture to increase the number of counts per symbol and enhance SNR. OOK is 

selected because of the limited dynamic range of the small array size of SPADs. RZ is chosen as the line coding 

scheme due to its effectiveness at reducing 𝑥(𝑁 + 𝐶) future ISI in 𝐶 following symbols by allowing the SPADs 

to recover at the end of a symbol period 𝑥(𝑁), proven in previous literature [28, 37]. Fig. 5.5 shows the received 

histogram at 1 Mb/s RZ (50 % duty cycle) with a single SPAD detector, 4 Vpp transmit voltage, and no 

equalization. 
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Figure 5.5: Single integrating SPAD RX histogram at 1 Mb/s, 50 % RZ. 

 

A fixed decision threshold 𝑚  is applied to the received signal, determined by exhaustive search (ES) based on 

the histogram of the output photocounts over all possible symbol sequences, to minimise the BER. This 

demodulation method is used in literature [38]. However, the main drawback of ES is that a long pilot signal 

must be sent prior to the data frame to establish a detailed photocount histogram. In a practical real-time system, 

this would cause significant latency. In this work, the data itself is used to build the histogram. A BER of 3.4×10–

3 is measured with this demodulation technique. 50 % duty cycle corresponds to 500 ns signal pulse width, 

which is 23.8 times longer than the 21 ns mean dead time. From Eqn. (23) in Section 3.5.1, this means that a 

maximum average of 
.

= 8.759 photons can be counted in each symbol after integration. 

 

The mean of the ‘1’ distribution in the histogram is around 9 photons/symbol, therefore it can be concluded that 

the incident modulated signal has a swing of 100 % intensity (𝑛 = 1) at the SPAD. This is not optimal, because 

the model developed in Chapter 3 Section 3.6.2 determines 10 % of maximum intensity (𝑛 = 0.1) as the point 

where the linearity of a SPAD is approximately maintained. However, with OOK modulation and RZ pulses, this 

higher intensity is acceptable because the SPAD is only saturated for the first half of the symbol – it has time to 

recover during the second half of the symbol and this ensures that it is highly probable the SPAD will be ready 

to detect the photons making up the pulse in the subsequent symbol. In addition, OOK modulation is more 

resilient to nonlinearity than schemes such as OFDM. It is concluded that 1 Mb/s is the maximum data rate 

possible to attain the BER for FEC with a single PQ SPAD and 21 ns dead time. 
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Figure 5.6: Integrating SPAD array RX histogram at 80 Mb/s, 50 % RZ. 

 

 

Fig. 5.6 shows the received RZ histogram with 112 SPADs and the same transmit power as in the previous 

experiment (Fig. 5.5). Now the output counts are an aggregation from an array, so the maximum SNR, dynamic 

range, and RX BW are all increased. 80 Mb/s can be demodulated comfortably, with a BER of 0.3×10–3. As 

computed in Eqn. (43), the means of the photocount distributions are not equal to their variances – this is not a 

Poisson process. Instead, the dead time has the distorted the Poisson statistics of the incident photons. The 

symbol distributions are close to the PMF predicted in Eqn. (43). 

 

The received optical power at the SPAD array is calculated from the mean counts and scaled by the PDP penalty 

of the SPADs, giving –57 dBm sensitivity. The same is done at 100 Mb/s (Fig. 5.7): –55 dBm. At 450 nm, the 

100 Mb/s QL is -69.6 dBm (Table 2, Section 3.2), so the SPAD array RX is operating 14.6 dB away from the 

QL. 

𝜇  = 0.27 𝜇  = 21.2     0.3×10–3 BER 
𝜎  = 1.24     𝜎  = 36.1        –57 dBm 
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Figure 5.7: Integrating SPAD array RX histogram at 100 Mb/s, 4 Vpp transmit, 50 % RZ. 

 

Figure 5.8: Integrating SPAD array RX histogram at 100 Mb/s, 4 Vpp transmit, 25 % RZ. 

 

Figure 5.9: Integrating SPAD array RX histogram at 100 Mb/s, 6 Vpp transmit, 25 % RZ. 

𝜇  = 1.46 𝜇  = 21.9     1.6×10–3 BER 
𝜎  = 2.70     𝜎  = 39.8        –55 dBm 
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Figs. 5.7 and 5.8 show the received histograms for 50 % duty cycle and 25 % duty cycle, respectively. The 

narrowing in pulse width corresponds to doubling the required BW, and the resulting BER degradation from 

1.6×10–3 to 60×10–3 proves this. Fig. 5.9 shows the histogram with a higher transmit power compared to Fig. 

5.8. BER does not change between the two cases, which confirms that the system is hitting a BER floor due to 

a BW limitation rather than an SNR limitation. Therefore, the signal pulse width is too short in comparison to the 

dead time. This is known because the mean and variance of the symbol distributions does not change. The BER 

cannot be improved at 25 % RZ without reducing the bit rate. NRZ is also transmitted and Fig. 5.10 shows the 

eye diagram taken from the array in Matlab at 50 Mb/s – which results in a BER of 3×10–3 at best. This proves 

RZ is the superior choice for a small array of SPADs that can be accessed directly. 

 

 

Figure 5.10: Eye diagram of 50 Mb/s NRZ with an integrating SPAD array RX. Samples taken from the RX 

were overlaid in Matlab to build the eye diagram. 

 

Fig. 5.11. shows the BER measured for a TX intensity sweep at (a) 80 Mb/s and (b) 100 Mb/s. 112 SPADs are 

enabled on the IC and the mean dead time is 21 ns. 4 Vpp is the optimum transmit signal swing – sufficient to 

demodulate at the SPAD RX while preventing the emitter from saturating. In addition to ES, a linear adaptive 

equalizer with an RLS algorithm and a DFE equalizer are implemented. The tap weight coefficients of the 

equalizer are calculated for this specific SPAD channel in [42]. Mean 𝜏 is reduced to 10 ns and 8 ns and the 

experiment is repeated at 100 Mb/s (Fig. 5.12). These results highlight that 𝜏 has a significant influence on the 

performance of the RX and a shorter 𝜏 reduces the ISI. DFE shows best performance, due to its ability to combat 
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nonlinearity [48], but the linear RLS equalizer is also effective. This leads us to conclude linear EQ is sufficient 

at these symbol rates. 

 

 

Figure 5.11: 80 Mb/s 50 % RZ, 𝜏 = 21 ns (a) and 100 Mb/s 50 % RZ, 𝜏 = 21 ns (b). BER increases above 4 

Vpp transmit in both cases because the SPADs are saturating. BER floor above 7 Vpp because the LD is 

saturated. 

 

 

Figure 5.12: 100 Mb/s RZ with (a) 𝜏 = 10 ns and (b) 𝜏 = 8 ns. 

 

The DFE is consistently the best performance, proving it is effective at responding to nonlinear systems with 

ISI. RLS also shows good performance compared to ES. 
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5.4 Large Parallel Photon Counting Results 

5.4.1 OOK SNDR 

At 400 Mb/s OOK, 1.8×10–3 BER is reached at –49.9 dBm average optical power. The detected signal is 

processed by a recursive least squares (RLS) linear equalizer in Matlab, which is tuned with a training sequence 

of 200 symbols in the preamble at the start of the data frame. 

 

Figure 5.13: (a) OOK histogram before and after EQ at 400 Mb/s and analogue output eye diagram (before 

EQ) (b) 4-PAM histogram before and after EQ at 500 Mb/s. 
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Equalization (EQ) has marginal effect on performance at this rate, decreasing the BER from 3×10–3 to 1.8×10–

3. This is because 400 MBd symbol rate was estimated to be optimal in the simulation model in Section 3.6.3 

(Fig. 3.11) – the SPAD RX is operating at the maximum sensitivity and symbol rate possible, so EQ cannot use 

any more power to reduce ISI. The OOK histogram (Fig. 5.13a) shows approximate Poisson distributions with 

variances almost, but not, equal to their mean. The lowest peak is the actual ‘0’ probability mass function and 

the secondary peak is caused by ISI due to spurious counts from dead time, ER, SPAD afterpulsing (<1 %) and 

XOR tree jitter (0.5 ns FWHM). Fig. 5.13a also shows an eye diagram at 400 Mb/s OOK captured from the DAC 

output signal with a LeCroy 735Zi oscilloscope via a ZS4000 active probe. 

 

The received 4-PAM histogram (Fig. 5.13b) has overlapping between adjacent symbols, which was negligible 

in the OOK histogram. We attain 500 Mb/s 4-PAM at 2×10–3 BER and –46.1 dBm sensitivity (Fig. 5.13b). EQ 

improves the BER from 7.6×10–3 to 2×10–3. All these results meet the 3.5×10–3 BER threshold target required 

for FEC to achieve an output BER of 10–9 using concatenated BCH inner and outer codes with 6.69 % overhead 

[19]. 

 

The large SPAD array provides temporal redundancy to ease the dead time constraint by ensuring active SPADs 

are always available in a symbol period. This enables reception of symbols with durations (2.5 ns at 400Mb/s 

OOK, 4 ns at 500Mb/s 4-PAM) shorter than the individual SPAD dead time of 12 ns. Detector redundancy 

therefore obviates the requirement on current RX implementations that the dead time be matched to the symbol 

period to achieve the maximum data rate [28, 29, 37, 25]. 200 Mb/s is attained in [28] with only 4 SPADs and a 

short 3.5 ns dead time, but at the expense of relying on all SPADs to fire every bit period and compromised 

sensitivity due to crosstalk between the detectors (3 % mean, 1.5 V to 3.5 V excess bias), dark counts (1.46-

13.9 kHz) and high afterpulsing probabilities up to 56 %. These spurious afterpulse avalanches are caused by 

the delayed release of trapped carriers around a similar timescale to the dead time [111]. Afterpulsing becomes 

more significant at shorter dead times and causes ISI at higher speeds. Instead, the SPAD array in this work 

has an optimal 1.3 V excess bias above 13.9 V breakdown, 6 kHz median dark count rate and an afterpulsing 

probability of around 1 %, albeit with a longer mean dead time of 12 ns. In reality, the dead time is not uniform 

and may vary depending on voltage and temperature, therefore, it is beneficial to reduce the influence of dead 

time on data rate and error performance. Reducing the susceptibility to dead time is one of the advantages of 

this SPAD RX. 
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Figure 5.14: Simulated and measured PMF count distributions of a 64 × 64 array for 𝜏 = 12 ns, 𝐴 = 8.33×106 

s–1 (left) and maximum 𝐴 = 8.33×107 s–1 (right) at 𝑅 = 100 MBd to 400 MBd. 

 

 

Figure 5.15: SNDR response at 1 Mb/s OOK with a single SPAD. Input waveform amplitude set by 𝑛. Peak 

SNDR = 6.8 dB at 𝑛 = 0.3375. 

5.4.2 Comparison to Model 

The mathematical framework and simulations are compared to measurements obtained from experiments with 

the RX. At 400 Mb/s OOK, 3×10–3 BER is reached at –49.9 dBm with no equalization. The RX histogram is 
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overlaid with estimated distributions in Fig. 5.14. The lowest peak is the ‘0’ PMF, with mean 4 detected 

photons/bit due to ISI and ER. The ‘1’ distribution has an average of 23.1 counts/bit and so the RX is operating 

at around 10 % of its peak capacity of 230 Gphotons/s. At 100 %, the output is saturated as projected with the 

model. ER = 5.78 from the quotient of ‘1’ and ‘0’ means, which corresponds to 1.5 dB penalty. 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.16: 64 × 64 array SNDR 400 Mb/s OOK against 𝑛 (top). Theorized and measured BER with TX ER 

for 400 Mb/s OOK and 500 Mb/s 4-PAM (𝑅 = 400 MBd and 250 MBd respectively) with received power 

(bottom). 

 

The intensity of the optical signal was increased, and the count rate of a single detector element was measured 

(Fig. 5.15). For each run, SNDR per symbol is found from the received counts and noise standard deviation. 

Measurements confirm increased distortion of the signal compared to a constant rate for the standard model 

with Poisson statistics (blue curve). Maximum SNDR = 6.8 dB at 𝑛 = 0.3375. The sweep is repeated with all 
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SPADs in the array enabled (Fig. 5.16 top). Predicted BER from Eqn. (47) is plotted along with BER 

measurements and lines of best fit in Fig. 5.16 with incident optical power (measured with a power meter) 

proportional to 𝑛. As shown, the model and measurements have closely matching curves, so we attain an 

accurate prediction of performance. 

 

Table 3: Comparison of estimated and measured SNDR for one SPAD and a 64 × 64 array at low (10% of the 

maximum count rate) and high intensities – the peak (Pk) value after distortion is added. 

All in dB 10% SNDR SNDR Pk Array 10% SNDR Array SNDR Pk 

Theory 4.5 6.5 9 12 

Simulation 4.7 5.4 9 12.7 

Measured 4 6.8 9.9 13.4 

 

 

It can be seen that BER degradation occurs earlier (at –45 dBm) than the paralyzable model (upper transfer 

curve) would indicate because of transient dead time distortion of the signal. This reduces SNDR to 

approximately 12 dB a decade below the maximum incident rate, despite Poisson SNR = 18 dB at this level (6 

dB penalty). SNDR values from numerical estimates, simulations and RX measurements are summarised in 

Table 3. Maximum expected SNR = 23 dB at 𝑛 = 1, assuming Poisson statistics and no data-carrying signal. 

Peak (Pk) effective SNDR is 9.6 dB lower than this, at 13.4 dB (when 𝑛 = 0.21), which defines the BER inflection 

point. Therefore, 9.6 dB of distortion occurs on the received OOK signal. –49.9 dBm sensitivity at 400 MBd could 

potentially be reduced to –55.9 dBm if the 6 dB penalty due to nonlinear distortion is mitigated. This would allow 

a higher symbol rate or modulation depth to improve overall bit rate. A similar penalty occurs with 4-PAM, albeit 

at a higher average power. 

 

5.4.3 O-OFDM Performance 

Another advantage of a large SPAD array is that complex modulation schemes such as OFDM can be applied 

for high spectral efficiency and multipath mitigation. Furthermore, the SPAD RX is direct-to-digital so no 

analogue-to-digital converter (ADC) is required. DC biased optical OFDM (DCO-OFDM) waveforms are 

generated and adaptive modulation is applied with bit loading in each of the 512 subcarriers to attain 350 Mb/s 
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and 3.7 b/s/Hz mean spectral efficiency at 2×10–3 BER. Fig. 5.17 is the frequency response of the SPAD RX 

determined through channel estimation. The OFDM analogue bandwidth of the SPAD RX is 200 MHz. 

 

 

Figure 5.17: SNR (blue line) and SNDR (pink line) measured at each subcarrier from channel estimation (top). 

32-QAM, 16-QAM, 8-QAM and QPSK received constellations (bottom left to right). 

 

At low frequencies, where there is less input signal attenuation, the effective SNDR is more impaired from the 

total power SNR. There is a distortion penalty of approximately 6 dB between SNR and SNDR at 40 MHz. The 

penalty is 7 dB at subcarriers <40 MHz and around 2 dB for subcarriers from 150 MHz to 200 MHz. This distortion 

is due to dead time nonlinearity at higher incident photon rates. SNR (17 dB peak near DC) is sufficient to convey 

32-QAM and 16-QAM with the lower frequency subcarriers, down to QPSK at subcarrier index 416. The SNDR 

is high enough to distinguish up to 32 transmitted QAM symbols and therefore increase the average number of 
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bits conveyed per symbol, which provides high spectral efficiency. I attained a spectral efficiency of 5.6 b/s/Hz 

at a reduced rate of 200 Mb/s. 

 

 

Figure 5.18: Comparison of PD, APD and SPAD visible light RX devices to the QL. Plot from [106] annotated 

with results from this work. SPAD RXs are shown in orange and APD RXs are shown in green. 400 Mb/s OOK 

with the 130 nm CMOS device is 12.2 dB from the QL. 

 

5.5 Performance Comparison 

The device is operated below the maximum rate of the XOR tress to avoid readout saturation. The array offers 

redundancy where detector elements are continually firing and recovering in steady state conditions. This 

enables high RX dynamic range and Poisson SNR up to 23 dB per sample in theory. RX sensitivity from 100 

Mb/s OOK to 500 Mb/s 4-PAM is compared to other RXs in Fig. 5.18 and a distortion of around 5.7 dB is 

observed. This penalty cannot be explained with current SPAD models, so a novel method of describing 

nonlinearity is established in Chapter 3. Fig. 5.18 also shows the corresponding quantum limits for 450 nm and 

635 nm wavelengths at 2×10–3 BER. Experiments are conducted both in darkness and with a background 

illuminance of 1 klx and results show that ambient light has negligible effect on performance when narrow 

bandpass optical filters are used. 
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Table 4: Performance comparison of PD, APD and SPAD visible light RX devices. The 130 nm RX has the 

best data rate, sensitivity, and power efficiency of SPAD ICs (highlighted in green). 

 

 

 

A SPAD RX for fibre optic applications achieved 200 Mb/s at 6.5×10–3 BER within 24 dB of the quantum limit 

[28]. The fully integrated 130 nm CMOS SPAD RX SoC extends this data rate by 2.5× to 500 Mb/s with 4-PAM 

2×10–3 BER, whilst improving sensitivity to –46.1 dBm, reducing the margin to the quantum limit to only 15.2 dB. 

The lowest margin to the QL achieved with this device is 12.2 dB at 400 Mb/s OOK. 100 Mb/s OOK is also 

reported with this RX at –55.2 dBm sensitivity with a time-correlated demodulation scheme, corresponding to 

an average of 7.5 detected photons per bit, 13.4 dB from the quantum limit [129]. 

 

With 230 pJ/b at best performance, this work proves the highest power efficiency of SPAD RXs published to-

date [25, 28, 29]. Although the RX energy per bit is not lower than PD/APD RXs (ranging from 86 pJ/b in [24] to 

129 pJ/b [102]), these do not include an ADC function, which is inherently realised by this SPAD RX architecture. 

Our value of 230 pJ/b could readily be reduced by over an order of magnitude by adopting advanced CMOS 

nodes. The sensitivities for 100-400 Mb/s OOK, 350 Mb/s DCO-OFDM and 500 Mb/s 4-PAM all outperform that 

of PD, APD and SPAD RXs [24, 25, 28, 29, 101-103] and the maximum bit rate is improved by a factor of 2.5 

compared to [28] whilst maintaining 3.5×10–3 BER suitable for FEC with minimal bit redundancy [19]. The device 

reaches a sensitivity within 15.2 dB of the quantum limit set by the Poisson statistics of photon arrivals [130]. 
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This gap includes a 1.5 dB power penalty due to the finite extinction ratio of the LD TX and an 8 dB loss from 

the SPAD photon detection probability (37%) and fill factor (43%). The former is not an RX issue and can be 

practically eliminated with the use of an external modulator at the source [28]. The latter can be readily reduced 

with an optimised SPAD technology [131, 57] and structure techniques such as 3D stacking [132]. However, the 

remaining 5.7 dB penalty is unaccounted for and attributed to the dead time inducing transient distortion and 

ISI. This causes an SNDR limitation (explored in Chapter 3) which prevents data rate from being further improved 

by increasing signal power. SPAD intrinsic parasitics evaluated in [119] are not as significant in our RX due to 

the low APP. Furthermore, these parasitics are too complex to analytically model with such a large array. With 

OFDM at low frequencies, where there is less signal attenuation, distortion is observed as effective SNDR is 

more impaired from the total power. This is caused by the high PAPR of OFDM, causing it to be more vulnerable 

to nonlinearity than single-carrier modulation formats. 

 

5.6 Summary 

The 130 nm CMOS SPAD RX demonstrates 500 Mb/s and a 15.2 dB margin to the quantum limit in a VLC link. 

Although the device attains the best SPAD RX performance published to date, this is accomplished with a large 

array of detectors, providing redundancy to ease the dead time constraint. BER degradation occurs earlier (at –

45 dBm) than the SPAD large signal transfer curve would indicate because of transient dead time distortion of 

the signal at high photon rates, which reduces SNDR. Dead time remains as a 6 dB ISI limitation and 

performance is highly sensitive to changing signal intensity conditions, so a model is established to aid 

understanding and predict the resulting distortion (Chapter 3). Nonlinearity at high intensities infers that a 

practical use of this device is to supplement, rather than replace, existing PD/APD RXs. SNDR and BER is 

estimated and close matching with measurements validates the effectiveness of the simulation algorithm and 

the analytical model. 
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6. Conclusions 

 

6.1 Outcome 

The ideal statistics of light quantify the performance limit of a photon counting RX. A model is created to focus 

on the parameters of a practical photon counting RX and aid in understanding the inconsistencies between 

theory and practical measurements. The model concludes that the fixed dead time 𝜏 and higher maximum count 

rate benefit of AQ over PQ is only marginally useful, because the SPAD should not operate in its saturation 

region anyway with an incident modulated signal. Therefore, the added circuit complexity and power 

consumption brought with AQ is not worth it at this point in research. The accuracy of this method is confirmed 

by experiments. Results with the 40 nm CMOS IC show that 1 Mb/s OOK is the maximum bit rate achievable 

with a single PQ SPAD detector. OOK RZ with 50% duty cycle is shown to be the optimum signalling method 

for SPADs, however, further optimisation of the pulse profile is a potential direction for future work. 100 Mb/s RZ 

is attained with 112 SPADs. To the author’s knowledge, this is the first time an almost linear scaling of detector 

elements to symbol rate has been demonstrated. This means the sensitivity slope of the RX is parallel to the 

QL. Ideally, a photon counting RX could be designed this way such that all the counts from the detectors are 

combined into a single channel without losses. The differences observed between the experimental results and 

the expected results are explained. Parasitics such as afterpulsing are shown to be negligible for high-speed 

communication if dead time is not reduced below 5 ns [28] and if SPAD processes are optimised [109]. 

 

The 130 nm CMOS RX architecture permits massively parallel (4096) photon event summation to be achieved 

at a high fill-factor (43%) and sample rate (800 MHz). Detector redundancy obviates the requirement on current 

RX implementations that the SPAD dead time be matched to the symbol period to achieve the maximum data 

rate [3, 4, 5]. Another advantage is that complex modulation schemes such as OFDM or PAM can be applied 

for high spectral efficiency and multipath interference mitigation. 400 Mb/s OOK is close to the target rate 

predicted in the model with a similar number of SPADs. It is demonstrated that the RX can operate in a practical, 

background insensitive VLC link at 1 m in 1 klx ambient conditions using the 450 nm LD and optical filtering. 

The RX confirms photon counting reception at up to 500 Mb/s from 1 cm to 1 m. 350 Mb/s is attained with DCO-

OFDM at -48 dBm – this is 15dB from the quantum limit. RF technologies support the 802.11ac and 802.11n 

standards [45, 46] with net data rates between 54 Mb/s and <7 Gb/s. This work is the first CMOS optical RX to 
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support a wireless link with a similar data rate, modulation standard, and received irradiance (–49.9 dBm to –

46.1 dBm) similar to that of WiFi. 

 

The higher power consumption and dead time pile-up nonlinearity of the SPADs at high signal levels leads to 

concluding that the practical use of this device to be in assistance (rather than replacement) of existing APD or 

PIN RXs for LiFi, UWOC and POF applications towards extended link range or maintaining a low-rate link in 

highly scattering environments. In an improved RX implementation, the XOR tree could be replaced by fast 

summation at the exterior of the array, reducing photon cancellation effects and improving fill factor further. 

Ultimately, 3D stacking would allow further improvements to SPAD PDP (also in near-infrared) [59, 109] and the 

placement of combination and summing electronics under the detectors without compromising fill factor [58]. 

These improvements move towards eliminating almost all of the 8 dB penalty due to PDP and FF losses. In 

addition, the 1.5 dB penalty from the LD extinction ratio could be mitigated if the cost of shutters such as SLMs 

goes down [103]. Recently, a PTID algorithm has been developed to mitigate the ISI induced by dead time and 

improve RX sensitivity by up to 7 dB [42]. This would repair the 6 dB distortion loss predicted in the model 

(Chapter 3) and confirmed in the experiments (Chapter 5). 

 

While the RX data rate is much lower than the fastest rate reported with an ASiPM to-date (3.45 Gb/s), we prove 

a photon counting architecture is more sensitive and closer to the QL. The main advantage of a DSiPM RX over 

an ASiPM RX is lower power consumption since no ADC is required in the receive path. In addition, a smaller 

number of detector elements are required, which means that each SPAD in the 130 nm IC is used more 

efficiently than in a large ASiPM. This means the total active area can be adjusted to optimise sensitivity. 

 

6.2 Future Work 

The assumptions in this work should be addressed to create a more practical system suitable for use outside of 

the laboratory. The 450 nm LD used has a high output power and is not Class 1 or 1M eye safe, making it 

unsuitable for VLC-based consumer applications [21]. For example, a diffuser could be used to create a 

secondary source and diverge the beam to ensure eye safety. Alternatively, a blue µLED array would have 

sufficient BW (~980 MHz [17]) for the symbol rates (250 MBd to 400 MBd) and OFDM BW (200 MHz) 

demonstrated in this thesis. Another assumption, that the 55 % transmission loss of the bandpass filter at the 

SPAD RX is counteracted by the nonideal spectral emission of the LD (allowing a band of wavelengths to be 
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detected), should be more accurately modelled with and without different ambient light sources. Furthermore, 

precise alignment in the high-speed experiment is not practical and should be relaxed. Mircolenses on the SPAD 

array could solve this issue [109]. 

 

There are potential routes towards higher speeds and improved error performance for SPAD RXs. Techniques 

such as predistortion at the TX [134] could be implemented to mitigate this distortion, with the metrics determined 

from the model used for calibration. Alternatively, a digital equivalent of automatic gain control could be 

employed at the RX to reduce the output level when the input signal intensity is too high. BER could potentially 

be reduced by optimising and automatically adjusting the decision threshold for OOK and PAM depending on 

received count statistics. In this thesis, adaptive EQ was proven very effective with the nonlinear nature of 

SPADs and there is further work for ASIC-based EQ and adaptive threshold implementations. For SPAD-based 

OFDM, recent work shows a promising solution to rectifying nonlinear distortion due to dead time by applying 

pre-equalization at the TX [135]. Underwater wireless optical communication is a promising use case for the 

very high sensitivity of the digital SPAD RX in this work. The SPAD-based system solves the sensitivity-area 

bottleneck at the analogue front-end whilst maintaining a compact form-factor suitable for portable devices, but 

further research into field of view, multipath, and mobility could be done. SPAD RXs could be integrated with 

current ToF imaging systems and emerging technologies such as LiDAR [47]. Future practical work would 

involve extending wireless or POF link range and maintaining connectivity in extreme conditions such as dark 

or diffuse environments. 
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