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Transverse and longitudinal electron beam shaping is a crucial part of high-brightness

electron accelerator operations. In this dissertation, we report on the corresponding beam dy-

namics research conducted at Fermilab Accelerator Science and Technology facility (FAST)

and Argonne Wakefield Accelerator (AWA). We demonstrate an experimental method for

spatial laser and electron beam shaping using microlens arrays (MLAs) at a photoinjector

facility. Such a setup was built at AWA and resulted in transverse emittance reduction

by a factor of 2. We present transverse emittance partitioning methods that were recently

employed at FAST facility. A strongly coupled electron beam was generated in an axial

magnetic field and accelerated in 1.3 GHz SRF cavities to 34 MeV. It was then decoupled in

Round-To-Flat beam transformer and beams with emittance asymmetry ratio of 100 were

generated. We introduce the new methods of measuring electron beam canonical angular

momentum, beam transformer optimization and beam image analysis. We also describe a

potential longitudinal space-charge amplifier setup for FAST high-energy beamline. As an

outcome, a broadband partially coherent radiation in the UV range could be generated.
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CHAPTER 1

ACCELERATOR AND BEAM PHYSICS CONCEPTS

Electron accelerators have been an active topic of research since the 1930s. They have

become an inseparable part of material science, medicine, homeland security and fundamen-

tal science. The first electron accelerators were high static-voltage Cockroft-Walton/Van de

Graaff generators that produced electrons in the keV-energy range. Modern accelerators

based on electromagnetic (EM) field acceleration can provide electron beams in the sub-TeV

range, and future machines are expected to reach TeV and possibly PeV energies. With

rapid progress of acceleration technology, electron beam shaping remains a vitally important

method for delivering beams with the required specifications in different applications. Below

are the areas of Accelerator Physics where the results reported in this dissertation can be

directly applied.

Electron beam transport. Radio frequency (RF) and superconducting RF (SRF) technolo-

gies remain the major accelerating techniques in current generation machines. In the last 20

years, the advancements in SRF acceleration drastically increased the energy efficiency and

reduced the footprints of electron accelerators. The 1.3-GHz SRF accelerating cavity was

originally developed in the context of the TESLA linear-collider project [1]. It was included

in the baseline design of the future International Linear Collider (ILC) [2] and in the design

of various other operating or planned accelerator facilities. Projects based on such a cavity

include electron- [2, 3], muon- [4], and proton-beam accelerators [5] supporting fundamental

science and compact high-power industrial electron accelerators [6]. A modern 1.3 GHz SRF

accelerating cavity provides a gradient of up to 45 MeV/m. When combined with other cav-
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ities in series it forms a cryomodule. The backbone of the ILC is such a cryomodule which

consists of 8 cavities operating at 32 MeV/m. An ILC-type cryomodule was first commis-

sioned with the operational parameters at the Fermilab Accelerator Science and Technology

(FAST) facility as a main part of the electron injection beamline for the Integrable Optics

Test Accelerator (IOTA) [7]. Electron beam transport properties of a single ILC-type cavity

are discussed in this work.

Electron machines also serve as test accelerators for advanced nonlinear beam optics

development. IOTA is such an accelerator that is being commissioned at the FAST facility.

IOTA nonlinear lattice design requires 150 MeV electron beams to be delivered by FAST

electron injector. It will comprise a nonlinear magnet in its beamline to achieve accelerator

optics integrability. The transport properties and the injector beamline optimization were

investigated as a part of this dissertation.

Photoinjectors. Currently there are three main types of electron sources that are distin-

guished by the emission process: thermionic (“hot”) emission, field (“cold”) emission and

photoemission. Each of the emission types have their own areas of application. Particle

distribution mimicking the original laser distribution is the advantage of a photoemission

RF-gun. The process of generating photoelectrons with the ultraviolet (UV) laser starts at

a metallic or semiconductor plate (photocathode) with high a quantum efficiency. When a

plate is impinged on by a laser pulse, photoelectrons are born in the bulk of a plate material

and overcome the vacuum potential barrier. They freely drift to the surface where they are

dragged out of the metal with a strong electric field due to Schottky effect. In a typical

source, electrons are initially accelerated, then focused with a solenoidal magnetic field and

the entire setup forms a photoemission RF-gun. Typically such a setup produces 5-10 MeV

photoelectrons within ∼50 cm for further acceleration downstream of the machine.

Photoemission electron sources serve in an increasing number of applications including,

accelerator-based light sources, ultra-fast electron diffraction setups, high-energy particle
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accelerators, including the FAST injector and Argonne Wakefield Accelerator (AWA). For

a given photoemission electron-source design, the beam properties, notably its brightness,

are ultimately limited by the initial conditions set by the laser pulse impinging on the pho-

tocathode. Nonuniformities in the transverse electron-beam density can lead to transverse

emittance dilution or intricate correlations. A challenge common in most applications is

the ability to produce an electron beam with uniform transverse density. Generating and

transporting a laser pulse while preserving a homogeneous transverse density is challenging

and has been an active area of work. For instance, producing UV laser pulses requires the

use of a nonlinear conversion process of amplified infrared (IR) pulses. This frequency up-

conversion mechanism often introduces transverse inhomogeneities owing to the nonlinearity

of the conversion. In this dissertation we discuss a mechanism of improving the electron

beam quality by shaping the laser transverse profile.

Electron and electron-ion colliders. Electrons or positrons are elementary particles mean-

ing they do not possess any known internal structure. Colliding electrons or positrons poses

an excellent opportunity for further exploration of the fundamental natural forces. As pro-

ton colliders approach their technological limits, multiple future electron collider projects

have been proposed (e.g. ILC, JLEIC [8]). Such a facility, when completed, will be able

to produce and register processes with much smaller cross sections than current generation

colliders. They will recreate the conditions and processes that occured in the early Universe

aiding in exploration of fundamental natural phenomena. Improved transverse and longi-

tudinal uniformity of an electron beam increases the number of collisions per second and

therefore the total luminosity of such a collider.

Electron beams are commonly used for cooling of proton and ion beams [9, 10]. Con-

ventional electron cooling process includes an electron beam co-propagated with a proton

or ion beam. In the beam’s rest frame electron charge density exerts Coulomb force on the
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protons/ions. Such beamline sections are called electron lenses and were famously developed

and tested at Fermilab to increase proton beam quality in Tevatron collider.

Prevalent angular motion (“magnetization”) in electron beam increases the time of inter-

action and improves the cooling efficiency [11]. As a part of the future electron-ion colliders,

a cooling section involving strong angular-momentum-dominated beams is proposed. This

technique was initially developed at Fermilab’s A0 facility [12, 13, 14]. Further improvements

were researched at the FAST facility and are reported in this document. A mechanism of re-

moval of angular motion or round-to-flat beam (RTFB) transformation can generate beams

with better current profiles which also increase the luminosity of the future electron colliders

and serve as alternative to electron damping rings. A method of “magnetized” beam genera-

tion and RTFB transformation are discussed theoretically and demonstrated experimentally

in this dissertation.

Light sources. Electrons generate synchrotron radiation when moving on a bent trajec-

tory. The total radiated power for a given beam energy depends on the relativistic Lorentz

factor as P ∼ γ4. This effect is most prominent for electrons due to their relatively low

mass. Synchrotron radiation produced by an electron beam, in general, has a broadband

spectrum. However, when sent through an undulator, the radiation consists of coherent

ultra-short intense pulses of X-rays that can unveal the intrinsic properties of matter beyond

the scope of any other scientific instrument. Additionally, coherent synchrotron radiation

can be produced in the THz range and used in medical tomography, structural diagnostics,

and security cargo scanning. The electron accelerators tailored for such purposes are com-

monly referred as light sources and are widely employed in various configurations aroung the

world.

Modern light sources require sophisticated beam shaping techniques to prepare the beam

distribution in a way to maximize radiation power output. Such techniques involve dielectric

wakefield beam current shaping, microbunching, space-charge corrections, emittance growth
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mitigation, emittance exchange, electron-laser interaction, electron beam transverse shaping,

etc. Many of these methods were developed at Fermilab, and in particular, a novel experi-

mental radiation generation setup for FAST high energy beamline is considered numerically

in this thesis. It can be applied elsewhere as a complimentary part of an electron linear

accelerator.

1.1 Relativistic particle motion

In this chapter we will introduce accelerator elements and concepts that will be used

throughout the text. Consider a motion of a particle with mass m, charge q, relativistic

momentum ppp and located at rrr in the presence of an axially symmetric electro-magnetic field.

In this case the Lorentz force will act on the particle as:

FFF(rrr, t) = q[EEE(rrr) sinΨ(t) + vvv × BBB(rrr) cosΨ(t)], (1.1)

where Ψ(t) ≡ ωt + ψ0 (with ω ≡ 2π f ), f is the frequency, vvv is the particle velocity, the

external (EEE,BBB)-fields are generated by vector potential AAA as BBB = ∇×AAA and scalar potential φ

as EEE = −∇φ − ∂AAA
∂t . Since ppp = γmvvv, where γ is the Lorentz factor, the motion of electron with

q = e can be described in a general form by the following equation of motion [15, 16, 17]:

γm
dvvv
dt
+ mvvv

dγ
dt
= e(−∇φ − ∂AAA

∂t
+ vvv × ∇ × AAA) (1.2)

Additionally, fields (EEE,BBB) obey Maxwell’s equations in a free space:

∇ × EEE = −∂BBB
∂t
, ∇ · BBB = 0
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Relativistic Hamiltonian of a relativistic particle in the presence of (EEE,BBB) fields generated by

(AAA, φ) potentials can then be written as [17]:

H = c(m2c2 + (p − qA)2)1/2 + eφ − mc2,

where c is the speed of light and ppp is the particle momentum. Note, that:

−∂H
∂θ
=

dpθ
dt
= 0,

therefore θ is a cyclic variable and pθ = γmr2 Ûθ + er Aθ = const is a constant of motion.

pθ is also commonly labeled as canonical angular momentum (CAM), and its conservation

is also known as Busch’s theorem [18]. It can be rewritten in the following form:

L = γmr2 Ûθ + 1

2
eBz(z)r2 + O(r4), (1.3)

where L corresponds to the canonical angular momentum (CAM), Bz(z) is the axial compo-

nent of the magnetic field and (r, θ, z) are cylindrical coordinates. CAM beams have a variety

of applications and can be further manipulated to form beams with asymmetric transverse

emittances or flat beams [19].

1.2 Electron beam phase-space parameters

Electron motion can be fully characterized by its coordinates and momemnta in 6D phase-

space (x, px, y, py, z, pz). It is customary to define the 6D trace-space as (x, x′, y, y′, z, δ), where

x′ ≡ px/pz and y′ ≡ py/pz due to significance of the pz in comparison to other momemnta,

and δ = ∆pz/pz is the fraction momentum spread. The condition pz � px,y is also labeled as
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paraxial approximation. Due to the implication of the Liouville’s theorem, the total trace-

space volume dΓ ≡ dxdydzdx′dy′dpz = const remains constant at all times in the accelerator.

Consider an ensemble of electrons travelling together at ultra-relativistic speeds. Such

an ensemble is conventionally called electron bunch and is characterized by its total charge

and statistical properties of its particle distribution.

Let particle density distribution in (x, x′)-plane be described by F(x, x′). Then the fol-

lowing statistical central moments can be defined:

〈x〉 =
∫ +∞

−∞

∫ +∞

−∞
xF(x, x′)dxdx′ ≈ 1

N

N∑
i=1

xi (1.4a)

〈x′〉 =
∫ +∞

−∞

∫ +∞

−∞
x′F(x, x′)dxdx′ ≈ 1

N

N∑
i=1

x′i (1.4b)

〈x2〉 =
∫ +∞

−∞

∫ +∞

−∞
x2F(x, x′)dxdx′ ≈ 1

N

N∑
i=1

x2i (1.4c)

〈x′2〉 =
∫ +∞

−∞

∫ +∞

−∞
x′2F(x, x′)dxdx′ ≈ 1

N

N∑
i=1

x′2i (1.4d)

〈xx′〉 =
∫ +∞

−∞

∫ +∞

−∞
xx′F(x, x′)dxdx′ ≈ 1

N

N∑
i=1

xi x′i, (1.4e)

where N is the number of particles in the bunch. Additionally, the quantities σx =
√
〈x2〉

and σ′x =
√
〈x′2〉 are called distribution RMS size in (x, x′). Similarly, the calculation for

(y, y′), (x, y), (x′, y), (xy′), (x′y′) planes yields its second central statistical moments. First or-

der moments 〈x〉, 〈x′〉, 〈y〉, 〈y′〉 are often assumed to be 0.

Longitudinal bunch distribution is also commonly described by its RMS bunch length

σz =
√
〈z2〉 and energy spread σδ =

√
〈∆γ2〉/〈γ0〉, where γ0 is the Lorentz factor of the
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bunch’s center of mass. To characterize longitudinal temporal profile, a bunching factor is

defined as [20]:

b(ω) = 1

N

����∑
n

exp(−iωtn)
����, (1.5)

where tn = zn/c is the temporal coordinate of the n-th particle, N is the total number of

particles and ω ≡ kc.

1.2.1 Beam moments matrix

The second-order transverse statistical moments form a covariance matrix or beam ma-

trix :

Σ =

©­­­­­­­­«

〈x2〉 〈xx′〉 〈xy〉 〈xy′〉

〈x′x〉 〈x′2〉 〈x′y〉 〈x′y′〉

〈yx〉 〈yx′〉 〈y2〉 〈yy′〉

〈y′x〉 〈y′x′〉 〈y′y〉 〈y′2〉

ª®®®®®®®®¬
. (1.6)

From Eqs. (1.4) it can be concluded that the matrix (1.6) is symmetric. In case of a round

beam at waist Eq. (1.6) takes a simplified diagonal form:

Σ =

©­­­­­­­­«

〈x2〉 0 0 0

0 〈x′2〉 0 0

0 0 〈y2〉 0

0 0 0 〈y′2〉

ª®®®®®®®®¬
. (1.7)
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Such a matrix obeys the condition of |Σ| ≥ 0. In case of a round uncoupled beam the beam

matrix takes 2 × 2 block diagonal form. An upper(lower) block can be parameterized as

Σ2×2 =
©­­«
〈x2〉 〈xx′〉

〈x′x〉 〈x′2〉

ª®®¬ = ε2x
©­­«
βx −αx

−αx γx

ª®®¬ , (1.8)

where εx =
√
〈x2〉〈x′2〉 − 〈xx′〉2 is geometric emittance and (αx, βx, γx) are Twiss or Courant-

Snyder parameters. Note, that γx ≡ (1 + α2x)/βx. The product of geometric emittances εxεy

is conserved. It is also useful to define a normalized emittance as εnx = βγεx, where β is the

beam velocity and γ - Lorentz factor. The ratio B⊥ = Q/εxεy, where Q is the bunch charge,

is referred as the beam’s transverse brightness. For the most of practical applications it is

important to minimize beam emittance, and therefore maximize the beam brightness.

1.3 Accelerator beamline elements

In this section we will briefly review the common linear accelerator elements that are

routinely used in electron beamlines. Eq. (1.2) can be rewritten in cylindrical coordinates

as [17]:

r′′ + g1(z)r′ + g2(z)r − g3(z)/r3 = 0, (1.9)

where r is the particle’s radial coordinate r =
√

x2 + y2, g1(z) = γ′/γβ2, g2(z) = γ′′/2γβ2 +

(eBBB/2mcβγ)2, g3(z) = (pθ/mcγβ)2, r′ = dr
dz . Eq. (1.9) can be linearized and a solution can be

represented in a matrix form: ©­­«
r f

r′f

ª®®¬ =
©­­«
R11 R12

R21 R22

ª®®¬
©­­«
ri

r′i

ª®®¬ , (1.10)
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where
©­­«
ri, f

r′i, f

ª®®¬ are initial(final) positions of a particle and RRR is the transport matrix. Under the

transformation (1.10) the determinant of the beam matrix (1.6) is conserved:

|Σf | = |RRRΣ0R̃RR| = |Σ0 |,

where R̃RR is RRR transposed. In case of no acceleration applied, g1(z) = 0, additionally when

pθ = 0 the nonlinear term vanishes g3(z) = 0, therefore the motion can be uncoupled and

considered separately in (x, y, z)-space. The Eq. (1.9) then takes form:

x′′ + Kx(s)x = 0, y′′ + Ky(s)y = 0, z′′ + Kz(s)z = 0, (1.11)

where Kx,y,z(s) is a function of path length s. Eqs. (1.11) is commonly referred as Hill’s

equations. The most general solution of the Hill’s equation is a pseudo-harmonic oscillation.

However, very often the solution is found in small oscillation amplitude approximation which

corresponds to the paraxial approximation discussed above.

In practice, the solution of the Eq. (1.9) is found numerically for each particle in the

distribution. The particle tracking codes used in this dissertation are Astra, Impact-T

and Elegant [21, 22, 23]. Astra and Impact-T solve the Eq. (1.9) directly, while

Elegant is based on transfer matrices approach.

A typical accelerator consists of an electron source and solenoidal lenses, which form

electron gun, along with drift spaces, dipole and quadrupole magnets, and accelerating

cavities. Additionally, accelerators can also include sextupole and octupole magnets for

abberations compensation. Most of the accelerator-transport elements are described in terms

of a paraxial approximation as a solution of Eq. (1.11). A rigorous derivation of first and

second order accelerator optics can be found in [24].
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1.3.1 Solenoidal lens

In case of a pure axially-symmetric magnetic field the equation (1.9) is further reduced

to:

r′′ + k2r = 0, (1.12)

where k2 ≡ (eBBB/2mcβγ)2 or ω2
L/(β2c2), where ωL is called Larmor frequency. Larmor fre-

quency defines the rotation of the beam around its axis inside the solenoidal lens. The

rotation stops upon exiting the solenoid field, therefore such a lens not just images the

electron beam, but also rotates it. The angle of rotation can be computed as [17]:

θrot = −µ0eNI/2mcβγ, (1.13)

where µ0 is magnetic permeability, N is the number of coil turns, I is the current. The focal

length f of the solenoidal lens can be calculated from [17]:

1

f
=
θrot sin θrot

l
, (1.14)

where l is the total length of the solenoid with its fringe fields. The focusing provided by

the solenoid is radial, so it affects the beam equally in all radial directions.

Due to the properties defined by Eqs (1.13) and (1.14), solenoidal lenses are commonly

used in electron gun setups for initial optics matching out of the photocathode. Typically,

three solenoids are used in the RF-gun setup. First two are called Bucking and Focusing,

which are wired to have opposite direction of current to cancel out the magnetic field at the

photocathode surface. When electrons exit the photocathode material, the residue field of

the Focusing solenoid provides an inward force to reduce the beam’s divergence and size. A
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third solenoid, conventionally referred to as Main solenoid, provides additional flexibility in

initial Twiss parameters mathching downstream of the RF-gun. Note, that it is sufficient

to have just two solenoids in the RF-gun setup, however in practice three magnets provide

better beam dynamics control.

Solenoidal lenses can be used further in the accelerator beamline as well as additional

radial focusing elements. Such a beamline provides excellent beam matching capabilities and

is commonly built for advanced phase-space manipulation purposes.

1.3.2 Drift element

In the external field-free region the particles in electron beam are subject to internal

Coulomb fields and their motion can be described as

r′′ − Kr
a2
= 0, (1.15)

where a is the transverse size of the beam, K = eI/2πε0mc3β3γ3 is the generalized perveance

or space-charge parameter and I is the beam current. One can rewrite the space-charge

parameter as:

K =
2I

I0β3γ3
, (1.16)

where I0 = e/2πε0mc3 ≈ 17kA for electrons. One can also define a plasma frequency ωp as

ωp = βc
√

2K/a and the radial motion of the electron will be described by Ür = ω2
pr/2 [17]. If

space-charge forces are neglected there Ür = 0 and r′ = r′(0) is a constant.
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For sake of simplicity of the analysis space-charge parameter is often omitted, so the

linearized axial motion of electrons can be represented in a matrix form as follows:

RRRd =

©­­­­­­­­«

1 L 0 0

0 1 0 0

0 0 1 L

0 0 0 1

ª®®®®®®®®¬
, (1.17)

where L is the length of the field-free region. Hereafter we will refer to Eq. (1.17) as drift

element RRRd.

1.3.3 Dipole correctors

Dipole magnetic correctors are required to align the beam in the beamline. The dipole

magnet effect can be characterized as a change of beam momentum in the transverse plane as

p⊥(MeV/c) = 299.8B(T)R(m), where R is the bending radius. Dipole correctors are commonly

arranged in pairs to account for vertical/horizontal kick, which can be summarized in the

following form: ©­­«
δpx

δpy

ª®®¬ =
©­­«
dx

dy

ª®®¬ . (1.18)

Here (dx, dy) is a constant vector, where dx,y corresponds to the dipole kick value in x, y

plane.
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1.3.4 Quadrupole lens

Magnetic quadrupole lenses are commonly used for beam transport. The magnetic fields

in the quadrupole are not axisymmetric, therefore its focusing properties are different in x

and y directions. The electron motion in a quadrupole lens is convinient to describe using

Eq. (1.11):

x′′ +
2eβcB0

γmd
x = 0, y′′ − 2eβcB0

γmd
y = 0, (1.19)

where B0 is the amplitude of the field and d is the lens aperture. The matrix solution of the

Eq. (1.19) is also called thick-lens approximation and can be written as:

RRRq =

©­­­­­­­­«

cos L
√
κ 1/

√
κ sin L

√
κ 0 0

−
√
κ sin L

√
κ cos L

√
κ 0 0

0 0 cosh L
√
κ 1/

√
κ sinh L

√
κ

0 0
√
κ sinh L

√
κ cosh L

√
κ

ª®®®®®®®®¬
, (1.20)

where κ is defined as κ = 2eB0/γmdβc and L is the length of the magnet. For convinience,

one can also intoduce thin-lens approximation as (taking the limit L
√
κ � 1 and Taylor

expand to the 1st order):

RRRq =

©­­­­­­­­«

1 0 0 0

q 1 0 0

0 0 1 0

0 0 −q 1

ª®®®®®®®®¬
, (1.21)
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where q = 1/ f = ±κL is the focusing strength of the magnet and f is the focal length. The

matrix of a skewed quadrupole can be obtained via transfomation in the form of RRR−π/2RRRqRRRπ/2

Thin-lens approximation for a skewed quadrupole would then have form:

RRRq =

©­­­­­­­­«

1 0 0 0

0 1 q 0

0 0 1 0

q 0 0 1

ª®®®®®®®®¬
. (1.22)

For the IOTA/FAST quadrupole magnets the following relation is used to calculate it’s cur-

rent: Iq = (1.8205K×p [MeV/c])/405.4, where K = q/Le f f and Le f f = 16.7cm is the effective

length of the quadrupole. Focusing and defocusing quadrupoles are generally arranged in

sections known as FODO cells.

1.3.5 Accelerating cavity in T M010,π mode

The oscillating EM-field in a periodic conducting structure can be tuned in a way that

particles receive maximum energy gain upon arriving in a structure. Such structures are

called accelerating cells and are commonly grouped together to form an accelerating multi-

cell cavity. In this section we consider a standing-wave accelerating structure operating in

the T M010,π mode. The transverse beam dynamics associated to such a cavity has been

extensively explored over the last decade and focused essentially on numerical simulations of

single-bunch emittance dilution due to the field asymmetries [25, 26, 27, 3] and multibunch

effects due to trapped modes [28]. Most recently, experiments aimed at characterizing the

transverse beam dynamics in this type of SRF cavity were performed [29, 30, 31].
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1.3.5.1 Analytical model of the cavity

An analytical model of the T M010,π cavity was first derived by Chambers [32] and am-

mended by Serafini and Rosenzweig [33, 34]. Consider the transverse motion of the particle

in a standing wave RF field with axial field Ez(z, t) = E0
∑

n an cos (nkz) sin(ωt + φ), where E0

is the peak field, nk is the wave number associated to n-th harmonic of amplitude an, φ is

an arbitrary phase shift, and z is the longitudinal coordinate along the cavity axis.

The radial component of the Lorentz force given by Eq. (1.1) (or ponderomotive-focusing

force) can be obtained under the paraxial approximation as

Fr = −e(Er − vBθ) ≈ er
∂Ez

∂z
, (1.23)

where v ' c is the particle velocity along the axial direction.

Ref. [33] shows that the force averaged over one RF-period in the first order of per-

turbation theory yields the focusing strength K̄ = −(E0e)2/8(βγmc2)2, for the case of a

“pure” standing wave resonator (where the spatial profile of the axial field is modeled as

Ez(z) ∝ cos(kz) inside the cavity) originally considered in Ref. [32]. The equation of motion

Eq. (1.9) in Cartesian coordinates then takes form:

x′′ +
(
γ′

γ

)
x′ + K̄

(
γ′

γ

)2
x = 0, (1.24)

where x is the transverse coordinate, x′ ≡ dx
dz , γ′ ≡ dγ

dz = eE0 cos (φ)/m0c2 ≡ ḠRF/m0c2 is the

normalized energy gradient and γ is the Lorentz factor.

The solution of the Eq. 1.24 through the cavity can be linearized in the form of x f = RRRxi,

where x ≡ (x, x′)T , here RRR is a 2×2 matrix, and the subscripts i and f indicate upstream and
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downstream particle coordinates respectively. According to Chambers’ model, the elements

of RRR are given by [32, 33, 34, 35, 36]:

R11 = cosα −
√

2 cos (φ) sinα,

R12 =
√

8
γi

γ′
cos (φ) sinα,

R21 = −
γ′

γ f

[
cos (φ)
√

2
+

1
√

8 cos (φ)

]
sinα, (1.25)

R22 =
γi

γ f
[cosα +

√
2 cos (φ) sinα],

where α ≡ 1√
8 cos (φ)

ln
γ f
γi

, γ f ≡ γi + γ
′L cos φ is the final Lorentz factor (where L is the cavity

length). The determinant associated to the 2 × 2 block of the matrix is |RRR|2×2 = γi/γ f . The

latter equation also holds for the vertical degree of freedom (y, y′) owing to the assumed

cylindrical symmetry. Under such an assumption the equations for the vertical degree of

freedom are obtained via the substitutions x ↔ y, and indeces 1↔ 3 and 2↔ 4. The total

transverse transfer matrix determinant is then |RRR|4×4 = (γi/γ f )2.

The axially-symmetric electromagnetic field assumption invoked while deriving Eq. (1.25)

is often violated, e.g., due to asymmetries introduced by the input-power (or forward-power)

and high-order-mode (HOM) couplers. The input-power coupler provides the RF power to

the cavity while the HOM couplers damp the harmful trapped fields potentially excited as

long trains of bunches are accelerated in the SRF cavities. In addition to the introduced

field asymmetry, the coupler can also impact the beam via geometrical wakefields [37, 38].

1.4 Canonical angular momentum (CAM) dominated beams

We now consider an electron source submerged in strong axial magnetic field and focus

on electron beam transverse trace-space (x, x′, y, y′) dynamics. The latter case corresponds
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to non-zero canonical angular momentum L defined by Eq. (1.3). Additionally, the rela-

tivistic Hamiltonian defined in Sec. 1.1 can be factored out into transverse and longitudinal

components. The conservation of L yields that the mechanical angular momentum (MAM)

of electron in the magnetic-field-free zone is:

|LLL | = γm|rrr × drrr
dt
| = 1

2
eB0zr20, (1.26)

where B0z is the axial field at the emission point, r0 is the electron coordinate at the emis-

sion point and r is the electron coordinate at the measurement location downstream of the

cathode. The norm of |LLL | can be computed as |LLL | = |rrr × ppp| = xpy − ypx. In case of an axially

symmetrical particle distribution, one can introduce 〈L〉 = eB0zσ
2
0 as a mean CAM averaged

over the distribution, where σ2
0 is the RMS size of the beam at the emission point. Also

〈L〉 = eB0zσ
2
0 = const is a conserved quantity.

Following Ref. [39], we introduce the magnetization L ≡ 〈L〉/2γmc. At the emission

point the covariance matrix will take form:

Σcyl =

©­­­­­­­­«

σ2 0 0 L

0 σ′2 −L 0

0 −L σ2 0

L 0 0 σ′2

ª®®®®®®®®¬
, (1.27)

where σ and σ′ are respectively the round-beam RMS size and divergence. Let’s define

an effective emittance as ε4D ≡ 1/4
√

det Σcyl =
1/4
√

det JΣcyl =
√
(σ2σ′2 − L2) and projected

emittance as ε0 ≡ σσ′, therefore ε24D = ε
2
0 −L2. Here J is a 4×4 skew symplectic unit matrix.

It can be proved that the eigenvalues of RRRΣcylR̃RR are conserved for any linear symplectic
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transformation RRR. The solution of the eigenvalue problem det (JΣcyl − Iλ) = 0 yields two

positive eigenemittances [11, 40, 19, 41, 42]:

ε− ≡
√
ε20 + L2 − 2Lε =

√
(ε0 − L)2 =

√
L2 + ε24D − L ≈

ε24D

2L
ε+ ≡

√
ε20 + L2 + 2Lε =

√
(ε0 + L)2 =

√
L2 + ε24D + L ≈ 2L. (1.28)

A beam is said to be magnetized when L � ε4D. The eigenemittance ratio is often referred

to as flatness and takes the form:

ε+
ε−
=

4L2

ε2u
=

1

p2z
e2B2

0z
σ2
0

σ′20
.

1.4.1 Round-to-flat beam transformation

The CAM can be removed from electron beam by propagating it through the series of

three skewed quadrupoles such to apply a torque. Such a quadrupole channel is conven-

tionally called Round-to-Flat Beam (RTFB) adapter or transformer. RTFB transformation

projects eigenemittances onto conventional emittances, thereby creating a flat beam.

Let the RTFB transformer be described by a matrix product RRRRTFB = RRRq3RRRd3RRRq2RRRd2RRRq1,

where RRRqi,RRRdi are the quadrupole (drift) matrices respectively. RRR′RTFB = RRR−π/2RRRRTFBRRRπ/2,

where RRRφ is the rotation matrix. The beam second order moment matrix ΣΣΣ0 =
©­­«
ΣX X ΣXY

ΣY X ΣYY

ª®®¬
is transformed as ΣΣΣ f = RRRRTFBΣΣΣ0R̃RRRTFB, where Σ{X,Y },{X,Y } are 2 × 2 blocks of ΣΣΣ matrix, ΣΣΣ0 is

the beam matrix at the entrance of the RTFB transformer, ΣΣΣ f is the beam matrix at the
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exit of the transformer. RTFB transformer transfer matrix can be rewritten in block form

as RRRRTFB =
©­­«

A B

C D

ª®®¬ and the condition to remove CAM Σ fXY = 0 yields [43]:

AΣ0B̃ + BΣ0 Ã + AΣC Ã + BΣ̃C B̃ = 0. (1.29)

The latter matrix equation can be solved analytically in case of cylindrically symmetric

distribution with a beam waist located at the entrance of the RTFB transformer and yields

two sets of solutions for quadrupole strength q = 1/ f , where f is focal length; see also Ref.

[44]:

q1 = ±

√
−d2(dT s21 + s11) + dT s22 + s12

d2dT s12
,

q2 =
(d2 + d3)(q1 − s21) − s11

d3(d2q1s11 − 1) , (1.30)

q3 =
d2(q2 − q1q2s12) − s22

d2(d3q2s22 + q1s12 − 1) + d3(s12(q1 + q2) − 1),

where qi is the quadrupole strength, d2, d3 are the distances between first and second, and

second and third quadrupole respectively, si j are the elements of 2 × 2 symplectic matrix

SSS. Matrix SSS can be defined as a correlation matrix YYY = SSSXXX, where XXX,YYY are the trace space

vectors, or as in [39]:

SSS = ± 1

ε0

©­­«
Σ12 −Σ11

Σ22 −Σ12

ª®®¬ , (1.31)

where ε0 =
√
ε24D + L2. Additionally, it should be noted that the solution provided by Eqs.

(1.30) does not depend on the value of L.
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The sign of q1 in Eq. (1.30) determines the eigenemittance projection orientation. Posi-

tive sign +q1 corresponds to the mapping (ε− → εx, ε+ → εy), thereby representing a vertical

flat beam solution. Negative sign −q1 corresponds to (ε− → εy, ε+ → εx) which generates a

horizontal flat beam solution.

In case of a most general form of Eq. (1.6) with all couplings, the Eq. (1.29) yields a

coupled system of degree 6 polynomials and the solution can only be computed numerically.

In case of a general magnetized distribution, RTFB settings should be calculated for each

value of L. Note, that Eqs. (1.30) are derived in thin-lens approximation and the actual

settings for the RTFB transformer should be reoptimized. It can be done with a particle

tracking program elegant [23] or with a MagnetOptimizer toolbox written by the author

[45]. elegant has higher-order corrections implemented for the accelerator elements and

uses simplex optimization for solving Eq. (1.29).

Previously, experimental generation of CAM and flat beams was demonstrated at Fermi-

lab’s A0 facility and an emittance ratio of 100 was achieved at the beam energy of 15 MeV

and bunch charge of 0.5 nC [46, 44, 12, 47].

1.5 Magnetic bunch compressor (chicane)

A magnetic bunch compressor (or a chicane) is comprised of four dipole magnets to

utilize energy dependent path lengths in order to change total bunch length. The chicane

is usually designed to be achromatic in the bending plane. Lower energy particles will be

bent more, therefore will be travelling a longer path rather than higher energy particles.

Using this correlation it is possible to compress and decompress the electron bunch; see Fig.

1.2. When the initial energy correlation is such that lower energy particles are placed in

the bunch head and higher energy particles are in the bunch tail, the chicane will perform
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Figure 1.1: Demonstration of CAM removal in Elegant simulations for the case of ε4D =

2 µm and ε+/ε− = 400. Original magnetized round beam (green) was shaped into flat beam
(yellow).

Lower 
energy electrons

Higher
energy electrons

Higher
energy electrons

catch up

Lower 
energy electrons

fall back

shorter path

longer path

𝜃 − 𝑏𝑒𝑛𝑑𝑖𝑛𝑔 𝑎𝑛𝑔𝑙𝑒

Figure 1.2: Compression of the electron beam in the magnetic chicane. Energy correla-
tion imposed on the beam results in different path lengths and compression in longitudinal
direction. Yellow wedges represent four identical dipole magnets with the bending angle θ.

a bunch compression, and in the opposite case - decompression. The transformation of the

longitudinal trace-space (z, δ) in the chicane is described by:

RRRBC =
©­­«
1 R56

0 1

ª®®¬ , (1.32)
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where R56 is referred to as a longitudinal dispersion. The i-th particle longitudinal coordinate

is then transformed as:

z f = zi + R56δi, (1.33)

where δi = ∆pi/p0, p0 is the bunch center of mass and δ f = δi. The final RMS bunch length

is then transformed as:

σz f =

√
σ2

zi + R56〈ziδi〉 + R2
56σ

2
δi
. (1.34)

One can define longitudinal phase-space (LPS) chirp as C ≡ 〈ziδi〉/σ2
zi . The case of chirp

C = −1/R56 corresponds to the maximum longitudinal compression. In practice, the chirp is

imposed on the electron beam via off-crest acceleration in the cavities. In the FAST beamline

the chicane dipoles have a bending angle of θ = 18 degrees yielding R56 = -0.18 m. In our

convention, R56 < 0 provides compression when the tail (z < 0) of the bunch has a higher

energy than its head.



CHAPTER 2

EXPERIMENTAL FACILITIES

In this Chapter we will describe the photoinjector facilities utilized to perform dissertation

research. Most of the work reported in the thesis was done at FAST facility. Additionally,

several experiments with transverse electron bunch shaping were conducted at the Argonne

Wakefield Accelerator (AWA). Both facilities share similar injector design concepts, with

FAST relying on SRF- and AWA on normal conducting acceleration. The main purpose of

FAST injector is two-fold: provide electron beam to IOTA ring and deliver low- and high-

energy electrons to the experimental areas. AWA facility is mostly dedicated to the wakefield

driven acceleration and transverse-to-longitudinal emittance exchange experiments.

2.1 Fermilab Accelerator Science and Technology (FAST) facility

Fermilab Accelerator Science and Technology (FAST) facility includes a high-brightness

and high repetition rate electron injector and the Integrable Optics Test Accelerator (IOTA)

electron ring. The injector beamline comprises of low- and high-energy sections, which ac-

celerate electrons up to maximum of 301 MeV. For the IOTA ring operations the linac

will supply 150 MeV electrons to the insertion point. IOTA/FAST facility beamline is dia-

grammed on Fig. 2.1. The electron source is a high quantum efficiency Cs2:Te photocathode

placed in a L-band 1 + 1
2 cavity RF gun. The photocathode is impinged on by a 263 nm

wavelength UV laser directed on the emitting surface at 45 degrees. The photocathode di-

ameter is 8 mm with 5 mm photosensitive area. The laser is driven by a Yb-doped Calmar
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seed fiber laser which has frequency of 81.25 MHz. Pockels cells are used to form pulse

trains (up to 1 ms long with pulse repeated at 3 MHz) that are further amplified in a chain

of YLF crystal-based amplifiers (λ = 1.064µm). Finally, two frequency-doubling crystals are

installed in the light path to achieve the required UV wavelength.

The gun is surrounded by a bucking and main solenoids, set up in a way that they

nominally yield a vanishing magnetic field B0z at the photocathode surface. The maximum

peak field of each solenoid is 0.28 Tesla (for an excitation current of 500 A). The solenoids

can be tuned to provide a non-vanishing axial magnetic field B0z at the cathode and generate

CAM beams. Table 2.1 provides nominal electron beam and machine operational parameters.

For a detailed description of the facility, please see Refs. [48, 49, 50, 7].

Table 2.1: Low-energy beamline parameters of the IOTA/FAST injector.

Parameter Value Units
Transverse emittance (norm.) <1 µm
Beam energy 50 MeV
Slice energy spread <5 keV
Nominal charge 250 pC
Minimum charge 10 fC
Maximum charge 3.2 nC
Bunch length 5 ps
Beta-function (CC2 exit) 8 m
Chicane slit mask width, w 50 µm
Energy chirp, C -5.56 m−1

Chicane dispersion, η -0.3 m
Longitudinal dispersion, R56 -0.18 m
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2.1.1 Low-energy beamline

An initially photoemitted electron beam is accelerated to ∼ 5 MeV in the RF gun and

subsequently boosted in two 1.03 m long 1.3-GHz SRF accelerating Nb cavities [labeled as

CC1 and CC2 in Fig. 2.1] up to maximum of ∼ 52 MeV. Each cavity is cooled to ∼2 K

with liquid He with an independent cryostat. The total length of the low energy beamline is

Figure 2.2: Overview of the FAST low-energy beamline during 2017 comissioning run.

about 25 m; see Fig. 2.2. The RF gun solenoids and the cavities provide initial focusing of

the beam and set the Twiss parameters before entering the quadrupole channel. The beam

is then matched in the series of FODO sections to the desired values of Twiss parameters

at the entrance of the cryomodule. Electron bunch can be additionally compressed in the

magnetic chicane.

The FAST injector optics can be matched and loaded in the machine on-the-fly via re-

cently developed control tools [51]. The low-energy beamline has a number of vertical and

horizontal multislit diagnostic stations located up-/downstream of the bunch compressor (at

X107 and X118 locations), that allow measurement of the beam emittance in both transverse
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Table 2.2: FAST low-energy beamline key components and their locations. The skew-
quadrupole names are denoted in italic font.

Quadrupoles Position (m) YAG screens Position (m)
Q106 8.682 X107 8.905
Q107 8.883 X111 10.540
Q108 9.491 X121 17.420
Q109 9.873 Cavities -
Q110 10.255 CC1 4.030
Q111 10.459 CC2 5.500
Q112 11.004 Slits -
Q113 11.205 X107 8.905
Q120 16.285 X118 15.900

planes [52]. The injector also contains multiple YAG:Ce (cerium-doped yttrium aluminum

garnet) scintillating viewers, which are used to measure the beam transverse density. An

additional multislit mask is installed inside the magnetic chicane to allow formation of mi-

crobunched beams for future radiation-generation experiments.

The beamline also contains beam position monitors (BPMs), resistive wall current mon-

itors and loss monitors to measure the beam centroid positon, its current and the losses

respectively. Each BPM consists of four electromagnetic pickup “button” antennae located

90◦ apart at the same axial position and at a radial position 35-mm from the beamline axis.

The beam position u = (x, y) is inferred from the beam-induced voltage on the antenna using

a 7-th order polynomial u =
∑

i au,iF(Φ j) where Φ j ( j = 1, 2, 3, 4) are the induced voltages

on each of the four BPM antenna and the coefficients au,i are inferred from a lab-bench

calibration procedure using a wire-measurement technique; see Ref. [53]. The low energy

beamline contains its own spectrometer dipole magnet that directs beam into the low-energy

adsorber.
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2.1.1.1 Accelerating cavity design and simulations

FAST electron injector booster cavity was originally designed as a part of TESLA project

[1]. In order to understand the operation of the cavity, a 3D electromagnetic model, including

auxiliary couplers, was implemented in hfss [54]. The simulated 3D electromagnetic field

map was imported as an external field in the astra particle-tracking program [21]. The

program astra tracked particles in the presence of external field from first principle via

a time-integration of the Lorentz equation. Additionally, astra can include space-charge

effects using a quasistatic particle-in-cell approach based on solving Poisson’s equation in

the bunch’s rest frame [21]. The electromagnetic field map {EEE(x, y, z),BBB(x, y, z)} in hfss

was generated over a rectangular computational domain with x, y ∈ [−10,+10] mm from the

cavity axis and for z ∈ [−697.5,+697.5] mm with respect to the cavity center along the cavity

length; see Fig. 2.3(a).

The mesh sizes in the corresponding directions were respectively taken to be δx = δy =

0.5 mm and δz = 1 mm. Electromagnetic simulations assume a loaded quality factor Q '

3 × 106 as needed for the nominal ILC operation. Such a loaded Q corresponds to the inner

conductor of the input-coupler having a 6-mm penetration depth [55]. Figures 2.3(b) and

(c) respectively present the axial and transverse fields simulated along the cavity axis and

normalized to the peak axial field E0 ≡ max[Ez(r = 0, z)]. As can be seen in Fig. 2.3(c)

the impact of the coupler, aside from shifting the center of the mode, also introduces time-

dependent transverse electromagnetic fields that will impact the beam dynamics. Given the

field map loaded in astra, the program introduces the time dependence while computing

the external Lorentz force experienced by a macroparticle at position rrr ≡ (x, y, z) at a given

time t as in (1.1). In the latter equation the time origin is arbitrarily selected to ensure φ = 0

corresponds to on-crest acceleration.
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Figure 2.3: Schematics of the booster cavity considered in the present study (a) along with
the axial Ez ≡ Ez(r = 0, z) (b) and transverse (c) electromagnetic fields simulated on the
cavity geometric axis r = 0. In (b) and (c) the fields are saved at a time where the electric
Ex, Ey, and Ez are real while the magnetic cBx and cBy fields are imaginary. All the fields
are normalized to the maximum axial electric field E0.

In order to deconvolve the impact of the auxiliary couplers from the dominant pondero-

motive focusing of the cavity, numerical simulations based on a cylindrical-symmetric model

were also performed. For these calculations the axial electric field Ez(r = 0, z) displayed in

Fig. 2.3(b) is imported in astra where the corresponding transverse electromagnetic fields

at given positions (r, θ, z) are computed assuming an ideal TM010 mode and under the parax-

ial approximation as Er = − r
2
∂Ez(r=0,z)

∂z and Bφ = iωr
2c2 Ez(r = 0, z) [56]. The simulations and

measurements generally indicate that higher spatial harmonics do not play a significant role

for the case of the FAST cavity.
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2.1.2 High-energy beamline

High-energy beamline starts with a cryomodule that consists of 8 9-cell 1.3 GHz SRF

cavities that boost the beam up to 301 MeV; see Fig. 2.4. Each cavity has been previously

conditioned to operate at up to 31.5 MeV/cavity energy gradient. The RF power to the

cryomodule is supplied by a single 5 MW klystron. The operating temperature is 2 K and the

detailed description of the ILC-type cryomodule cryogenics design is provided by Ref. [57].

The accelerated electron beam is matched with high-energy quadrupoles and can be either

Figure 2.4: FAST ILC-type cryomodule capable of boosting electron beam up to 301 MeV.
Image is a courtesy of FAST facility.

injected into the IOTA ring or directed to a high-energy experimental area. The high-energy

beamline also has several YAG stations to register beam transverse density distribution. In

the future, the installation of additional cryomodules from the original design [49] is foreseen.

2.2 Argonne Wakefield Accelerator (AWA) facility

The Argonne Wakefield Accelerator (AWA) facility is an electron facility dedicated mostly

to the wakefield acceleration and emittance exchange experiments. It comprises of two

beamlines labeled as AWA drive beamline (AWA-DB) and AWA witness beamline (AWA-
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WB) respectively. For a detailed description of the facility, the reader is referred to Ref. [58,

59].

2.2.1 Drive beamline

The electron source of the AWA-DB is a high quantum efficiency Cs2:Te photocathode

placed in a 1+ 1
2 cell L-band (1.3-GHz) RF gun. The RF gun is capable to produce 5-8 MeV

electron bunches according to the experimental needs. Cathode is impinged by a 248 nm UV

2 ps laser pulses. The maximum laser pulse is 20 mJ which can emit up to 100 nC bunches.

The UV laser production is performed similarly to FAST facility with a frequency tripler.

The RF-gun setup contains three solenoinds: bucking, focusing and main. Bucking and

focusing solenoids have the opposite polarity and minimize the axial magnetic field at the

cathode, while main solenoid is used to perform initial optics matching. Gun solenoids can

be alternatively configured to generated maximum of 0.1 Tesla at the photocathode plate.

After photoemission electron bunches are then further accelerated in an L-band 10 cell

normal conducting cavities operating in TM010,π/2 mode up to 75 MeV; see Fig. 2.6. For

additional optics matching, several solenoids are installed in the beamline (referred as linac

solenoids); see Fig. 2.5 Several YAG:Ce scintillating screens (YAG in Fig. 2.5) are available to

measure the beam transverse density along the accelerator and emittance exchange beamline.

2.2.2 Witness beamline

The AWA “witness-beam” (AWA-WB) beamline is diagrammed in Fig. 2.7. In brief,

AWA-WB accelerator incorporates an L-band 1 + 1
2 RF gun with a Mg photocathode on

its back plate that is capable of producing up to 1 nC bunches. The gun is surrounded
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Figure 2.6: AWA-DB low-energy area. Linac 1 is followed by the linac solenoid and vacuum
laser injection port.

Linac1

BF YAG1M

Gun

YAG2

2.8 m 4.5 m

YAG3

1.0 m

Figure 2.7: Overview of the AWA-WB beamline. The bucking (B) and focusing (F)
solenoidal lenses can be setup to produce CAM-dominated beams. The positions of the
YAG viewers are denoted in meters. Figure is the courtesy of AWA group.

by a bucking and focusing solenoids, nominally powered to yield a vanishing magnetic field

B0z at the photocathode surface. The solenoids can be tuned and provide a non-vanishing

axial magnetic field B0z at the cathode, similarly to AWA-DB electron gun. Nominally, the

bucking and focusing solenoids have the opposite polarity, however they can be operated

with the same polarity and provide significant field (B0z ∼ 0.1 T) on the photocathode.

Photoelectrons are accelerated up to 8 MeV out of the RF gun and further boosted up to

18 MeV in an L-band linac; see Fig. 2.7.



CHAPTER 3

MICROLENS ARRAY (MLA) LASER TRANSVERSE

SHAPING

In this Chapter we present a simple technique capable of controlling the transverse shape

of a UV laser pulse. The technique employs microlens arrays (MLAs) to directly homogenize

the UV laser pulse. MLAs are commonly employed as optical homogenizers for various

applications [60, 61]. In addition to its homogenizing capability, we also demonstrate that

the MLA-based technique can also produce a periodic transverse pattern that can form a

two-dimensional array of beamlets (multi-beams). Such type of beams could find application

in beam-based diagnostics of accelerator, single-shot quantum-efficiency map measurement,

and coherent light sources in the THz regime or at shorter wavelength [62, 63].

3.1 Optical performances of the MLA

Qualitatively, the principle of the MLA lies in redistributing the incoming light intensity

across the light beam spot. Typically, MLAs are arranged in pairs. After passing through

the MLA assembly, the light rays are collected by a convex lens which focuses parallel rays

from different light beamlets to a single point at the image plane. Under proper conditions

(distance to the lens and its focal length), the process leads to transverse homogenizing of

the beam; see Fig. 3.1. Therefore the MLA homogenization scheme is rather simple and

appealing in the context of photocathode drive lasers. Alternatively, imaging the object
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Microlens array

s d L

Convex lens
Homogenization 

plane

Figure 3.1: Schematics of the microlens array configuration. Initial intensity fluctuations
in the beam (thin/thick ray) become evenly distributed at the homogenization plane.

plane of the single microlenses in the MLA with a convex lens produces a set of optical

beamlets arranged as arrays (with a pattern mimicking the microlens spatial distributions).

The typical MLA setup is diagrammed in Fig. 3.1. To derive a few salient features relevant

to the laser beam homogenization we will use abcd formalism [60]. Consider an initial light

ray to be characterized by the vector (x0, x′0), where x0 and x′0 ≡
dx0
dz are respectively the initial

ray position and divergence (here, z represents the path-length along the optical transport).

As a simple example, we consider a rectangular array of microlens in the (x, y) plane with an

equal pitch in both transverse directions. Using the abcd formalism, and considering that

the ray is within the aperture ρ of the lens with center located at (x = mp, y = np), we can

describe the MLA with the linear transformation

©­­«
x1 − mp

x′1

ª®®¬ =
©­­«

1 0

−1/ f2 1

ª®®¬
©­­«

1 s

0 1

ª®®¬ × (3.1)

×
©­­«

1 0

−1/ f1 1

ª®®¬
©­­«

x0 − mp

x′0

ª®®¬ ,
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where (x1, x′1) is the ray vector after two MLA plates, s is the spacing between two plates,

p is the array pitch, f1 and f2 are the focal lengths of the first and second microlens

respectively. It should be pointed out that the ray initial and final coordinates satisfy√
(x0 − mp)2 + (y0 − np)2 ≤ ρ where n and m are integers that specify the position of each

micro-lens in terms of the pitch. Then, the output ray from the MLA setup can be further

propagated up to the homogenization plane as

©­­«
xh

x′h

ª®®¬ =
©­­«

1 L

0 1

ª®®¬
©­­«

1 0

−1/F 1

ª®®¬
©­­«

1 d

0 1

ª®®¬
©­­«

x1

x′1

ª®®¬ , (3.2)

where (xh, x′h) is the ray vector at the homogenization plane, d the distance between the

convex lens and the MLA, F the focal length of the lens and L is the distance to the

homogenization plane.

From the formalism above one can deduce a few useful expressions. First, we consider the

case when the two MLAs are identical ( f1 = f2 = f ) and located in the object plane of the

convex lens (L = F). We further assume that there is no cross-talk between the microlens

and their transformation only affects rays within a finite aperture smaller than the array

pitch
√
(x0 − mp)2 + (y0 − np)2 ≤ p/2. Under these assumptions, we find the diameter of the

image at the homogenization plane to be

Dh ≈
Fp
f 2
(2 f − s) (3.3)

in the limit of small ray divergence (as indicated by the independence of the equation on d).

For practical purposes, we also calculate the diameter of the beam at the convex lens plane

to be

AF ≈
dp
f 2
(2 f − s). (3.4)
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This equation is useful to estimate the required aperture.

In practice, the assumption L = F might be challenging to satisfy. In such cases, the

following expression is useful to find the beam size at a given location L with respect to the

convex lens:

D(L) ≈ pL
f 2
(2 f − s) + dp(2 f − s)

f 2
F − L

F
. (3.5)

If L ≈ F the resulting image remains homogenized due to the finite size of the Airy disk.

Moving away from the focal plane increases the density modulations and eventually yield an

array of beamlets.

3.1.1 Optical transport design

Photoinjector setups often incorporate relatively long (multi-meter scales) optical trans-

port lines. The optical lines include transport from the laser room to the photoinjector

enclosure (generally performed in the air or in moderate vacuum pipe) and the injection

in the ultra-high-vacuum accelerator beamline up to the photocathode. Consequently, it is

necessary to devise an optical transport line capable of imaging the homogenized laser pro-

file on the photocathode surface. A commonly-used imaging setup, known as 4 f -imaging,

is challenging to implement in the present case as it would require some of the lenses to be

located in the vacuum chamber, as the “imaging” plane has to be much farther downstream

than the “object” plane upstream. However, imaging can be achieved in numerous ways

while accommodating the various constraints related to MLAs (limited apertures, available

focal lengths, etc...). To construct the appropriate optical line we impose the vector of a
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ray in the homogenization plane (xh, x′h) to be transported to a downstream imaging plane

(xI, x′I) via ©­­«
xI

x′I

ª®®¬ =M
©­­«

xh

x′h

ª®®¬ , with M =
©­­«
M 0

0 1/M

ª®®¬ ,
where the magnification M is set to 1 for one-to-one imaging. The latter linear system

yields four equations; an additional constraint comes from the total length of the imaging

transport. Therefore, the problem has 5 unknowns in total with some flexibility within

available lenses. Hence, it is possible to construct four-lens solution with distances between

lenses as free parameters to make the corresponding system of linear equations well-defined.

The simulation of such a four-lens system was accomplished with a simple ray-tracing

program where an initial set of optical rays was distributed according to a two-dimensional

Gaussian distribution in the (x, x′) optical trace space. The optical layout of the laser

transport downstream of the MLA is depicted in Fig. 3.2(a): it includes four cylindrical-

symmetric lenses, an optical window that allows for the laser beam to be injected in an

ultra-high-vacuum area and an in-vacuum metallic mirror that direct the laser beam on the

cathode surface. The resulting evolution of the beam size along the transport downstream

of the MLA and up to the photocathode is display in Fig. 3.2(a,b) for the two RF-gun

configurations available at the AWA facility. For both setups, the large beam size produced at

the location of the last optical lens demands a large-aperture lens. The beam size downstream

of it gradually decreases until it reaches its target transverse size on the photocathode surface

(8 mm rms). The in-vacuum mirror located close to the last optical transport lens can be

another limiting aperture of the optical system and generally results in beam losses. For

the two cases reported in Fig. 3.2 (a) and (b) the MLA-to-cathode transmission due to the

finite geometric aperture, window transmission coefficient, losses in the lenses and mirrors

was computed to be 57% and 43%.
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Figure 3.2: False color ray-tracing distribution of a four-lens optical line capable of imaging
the homogenized beam on the photocathode surface. The configuration in (a) and (b)
correspond respectively to the AWA witness-beam and drive-beam electron-source setups.
The lenses type and locations are shown as red arrows. The inset (c) gives the intensity
distribution simulated using the ectorial-diffraction program srw for a 5 × 5 rectangular
MLA.

The designs presented in the Fig. 3.2 were also simulated with the synchrotron radi-

ation workshop (srw) software [64] which is based on Fourier optics and readily include

a wave-propagation treatment of the laser transport; see Fig. 3.2 (c) inset. It confirmed that

diffraction effects in the setup are negligible compared to transmission losses in the optical

system. In the future, the established numerical model of the MLA will be used for cus-

tomizing the micro-lens profiles, arrangement, and pitch. It should be noted that linearized

ABCD approach is sufficient to set up MLA system and full wave propagation simulations

may be omitted in the beginning.

Finally, transverse instabilities coming from shot-to-shot jitter in the transverse distri-

bution displayed in Fig. 3.3 (left), would result in charge fluctuations if the laser beam is

collimated by an iris upstream of the MLA. To improve the stability of the laser intensity

we introduced a two-lens beam reducer in front of the MLA.
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3.1.2 Optical measurements

To evaluate the performance of the proposed scheme, we use two MLA’s on the photo-

cathode drive laser of the AWA [59]. The input UV (λ = 248 nm) laser pulse is obtained from

frequency tripling of an amplified IR pulse originating from a Titanium-Sapphire (Ti:Sp) laser

system. Downstream of the frequency tripler the UV pulse is further amplified in a two-pass

excimer amplifier before transport to the accelerator vault. The setup shown in Fig. 3.1

was followed by the optical transport line shown in Fig. 3.2. A calibrated UV-sensitive

screen with associated CCD camera mounted downstream of the setup directly provided a

measurement of the transverse distribution achieved on the photocathode surface.

To gain confidence in the performance of the MLA setup, we first investigated the impact

of a non-perfectly collimated incoming laser beam. As it can be inferred from Fig. 3.1, the

homogenization can still be achieved even if the incoming beam has a small divergence.

There is a critical value of beam divergence tan θ = p/2 f that causes destructive interference

after the MLA and results in light loss [65].

The beam size provided by Eq. 3.3 was used in the optical relay setup and Eq. 3.4

justified the aperture value of the convex lens. Overall, we have observed a good agreement

with Eq. 3.3 and Eq. 3.4. The calculated laser beam size was within the aperture of all

optical elements and latter was confirmed experimentally.

Note, that the convex lens in the experimental setup should be placed at the distance

D > F from the array, where F is the focal length of the convex lens.

The setup was also employed to demonstrate the homogenization process and quan-

tify its performances. The nominal UV laser pulse was used as a starting condition; see

Fig.3.3(a). The inhomogeneity of the transverse distribution can be quantified using the spa-
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tial Fourier transform 1. Correspondingly, we consider the digitized image I(x, y) associated

to the transverse laser distribution and compute its two-dimensional (2D) Fourier transform

Ĩ(kx, ky) using the fast-Fourier-tranform (FFT) algorithm available in the python’s numPy

toolbox [66]. Here kx, ky > 0 are the spatial wavenumbers respectively associated to the

horizontal and vertical direction. In order to simplify the comparison we further introduce

the one-dimensional Fourier transform Ĩx(kx) =
∫ +∞
0

Ĩ(kx, ky)dky along the horizontal axis

[a similar definition holds for the vertical axis Ĩy(ky)]. Figures 3.3 (d) and (g) respectively

correspond to the 2D Fourier transform and the projection along the horizontal wavenum-

ber kx axis associated to the laser distribution displayed in Fig. 3.3 (a). It displays typical

microstructures observed in previous runs at AWA, and the corresponding spectrum dis-

plays some small modulations at low frequencies with most of the spectral content below

ki < 5 mm−1. It should be noted that the excessive beam distortion observed in Fig. 3.3(a)

is the result of beam filamentation as the high-energy UV pulse propagates in the 20-m

open-air optical transport system from the laser room to the accelerator vault.

When the MLA setup is configured to homogenize the beam [see Fig. 3.3(c)], the Fourier

transform indicates that although the low frequency modulations seen in the original beam

are suppressed, high-frequency modulations are still present for kx > 12 mm−1. These

modulations have a bunching factor on the order of 10−2 and correspond to very small

modulation wavelength (<0.5 mm) barely observable on the distribution; see Fig. 3.4.

Additionally, the MLA can be arranged to form a transversely-modulated laser distribu-

tion, the spectrum indicates a bunching factor at frequencies larger than the characteristic

frequency associated to the total beam size; see Fig. 3.3(b,e,h). We should point out that

the non cylindrical-symmetric (square shaped) pattern transferred to the electron beam is

1We note another popular technique to quantify the quality of an optical beam relies on the decomposition
into Zernike’s polynomials. Our choice to use the two-dimensional Fourier transform was motivated by the
need to use one figure of merit to quantify both the quality of the homogenized beam and to also parameterize
the modulated beam.
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Figure 3.3: Measured UV laser without MLA (left column) and with MLA setup to produce
beamlets (middle column) or as a homogenizer (right column). The upper, middle and lower
rows respectively correspond to the laser transverse density distribution, its 2D FFT, and
the projected spectrum along the horizontal frequency kx.
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Figure 3.4: FFT spectrum along the horizontal axis Ĩ(kx) for the different positions of the
convex lens. The blue trace corresponds to no MLA case. The green, red, and turquoise
traces respectively correspond to the convex lens located at 250, 275 and 325 mm from the
MLA array.

eventually rotated due to the Larmor precession in the solenoidal lenses commonly surround-

ing RF guns. It is therefore important to mount the MLA assembling on a rotatable optical

stage for remote control of the final pattern angle. Such an approach would decouple the

downstream focusing (when solenoids are employed) and ensure the final distribution does

not have significant coupling between the two transverse degrees of freedom. Additionally,

the fine control over the rotation of the final distribution could be used to select rotation an-

gles with higher-order bunching to reach higher modulation frequencies, e.g., before injecting

the beam in a transverse-to-longitudinal phase space exchanger to map the modulation into

the temporal domain.

Figure 3.4 compares the projected horizontal Fourier spectra for four cases of MLA

configurations. Each spectrum is obtained by averaging five measurements taken after f =

250 mm convex lens at 250 mm, 275 mm and 325 mm to study the off-focal modulation and

pattern formation. The latter Figure confirms that in the homogenization regime, the MLA
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setup significantly improves the image spectrum by suppressing the original low-frequency

modulations in the beam.

Finally, we quantify the laser power loss in the devised setup. The MLA plates employed

in our series of experiment do not have any UV anti-reflection (AR) coating, hence the power

loss was ∼ 5% per surface totaling ∼ 20% for the two MLAs. Additionally, the AR-coated

UV lenses introduce a power loss of ∼ 2% per lens. In our optical setup the laser energy

was measured to be 4.2± 0.1 and 2.5± 0.1 mJ respectively upstream and downstream of the

MLA setup including the convex and four transport lenses. Such a measurement indicates an

energy transmission of ∼ 60% which could most likely be further improved in an optimized

setup. However given the UV laser energy available during our proof-of-principle experiment

and the real-estate constraints we did not performed such an optimization.

3.2 Application of the MLA as a laser homogenizer

The first set of experiments consisted in demonstrating the simple homogenization tech-

nique to improve the emittance of an accelerator. The experiment was performed in the

AWA “drive-beam” accelerator (AWA-DB) diagrammed in Fig. 2.5.

3.2.1 Beam dynamics simulations

We carried out several simulations using the beam-dynamics program General Par-

ticle Tracker (GPT) [67] to explore the impact of the MLA-homogenized beam on the

resulting emittance. Transverse inhomogeneities on the laser distribution at the photocath-

ode surface are mirrored on the photoemitted electron bunch distribution. These imper-

fections result in asymmetric space-charge forces and eventually yield phase-space dilution
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Figure 3.5: Evolution of the transverse normalized emittances along the AWA-DB beamline
simulated with GPT for a 1-nC bunch. The simulations were performed using as initial
condition both the measured nominal (solid trace) and homogenized (MLA, dashed traces)
laser distributions. The ordinate z is the distance from the photocathode surface along the
beamline.

that ultimately degrade the beam emittances [68]. Therefore the homogenized laser beam is

expected to improve the beam transverse emittance.

The initial macroparticle distribution was produced using a Monte-Carlo generator using

the measured transverse distribution of the laser similarly to Ref. [69]. The temporal laser

distribution is taken to be Gaussian with RMS duration of σt = 2.5 ps, consistent with streak-

camera measurements. The momentum of the macroparticle assumes an excess kinetic energy

of 0.5 eV as typically considered for Cs2Te cathodes [70]. We considered the nominal and

homogenized laser distribution respectively shown in Fig. 3.3(a) and (c). To ensure a fair

comparison, the total charge for both cases of distributions was set to 1 nC. Likewise, the

RMS transverse sizes of the distribution was fixed to σc = 8 mm along both the horizontal

and vertical directions. The simulations demonstrate that the beam transverse emittances
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Figure 3.6: Beam transverse distribution at YAG5 (a,b) and associated distribution of the
beamlet transmitted through a horizontal slit located at YAG5 location and measured at
YAG6 (c,d). The set of images (a,b) [resp. (c,d)] corresponds to the case when the MLA
was inserted [resp. retracted] from the laser-beam path. The horizontal dash line in (a,b)
represent the aperture of the slit.

are reduced by a factor ∼ 2 for the case of the homogenized laser distribution; see simulated

row in Table 3.1 and Fig. 3.5.

3.2.2 Electron beam transverse emittance measurements

The experimental verification of the benefits of homogenizing the laser distribution was

accomplished using the measured distribution of Fig. 3.3(a) and (c). For the homogenized

distribution displayed in Fig. 3.3(c), a circular iris was used to clip the laser distribution

and ensure it had the same rms value as in Fig. 3.3(a) σc = 8 ± 0.2 mm. The resulting

electron beam was transported through the nominal AWA-DB beamline and accelerated to
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p = 48 ± 0.5 MeV/c. The corresponding electron-beam transverse distributions measured at

YAG5 are compared in Fig. 3.6(a,b).

Table 3.1: Comparison between measured and simulated beam parameters at YAG5 for
Q = 1 ± 0.1 nC. The experimental setup only allowed for the vertical normalized emittance
to be measured. The parameters are all given as RMS quantities and corresponds to the
distributions shown in Fig. 3.6.

parameter units
experimental conditions
No MLA MLA
Simulation with GPT

momentum 〈p〉 48 48 MeV/c
σx 3.6 3.8 mm
σy 4.4 3.9 mm
σ′x 4.6 1.7 ×10−2 mrd
σ′y 3.1 1.5 ×10−2 mrd
εx 15.6 6.1 µm
εy 12.8 5.5 µm

Measurement
momentum 〈p〉 48 ± 0.5 48 ± 0.5 MeV/c
σx 4.4 ± 0.2 4.0 ± 0.2 mm
σy 5.2 ± 0.2 3.7 ± 0.2 mm
σ′y 4.2 ± 1.3 3.3 ± 1.0 ×10−2 mrd
εy 20.5 ± 7.4 11.6 ± 4.3 µm

The distribution originating from the initial (inhomogenized) does not present any dis-

tortion except for beam asymmetric and having some x − y coupling. In contrast, the

homogenized distribution is cylindrically symmetric and does not show any coupling. To

further quantify the improvement we measured the beam vertical emittance using the slit

technique. A 100-µm wide horizontal slit was inserted at YAG5 and the transmitted beamlet

was observed 3.1 m downstream at YAG6 thereby providing the beam divergence σ′y. Such

a measurement together with the vertical beam-size measurement at YAG5 σy provide an

estimate of the normalized vertical emittance via εy = βγσyσ
′
y, where β ≈ 1 and γ = 93.9.
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It should be stressed that the reported emittances is the core emittance and does not fully

characterize the beam transverse phase space. Nevertheless this quantity provides a figure

of merit to investigate the impact of the MLA on the beam quantity. The resulting beam-

let distributions at YAG5/6 are shown in Fig. 3.6(b,d) and the measured divergence and

resulting emittance compared in Tab. 3.1.

The resulting emittances are comparable with the value simulated with GPT (Fig. 3.5)

and indicate a factor ∼ 2 improvement for when the homogenized laser beam is employed.

The relatively large error bars in Tab. 3.1 are due to hardware uncertainty (mostly the slit

width). It should be noted that the errors between the two measurements are correlated,

i.e. the uncertainty leads to the upper (resp. lower) value for simultaneously the “MLA”

and “No MLA” measurements, thereby giving confidence, despite the large error bar on the

emittance, that the emittance reduces when the MLA is used to homogenize the laser beam.

It should finally be pointed out that the reported emittance were produced with a nominal

setup of the AWA-DB beamline, i.e. no emittance-minimization technique was attempted

prior to the measurements.

3.2.2.1 Application of Voronoi diagrams in pepper-pot emittance measurements

In this Section we discuss a possible improvement of the slit emittance measurement

method discussed in Sec. 3.2.2 with a Voronoi diagram technique. Voronoi diagram is a

method of dividing a plane into subsets with bisectors drawn between given points. It was

proposed by G. Voronoi in 1908 [71] and since then has been employed in various fields

of Science and Industry, e.g. in image segmentation, tessellation algorithms, computational

geometry problems [72]. Besides emittance measurements this method can benefit to charged

particle beams phase-space analysis and particle-in-cell codes improvement [73].
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To illustrate the process of drawing Voronoi diagram, consider a set of points arranged in

(x, y)-plane; see orange circles Fig. 3.7. First, a pair of neighboring points is connected with a

line segment and a perpendicular bisector is drawn onto that segment. When bisectors from

different segments intersect, they form a Voronoi vortex (intersection point), and Voronoi

cells -convex or concave polygons, depending on the number of original points and its position

on the diagram; see Fig. 3.7. Note, that for the case of perfectly grid-lined point formation

each cell (excluding edge cells) will have exactly four vortices and a rectangular shape with

the side equal to the spacing between points. When a distortion is introduced to such

formation, the cells become convex polygons, thus as a measure of the distortion the average

cell area can be used. Since each cell contains a point of interest in its geometric center, the

(x, y)-plane is automatically segmented into regions of interest which can be independently

considered for further analysis.

b)a) c)

d) e)

Figure 3.7: Examples of Voronoi diagrams drawn for different arrangements of initial points.
a) and b) demonstrate the principle of a diagram, c) - e) display diagrams for most common
tungsten mask configurations.

One of the most common methods of measuring charged particles beam emittance is an

intercepting tungsten mask or slit. The mask is followed by transverse-density diagnostics
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Figure 3.8: Schematics of the pepper pot emittance measurement technique. Electron beam
(left inset) is propagated through the tungsten mask with periodic perforation in (x, y)-plane
and resulting bunch-lets are recorded at the screen downstream of the mask (right inset).

(typically a scintillating screen) where the bunch-let formation is observed; see Fig. 3.8. The

resulting emittance ε2rms =< x2 >< x′2 > − < x′x >2 is deduced from known parameters of

the mask (size d, pitch p), beam size at the mask, distance to the screen L and measured

RMS size of each bunch-let [52]. Circular masks of cross- and grid-shape were manufactured

and used for 4D emittance measurements at AWA facility [74, 75]. The main purpose of

this section is to amend these studies with a new emittance calculation algorithm, described

below.

In a first step, all the beamlets are located via 2D peak finding algorithm and initial

Voronoi diagram is generated; see Fig. 3.9. The edge polygons are discarded based on

the intensity threshold, and given patch [Fig. 3.9 (b)] is further reanalyzed. As it can be

seen on Fig. 3.9, some beamlets appear to have peculiar hot spots away from its center,
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therefore distorting the Voronoi diagram. To alleviate this problem, a statistical center-of-

mass calculation is done to refine the beamlet coordinates and therefore ensure the mesh is

equally sparse with each patch containing only one beamlet; see Fig. 3.9 (c). After the mesh

refinement, statistical RMS values of σx, σy and beamlet relative positions are computed.

The resulting value of the emittance can be deduced from well-known formula [52]:

ε2rms ≈
1

N2

([
m∑

j=1

n j(xs j − x̄)2
] [

m∑
j=1

(
n j

σ2
j

L2
+ n j(x̄′j − x̄′)2

)]
−

[
m∑

j=1

n j xs j x̄′j − N x̄x′
]2ª®¬ ,

where N - total number of particles (integrated intensity of the region of interest), n j -

number of particles traveled through j-th slit ( j-th beamlet intensity), m - total number of

beamlets analyzed, x̄ - mean position of all beamlets, x̄′ - mean divergence of all beamlets,

σj - RMS size of the beamlet, xs j - j-th beamlet position, L - distance between mask and

screen.

More densely perforated masks provide better statistical probe of the beam phase space,

however, it increases the complexity of the bunch-let formation image analysis. The Voronoi

diagram method can serve as fast and yet simple method of image segmentation. The mesh

generation procedure is easily accessible via python-scipy package.

To perform pepper-pot emittance measurement procedure, 9 micron circular mask was

inserted at the slit location on Fig. 2.5. 1 nC 48 MeV electron beam was then propagated

through the mask and the electron distribution was registered at the YAG6 location down-

stream of the mask. None of the electron emittance, perforation spacing and screen location

optimization procedures were applied prior to the experiment, however the acquired data

gives a good test case for debugging and testing. The resulting measured normalized core
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Figure 3.9: Demonstration of Voronoi mesh generation for emittance measurement. (a)
Original pepper-pot segmented beam image. (b) and (c) Patches for separate beamlets
(randomly colored) and masked beam image respectively.

emittance values are εx=6.5 µm±0.7 µm and εy=7.2 µm ±0.9 µm for horizontal and vertical

planes respectively for the MLA formed beam.

Note that in pepper-pot emittance measurement and in multi-beam pattern analysis

Voronoi diagram remains independent of image rotation angle, which is an advantage in

comparison to simple grid-like image segmentation. In conclusion, such a method can im-

prove the accuracy of the emittance measurement by better handling of densely perforated

masks. The technique can be also applied for transverse modulation beam image analy-
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sis. The applications of Voronoi diagrams in Beam Physics are not limited to the discussed

examples.

3.3 Production and transport of multi-beam arrays

In this Section we discuss the formation of transversely-segmented beams − i.e. consisting

of an array of beamlets. Such a distribution could have a variety of applications such as

described in Refs. [76, 77]. Alternatively, the formed array could produce a transversely

modulated beam that could be injected in a transverse-to-longitudinal phase-space exchanger

to yield a temporally-modulated beam [78, 79]. The latter opportunity motivated the present

work to demonstrate the generation and preservation of an array of beamlets up to the

entrance of a transverse-to-longitudinal phase-space exchanger installed in the AWA-DB [80]

and recently employed for temporal shaping [81]. Additionally, the multi-beam may serve

as a beam-based diagnostic tool, e.g., to investigate nonlinearities of the externally-applied

electromagnetic field or measure transfer matrices of beamline elements. In this section, we

explore whether the beam transverse electron-beam modulation originating from the laser is

preserved during the photoemission processes and low-energy acceleration in the RF gun.

3.3.1 Beam dynamics simulations

Using the particle tracking codes gpt and Impact-T [22] we performed simulation of

the AWA-DB RF-gun beam dynamics. The preservation of the modulation is affected by

space-charge forces which play a dominant role in the beam dynamics in the vicinity of the

cathode and in the RF gun. Given the multi-scale nature of our problem, the space-charge
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Figure 3.10: Measured (left) and simulated (right) Q=100 pC electron-beam distribution
at YAG1 when the UV laser pulse is modulated with the MLA array. The rows correspond
to different matching-solenoid current settings of 215 A (upper row), 230 A (middle row)
and 290 A (lower row).
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Figure 3.11: False color measured 7 MeV electron beam patterns for various matching
solenoid current setting and charge. From left to right: Q=60pC, 80pC, 100pC, 120pC.
The images from top to bottom correspond to matching-solenoid currents of 215, 240, and
270 A.

forces are computed with a Barnes-Hut (BH) algorithm [82] available in gpt. This algorithm

was successfully tested in recent studies [83, 84] and is described in detail in Chapter 6.

The measured transversely-modulated laser distribution at the photocathode location

[similar to Fig. 3.3(b)] was used to generate the input macroparticle distribution for our

numerical simulations. An initial intent was to probe whether the modulation could possibly

be amplified via collective effects (e.g. implying transverse space charge modulations that will

eventually convert into energy modulations) or if they are simply smeared out via thermal-

emittance effect as the beam is photo-emitted.

The beamlet pattern was also used to ensure the gpt model could reproduce our exper-

imental observation at low energy (RF-gun only). We compare the simulated and measured
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transverse patterns for different matching-solenoid current settings in Fig. 3.10. The beam

data and numerical simulations were recorded downstream of the gun using YAG1 at a beam

energy of 7 ± 0.5 MeV and bunch charge was set to 150 pC. The observed pattern rotation

indicates that the Larmor angle which depends on the beam energy and applied magnetic

field agrees qualitatively with the simulation; see Fig. 3.10. The observed discrepancy is

caused by the uncertainties on the RF-gun field.

3.3.2 Multi-beam formation downstream

of the RF gun

A subsequent experiment investigated the formation of a beamlet array downstream of

the RF gun at an energy of 7 ± 0.5 MeV for various operating points of the photoinjector.

The incoming laser spot size on the MLA array was chosen to yield an 8 × 8 beamlet array.

The photoemitted electron beam was observed on the YAG:Ce scintillating screen (YAG1 in

Fig 2.5) located at z = 3.1 m from the photocathode surface. Figure 3.11 displays a sequence

of beam distributions recorded at YAG1 for different settings of the focusing-bucking and

matching solenoids. Note, that due to the surface space charge effects, the charge associated

to each beamlet, and therefore the total maximum charge of the patterned beam, is limited.

The total maximum charge of the patterned beam was measured to be approximately ∼ 15 nC

corresponding to an average charge of ∼ (15 nC)/(8 × 8) ' 200 pC per beamlet.

The resulting electron beamlet formations pictured on Fig. 3.11 were analyzed using the

same Fourier analysis as the one used in Section 3.1.2 for the UV-laser images. Figure 3.12 (a)

summarizes the evolution of the transverse bunching factor at its lowest-frequency maximum

versus total bunch charge for different matching solenoid settings. The average beamlet

separation d changes from 0.4 mm to 8 mm at YAG1 location with the matching solenoid
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Figure 3.12: Transverse bunching factor evaluated at its lowest-frequency maximum versus
bunch charge for the three cases of solenoid settings displayed in Fig. 3.11 with corresponding
beamlet spacing d (a) and for the case of a solenoid field of 290 A with associated beamlet
spacing of d = 10 mm (b).
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Figure 3.13: False color measured 48 MeV electron-beam patterns for various charges. From
left to right and top to bottom: Q = 60, 100, 200, 300, 400, 500, 600, 700 pC with a
matching-solenoid current of 240 A.

current increased from 215 A to 270 A. Figure 3.12 (b) gives the evolution of the transverse

bunching factor for the case of d = 10 ± 0.4 mm. One can see the modulation is fully

determined by solenoid imaging at charges of Q < 180 pC.

Finally, it should be noted, that the measurements were taken at YAG1 and do not

provide information on possible modulation reappearance at a downstream position along

the beamline: the betatron phase advance at a downstream observation point could be

such that the modulation is washed out in the position space but prominent in the angular

coordinate.

3.3.3 Multi-beam acceleration to 48 MeV

The modulation introduced on the cathode was propagated and preserved through the

beamline up to the transverse-to-longitudinal emittance-exchange (EEX) beamline entrance;
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see Fig. 3.13. There should be no strong focusing applied along the low-energy beamline as

close encounter of the beamlets produces strong distortion as explored in Ref. [69]. Conse-

quently, the low-energy beamline elements should be properly matched to allow the large

waist. At medium energy, the transverse space-charge force is significantly decreased and

therefore not expected to impact the multi-beam dynamics. In order to avoid a tight waist

at low energy we used the linac solenoid LS1 (see Fig. 2.5) to image the beamlet pattern

directly on the YAG5 screen located 14 m downstream of the photocathode surface and

just prior to the EEX beamline. At this location, the beam energy is measured to be 48

MeV. Figure 3.13 shows the beam distribution at YAG5 for different bunch charge. The

typical beamlets separation (center to center) is on the order of ∼ 3 mm ±0.3 mm. Such

a distribution could be further manipulated using a telescope composed of four quadrupole

magnets to generate a train of short bunches along the temporal axis downstream of the

EEX beamline [81]. EEX formed bunch train could possibly support the generation of THz

radiation using, e.g., coherent transition radiation, or the resonant excitation of wakefields

in a high-impedance structure such as a dielectric-lined waveguide [85].



CHAPTER 4

ACCELERATING CAVITY TRANSPORT MATRIX

MEASUREMENT

In this Chapter we present the experimental results of the transfer map measurement

described in Section 1.3.5.1 Previously, the transverse matrix of a standing-wave accelerating

structure (a plane-wave transformer, or PWT) was reported in Ref. [36] and benchmarked

against an “augmented” Chambers’ model detailed in [33]. This refined model accounts for

the presence of higher-harmonic spatial content in the axial field profile Ez(r = 0, z). Here

we extend such a measurement to the case of a 1.3-GHz SRF accelerating cavity, detailed

in Sec. 2.1.1.1. We note that the measurements performed at the IOTA/FAST facility were

in a regime where the energy gain through the cavity is comparable to the beam injection

energy [γi ∼ γ′L].

4.1 Beam dynamics simulations

In order to quantitatively investigate the transverse beam dynamics in the cavity, we

consider a monoenergetic distribution of macroparticles arranged on the vertices of a 2 × 2

transverse grid in the (x, y) plane with distribution
∑

i
∑

j δ(x − i∆x)δ(y − j∆y) where δ(x) is

Dirac’s function and taking ∆x = ∆y = 0.3 mm. The macroparticles, with vanishing incoming

transverse momenta and located within the same axial position, are tracked through the cav-

ity field and their final transverse momenta recorded downstream of the cavity. Figure 4.2(a)

displays the change in transverse momentum δP⊥ imparted by the auxiliary couplers nor-
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Figure 4.1: Experimental setup under consideration and associated energy gain (a) and
transverse and longitudinal bunch sizes (b) simulated with Astra . In the diagram displayed
in (a), the labels “CAV” , “T”, “HV”, and “B” respectively correspond to the SRF cavities,
the integrated-current monitors (ICM), the magnetic steerers, and beam-position monitors.

malized to the change in longitudinal momentum δP‖. This is computed as the difference

between astra simulations using the cylindrical-symmetric field [Fig. 4.2(b)] from the ones

based on the 3D field map [Fig. 4.2(c)]. Figure 4.2(a) indicates a strong dipole-like field and
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Figure 4.2: Transverse momentum magnitude (false color contours) and directions (arrows)
simulated downstream of the cavity as a function of initial positions. Plot (a) displays the
momentum-kick contribution from the auxiliary couplers only, i.e. δr′⊥ ≡ 1

δP‖
|δPPP⊥ − kprrr⊥,0 |,

where δP‖ is the increase in longitudinal momentum. Plots (b) and (c) show respectively the
transverse momentum simulated using the cylindrical-symmetric (b) and the 3-D field map
(c) models for the cavity. Plot (a) is obtained as the difference between plots (c) and (b).
These simulations were performed for 10-MeV electrons with E0 = 30 MV/m (corresponding
to Ḡ ' 15 MeV/m) and φ = 0◦.

also hints to the presence of higher-moment components. To further quantify the impact of

the auxiliary couplers, we write the change in transverse momentum as an electron passes

through the cavity δPPP⊥ ≡ (δpx, δpy)T as an affine function of the input transverse coordinates

rrr⊥,0 ≡ (x0, y0)T (here the superscript T represents the transpose operator)

δPPP⊥ = ddd + Mrrr⊥,0, (4.1)

where ddd ≡ (dx, dy) is a constant vector accounting for the dipole kick along each axis, and M

is a 2 × 2 correlation matrix. The latter equation can be rewritten to decompose the final

momentum in terms of the strength characterizing the various focusing components [86]
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Figure 4.3: Energy gain (a), dipole kicks (b), absolute (c) and relative (d) focusing strengths
as function of phase (φ = 0 corresponds to on-crest acceleration). The relative focusing
strength is normalized to the ponderomotive focusing strength kp in Eq. 4.2. The simulation
conditions are an injection energy of 10 MeV and E0 = 30 MV/m.

©­­«
δpx

δpy

ª®®¬ =
©­­«
dx

dy

ª®®¬ + kp
©­­«

x0

y0

ª®®¬ + kq
©­­«

x0

−y0

ª®®¬
+ksk

©­­«
y0

x0

ª®®¬ + ks
©­­«
y0

−x0

ª®®¬ , (4.2)

where kp,q ≡ (M11 ± M22)/2, and ksk,s ≡ (M12 ± M21)/2 respectively account for the axially-

symmetric ponderomotive, quadrupole, skew-quadrupole and solenoidal focusing effects. It

should be pointed out that the coefficients introduced in the latter equation are implicit

functions of the cavity field and operating phase. Furthermore, the linear approximation



65

resulting in Eq. 4.1 requires validation. In order to find the focusing strength we performed

simulations similar to the one presented in Fig. 4.2(c) and directly compute the offset ddd and

correlation matrix M necessary to devise the focusing strengths in Eq. 4.2. Such an analysis

was implemented to provide the steering and focusing strength as a function of the injection

phase φ as summarized in Fig. 4.3. Our analysis confirms the presence of higher-moment

components such as quadrupole and skew-quadrupole terms as investigated in Ref. [87]. It

also indicates the strength of these quadrupolar components is very small compared to the

cylindrical-symmetric ponderomotive focusing, specifically ksk ∼ kq ∼ O(10−2 × kp). Finally,

we observe that the solenoidal contribution ks ∼ O(10−4 × kp) is insignificant. The relatively

weak focusing strength arising from the presence of the auxiliary couplers confirm that the

transfer matrix will be essentially dominated by the ponderomotive focusing. Therefore we

expect the couplers to have negligible impact on the transfer-matrix measurement reported

in the next Section. It should however be noted that the time dependence of these effects,

especially of the dipole kick, can lead to significant emittance increase via a head-tail effect

where different temporal slice within the bunch experience a time-varying kick resulting in a

dilution of transverse emittance. Such an effect is especially important when low-emittance

low-energy beams are being accelerated in a string of cavities [25, 27, 3].

4.2 Reference orbit method and experimental procedure

The experimental setup is diagrammed in Fig. 4.1(a). In the present experiment the

average accelerating gradient of the accelerating cavities was respectively set to ḠCAV1 '

15 MeV/m and ḠCAV2 ' 14 MeV/m. The simulated bunch transverse sizes and length along

the IOTA/FAST photoinjector appear in Fig. 4.1 for the nominal bunch charge (Q = 250 pC)

and settings used in the experiment. The corresponding peak current, Î ' 30 A, is small
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enough to ensure wakefield effects are insignificant − from From Fig. 4 of Ref. [38] we

estimate the transverse geometric wakefield to yield a kick on the order of 1 eV/c, i.e.,

two order of magnitude lower than the dipole kick given in Fig. 4.3 over the range of phase

φ ∈ [−30◦, 30◦]. The simulated kinetic energy downstream of CAV2 is K ' 34 MeV consistent

with the measured value.

Beam position monitors (BPMs) which were the main diagnostics used duing our exper-

iment. At the time of our measurements, the BPM system was still being commissioned and

the resolution was about ' 80 µm in both dimensions [88].

As the starting point of the transfer-matrix measurement, the beam was centered through

both cavities CAV1 and CAV2 using a beam-based alignment procedure. The beam posi-

tions (xi, yi) [where i = 1, 2] downstream of the CAV2 were recorded for two phase settings

(φ1,2 = ±30◦) and the function χ =
√
(x1 − x2)2 + (y1 − y2)2 quantifying the relative beam

displacement was evaluated. The settings of the dipole correctors upstream of the cavity

CAV2 were then employed as free variables to minimize χ using a conjugate-gradient algo-

rithm.

In order to measure the transfer matrix, we used a standard difference-orbit-measurement

technique where beam-trajectory perturbations are applied with magnetic steerers located

upstream of CAV2 and resulting changes are recorded downstream of the cavity with a pair

of BPMs. In our experiment, the perturbations were applied using two sets of horizontal and

vertical magnetic steerers (HV101 and HV103) with locations displayed in Fig. 4.1(a). Orbit

perturbations were randomly generated to populate a large range of initial conditions in the

4D trace space Xi ≡ (xi, x′i, yi, y
′
i ). Only the perturbations for which the beam was fully-

transmitted were retained [the charge transmission is inferred from two integrated-current

monitors (ICM) shown in Fig. 4.1(a)]. For each measured cavity phase point, 20 different sets

of perturbations (associated to a set of upstream dipole-magnet settings) were impressed.
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The beam was then propagated through CAV2 up to a pair of downstream electromagnetic

button-style BPMs. The measurement of beam position with CAV2 “off” and “on”, where

“off” means zero accelerating gradient, (indirectly) provided the initial Xi and final Xf beam

positions and divergences respectively upstream and downstream of CAV2.

Correspondingly, given the 4×4 transfer matrix of the cavity R, these vectors are related

via Xf = RXi. An initial perturbation δX0i
to the nominal orbit X0i

such that Xi = X0i
+δX0i

will result in an orbit change downstream of CAV2 given by

δX0f
= RδX0i

. (4.3)

Therefore any selected orbit can serve as a reference orbit to find the transformation R, as-

suming the set of perturbed trajectories around this reference is transformed linearly (which

is the essence of the paraxial approximation). Consequently, impressing a set of N initial

perturbations δX(n)0i where n = [1...N] results in a system of N equations similar to Eq. 4.3

which can be casted in the matrix form

Ξ f = RΞi, (4.4)

where Ξ j ( j = i, f ) are 4 × N matrices containing the positions and divergence associated to

the N orbit perturbations. This system can then be inverted via a least-squares technique

to recover R.

The error analysis includes statistical fluctuations (which arise from various sources of

jitter) and uncertainties on the beam-position measurements. The statistical error bars were

evaluated using an analogue of a boot-strapping technique. Given that the transformation

(4.3) is linear, any couple of initial Xk,i and final Xk,f beam position measurements can

define the reference orbit while the other couples (Xj,i,Xj,f ) for j ∈ N , k are taken as
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perturbed orbits and the transfer matrix can be inferred. Consequently, we retrieved the

transfer matrix Rj associated to a reference orbit (Xk,i,Xk,f ). Such a procedure is repeated

for all orbits k ∈ [1, N] and the resulting transfer matrix Rk is recorded. A final step consists

in computing the average 〈R〉 and variance σ2
R = 〈R2 − 〈R〉2〉 over the N realizations of Rj .

Finally, the measured value is reported as R = 〈R〉 ± 2σR.

4.3 Transfer matrix measurement results

The elements of the transfer matrix were measured for nine values of phases in the range

φ ∈ [−20◦, 20◦] around the maximum-acceleration (or “crest”) phase corresponding to φ = 0◦.

For each set of perturbation the beam positions along the beamline were recorded over 4

shots to account for possible shot-to-shot variations arising from beam jitter or instrumental

error. The corresponding set of 80 orbits were subsequently used in the analysis algorithm

described in the previous Section.

The comparison of the recovered transfer matrix elements with the Chambers’ model

along with the matrix inferred from particle tracking with astra appear in Fig. 4.4. The

shaded areas in Fig. 4.4 and subsequent figures correspond to the simulated uncertainties

given the CAV2 cavity gradient ḠCAV2 = 14 ± 1 MeV/m.

Overall, we note the very good agreement between the measurements, simulations, and

theory. The slight discrepancies between the Chambers’ model and the experimental results

do not appear to have any correlations and are attributed to the instrumental jitter of the

BPMs, RF power fluctuations, cavity alignment uncertainties, halo induced by non-ideal

laser conditions. During the measurement, we were unable to set the phase of the CAV2

beyond the aforementioned range as it would require a significant reconfiguration of the
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Figure 4.4: Diagonal (left four plots) and anti-diagonal (right four plots) blocks of the trans-
port matrix. The solid (blue) lines represent Chambers’ approximation, dashed (green/red)
lines are obtained from 3D field map simulations for (x, x′) and (y, y′) planes respectively,
circular markers and purple lozenges correspond to experimental values for (x, x′) and (y, y′)
planes respectively. Shaded area represents matrix element variation due to RF calibration
uncertainties (simulation).

IOTA/FAST beamline. Nevertheless we note that this range of phases is of interest to most

of the project currently envisioned.

The elements of coupling (anti-diagonal) 2 × 2 blocks of the 4 × 4 matrix, modeled in

the simulation are about one order of magnitude smaller than the elements of the diagonal

block. For instance, considering the x coordinate we find that R13/R11 ∼ O(10−2) and

R14/R12 ∼ O(10−2). This finding corroborates with our experimental results which indicate

that R13/R11 . 0.1 and R14/R12 . 0.1; see Fig. 4.4. The latter observation confirms that,

for the range of parameters being explored, the 3D effects associated to the presence of

the couplers has small impact on the single-particle beam dynamics as already discussed in

Sec. 2.1.1.1. The measured matrix elements were used to infer the determinant |R| which is

in overall good agreement with the simulation and Chambers’ models; see Fig. 4.5.

Finally, the field amplitude in CAV1 was varied, thereby affecting the injection energy

in CAV2 and the transfer matrix element of CAV2 measured. Since the beam remained rel-

ativistic the change did not affect the injection phase in CAV2. The resulting determinant
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Figure 4.5: (left) Measured 4 × 4 transfer-matrix determinant (symbols) compared with
the Chambers’ approximation (solid line) and numerical simulations using the 3D field map
(dashed line). The shaded area represents the uncertainty on the simulations due to RF
calibration uncertainties. (right) Measured scaling for the 4× 4 transfer matrix determinant
as a function of injected-beam Lorentz factor γi (symbols) compared with the Chambers’
approximation (solid line) and numerical simulations using the 3D field map (dashed line).
The shaded area represents the uncertainty on the simulations due to RF calibration uncer-
tainties.

(for the 2×2 matrix) is expected to follow an adiabatic scaling γi/γ f . The experimental mea-

surement presented in Fig. 4.5 confirm a scaling in (γi/γ f )2 as expected for the determinant

of the 4 × 4 transfer matrix.



CHAPTER 5

CANONICAL ANGULAR MOMENTUM DOMINATED

BEAMS AND FLAT BEAM GENERATION

In this Chapter we experimentally demonstrate CAM dominated electron beams gener-

ation and the process of CAM removal for flat beams generation. In addition, we study the

propagation of the horizontal and vertical flat beams through the magnetic bunch compres-

sor; this work was pioneered at Fermilab A0 facility [12, 13, 14, 89].

The IOTA/FAST RF-gun is capable of generating strong residual axial magnetic field at

the photoemission location and therefore can produce CAM dominated or magnetized beams.

Hereafter we consider the experimental beamline depicted in Fig. 2.1 with the nominal beam

parameters provided by Tab. 2.1 and the beamline elements detailed in Tab. 2.2. During the

FAST Run-2017 round of experiments CAM beams were produced using bucking solenoid as

a source of the axial magnetic field. The main solenoid was used to match initial beam Twiss

parameters into the round-to-flat beam (RTFB) adapter. The magnetic field at the cathode

as a function of solenoids’ currents is plotted in color in Fig. 5.1 (left). The maximum values

of currents were limited by the corresponding beam dynamics downstream of the RF gun.

The numerically simulated beam envelopes for the magnetized (dashed line) and flat beams

(solid line) are presented in Fig. 5.1 (right).
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Figure 5.1: (left) Axial magnetic field at the photocathode as a function of bucking and main
solenoids at FAST. (right) Corresponding beam dynamics for the case of B0z = 734 Gauss
tracked in Impact-T.

5.1 Magnetization measurement techniques

In order to perform the round-to-flat transformation described by Eq. (1.29) the first

step is to measure the value of CAM provided to the electron beam. There are two methods

for this measurement based on the fact that beam has a transverse rotational motion which

results in xy-coupling. First method uses a varying quadrupole and infers the CAM from

the change in values of second moments of the distribution. The second method is based on

the intercepting multi-slit measurement. Additionally, the latter method can be extended

to the case of multi-beam array discussed in Chapter 3.

5.1.1 Quadrupole scan technique

Consider the trace-space coordinate vector associated to a CAM beam at a location “0”

downstream of the photocathode: X0 = (x0, x′0, y0, y
′
0). We are interested in measuring the

mechanical angular momentum (MAM) L ≡ 〈x0y′0〉−〈y0x′0〉 which is related to magnetization
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introduced in Chapter 1 as L = 2L. Let’s characterize the beam distribution at the location

“0” with covariance matrix given by Eq. (1.27), where 〈x2〉 = 〈y2〉 = σ2, 〈xy′〉 = 〈y′x〉 = L/2

and 〈x′y〉 = 〈yx′〉 = −L/2. Note, that in case of a cylindrical-symmetric beam 〈xx′〉 =

〈yy′〉 = 〈x′x〉 = 〈y′y〉 and 〈x′2〉 = 〈y′2〉 = σ′2. Additionally, if the beam waist is located at

“0”, 〈xx′〉 = 〈yy′〉 ≡ 0. The directly measurable elements of the beam matrix (1.27) are:

〈x2〉, 〈y2〉, 〈xy〉 and the beam moments matrix is transformed as:

Σ1 = RΣ0RT, (5.1)

where R is the linear transfer matrix. Consider a normal quadrupole placed at “0” followed by

a drift space. The transfer matrices of a quadrupole and a drift under thin lens approximation

are respectively given by Eqs. (1.21),(1.17), then the transformation of the Σ0 is

Σ1 = RdriftRquadΣ0(RdriftRquad)T .

Under this transformation the measurable moments of the matrix are:

〈x2〉 = 2〈xx′〉d(dq + 1) + d2σ′2 + σ2(dq + 1)2

〈y2〉 = −2〈yy′〉d(dq − 1) + d2σ′2 + σ2(dq − 1)2 (5.2)

〈xy〉 = Ld2q.

Thus, by measuring 〈xy〉 moment after the transformation one can infer the MAM as

L = 〈xy〉/d2q. (5.3)

Here q is the quadrupole strength and d is the drift length. Note, that in practice the

calculation of the resulting moment 〈xy〉 in case of a small L can be altered by finite resolution
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of the beam viewer setup. In that case, one can substitute Eq. (1.21) with Eq. (1.22) for

the skew quadrupole, then measurable beam matrix elements are:

〈x2〉 = d2(−Lq + q2σ2 + σ′2) + 2d〈xx′〉 + σ2

〈y2〉 = d2(Lq + q2σ2 + σ′2) + 2d〈yy′〉 + σ2 (5.4)

〈xy〉 = dq
(
d(〈xx′〉 + 〈yy′〉) + 2σ2

)
.

Note, that under the assumptions made |〈x2〉 − 〈y2〉| = 2d2Lq, or

L = |〈x2〉 − 〈y2〉|/2d2q. (5.5)

5.1.2 Multislits technique

Rotational motion induced by CAM can be also measured with a commonly used in-

tercepting multi-slits mask. In this case, the mask with vertical or horizontal orientation

will produce beamlets that will be titled at some location downstream of the mask. By

computing the rotation angle between the mask and the viewer locations, one can infer the

amount of mechanical angular momentum in the beam. In order to perform the calculation,

the beam sizes at both locations have to registered. Then the multi-slit mask is inserted and

the tilt angle θ is determined. The mechanical angular momentum L can then be deduced

by a simple kinematic formula provided by Ref. [12]:

L = 2pz
σ1σ2 sin θ

D
, (5.6)
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where σ1,2 are the measured beam sizes at the multi-slit mask and the screen location

respectively, D is the drift length between the mask and the screen. We refer the reader to

Refs. [12, 13] for a detailed description of the method.

The measurement process is demonstrated in Fig. 5.2 for different bucking solenoid

currents. In the bucked configuration, the horizontal multislits at the X107 location are
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Figure 5.2: CAM value measurement using multi-slit mask at X107 location for different
configurations of the FAST RF-gun solenoids.

seen to be horizontal downstream at the X111 screen. With the increase of the bucking

solenoid current, the residual axial magnetic field at the photocathode increases, imposing

the angular momentum on the beam. Latter results in the beamlets rotation, as depicted in

Fig. 5.2.
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5.1.3 Electron beam magnetization measurements at FAST

facility

The CAM dominated 34 MeVelectron beam was formed with a laser distribution depicted

in Fig. 5.3. The value of CAM was measured with both multi-slit and quadrupole scan

methods and the results are in a good mutual agreement. After the CAM beam generation,

the multi-slits were inserted at X107 location and the slit projections were recorded at X111

location. The magnetic field was reconstructed using the map depicted in Fig. 5.1 and

the value of CAM using Eq. (5.6). The results shown in Fig. 5.4 (right) are in a good
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Figure 5.3: Initial asymmetric FAST photocathode laser distribution. The RMS sizes of
orange and red circles are 950 µm and 520 µm respectively.

agreement with numerical simulations. For the flat beam generation experiment, we selected

the bucking solenoid current of 255 A, which ensured stable machine operation and safe RF-

gun vacuum levels. This corresponds to the maximum residual axial magnetic field applied

on the cathode of 734 Gauss. Additionally, a quadrupole scan was performed for the selected

machine configuration using Eq. (5.3), and the results are also in a good agreement with

numerical simulations; see Fig. 5.4 (left). Both techniques were proved to be reliable and
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Figure 5.4: (left) Measured CAM using quadrupole scan method and comparison with
impact-t simulations. (right) measured CAM as a function of B0z at the photocathode
compared with impact-t simulations.

fast for the CAM measurement and can be extended to the higher values of CAM in different

experimental conditions.

5.1.4 Method to measure magnetization with MLA formed

multi-beams

In this Section, we describe a possible application of the patterned electron beam formed

by the MLA setup as a beam-based diagnostic tool for inferring the value of CAM.

We now consider the multi-beam laser distribution discussed in Section 3.3 projected onto

a photocathode immersed in an axial magnetic field. The resulting electron beam, composed

of multiple beamlets, will therefore undergo a similarity transformation (in the presence of

a axisymmetric external focusing) of the form

©­­«
x

y

ª®®¬ = [k + R(θ)]
©­­«

xc

yc

ª®®¬ , (5.7)
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after exiting the magnetic-field region; see Fig. 5.5. In this equation the subscript c corre-

sponds to the spatial coordinates on the cathode surface, k is a scalar and R(θ) is the 2 × 2

matrix associated to a rotation with angle θ. The measurement of the rotation angle and

array size provides the value of mechanical angular momentum, similarly to Eq. (5.6):

L =
pz

D

[(n
2

a1
)]2
(M sin θ), (5.8)

where pz is the axial momentum, n is a number of beamlets, a1 is the separation between

beamlets at the first viewer, and M = a2/a1 is the magnification factor between second and

first viewer. Relating it to (1.26) one can infer the value of the magnetic field on the cathode

B0z.

θyc y

xc x

Figure 5.5: Illustration of the similarity transformation between the initial beamlet pattern
emitted from the phtocathode (left) as it propagates to a downstream location (right). This
schematics assumes the transverse momentum is solely angular in an axisymmetric external-
focusing lattice.



79

0 5 10 15 20
γL =< (xpy − ypx) > /2mec (µm)

0

5

10

15

20

γ
L

=
eB

z
<
r2
>
/2
m
ec

(µ
m

)

Figure 5.6: Demonstration of the method based on Eq. 5.8 using numerical simulations in
Impact-T. The magnetization L is computed from the particle distribution (blue markers)
and plotted against the magnetization inferred from the B0z on the cathode surface. The
green solid line correspond to the diagonal line.

To validate the proposed method via numerical simulations we used impact-t and consid-

ered the AWA-WB beamline diagrammed in Fig. 2.7. Laser multi-beam array was converted

into Impact-T particle distribution using the method described in Section 3.2. It was then

propagated through the beamline and saved at two locations of YAG screens (YAG2 and

YAG3 in Fig. 2.7) and away from the waist. The centroids of each beamlet were found

and the mechanical angular momentum is inferred from Eq. (5.8). We performed numerical

simulations for different B0z field values and results are summarized in Fig. 5.6.

The latter Figure confirms that the CAM (as inferred from the value of B0z) is fully

transferred to the MAM. Some systematic discrepancies (〈5%) are observed as L increases

and most likely due to the contribution of nonlinear terms in multipole expansion of B(z)

not accounted for in Eq. 1.3 (which assumes a paraxial linear approximation).
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The simulations demonstrate that illuminated cathode with a patterned laser beam pro-

vides a simple method to measure the MAM. It should be noted, that the fundamental

systematic error may come from diagnostic cameras mutual misalignment. In a case of low

L, a longer distance between two screens has to be employed. Additionally, this technique

provides an excellent determination of the magnetic axis and probes the laser spot alignment.

To extract the rotation angle and the beamlet separation, one can calculate beamlet

positions using conventional 2D peak finding algorithm. However, this method becomes not

very robust when the beamlet formation size at the location of the second screen is bigger

than the screen size.

Another approach is to utilize projections 〈Ĩ(kx)〉 and 〈Ĩ(ky)〉 of the images in reciprocal

Fourier space calculated via 2D fast Fourier transform (FFT). In this case, the tilt of the

image will result in a difference between the locations of first harmonics; see Fig. 5.7. The

tilt angle can be then computed as tan θ = kx1/ky1 , where k(x,y)1 is the coordinate of the

first-harmonic peak of the spatial bunching factor along the corresponding axis. Such an

analysis assumes the beamlet-pattern periodicity along the two directions is identical (which

is the case in our experiment). The full-width half-maximum (FWHM) sizes of the peaks in

Fig. 5.7 are then accounted as errorbars of the measurement.

5.1.4.1 Proof-of-principle experiment at AWA facility

Proof-of-principle electron beam experiment was performed at AWA-WB beamline. A

12 × 12 laser beamlet pattern with rms duration of 6 ps was formed by using the technique

from Section 3.3. In the experiment, the total charge was 60 pC per bunch, resulting in

∼ 420 fC per beamlet.
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Figure 5.7: Bunching factor as function of horizontal kx (solid trace) and vertical ky (dashed
trace) spatial frequency. The ratio of the lowest-frequency peaks ky1/kx1 provides a mea-
surement of the pattern rotation angle with respect to the horizontal axis. This data is
extracted from the corresponding beam image (upper inset) and from projections of its 2D
FFT image (lower inset).

The three solenoids depicted in Fig. 2.7 were controlled independently via unipolar power

supplies. We started with the normal operational configuration where the bucking and

focusing solenoids had opposite polarities which yields relatively low magnetization of the

beam. The bucking solenoid current was slowly decreased to 0 A and the induced rotation

of the beamlet formation was observed at YAG1 and YAG2 locations; see Fig. 5.8. Note,

that initial pattern rotation in Fig. 5.8 for the case of B0z = 0 is occuring due to Eq. (1.13).

Then the polarity of the bucking and focusing solenoids was flipped and the bucking solenoid

current was ramped up to -500A, applying the maximum achievable magnetic field at the

photocathode. Total of 20 bucking solenoid current values were used to reach the maximum

field at the cathode surface of ' 1400 Gauss.
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for different settings of the magnetic field on the photocathode B0z = 0, 200, 500, 1000 Gauss
(from top to bottom) at the AWA-WB beamline. The radial momentum yields to substantial
magnification at YAG2 in addition to the rotation.
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(solid blue line) and experimentally recovered values of B0z (symbols with error bars) from
Fig. 5.8.

The beamlet pattern at the two screens YAG1 and YAG2 makes a different rotation angle.

The rotation of the pattern between the two screens θ increases with the magnetization, as it

can be seen in Fig. 5.9. In the latter picture the data point were obtained from the 2D FFT

technique detailed in the previous Section. From the inferred rotation angle θ, the MAM

was recovered via Eq. 5.8.

The retrieved value of the B0z, the applied field on the cathode surface, computed using

the data of Fig. 5.9 for different currents of the bucking solenoids are reported in Fig. 5.9.

Specifically, the retrieved values are computed via Bz0 =
2mec2L

ec r2 where L is found from

Eq. 5.8. These values are in very good agreement with impact-t simulations of the mea-

surement which includes a model of the solenoids simulated with poisson [90].
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5.2 Electron beam simulations and flat beam generation

In order to investigate the mapping of the eigenemittances defined by Eq. (1.28) due to

CAM, we first performed a numerical simulation of the RTFB transformation in impact-t

[22]. We converted a laser distribution at FAST photocathode into a macroparticle dis-

tribution similarly to Sec. 3.2.1. As displayed in Fig. 5.3 the initial laser distribution is

asymmetric, therefore the axisymmetric flat beam solution given by Eq. (1.30) can only be

a first order approximation. The correct settings of the RTFB adapter have to be found

and optimized numerically. Note, that the solutions given by Eq. (1.30) will be identical for

both orange and red circles in Fig. 5.3 and won’t depend on the value of L. The particle

distribution was generated with a value of CAM measured in Section 5.1.3 (see Fig. 5.4,

left) and then propagated through the FAST low-energy beamline. The numerical beamline

model included the RF gun phase, gradient, solenoids, booster cavities’ phases and gradients

values of the real machine. In case of a low beam charge (Q=20 pC), the three thick-lens

RTFB adapter model was numerically optimized with the conjugate-gradient method using

MagnetOptimizer [45]. The optimized quadrupole currents were then dialed back into

the machine and the CAM removal process recorded at X111 location; see Tab. 2.2 for the

beamline element references. The resulting comparison between experiment and simulations

is presented in Fig. 5.10. One can see a good agreement between the numerically opti-

mized solutions and the measured real beam distributions. The generated flat beam was

propagated downstream of the RTFB adapter to ensure full transmission to the low energy

adsorber. After the flat beam generation, the initial emittance measurement was performed

with a quadrupole scan technique. The beam transverse distribution was registered at the

X121 location as a function of quadrupole Q120 current. FAST beamline was implemented

into elegant tracking code and the function sddsemitmeas was invoked to fit the beam
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Figure 5.10: Demonstration of the CAM removal process in the experiment (a) and simula-
tions (b) for the case of a vertical flat beam. The beam transverse distribution was recorded
at X111 location. See Fig. 2.1 and Tab. 2.2 for the beamline details.

distribution emittances to the experimental data. For the details on beam image analysis

procedure please see App. A.2. The initially recorded emittance values were not quite in

agreement with the prediction given by Eq. 1.28, therefore we performed the optimization

of the round-to-flat beam transformation.

5.2.1 Flat beam adapter optimization

In order to optimize the mapping of the eigenemittances onto resulting flat beam emit-

tances, we developed a beam-based optimization tool using the pyACL framework [51]. In

the optimization procedure, skew quadrupoles Q106, Q107 and Q111 were used as free vari-

ables, while all the quadrupole magnets downstream of the Q111 were turned off. We set
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the ratio between beam transverse sizes at two locations (d1, d2) (corresponding to the screen

X111/X121 positions) as a target function as:

ρ =

√√(
σx,y

σy,x

)2
d1

+

(
σx,y

σy,x

)2
d2

=

√√(
βx,yεx,y

βy,xεy,x

)2
d1

+

(
βx,yεx,y

βy,xεy,x

)2
d2

. (5.9)

In Eq. (5.9), maximizing σx/σy means horizontal flat beam optimization and σy/σx cor-

responds to the case of vertical flat beam optimization. In this procedure, the optimizer

will alternate between the two screens until the specified convergence threshold is reached.

Note, that using two consequent locations effectively removes the dependancy from βx,y in

Eq. (5.9) as betatron functions could only have one local minima in the free space, thus

optimizing εx,y. The method was found to be efficient and fast to optimize the flat beam
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Figure 5.11: Demonstration of beam-based optimization of the eigenemittance mapping for
the case of vertical/horizontal flat beam. The size (color) of the bubbles increases with the
measured beam flatness ratio. Red bubbles correspond to the best emittance ratios obtained
for horizontal/vertical flat beams.

emittances. However, the beam optics constraints and the screen resolution are the main

limitations of this technique. In order to further optimize the resulting flat beam emittances,

a direct single-shot emittance measurement is required, e.g. with an intercepting mask. The
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performance of the beam-based flat beam optimizer is demonstrated in Fig. 5.11 and the

resulting beam images are presented in Fig. 5.12.
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Figure 5.12: Measured optimized vertical and horizontal flat beams produced from the
beam with CAM due to the residual magnetic field of 734 Gauss at the photocathode.

5.2.2 Flat beam emittance measurement

The final emittance measurement after the RTFB adapter optimization was performed

using a quadrupole scan technique. The resulting flat beam normalized emittances generated
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from the beam with CAM of approximately L = 18 µm were measured to be: εx = 0.13 µm,

εy = 14.4 µm for the vertical flat beam and εx = 0.17 µm, εy = 12.7 µm for the horizontal

flat beam. The beam images for the aforementioned cases are depicted in Fig. 5.12 and the

emittance measurements are summarized in Tab. 5.1.

Table 5.1: Resulting measured emittances for the cases of vertical and horizontal round-to-
flat beam transformation compared with numerical simulations in Impact-t.

Experimental results
Norm. emit. Vert. fb Hor. fb Units
εx 0.13 ± 0.03 12.7 ± 2.79 µm
εy 14.4 ± 3.17 0.17 ± 0.04 µm
ε4D 1.37 ± 0.42 1.47 ± 0.49 µm

Impact-t simulations
εx 0.08 17.7 µm
εy 18.0 0.10 µm
ε4D 1.20 1.33 µm

The numerical simulations of the RTFB transform in impact-t for the best possible

flatness indicate a good agreement with the measured upper emittance, while the lower

geometric emittance is found to be ε− = 0.015 µm for the case of vertical and ε− = 0.018

µm for the case of horizontal flat beams. The discrepancy between the simulations and

measurement is attributed to a few factors. First, the quadrupole scan technique is limited

by a finite pixel size of the YAG viewer which in case of FAST beamline corresponds to

σres =9 µm. Measuring extremely low emittances with the quadrupole scan requires longer

baselines and optics adjustment. In the case of a flat beam, the high emittance asymmetry

is a limitation to both of these requirements. Second, the RTFB transformer optimization

routine based on quadrupole scan is not exact and has to be improved with a direct emittance

measurement. Additionally, a fourth quadrupole in the RTFB adapter would improve the flat

beam solution stability. The numerical simulations indicate a dependancy of the flat beam
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emittances from the phases of the booster cavities [89]. Due to RF-uncertainty of about 1

MV/m in both booster cavities, the degree of freedom associated with the minimizing of

the energy spread was not available for a fine optimization. All aforementioned limitations

impact the measured value of the RMS beam size σmes as [13]:

σmes =

√
σ2
0 + σ

2
res + (ηδ)2,

where σ0 is the real RMS beam size, η is the RTFB adapter dispersion and δ is the energy

spread. The error in measured σmes, in turn, propagates to the resulting emittance value.

Last but not least, the simulated best flat beam emittances correspond to the emittance

ratio of about 1000 which was proved to be very difficult to achieve in the real beamline [14].

5.3 Flat beam compression in the chicane

Transverse and longitudinal beam dynamics of a flat beam in the FAST chicane was

numerically investigated in great detail in [89]. In brief, a transverse emittance growth is

expected during the flat beam compression in the chicane due to space-charge and coherent

synchrotron radiation (CSR) effects in chicane doglegs; see Fig. 1.2. It was found that the

emittance growth occurs mostly when the bunch length is the shortest, and additionally

horizontal emittance growth was much larger than vertical [91]. The final emittance degra-

dation associated to the induced energy spread over one dipole magnet in the bending plane

is given by [92, 93]:

εx, f ≈
√
ε2x,i + εx,iβx, f 〈∆x′2〉, (5.10)

where εx, f is the final emittance, εx,i is the initial emittance, βx, f is the betatron function at

the end of the bunch compressor and ∆x′ ≈ θδ/2E . In the latter expression δ corresponds to
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the energy spread induced by the CSR effects, θ = 18 degrees for FAST bunch compressor

and E is the total energy of the electron beam. When the value of εx,i is large, the resulting

emittance is mostly unaffected by the CSR induced angular spread. Thus, in case of a

horizontal flat beam, since the emittance in the bending plane is εx � εy, therefore making

the beam not succeptable to the emittance growth in that plane during compression. This

fact also implies that the total ε4D will be less degraded after the bunch compressor, making

the application of flat beams beneficial to for the beam transport of short bunches.

A numerical model for FAST beamline with chicane parameters presented in Tab. 2.1

was implemented in the impact-t code. The simulations included space-charge forces and

one-dimensional CSR effects when particles were propagated through the chicane. In order

to introduce the energy spread required for bunch compression (see Sec. 1.5), the second

cavity was run off-crest. The maximum compression in the FAST beamline corresponds to

the second booster cavity phase to be -30 degrees off-crest, and maximum decompression is

achieved when it is +30 degrees off-crest. Numerical model also included the experimental

RTFB adapter settings. The resulting lower emittance ε− as a function of second booster

cavity phase is plotted in Fig. 5.13. As expected, when ε− is mapped onto horizontal plane, it

is significantly degraded after the maximum compression (factor of 6 growth). Additionally,

when ε− is mapped onto vertical plane, the emittance dilution for the maximum compression

is about factor of 1.75 due to the large value of ε+ in the horizontal plane. It has been

shown via numerical simulations that the emittance growth in the latter case can be further

mitigated by adjusting the beam focusing in the chicane [89].

The experimentally measured compressed vertical and horizontal emittances are pre-

sented in Fig. 5.13. The emittance growth is an excellent agreement with the previous

experimental conclusions and numerical simulations for both cases of round and flat beam

[91, 89]. In the case of a maximally compressed vertical flat beam, the lower emittance

growth is about factor of 4. For the maximally compressed horizontal flat beam the emit-
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Figure 5.13: Compressed vertical (left) and horizontal (right) flat beam lower emittances
measured as a function of the second booster cavity phase compared with impact-t simu-
lations.

tance dilution is only factor of 1.5, which is consistent with impact-t simulations. Figure
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and horizontal flat beams. Solid line corresponds to the simulated case of a round non-
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5.13 shows the resulting comparison between measured experimental values and simulations.
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The dilution of the upper emittance ε+ in both horizontal and vertical flat beam cases mea-

sured to be much less significant (about 15% in case of maximum compression), which is

within the estimated error bar for all the measurements. In Fig. 5.14 total ε4D growth for

flat beam compression is compared to the case of a round beam of the same charge and

size at the photocathode. Vertical flat beam does not present a significant improvement in

ε4D preservation, while horizontal flat beam demonstrates factor of 2 improvement in ε4D

dilution.

In conclusion, an experimental setup with a CAM beam transformed into a compressed

horizontal flat beam can be considered for future operations where the preservation of the

total ε4D is critical. At FAST, such a setup can lead to a better quality beam to be delivered to

the high-energy beamline and IOTA ring. Additionally, a reverse flat-to-round tranformation

can be performed after propagating through the bunch compressor. This technique can serve

as a method of transporting and manipulating CAM beams in the accelerator.



CHAPTER 6

BUNCH SHAPING IN LONGITUDINAL SPACE-CHARGE

AMPLIFIER (LSCA)

Longitudinal-space-charge-driven micro-bunching instabilities arising in bunch compres-

sors were predicted and observed over the last decade [94, 95, 96]. It was recently proposed

to employ such micro-bunching instability mechanism to form attosecond structures on the

bunch current distribution for the subsequent generation of cohrent radiation pulses [97].

A possible beam line configuration capable of enabling the micro-bunching instability is

relatively simple. It essentially consists of focusing sections where energy modulations due

to the longitudinal space-charge (LSC) impedance accumulate, followed by a longitudinally-

dispersive section. The latter section, by introducing an energy dependent path length,

converts the incoming energy modulation into a density modulation. Such an elementary

cell is often referred to as a LSC amplifier (LSCA). Most of the beamlines studied so far

consider a longitudinally-dispersive section arranged as a bunch compression chicane; see

Fig. 6.1. Several of these LSCA modules are concatenated to result in a large final density

modulation. We further assume the compression process in the chicane is linear [the incoming

longitudinal phase space (LPS) does not have any nonlinear correlations]. Such a modulated

beam, when participating in a radiation-generation process, can produce coherent radiation

at wavelengths comparable to the spectral range of the final density modulations.

We first introduce a fully three dimensional (3D) multi-scale space-charge algorithm

adapted from Astrophysics [82]. The algorithm is used to discuss some limitations of the one-

dimensional LSC impedance model commonly employed in LSCA investigations. Using the
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Figure 6.1: Overview of a cascaded longitudinal-space-charge amplifier (LSCA) composed
of several LSCA modules. Each LSCA module incorporate a focusing channel and a longi-
tudinally dispersive section. The (red) rectangles and (blue) ellipses respectively represent
dipole and quadrupole magnets.

latter benchmarked algorithm, we then investigate a possible LSCA beamline configuration

similar to the one studied in [97]. Finally, we estimate the generation of undulator radiation

seeded by the LCSA. In contrast to Ref. [97], our study considers the case of a 300-MeV

electron beam produced in a conventional superconducting linac, e.g. FAST injector.

6.1 Mechanism for longitudinal space charge amplifiers

Charged-particle beams are subject to self interaction via velocity and radiation fields.

In absence of radiation processes (i.e. acceleration), the effect of velocity fields (i.e. space

charge) dominates and its regime varies with the bunch density. Under a simple 1D approx-

imation, a comparison of the Debye length λD to the root-mean-squared (rms) transverse

beam size σ⊥ and mean inter-particle distance Λp ' n−1/3e (where ne is the electronic density)
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provides a criterion to assess the importance of space charge effects on the beam dynamics.

When σ⊥ < λD space charge effects are significant and often computed using the mean-field

approximation (i.e. the space charge force is derived from the electrostatic potential associ-

ated to the particle distribution) commonly implemented in particle-in-cell (PIC) algorithms.

However, when λD < Λp, particle-to-particle “binary” interactions play an important role

and are needed to be accounted for [17].

As the beam is accelerated the transverse and longitudinal space-charge forces reduce

respectively as O(1/γ2) and O(1/γ3) where γ is the Lorentz factor. At the macroscopic level,

e.g. for spatial scale comparable to the bunch sizes, the space charge can be accurately

described by a mean field approach [98]. However, in high-brightness beams − beams with

low fractional momentum spread − the weakened longitudinal-space charge (LSC) force can

still influence the beam dynamics at a microscopic level − i.e. for spatial scales smaller than

the bunch sizes − and small density modulations (e.g. due to noise or imperfections) can

result in LCS-driven energy modulations. In this latter regime, the LSC is generally treated

with a one-dimensional (1D) model.

To illustrate the main results of the 1-D model, we consider a simple beam line consisting

of a drift with length Ld (where the beam is transversely contained) followed by a chicane

with longitudinal dispersion R56. It is customary to characterize the strength of the micro-

bunching instability by associating the density gain defined as

G(k) = bi(k)
b f (k)

, (6.1)
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where k ≡ 2π
λ and λ is the observation wavelength and bi, f are respectively the initial and

final bunching factors defined in Eq. (1.5). The gain for this simple beam line can be shown

to be proportional to the impedance Z(k, r) [99] following

G = Ck |R56 |
I
γIA

4πLd |Z(k, r)|
Z0

e−
1
2C2k2R2

56σ
2
δ , (6.2)

where IA = 17 kA is the Alfvèn current, σδ is the rms fractional energy spread, C is the

energy chirp defined in Sec. 1.5, and Z0 ≡ 120π is the free-space impedance.

The exponential term in Eq. 6.2 induces a high-frequency cut-off of the modulation

R56 ≈ −
c

ωσδ
. (6.3)

Note, that after traveling through a BC, the modulation wavelength will be shortened by a

compression factor κ ≡ (1+R56C). Although the impedance Z(k, r) is partially determined by

the properties of the wakefields inside the BC [99], the LSC has much stronger effect in am-

plifying density modulations [97, 100]. For a transversely Gaussian cylindrically-symmetric

beam the LSC impedance is given by [101]

Z(k) = −i
Z0

πγσ⊥

ξσ⊥
4

eξ
2
σ⊥/2Ei(−

ξ2σ⊥
2
), (6.4)

where Z0 = 120π is the free-space impedance, Ei(x) ≡ −
∫ ∞
−x dte−t/t, σ⊥ is the rms beam size

and ξσ⊥ ≡ kσ⊥/γ. Similar expression for a transversely uniform beam is provided in [102].

The maximum of the Eq. 6.4 is achieved at ξσ⊥ ≈ 1, therefore the optimal wavelength of

the density modulation will be located around

λopt = 2πσ⊥/γ. (6.5)



97

6.2 Simulation procedure and benchmarking

The nature of space charge forces lies in particle-to-particle Coulomb interaction. Direct

summation of the forces yields to O(N2) growth where N is the number of macroparticles,

which makes it impossible to compute at large N. Several approximation techniques can be

used: mean-field on a grid approximation [21], one-dimensional space charge impedance [101],

analytical sub-beams or ensembles model [103], rigid-slice approximation [98]. All of those

methods reduce the problem’s complexity via some approximations which ultimately limits

the maximum attainable spatial resolution. Most recent attempt used a three-dimensional-

grid space charge algorithm based on a periodic boundary [97].

From another point of view, space charge problem is very similar to the well-known

N-body problem in celestial mechanics. One of the most effective algorithms for the gravi-

tational N-body problem is the so called “tree” or Barnes-Hut (BH) algorithm [82], which

scales as O(N log N). In this section we present the results obtained using a modified version

of the code available at [104]. Such approach was successfully employed to simulate early

beam dynamics in photocathode and laser ion cooling [83, 105].

In brief the BH algorithm initially embraces the bunch distribution in a cubic cell called a

root cell. The root cell is divided into 8 sub-cells recursively, until it reaches the point where a

single sub-cell contains just one particle. Then forces only between nearby cells are calculated

directly, and the cells far away from each other are treated as two large macroparticles with

the total charge placed in the cell’s center of mass. The process of calculating net forces

starts from the root cell and recursively parses the cell hierarchy until reaches the size of the

smallest cell that is predefined as a precision parameter. Thus, the algorithm is significantly

faster than a direct summation method. BH method in particle tracking, however, does not

preserve full Hamiltonian, yet for relatively small precision parameter the difference between
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direct summation is comparably small [82]. Note, that direct summation part of the BH

algorithm also requires potential smoothing to avoid singularities.

Another more efficient Fast Multipole Method (FMM) algorithm has been recently devel-

oped [106, 107] and will be eventually used in further refinement of our work. Though FMM

algorithms are more sophisticated and precise, still BH method is comparably accurate and

faster than FMM and it can be embedded in time-stepping integrators [108].

For the studies we used the BH algorithm as an external script within the elegant

simulations. At a user-specified axial locations along the accelerator beam line, space charge

kicks were applied. Our approach is to follow the quasi-static approximation [109]. The

distribution at the defined axial location is recorded and a Lorentz transformation to the

bunch’s rest frame is performed. The BH algorithm is then utilized to obtain the 3D electro-

static field E′ in the bunch’s rest frame. We should point out that the BH algorithm returns

the field directly evaluated at each macro-paticle locations (so that there is not need for in-

terpolation as in a grid-based algorithm). The electrostatic field is subsequently transformed

in the laboratory frame via a Lorentz boost. The resulting electromagnetic fields (E,B) in

the laboratory frame are used to apply the corresponding Lorentz force F = q[E + cβββ × B]

on each of the macroparticles [q and βββ are respectively the charge and reduced velocity

(β ≡
√

1 − γ−2) of the considered macroparticle].

The distribution is finally passed back to elegant and tracked up in the given optical

lattice to the next space charge kick where the above process repeats. We henceforth refer

to the combination of the BH algorithm with elegant as “elegant-bh”.

Our implementation relies on an impulse approximation so that only the momentum, i.e.

not the position, of the macroparticles is altered by the space charge kick. We assumed there

is no magnetic field in the rest frame. Although this assumption is not strictly valid, it was

shown to hold for beams with low energy spread typically generated from photoinjectors [110].
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In order to gain confidence in the implemented space charge calculation procedure, several

validation tests were conducted; see A.1. In this section we only focus on the benchmarking

of Eq. 6.4 with elegant-bh. We considered initial bunch distributions with modulated

current profiles of the form

f (x) = T(x, y)L(z) [1 + m cos kz] , (6.6)

where x ≡ (x, y, z), m and k are respectively the modulation amplitude and spatial wavenum-

ber, and L(z) and T(x, y) are respectively the nominal longitudinal and transverse beam

distributions.

The modulation along the axial z direction leads to an energy modulation due to the

LSC impedance and eventually produces further current modulation depending on the lon-

gitudinal dispersion of the beamline. From the definition of the impedance, and given the

Fourier-transformed longitudinal electric field Ẽz(k) and current distribution Ĩ(k), the longi-

tudinal impedance can be recovered as

Z(k) = − Ẽz(k)
Ĩ(k)

. (6.7)

A comparison of the simulated LPS (after one space charge kick with elegant-bh)

with the initial one appears in Fig. 6.2(a,b) and demonstrates the salient features of the

modulations and especially the π/2 shift between the final energy modulations and the

initial density modulations; see Fig. 6.2(c).

The Fourier transform of the initial current distribution was performed using a fast-

Fourier transform (FFT) algorithm. Likewise, the mean energy of thin axial slices within

the final LPS density distribution was computed thereby providing the energy modulation

dependence on z, ∆Ez(z). The extracted energy modulation ∆Ez(z) is Fourier transformed to
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Figure 6.2: LPS distribution for a density-modulated Gaussian beam before (a) and after
(b) the application of one space charge kick. Corresponding induced energy modulation (red
solid trace) computed from image (b) and current distribution (blue dash trace) obtained
from image (a); lower plot (c).In the upper images ∆(βγ) refers to the normalized momentum
spread.

yield ∆Ẽz(k) from which the axial electric field Ez(k) was inferred. The resulting impedance

evolution as a function of k obtained is compared against Eq. 6.7 in Fig. 6.3. The studies

were carried out using different number of macroparticles (N = [1, 2, 5, 10] × 106) to ensure

the convergence and satisfy the statistical limit [111, 112]. The number of FFT bins nb was

also tuned to minimize discretization effects while varying k. As the wavenumber k value

decreases, the bunch duration length was increased to ensure the number of macroparticles

per bin remains constant and guarantees a sufficient number of modulations occurs within the

bunch. In our simulations we set this ratio to be typically N/nb ≈ 5000. Figure 6.3 points

to small differences between the LSCdrift element in elegant that assumes transverse
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(“THEORY”), from Eq. 6.8) (“THEORY-3D”), with the ones retrieved from simulation with
elegant built-in LSCdrift element (“ELEGANT”), and elegant-bh (“ELEGANT-BH”).

distribution to be uniform [23, 102] and Eq. 6.4. The elegant-bh performs full three-

dimensional space charge force calculation and therefore inherits both the transverse and

longitudinal effects in LSC impedance. Such effects were previously recognized [113] and

are attributed to the radial dependence of the axial space charge field conferring a similar

dependence on the impedance. To further explore longitudinal space charge impedance radial

dependence we performed an analysis over thin radial slices [r, r+δr] where δr = 0.05r0. The

results of such an analysis are summarized in Figs. 6.3, 6.4 for a beam following a transerse
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Gaussian distribution of the form f (r) ∝ exp[−r2/(2r20 )]. Figure 6.3 compares the numerical

results with the expected radial dependence analytically derived in Ref. [113]1

Z(k, r) = 4πk
γ2

∫
f (r′)r′dr′ [(θ(r − r′)

×K0(
kr
γ
)I0(

kr′

γ
) +

+θ(r′ − r)K0(
kr′

γ
)I0(

kr
γ
)
)]
, (6.8)

where θ(r) is the Heaviside step function, K0 and I0 are modified Bessel functions, f (r) is the

distribution function. A noteworthy consequence of the observed strong radial dependence

for a Gaussian transverse distribution is the effective smearing of the axial modulation which

will effectively result in weaker integrated energy modulations.

As a final note, we point out that in the case of a parabolic f (r) = f0(a2 − r2)θ(r − a) and

uniform f (r) = f0θ(r − a) distribution an analytical form of the impedance can be retrieved

[here a, f0, and θ(r) are respectively the radius, normalization factor, and Heaviside function].

It is especially found that the parabolic transverse distribution yields an impedance with

weaker dependence on the radius compared to a Gaussian transverse distribution; see Fig. 6.4.

These observations suggest a possible use of transverse electron-beam shaping [114, 115] as

ways of controlling the micro-bunching instability.

6.3 LSCA simulations for FAST facility

In this Section we explore the possible use of a staged LSCA beam line to produce micro-

bunching structure with spatial scale corresponding to the ultraviolet regime, so λ < 400

nm. For our simulations we considered the configuration available at the FAST facility; see

1We started with the Green’s function for a δ ring derived as Eq. (35) of Ref. [113] and applied the Bessel
recursive relation to further simplify it. In addition we explicitly wrote the dr′ of Ref. [113] as 2πr ′dr ′ .
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Fig. 2.1. We ammend the existing beamline with the possible LSCA setup diagrammed in

Fig. 6.5. Conversely a ∼ 70 m transport beamline downstream of the cryomodule, with

proper optics, could accommodate the formation of broadband density modulation with UV

spectral content; see Fig. 6.5.

6.3.1 Initial beam parameters and LSCA beamline configuration

A numerical optimization of the electron-beam formation and acceleration to ∼ 50 MeV

was carried out with astra for various charges [48]. The results combined with a mild

bunch compression in the 50-MeV bunch compressor chicane, could produce bunches with



104

RF	
  gun	
   CAV2	
   accelera0ng	
  
cryomodule	
  

BC	
  
CAV1	
  

LSCA	
  
module	
  

BC	
  quadrupoles	
  
50	
  MeV	
   300	
  MeV	
  

Figure 6.5: Overview of the proposed LSCA setup at FAST facility. The legend is as
follows: “CAVx”: accelerating cavities, “BC”: magnetic chicane bunch compressor, the thin
(red) rectangles and (green) square symbols respectively represent the quadrupole and dipole
magnets.

peak current on the order of ∼ 500 A and slice parameters gathered in Table 6.1 [116]. These

parameters were used to generate initial distribution used in all the elegant-bh simulations

presented below. For simplicity we consider all the LSCA modules to be similar: they consist

of 4 FODO-cell sections each followed by small bending angle chicanes. The only difference

between the modules is the R56 parameters associated to the chicanes as explained below.

The horizontal dispersion introduced by the chicanes is minimal and does not break the

periodicity of the FODO cells. The settings of quadrupole magnets arranged as a FODO

cell were optimized using single-particle dynamics simulations. The corresponding beam size

evolution along one LSCA module appears in Fig. 6.6.

In our simulation we model the evolution of a thin longitudinal slice of the bunch with an

equivalent peak current and slice parameters listed in Table 6.1. The slice is assumed to have

a longitudinal Gaussian distribution (to avoid complication arising from sharp transition of a

uniformly-distributed slice). The transverse distribution is also chosen to be Gaussian along

the horizontal (x) and vertical (y) axis. Likewise, the divergence and energy distribution are

all taken to be Gaussian.



105

0.0 2.5 5.0 7.5 10.0
distance (m)

0

20

40

60

80

rm
s

b
ea

m
si

ze
(µ

m
)

QD QD QD QD QD

QF QF QF QF

σx

σy
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module. The envelopes are obtained in the single-particle dynamics limit. The green diagram
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Table 6.1: Beam parameters considered for the LSCA simulations using the setup of Fig. 6.1.

Parameter, Symbol Value Units
Transv. spot size, σx,y 68.0 µm
Charge, Q 20.0 pC
Lorentz factor, γ 600 –
RMS bunch duration, τ 19 fs
Peak current, I 415 A
Transv. emittance, εx,y 5 × 10−8 m
Frac. momentum spread, σδ 10−4 –
Number of macroparticles, N [1 − 10] × 106 –
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6.3.2 Optimization of one LSCA module and cascaded LSCA

We start with the optimization of one LSCA module consisting of several FODO sections

and one BC. We varied two parameters at this point: the quadrupole magnet distance in the

FODO sections and the bending angle in the chicane which affects its longitudinal dispersion

R56. As the goal of this study is to reach the shortest wavelength possible at FAST, we

focus on small R56 values. Figure 6.7 provides the bunching factor in the frequency range

ω ∈ [1×1014, 5×1016] Hz for varying value of R56 ∈ −[2, 0.1]mm. Figure 6.7 also indicates that

the high-frequency content suppression is following the expected scaling of Eq. 6.3. For the

considered case of betatron function and reachable energy the optimum wavelength is λopt ≈

750 nm (corresponding to ωopt ≈ 2.5 × 1015 Hz), the broadband feature of the amplification

process has spectral content up to λ ∼ 190 nm (corresponding to ω ∼ 1 × 1016 Hz).

The simulations presented in Fig. 6.7 are performed with N = 107 macro-particles (while

the slice actually contains Ne = 125 × 106 electrons). Therefore the noise floor [111, 112] of

the bunching factor is ' 1/
√

Ne ' 9 × 10−5 while our simulations are limited to noise floor of

' 1/
√

N ' 3 × 10−4. To verify the limited number of macro-particles does not significantly

affect the retrieved gain we carried out numerical simulation for different values of N and

found no dependence as seen in Fig. 6.8. In the latter case the longitudinal dispersion was

set to R56 = 364 µm corresponding to an optimum wavelength of λopt ' 750 nm. The gain

averaged over the 10 simulation is 〈G〉 = 23.6 and its standard deviation 〈G2〉1/2 = 1.28

corresponding to a fractional spread of ∼ 6 %. This result essentially demonstrates that

our gain-calculation technique is independent of the number of macroparticles used in the

simulation.
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Figure 6.7: The evolution of the longitudinal dispersion R56 as a function of the modulation
wavelength ω after passing through FODO+BC. The superimposed yellow curve represents
the exponential cut-off in Eq. 6.3.

The striations observed along the frequency axis in Fig. 6.7 arises from the initial shot-

noise2. The LSCA process, being seeded by the initial shot-noise in the beam, fluctuates shot-

to-shot as different beam distribution is realized. Consequently, to perform noise-insensitive

bunching factor analysis, we carried out 20 elegant-bh runs for given lattice settings with

different initial random seeds in order to generate independent realizations of initial bunch

distribution. As an example we evaluated the bunching factor computed over the spectral

region of interest ω ∈ [1 × 1013, 9 × 1016] Hz statistically averaged over the 20 independent

runs appears in Fig. 6.9 (blue trace) and demonstrates that, in average, the frequency in the

range ω ∈ [3 × 1014, 1 × 1016] Hz is associated with enhanced value of the bunching factor.

Likewise, an average gain curve over the region of interest can be computed; see Fig. 6.10. In

2The same random realization of the initial distribution was used while scanning the value of R56.
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Figure 6.8: Gain for the first LSCA module as function of number of macro-particles N
representing the beam (filled circles). The selected longitudinal dispersion and associated
optimum wavelength are respectively R56 = 364 µm, and λopt ' 750 nm. The red trace
represents the mean gain value obtained by averaging over the 10 simulation sets.

the case of a superconducting linac operating in a burst mode this type of average gain curve

will practically be generated over a single burst (corresponding to a 1-ms RF macropulse

accelerating 3000 statistically-independent bunches in the case of the FAST facility).

The latter figure reports the gain computed as the ratio between the final and initial

bunching factors |b f (ω)/bi(ω)|. To smooth out the shot-to-shot nature of the gain, the pre-

sented gain is averaged over 20 random realizations of the initial macro-particle distribution.

We note that by introducing a chirp C it is possible to compress the optimum modulation

wavelength to shorter value given by λcomp ' λopt/κ where the compression factor κ was

introduced above.

To simulate a 3-stage LCSA module, we iterated the process described in the previous

section for each stage so to ensure the R56 is properly optimized. The simulations were carried
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Figure 6.9: Bunch factor evaluated downstream of one LCSA module with R56 = 364 µm.
The gray traces represent the bunching factors computed for 20 independent realizations of
the initial bunch distributions while the solid blue trace corresponds to the averaged value.

out in a piecewise fashion. First, the FODO channel of stage n was simulated with space

charge, the output was passed to the subsequent BC. The R56 was optimized to provide the

largest bunching factor at the selected wavelength. The resulting distribution was rematched

and then passed to the n + 1 FODO channel where the process was repeated. As mentioned

earlier the chicane has small R56 and single-particle dynamics does not affect the matching.

However, in the presence of space charge for a 300-MeV beam, we find that the matching

is significantly deteriorated therefore requiring rematching of the beam parameters after

each module. The final optimized values for the R56 for first, second and third stage are

respectively −364, −279, and −142 µm.

The total length of cascaded LSCA configuration is 28 m. This distance was selected

based on the FAST lattice parameters and the amount of energy modulation acquired for

one FODO cell. We note that other configurations are also possible (e.g. with longer drifts).
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Figure 6.10: Gain curve as a function of frequency in the interval where significant gain is
obtained. The curve is computed for a single (the first) LSCA module.

Evolution of the LPS associated to the 500-A slice being tracked throughout the LSCA

modules appears in Fig. 6.11. At γ = 600 strong density modulations start to form down-

stream of the second LSCA module. The shortest microstructures in the LPS are achieved

as the LSC-induced modulation has its local correlation Cloc satisfying R56 = −1/Cloc giving

rise to structured density profile with shortest temporal scale on the order of τ ' R56σδ,u/c.

Eventually the LPS becomes strongly disrupted as seen in Fig. 6.11(d) and Fig. 6.12.

The microbunches have durations of the order of hundred femtoseconds and could in

principle lead to the generation of attosecond radition pulse; e.g. when co-propagated with

ultrashort laser pulse in an undulator; see Ref. [97]. Because of the local energy chirp,

additional effects related to wakefields and interactions with CSR radiation should also be

taken into account.

Figure 6.13 represents the evolution of the bunching factor after each LSCA stage av-

eraged over 20 random realizations of the initial bunch distribution. The broad spectral
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Figure 6.11: Snapshots of LPS evolution along the cascaded LSCA: initial (Gaussian) bunch
before (a) and after passing through one (b), two (c) and three (d) LSCA modules. The
Lorentz factor is γ = 600 and 107 macroparticles were used in these simulations.

features of the bunching factor observed in Fig. 6.7 are preserved until the end of the fi-

nal stage. From the evolution of the bunching factor we inferred a total gain of G ≈ 500

(evaluated at the optimum wavelength) for the considered three-stage LSCA .

One limitation found in the present study is the cumulated energy spread which leads to

transverse emittance growth via chromatic aberration. This emittance dilution eventually

leads to the suppression of the modulation (via an angular smearing effect). Overall, this

effect results in saturation of the gain in the final stages as seen in Fig. 6.13. We actually

find that gain for the first and second stage is G ≈ 20 while it is only G ≈ 1.3 for the last

stage.

We finally point out that increasing the energy would provide a path to shorter wavelength

as expected from the scaling described by Eq. 6.5. Such an opportunity is depicted in
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Figure 6.12: Final current profile downstream of the last LSCA module. Here the number
of macro-particles was taken to be N = 107.

Fig. 6.14. Again the simulation qualitatively captures the expected scaling for the optimum

frequency ωopt ≡ 2πc/λopt (though the striations prevent from a quantitative comparison).

6.3.3 Compressed case

In the previous sections we specialized to the case where the incoming LPS is uncorrelated.

Introducing a LPS chirp can significantly decrease the wavelength to lower values well in the

ultraviolet (UV) range. As an example, we computed the final bunching factor obtained

from the same setup as in the previous section with an initial LPS with a chirp C ≡ dδ
dz

��
0
=

1667 m−1. This chirp is numerically applied and corresponds to the value that would result

in a maximum compression downstream of the three BCs used in the LSCA module. The
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Figure 6.13: Bunching factor extracted from the LPS’s shown in Fig. 6.11. The blue, red,
and green traces respectively correspond the the bunching factor downstream of the first,
second and final LSCA stages.

resulting bunching factor has significant content (b f ' 1%) at λ ≈ 140 nm (ω=1.4·1016 Hz);

see Fig. 6.15 (green trace).

Here we stress that, for simplicity, the chirp was “numerically applied” just before the last

bunch compressor (thus its large value). In practice such a large chirp might be challenging to

achieve using conventional off-crest operation of the linac (especially given the low operating

frequency of the considered superconducting linac 1.3 GHz). However, we note that advanced

technique such as the application of a nonlinear chirp with a dielectric-lined waveguide might

provide the required chirp [117]. Additionally, milder compression might be implemented

(corresponding to much lower chirps).
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Figure 6.14: Evolution of the bunching factor b(ω) as a function of bunch energy. The
superimposed yellow line represents the optimal wavelength λopt .

6.3.4 Radiation mechanism

The electromagnetic radiation emitted by a bunch of electrons has its spectral-angular

fluence given by

dW
dωdΩ

= [N + N(N − 1)b(ω)2] dW
dωdΩ

��
1
, (6.9)

where dW
dωdΩ

��
1

represents the single-electron radiation spectral fluence associated to the con-

sidered electromagnetic process. The latter equation assumes the beam follows line-charge

distribution. In practice when the beam has a transverse extent the radiation is suppressed

dW
dωdΩ →

dW
dωdΩ ×F where a multiplicative suppression factor (F ≤ 1) has to be included [118].

In principle any radiation mechanisms can be considered. Here we consider the case when

the beam simulated in the previous section is passed through an undulator magnet thereby
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Figure 6.15: Simulated bunching factor downstream of the third LSCA stage for the case
of an uncompressed (blue) and compressed (green) incoming beam. The simulations are
performed with 107 macroparticles.

generating undulator radiation (UR). The fundamental wavelength of UR is related to the

undulator period λu via

λ =
λu

2γ2

(
1 +

K2

2
+ γ2θ2

)
, (6.10)

where θ is the direction of observation with respect to the electron-beam direction and the

undulator parameter is K ≡ eB
kumc , where B is the undulator peak field, ku ≡ 2π

λu
, and e, and

m are respectively the electronic charge and mass. In order to reach ultraviolet wavelength

on axis (θ = 0) for γ = 600 we select an undulator period of λu = 5 cm and a tunable

K ∈ [0.49, 3.9]. The latter parameters correspond to the U5.0 ALS undulator [119]. The

range of attainable undulator parameters would allow for radiation to be generated within the

spectral range λ ∈ [78, 498] nm which covers the range where LSCA-induced micro-bunching

is sustained.
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Table 6.2: Electron-beam and undulator parameters used for the genesis simulations.

Parameter, Symbol Value Units
Transv. spot size, σx,y 50.0 µm
Lorentz factor, γ 600 –
Peak current, I 500 A
Transv. emittance, εx,y 5 × 10−8 m
Frac. momentum spread, σδ 5 × 10−4 –
Undulator period, λu 5.0 cm
Undulator parameter, K 2.18 –
Radiation wavelength, λ 235.5 nm

To quantitatively assess the properties of undulator radiation produced seeded by a

LSCA-microbunched beam, we employ the program genesis [120]. The beam parameters

are consistent with the beam parameters generated downstream of the LCSA; see Tab. 6.2.

For our simulation we rescale the bunching factor obtained with N = 107 macroparticles, see
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Fig. 6.15, to the real number of electron in the considered axial slice Ne = 1.2× 108 following

b(λ) →
√

N
Ne

b(λ) where
√

N
Ne
' 0.29. This scaled bunching factor obtained for a specific

wavelength is then used as an input in the steady state genesis simulation. The simulated

evolution of the radiation pulse energy along the undulator length appears in Fig. 6.16. In

the latter Figure we considered a wavelength of λ = 235.5 nm with a scaled bunching factor

of ' 3×10−3 (i.e. a nominal bunching factor of 1×10−2 in Fig. 6.15). Our simulations demon-

strate that UV pulses with energies on the order of ∼ 10 µJ could be reached downstream

of a meter-scale section of the undulator three orders of magnitudes above the “shot-noise”

radiation of 9 nJ (achieved with an initial shot-noise bunching factor of b = 1/
√

Ne).



CHAPTER 7

CONCLUSIONS

Electron accelerators are a valuable part of current accelerator technology advancement

and will contribute to the future machines as well. In the present work, we focused on several

electron beam shaping methods.

We demonstrated the possible use of a microlens array to control the transverse distri-

bution of a photocathode laser pulse and associated photoemitted electron bunches. We

especially confirmed that this simple and rather inexpensive setup could be used to homog-

enize the beam transverse distribution thereby improving the transverse emittance. Addi-

tionally, we investigated the generation of patterned electron beams consisting of multiple

transversely-separated beamlets. The latter type of beam could be used for various applica-

tion and could yield temporally-modulated electron beam when combined with a transverse-

to-longitudinal emittance-exchange beamline but also serve as a beam-based diagnostics.

We illustrated the application of the patterned beam to diagnose the magnetization of a

magnetized beam (by using the beam evolution to infer the the axial magnetic applied at

the photocathode surface). The application of patterned beams could be further extended to

explore, e.g, nonlinearities in linear accelerators and characterize beamline element (transfer

matrix measurement). Given its simplicity, low cost and versatility we expect the results of

this research to motivate further applications to photoemission electron sources and laser-

heater system.

We have measured the transfer matrix of a 1.3-GHz SRF accelerating cavity at the

IOTA/FAST facility. The measurements are found to be in good agreement with numerical

simulations and analytical results based on the Chambers’ model. In particular, the contri-
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butions from the auxiliary couplers are small and does not affect the 4× 4 matrix which can

be approximated by a symmetric 2×2-block diagonal matrix within our experimental uncer-

tainties. Furthermore, the electromagnetic-field deviations from a pure cylindrical-symmetric

TM010 mode do not significantly affect the single-particle beam dynamics. It should how-

ever be stressed that nonlinearities along with the time-dependence of the introduced dipole,

and non-cylindrical-symmetric first order perturbations contribute to transverse-emittance

dilutions [121, 27]. Investigating such effects would require beams with ultra-low emittances.

A unique capability of the IOTA/FAST photoinjector to produce highly magnetized

beams was utilized to generate vertical and horizontal flat beams with the ratio of 100.

The lower emittance in the latter type of beams corresponds to below-thermal emittance

of the photoinjector and can pave the way for multiple future experiments at FAST. Such

experiments include dielectric laser acceleration [122], phase-space manipulation and acceler-

ation in dielectric lined waveguides [123, 117, 124], plasma wakefield acceleration [125, 126],

microundulator radiation [49]. Low emittance flat beams could also serve as a probe for high-

order mode auxiliary couplers studies in the ILC-type cryomodule. Additionally, magnetized

beams could be injected into IOTA for microbunching supression [127].

Using a grid-less code adapted from Astrophysics we have investigated three-dimensional

effects in the LSC impedance and confirmed that the one-dimensional often used LSC

impedance model is a good approximation. Additionally we benchmarked the radial de-

pendence of the space-charge impedance with the analytical results developed in Ref. [113].

Finally, we confirmed the possible use of a cascaded LSCA scheme to produce femtosecond

microstructures in the beam current with spectral range attaining the ultraviolet domain

using electron-beam parameters achievable at FAST facility.
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A.1 Space charge algorithm validation

To gain confidence in the algorithm developed we benchamark our simulations in the

macroscopic regime and rely on both analytical results and simulations carried out with the

astra program [21].
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Figure A.1: Transverse (top plot) and longitudinal (lower plot) electric fields experienced by
the macropaticle simulated with elegant-bh (symbols) and obtained from Eq. A.1 (lines).
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We first consider a 3D homogeneous ellipsoidal bunch with electric field linearly depen-

dent on the position within the charge distribution as [128]

Eu(u) =
C
γ2
(1 − f )u

ru(rx + ry)rz
,

Ez(z) =
C f

rxryrz
z, (A.1)

where C ≡ 3Q/(4πε0), u ∈ [x, y], rx,y,z are the ellipsoid semiaxes, f ≈ √rxry/3γrz and Q

is the bunch charge. The simulated fields are in excellent agreement with the analytical

expressions given by Eq. A.1 as shown on Fig. A.1. To assess longer-term tracking, we
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Figure A.2: Comparison of the beam envelope evolution along a 1-m drift. Eq. A.2 solution
(red), is compared against astra (green), and elegant-bh simulation (blue). The magenta
line corresponds to no space charge case.

compared the evolution of the beam envelope over a drift space. For a stationary uniform

beam the transverse envelope evolution is governed by [129]

S′′x,y −
ε2r x,ry

S3
x,y
−

Kp

2(Sx,y + Sy,x)
= 0, (A.2)
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where Sx,y is the rms beam size in x, y, εr x,ry is the corresponding geometric emittance and K is

a space charge perveance defined, for a parabolic current profile, as Kp ≡ (QIλ)/(20
√

5πε0mc3γ3β2)

where Q is the bunch charge, I the peak current, λ the RF wavelength, and m the electron

mass. Figure A.2 compares the solution of Eq. A.2 against the beam envelope simulated

with elegant-bh. The geometric emittance was taken to be very low (εx,y = 1 × 10−11 m)

for these studies so that when space charge was turned off the beam envelope (dashed line)

stayed quasi-constant.

Figure A.3: Comparison of the beam phase space in astra and elegant-bh simulations.

Finally Fig. A.3 compares the final transverse phase space at s = 1 m obtained with

elegant-bh and astra. These two computer programs despite their very different space

charge algorithms are in very close agreement. The code astra relies on the same quasi-

electrostatic approximation as used in elegant-bh but implements a cylindrical-symmetric

space charge algorithm using a r − φ two-dimensional grid for depositing the charge and

solving Poisson’s equation in the bunch frame [21].
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A.2 Transverse beam image analysis

Electron beam transverse density images were analyzed using statistical image moments

calculation code. In order to compute the moments, we implemented and modified the

technique discussed in [13, 130, 131, 132].

A typical beam image background contains white noise that is mostly produced by spo-

radic X-ray photons generated by the dark current in the beamline. A common recipe to

alleviate this noise is to perform a background subtraction, however some portion of it will

still be present due to randomness of the dark current induced radiation. This problem

is commonly treated by selecting the region of interest for statistical calculation. In our
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Figure A.4: (left) Calculated beam moments as a function of scanning mask size. (right)
Beam moments’ derivative as a function of scanning mask size. The minima determine the
final region of interest.

method, we start with a small circular region of interest with the size d0 placed in a center-

of-mass of the image. It is then continiously morphed into a three-parametric ellipse and

the values of image moments are computed as a function of a scanning mask size. The final

mask sizes are determined by the location of the first derivative minima of the moments; see

Fig. A.4. These sizes correspond to the area of interest where the signal-to-noise ratio is
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the highest. After the areas of interest are determined for each of the beam image moment,

the statistical calculation is performed. As an example, Figure A.5 shows an electron beam
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Figure A.5: Example beam image picture and the applied masks for the areas of interest
for each image moment.

focused in horizontal plane and the corresponding masks, determined by Fig. A.4 (right).

The elliptical shape of the mask is preferred over rectangular as it better mimics the beam

shape, therefore improving signal-to-noise ratio. This technique can be easily extened to

the case of skew quadrupole scan images, where the beam elliptical masks would be rotated

by 45 degrees. Overall, the method demonstrates improved accuracy and reliability in the

analysis of various experimental beam images from both AWA and FAST facility.
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