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ABSTRACT

A NEW MEASUREMENT OF THE

2S1/2-8D5/2 TRANSITION IN ATOMIC HYDROGEN

High-precision spectroscopy of simple atoms provides input data that can be used to extract

fundamental constants and to test Standard Model theory. Hydrogen, the simplest element, has

played a historically significant role in the development of fundamental theory and, more recently,

provides important data for the proton radius puzzle. In this thesis, we will describe a new mea-

surement of the 2S1/2-8D5/2 transition on a cryogenic hydrogen beam. We will overview the

measurement scheme and experimental apparatus, then present analysis and systematic character-

ization important to the spectroscopy. Finally, we will present our preliminary determination of

the proton radius and the Rydberg constant using our value for the 2S1/2-8D5/2 combined with the

previously measured 1S-2S transition.
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Chapter 1

Motivation

Atomic spectroscopy of gases, particularly atomic hydrogen, has played a crucial role in the

development of early atomic theory, and later, the development of Quantum Electrodynamics [6].

Just before the beginning of the 20th century, the Rydberg formula accurately described the emis-

sion spectra of the hydrogen atom – this formula was given theoretical justification in 1913 by

Niels Bohr, the first quantum theory of the atom [7]. Bohr’s model of the atom, requiring discrete

energy levels, was interpreted as electron standing waves around the nucleus in 1923 by Louis

de Broglie [8]. The development of matrix mechanics by Heisenberg (and others) and wave me-

chanics by Schrödinger marked the beginning of quantum theory as it is more generally known

today [9].

As spectroscopy became more sensitive, previously unresolved features in the hydrogen spec-

trum came into view, pushing atomic theory forward. For instance, the fine structure of hydrogen,

where certain emission lines are actually closely spaced doublets, was not explained by Bohr’s

theory or wave mechanics without including relativity. However, Dirac’s development of quantum

theory did properly account for the fine structure of the hydrogen atom. A similar story may be

told of hyperfine structure, which led Wolfgang Pauli to propose the existence of nuclear spin.

Again this story of refinements in spectroscopic precision of hydrogen leading to refinements in

fundamental theory continued in the 1940’s. The Lamb shift [10] (the splitting of the 2S1/2 and

2P1/2 states) and the unexpectedly large magnetic moment of the electron were not explainable

by Dirac’s theory. Quantum electrodynamics (QED) was developed to properly describe these

discrepancies, and the formalism of QED later became the backbone of the Standard Model de-

veloped in the 1960’s – the current model describing three of the four fundamental forces of the

universe. Although the Standard Model has been very successful, it currently only explains 5% of

all known constituents of the known universe. Because of this, the search for physics beyond the

standard model continues.
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The study of the hydrogen atom is particularly attractive due to its simple nature. Its simplicity

makes it one of the best systems, along with simple exotic atoms or ions [11–17], to compare

directly to fundamental theory through precision spectroscopy [18–21]. The energy levels of the

hydrogen atom can be written

Enlj = hcR∞

(

− 1

n2
+ fnlj(α,

me

mp

, ...) + δl0
CNS

n3
r2p

)

, (1.1)

where R∞ is the Rydberg constant, and fnlj are relativistic and QED corrections [22, 23]. The last

term, δl0
CNS

n3 r
2
p, is the perturbation of S states (zero angular momentum states) due to the finite size

of the proton. This effect is much stronger for the S states than for states with angular quantum

number l 6= 0 because S state wavefunctions are nonvanishing at the origin. In Eq. (1.1), both

rp and R∞ are free parameters and therefore pairs of transitions must be measured to determine

them. Increasingly precise spectroscopic measurements in hydrogen have led to determinations of

the Lamb shift, R∞, and the proton radius [1, 23–31]. The Rydberg constant is now one of the

most well-known fundamental constants, known to 6 parts in 1012, and is used as a metric in the

global adjustment of constants [22, 32]. Theoretical calculations of hydrogen’s energy eigenstates

can be made to extreme accuracy [18,19,33,34]. This makes hydrogen and hydrogen-like systems

ideal candidates for testing bound state QED theory as well as potentially probing physics beyond

the standard model, as deviations from theory are smoking guns for unexplained phenomena [20].

There are proposals suggesting probing for physics beyond the standard models by investigating

such systems [20,35–37]. For instance, there are proposed new forces which can couple the nucleus

and electron in an atom. If the new force is mediated by a massive boson, then spectroscopic

measurements probe a particular mass range of the new particle [35].

Of particular interest is the decade-long proton radius puzzle, which arises from the disparate

determinations of the proton charge radius [22,29,31,34,38–42]. The proton radius, rp, obtained by

averaging of hydrogen spectroscopic measurements and electron-proton scattering measurements,

has a value of 0.8751(61) fm, corresponding to a relative uncertainty of about 7 × 10−3 [22].

The proton radius has also been determined by measuring the Lamb shift in muonic hydrogen – a
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hydrogen atom where the electron has been replaced by the ≈ 206 times heavier muon. The value

of S wavefunction overlap at the origin scales as 1/a30, where

a0 =
4πǫ0h̄

2

me2
(1.2)

is the Bohr radius. In muonic hydrogen, this Bohr radius is reduced by the ratio of the muon mass

to the electron mass, so the wavefunction overlap is drastically increased. This makes muonic

hydrogen much more sensitive to the finite size of the proton radius, and the resulting determination

of the proton size from the muonic hydrogen Lamb shift measurement is 0.84087(39) fm – a

fractional uncertainty of about 4.6 × 10−4. The 4% difference between these two determinations

of the proton size is about a 4σ discrepancy, and this 4σ discrepancy has been come to be known

as the proton radius puzzle. Interestingly, recent results from Garching [29] and Toronto [31]

are in relatively good or excellent agreement with the muonic proton radius, and a recent 1S-3S

measurement in Paris [30] is in excellent agreement with the CODATA2014 value. The mystery

deepens as another recent 1S-3S measurement from Garching is 2.1σ discrepant with the Paris

determination, and nearly 2σ discrepant with the muonic proton radius [23]. It is worth noting, at

the time of this writing, that the current CODATA suggested value of rp is rp = 0.8414(19) fm.

However, we are highlighting the historical development of the proton radius puzzle, in which the

CODATA2014 value played a significant role.

Fig. 1.1 displays this proton radius puzzle and a selection of recent determinations of the pro-

ton radius in hydrogen. While there are several potential routes in this investigation, the historical

determinations of the 2S-8S and 2S-8D lines strongly pull the value of the CODATA2014 proton

radius due to their relatively small measurement uncertainty compared to the avaliable measure-

ments at the time, which are not all displayed in Fig. 1.1. This fact alone makes them compelling

candidates for re-investigation and ultimately improved precision. Furthermore, these transitions

are two-photon transitions (meaning the Doppler effect can be canceled to first-order), are at a

experimentally convenient wavelengths (750 nm -780 nm), and have narrow natural linewidths.

These measurements were completed just prior to the turn of the millennia, and several important
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2S-8D5/2 (1997)

CODATA (2014)Muonic (2013)

Figure 1.1: Determining rp and R∞ requires measuring two transitions. Here are a selection of pertinent

determinations of the proton radius when combined with the 1S-2S result [1]. The blue and pink bands

represent the 1 σ error bars of rp in the CODATA2014 and updated muonic hydrogen value respectively.

technical advances have occurred since – primarily the optical frequency comb and the improve-

ment in UV-laser technology allowing for optical excitation to the 2S state. These technological

advances have ultimately improved the possible precision.

A source of 2S hydrogen atoms is a necessary condition to drive the 2S-8D transition. Previ-

ously, metastable hydrogen (2S hydrogen) was generated primarily through collisions with elec-

tron beams, leading to relatively hot atom beams [25,43–45]. Advances in in UV-laser technology,

in part due to efforts in our lab at CSU, have led to the ability to generate significant power at

243 nm (the resonance frequency of the two-photon 1S-2S transition) allowing for more efficient

optical excitation into the 2S state [2, 46–48]. Optical excitation has several advantages over elec-

tron bombardment. Most obviously, optical excitation leaves the trajectory of the hydrogen atoms

largely unaffected compared to bombardment, allowing for cryogenic beams of metastable hydro-
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gen. This greatly reduces velocity related systematics, which can be rather involved to quantify

in some experimental situations [49]. Additionally, it opens up the possibility for different exper-

imental geometries, as the requisite optical power to drive the 2S-8D lines will be reduced as the

metastable atoms are correspondingly slower.

Optical frequency combs, first generated just after the turn of the millennia, have revolution-

ized the world of optical frequency metrology [50–59]. Time, and therefore frequency, is defined

through the 9.2 GHz hyperfine transition in the ground state of Cesium-133. In order to report ab-

solute frequency measurements, one must reference to the Cesium standard in some way [60]. This

is non-trivial for optical frequencies due to the huge difference in optical frequencies and the RF

frequency of the absolute time standard. This issue was previously addressed by the use of highly

complicated frequency chains and atomic references, which were cumbersome to operate [61–63].

The frequency comb removed the need of these complicated frequency chains, turning what used

to take an entire lab to do into a couple of lasers and vastly simplified optical frequency metrology.

In this thesis, we will discuss our infrastructure to re-measure the 2S1/2-8D5/2 transition in

hydrogen, with an emphasis on the construction of an optical frequency metrology system with a

erbium-fiber, mode-locked oscillator at its core. We will also discuss 2S1/2-8D5/2 spectroscopy and

systematic characterization. Finally, we discuss these preliminary spectroscopy results in the con-

text of the proton radius puzzle, and will assign a value of the proton radius and Rydberg constant

by combining our results with the most recent determination of the 1S-2S transition frequency [1].

1.1 Outline of Thesis

In Chapter 2 we give an overview of the experimental setup, describing each of the major

subsystems (excepting the frequency metrology system) in detail. These different subsystems are

the 243.1 nm radiation source, the Ti:Sapphire laser, the cryogenic atomic beam, and our detector.

In Chapter 3, we describe the creation of an optical frequency comb, stable laser, and ultra-stable

cavity. In Chapter 4, the functions used to fit the measured lines and associated ac-extrapolations

are derived. In Chapter 5 the numeric model used to quantify systematics and verify our fitting
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procedure is described. Chapter 6 presents the data acquisition method, data analysis, systematics

characterization, and final results of the 2S-8D spectroscopy. We then summarize our results, and

present some of the possibilities for future work.
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Chapter 2

Overview of the 2S1/2-8D5/2 Measurement

Our measurement of the 2S1/2-8D5/2 transition occurs in a cryogenic beam and the spec-

troscopy is essentially a three step process once the cryogenic beam is generated. Once the beam

of cold, ground state hydrogen is generated, we drive ground state atoms into the metastable 2S

state. We then drive the 2S-8D transition, moving population out of the 2S state and into the 8D

state. Finally, the remaining metastable atoms are counted by a channel electron multiplier-based

detector. This process is schematically depicted in Fig. 2.1, and is superficially similar to the

method employed by the Paris group [25, 26, 43–45] in the previous determinations of the 2S-8D

transitions. In this scheme, we expect to see dips in the metastable counts as 2S-8D transition is

driven. Fig. 2.2 shows a general schematic overview of the different systems involved.
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Generate Metastables Drive Transition Count Metastables

Figure 2.1: Principle of measurement. The measurement is essentially a two-laser experiment, needing 243

nm radiation to drive the 1S-2S transition and 778 nm radiation to drive the 2S-8D transition. Atoms in the

8D state preferentially decay into the ground state via P states, about 5% decay into the 2S manifold. Since

driving the 2S-8D transition drives atoms out of the 2S state, the total flux of 2S hydrogen decreases when

performing spectroscopy.

Hydrogen is electrically neutral and is the lightest element. Magnetic trapping of hydrogen

is possible, though the process has many technical challenges [64]. Furthermore, conventional

laser cooling techniques, a possible route to reduce velocity-dependent systematics, are technically
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difficult because the 1S-2P transition, the natural cooling transition of hydrogen, requires Lyman-α

radiation, which is notoriously difficult to produce. While there is a demonstration of laser cooling

atomic hydrogen with Lyman-α radiation [65], this technique is not easy to implement, requiring

magnetically trapping a spin polarized gas that was first cooled with dilution refrigeration. A very

recent demonstration of laser cooling anti-hydrogen via the 1S-2P transition has been published as

well [17]. There is also a proposal to drive the 1S-2S transition as the cooling scheme [66], though

it is also rather technically involved.
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Figure 2.2: A schematic depiction of our measurement subsystems. USC: Ultra-stable cavity. OSA: Optical

spectrum analyzer. ECDL: Extended-cavity diode laser. TA: Tapered amplifier. Diff. Pump: Differential

pumping manifolds.

Performing spectroscopy on a cryogenic beam of hydrogen atoms is an attractive option as

the generation of cryogenic hydrogen beams is not too cumbersome. The approach is described

in [67]. To produce an atomic hydrogen beam, molecular hydrogen gas is dissociated into hydrogen

atoms in a microwave discharge, and the hydrogen atoms collide with a nozzle that is cooled to

8



4.5 K via contact with a cryostat. This nozzle effusively emits the hydrogen atoms, which are

collimated into a beam by a pair of skimmers [3]. The collimated hydrogen beam is oriented

along our spectroscopy vacuum chamber where we drive the 1S-2S transition to generate a beam

of metastable hydrogen. The 2S-8D transition is then driven in this metastable hydrogen beam.

Both the 1S-2S and 2S-8D transitions are two-photon transitions. While there are substan-

tial benefits to performing spectroscopy on two-photon transitions [24] (primarily removing the

Doppler effect to first order) driving these transitions requires substantially larger optical intensities

than their one-photon counterparts [68]. Since two-photon transitions typically require large opti-

cal intensities to drive substantial population, the light is commonly resonantly enhanced through

optical cavities – an approach we also take here. Once the atomic hydrogen beam is in the spec-

troscopy vacuum chamber, the atoms interact with power enhanced 243 nm and 778 nm light. For

a variety of technical reasons, the power enhancement cavities of the 243 nm and 778 nm light

are kept in vacuum. These two optical cavities are aligned so that their modes are overlapped with

the cryogenic beam of hydrogen atoms. The metastable excitation laser is a twice-amplified, fre-

quency quadrupled 972 nm diode laser, and the spectroscopy laser is a Coherent-799 Ti:Sapphire

ring laser.

Finally, once the hydrogen beam has passed through the metastable excitation and spectroscopy

fields, the remaining metastable atoms are detected by quenching the 2S atoms and counting the

resultant Lyman-α emissions. Quenching the metastable atoms is very straightforward. A stray

electric field or a collision with a wall is sufficient to quench the 2S atom. There are a variety of

options to detect the resulting Lyman-α decay; we have opted to use a channel electron multiplier

(CEM). A Lyman-α photon causes an electron emission off of the inner surface of the CEM. These

photoelectrons are guided down the channels within the CEM, colliding with the inner walls and

causing secondary emission events. The cascading secondary emissions result in a current pulse at

the end of the channel electron, which can be counted. The total number of metastable counts in a

1 s gate time is recorded as a function of the spectroscopy laser frequency and power, generating

our absorption spectroscopy signal.
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While the 2S-8D transition is a two-laser experiment in essence, in reality the measurement

requires the simultaneous operation of several subsystems. During a measurement, the absolute

frequency of the Ti:Sapphire laser during each 1 s metastable counting gate must be set, stabilized,

and recorded. Similarly, the metastable excitation laser frequency is stabilized during an entire

scan of the 2S-8D transition. Each power enhancement cavity requires its own servo electronics to

stay on resonance, and must remain locked during measurements. The stabilization and absolute

frequency calibration of our two-laser experiment is mediated via phase-locked loops with our in-

house, optical frequency comb. The frequency comb itself is referenced to a highly stable optical

resonator and GPS-trained time standard.

In this chapter, we describe the different subsystems necessary to measure the 2S1/2-8D5/2

transition, except the optical frequency comb (which will described in Chapter 3). We will begin

with the generation and stabilization of the 243 nm light used to drive the 1S-2S transition. Then,

we will give an overview the spectroscopy laser system generating the 778 nm light. Finally,

we will briefly describe the generation of the cryogenic hydrogen beam, spectroscopy vacuum

chamber, and the metastable atom detector. We will also describe how the velocity distribution of

the hydrogen beam was characterized.

2.1 The 243 nm Laser System

Since we wish to populate the 2S state optically, we require a high powered 243 nm radiation

source. While the development of the 243 nm radiation source can be found in [2, 48, 69], we will

quickly outline the laser system as a whole: 243 nm radiation is generated by frequency quadru-

pling a high-powered 972 nm source, which is then power enhanced in an in-vacuum, resonant

optical cavity. These subsystems are described in the following sections.

2.1.1 High-powered 972 nm source

The high-power 972 nm laser system is in a master oscillator, power amplifier (MOPA) configu-

ration. Our oscillator is an extended-cavity, diode laser (ECDL) in Littrow configuration; meaning
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the output of the ECDL is the zero order diffracted peak off of the intracavity diffraction grating.

The ECDL consists of a QPHOTONICS:QLD-980-300S diode collimated with a aspheric lens, a

1200/mm diffraction grating mounted on a translation stage to allow for tuning of the cavity length,

and an electro-optic modulator (EOM) to provide fast actuation. Coarse tuning of the ECDL wave-

length can be achieved by adjustment of the diffracting grating angle, and fining tuning is typically

achieved via a mixture of adjusting the pump current, diode temperature, and cavity length. We

achieve about 30 mW of output power at 972.5 nm from the oscillator. This output goes through

two stages of amplification before the first frequency doubling stage.

A tapered-amplifier (TA), which are commonly used in a MOPA configuration with ECDLs

(see for instance [46, 47, 70]) is the first stage of amplification for the 972.5 nm source. The TA

is a DILAS TA-0976-3000 in F-configuration mounted on a gold-plated copper block for heat

dissipation. This is mounted onto a larger frame, which is then water cooled to prevent long-term

temperature drift. Typically, the TA is run to produce about 2.3 W of optical power, and has a

somewhat variable spatial mode quality pending on the input coupling. We have noticed some

instabilities of the TA, and there tends to be a coupling between the TA and ECDL that we have

attempted to minimize with two stages of optical isolation. There is a broad amplified spontaneous

emission pedestal from the TA, and the output is astigmatic. This astigmatism is corrected with a

cylindrical lens and the amplified spontaneous emission (ASE) is largely filtered by a 4 nm optical

bandpass filter to reduce parasitic amplification in the next stage.

Our second stage of gain employs Ytterbium fiber [48]. Ytterbium (Yb) fiber amplifiers are

commonly employed for generating large amount of power in the NIR [71–73]. However, the Yb-

gain media preferentially operates in the >1 µm wavelength region where the emission/absorption

cross-sections are more favorable [74, 75]. This makes using Yb-fiber as our second stage of

amplification at 972 nm unique due to the challenge of operating the Yb-fiber in high inversion

and gain competition at 1 µm and 976 nm, where the cross sections are more favorable.

To combat these challenges presented by the Yb-gain medium, we have utilized several tech-

niques (see [69] for an in-depth review). A high population inversion throughout the fiber must
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be maintained to prevent absorption at our desired wavelength of 972.5 nm, so the fiber amplifier

lengths are kept short, ∼ 10-11 cm. By choosing a fiber with a smaller cladding-to-core ratio, the

relative gain at 972.5 nm vs 1032 nm is improved [76, 77]. By angle polishing the fiber ends the

Fresnel reflections at the fiber tips back into the fiber are heavily reduced, which mitigates ASE in

the 976/1030 nm region. Finally, we heavily seed the fiber amplifier with the 2.3 W of 972.5 nm

light generated in the first stage of amplification. With this, we are able to generate up to 10 W of

972.5 nm light after the fiber amplifier. After this second stage of amplification, we have a pair of

frequency doubling stages [48].

2.1.2 Frequency doubling stages

Light traveling in a medium causes a polarization response in that medium. In many cases, the

response of that media is isotropic and linear, meaning the polarization wave in the medium has

the same frequency as the electric field and the amplitude of the polarization wave is proportional

to the electric field amplitude. However, at high intensities the response becomes nonlinear and

may be expanded in a power series of the electric field [78],

P(t) = ǫ0
(

χ(1)E(t) + χ(2)E2(t) + χ(3)E3(t) + ...
)

, (2.1)

where E is the incident electric field, χ(i) is the ith order of susceptibility , ǫ0 the permittivity of free

space, and P is the polarization. From this, we can see that in large electric fields the nonlinear

terms can contribute strongly. If one considers that the electric field is of the form E = Aeiωt, the

higher order terms of Eq. (2.1) are the harmonics of the fundamental light frequency, ω. There

are a large number of applications exploiting the nonlinear responses of certain materials; second-

harmonic generation is one of them – a χ(2) process [78, 79]. In order to have a nonzero χ(2)

susceptibility, the medium cannot have inversion symmetry. Such a feature is difficult to achieve

in gases or optical fibers, but is possible in crystals.

Certain design considerations must be taken into account to achieve high second-harmonic

conversion efficiency [80, 81]. One of the most important considerations is to maintain the co-
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herent addition of harmonic waves throughout the crystal. Perhaps a more illustrative description

is that the second harmonic generated at the front of the crystal must be in phase with the sec-

ond harmonic generated in the middle of the crystal, and at the back face. This condition is called

phase-matching, and will not generally be fulfilled due to dispersion – the fundamental and the sec-

ond harmonic will see a different index of refraction in the crystal [80,82]. There are various ways

to achieve phase-matching: critical, non-critical, and quasi-phase matching [83]. Critical phase-

matching is achieved by adjusting the angle between the crystal axes with the light polarization.

Non-critical phase-matching does not require sensitive adjustment of the crystal orientation, and

instead the birefringence of the crystal is adjusted by temperature. Non-critical phase-matching is

less sensitive to alignment and does not exhibit spatial walk-off, which is the misalignment of the

k-vectors of the fundamental and the harmonic light. Quasi-phase matching is a technique where

a crystal that typically is used in a critical phase-matching configuration is instead used in a non-

critical phase matching configuration, and can be achieved, for instance, by periodically flipping

the orientation of the nonlinear crystal so that destructive interference is avoided. In other words,

instead of the harmonic being perfectly in-phase throughout the crystal, destructive interference is

prevented throughout the crystal by the periodic flipping of the crystal axes [83].

Inspection of Eq. (2.1) indicates that we expect a stronger nonlinear response for larger electric

field intensities. A straightforward way to drastically increase the field intensity without further

amplification is through power enhancement in a resonant optical cavity. Consider a pair of mir-

rors with an incoming electric field amplitude E0 as shown in Fig. 2.3. If the input mirror has a

transmission of T and the second mirror have a reflectivity of R, then the field amplitude E1 after

bouncing on the back mirror is E1 =
√
1−R1

√
R2 E0. After two bounces on either mirror, the

field amplitude would be E2 =
√
1−R1(

√
R1R2)

2E0. The total field inside requires consideration

of all possible reflections of the mirror faces, and so we see that this is merely an infinite geometric

series which has the solution

Etot =
√
1−R1

1−√
R1R2

E0. (2.2)
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Note that we have neglected the phase shifts of the field during propagation through the optical

cavity. When the cavity length is some integer multiple of the laser wavelength, the phase terms

disappear and (2.2) is the solution. As an example, if both mirror have a reflectivity of 99%,

the field amplitude is 10 times larger, an intensity enhancement of 100. The cavity depicted in

Fig. 2.3 has standing waves as its resonant modes, but there are also cavity arrangements that have

traveling waves as their resonant modes. There are reasons to prefer standing waves or traveling

waves depending on the application. In the case of second harmonic generation, a traveling wave

is preferable so that all of the harmonic light is generated along a single k-vector.

10

R1 R2

Figure 2.3: Power build up in a simple cavity. Mirrors have reflectivities R1 and R2 respectively, and it is

assumed there are no losses aside from transmission.

Both the 972 → 486 nm and 486 → 243 nm doubling cavities are in bow-tie configurations,

and use a lithium triborate (LBO) and a cesium lithium borate (CLBO) nonlinear crystal respec-

tively. The LBO doubling cavity utilizes type-I, non-critical phase matching, as the birefringence

of LBO is highly temperature dependent, which also has the benefit of eliminating spatial walk-off,

improving the resultant 486.3 nm beam quality. Unfortunately, the crystal temperature required for

phase-matching at 486.3 nm is quite high, >250 ◦C, requiring the design of an appropriate crystal-

oven. Historically, the LBO crystal was uncoated and Brewster cut. We have recently switched

to an AR-coated LBO crystal, which has yielded more consistent 486.3 nm conversion efficiency.

We attribute the performance improvement to the reduction of 486.3 nm Fresnel reflections at the

output crystal face and the previous crystal’s damage/contamination. While we have seen 486.3

nm powers up to 4 W with the Brewster-cut crystal, we have not tested the maximum power output
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of the AR-coated LBO crystal. For the spectroscopy, we typically run the Yb-fiber amplifier to

generate 6 W of IR light and generate 2.5 W of 486.3 nm radiation.

Generation of 243.1 nm radiation is achieved in a second bow-tie frequency doubling cavity.

This UV-generating cavity uses a 10 mm Brewster-cut cesium lithium borate (CLBO) crystal and

is type-I critically phase matched. While the phase matching is largely tuned by the crystal angle,

the crystal is still kept in an oven at 150 ◦C since CLBO is hygroscopic. For this reason, the

crystal oven is also continuously purged with dry nitrogen gas. The phase matching can be finely

tuned with variations in the crystal temperature; self-heating effects also can derate the 243.1 nm

power generation if the crystal oven temperature is not suitably adjusted. Typically, up to 600 mW

of 243.1 nm power is generated from 2.5 W of 486.3 nm input power, with about 80% mode-

matching to the CLBO cavity.

Locking both frequency doubling cavities is achieved by actuating the cavity lengths via intra-

cavity PZT’s. The error signal for both optical cavities is created by sideband generation at 3.64

MHz on the 972.5 nm light with an EOM. Since the LBO doubling cavity has linewidths on the

order of 50 MHz, the sidebands are transmitted and not reflected at the input coupler, and therefore

constitute a dither lock instead of a Pound-Drever-Hall (PDH) lock [84]. The sidebands themselves

are frequency doubled, since they are not filtered by the LBO doubling cavity, and are also present

on the 486.3 nm light. In this way, further modulation of the 486.3 nm light for locking the CLBO

doubling cavity is unnecessary.

By the time the 243 nm radiation reaches the final power enhancement cavity, significant atten-

uation (up to 50%) of the UV-power has occurred. At each optic following the CLBO cavity, there

is loss exceeding the specification of the optic. While we believe there is some damage due to the

large UV powers, we also attribute some fraction of this loss to the build-up of cracked hydrocar-

bons on the optical faces. There is evidence in the literature that UV-light can disassociate organic

compounds and these compounds can accumulate on surfaces where there is significant optical

power [85, 86]. This hypothesis is also supported by the fact that the optical surfaces in question

are discolored and this discoloration can be largely removed by thorough cleaning. The loss on the
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optics is also significantly reduced from this cleaning, but the in-atmosphere optics do not seem to

entirely recover. We employ typical solvents for cleaning the optical surfaces: methanol, isopropyl

alcohol, and water. It is possible a more aggressive solvent would better remove the film and would

lead to improved recovery.

2.1.3 243 nm power enhancement

While there were previous demonstrations of getting up to 1 W of 243 nm radiation in power

enhancement cavities [29], it was not yet demonstrated that intracavity powers of >10 W of 243

nm radiation were achievable at the outset of this project. The primary technical difficulties are that

the performance capabilities of optical coatings at 243 nm are substantially worse than their visible

and NIR counterparts and that the coatings degrade due to the UV radiation. This degradation of

the coatings is attributed to two sources: the contamination of the surfaces with hydrocarbons [86]

and the depletion of oxygen in the optical coatings [87]. However, we have demonstrated that we

are able to achieve > 30 W of 243 nm radiation for greater than 1 hour without degradation in

vacuum [88].

Our initial demonstration of the large UV-build up without severe degradation of the mirror

coatings hinged on two technical details: the partial pressure of oxygen near the mirror surfaces

needs to be about ∼1 Torr and the surrounding vacuum chamber needed to be as free from contam-

inants as possible. This first demonstration was done in a test vacuum chamber and was not a part

of the 2S-8D spectroscopy vacuum chamber [88], so the UV-power enhancement cavity needed to

be adapted to the spectroscopy geometry and vacuum chamber. There are some additional design

constraints to make the UV-enhancement amenable to our spectroscopic needs. First and foremost,

the pressure in the spectroscopy volume needs to be below 1 × 10−6 Torr. Vacuum chambers flex

when they are evacuated, moving the mirrors forming the optical cavity within the chamber. Even

if this did not totally destroy the resonant modes of the cavity, it introduces a randomness to our

experimental geometry which is unacceptable. Therefore, our design constraints indicate that we

need 1) a large pressure differential between the 243 nm cavity mirrors and the spectroscopy vac-
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uum chamber proper and 2) the optical cavity alignment needs to be adjustable once the vacuum

chamber is pumped down.

4.25

.93

.079

1.21

Figure 2.4: Differential pumping manifold, units in inches

To address the requirement of the large pressure differential, we have opted to house our cavity

mirrors in hollowed aluminum vacuum cubes external to the main vacuum chamber. These cubes

are brought to rough vacuum and O2 is leaked into the cubes to stay at a pressure of ∼ 300 −

400 mTorr. The cubes are connected to the spectroscopy vacuum chamber through a series of

differential pumping stages. A three stage manifold, shown in Fig. 2.4, bridges the relatively high

pressure inside of the cubes (∼ 10−2 Torr) to the relatively low pressure in the vacuum chamber

(< 10−6 Torr). The aperture through the center of the manifold is large enough to support a stable

cavity mode without substantial loss. The three .93" apertures are individually pumped, and low

conductance through aperture allows for substantial decoupling between the high pressure and low

pressure side. The faces of the manifold support a 1.33" conflat flange with fluorocarbon (rubber)

gaskets.
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To improve the overall stability of the optical cavity, the cubes are quite large and rest on 1.5" of

lead. The mirrors inside are mounted onto large copper bases to further increase the weight of the

assembly. Small viton rings separate the copper bases from the aluminum cube to provide a high

loss interface between the mirror and cube. We have opted to mount the cube and lead assembly

on tip-tilt stages to allow for articulation of the cubes once the chamber is evacuated. A minia-

ture translation stage is mounted to the high reflecting mirror copper base. The translation stage

allows for µm adjustment of the cavity length with a discrete PZT stack (Thorlabs PK2JA2P1).

We found substantial improvement of the mirror lifetime when we thoroughly cleaned all the com-

ponents inside of the cubes: including removing anodization of translation stages and removing

large amounts of the grease of the bearings. Fig. 2.5 shows the inside of the cubes with the 243 nm

mirrors, note that the copper is not in contact with the cube walls.

a) b)

Figure 2.5: Inside of the mirror cubes. a) Input coupler mirror cube. b) High reflector mirror cube with

PZT’s and feedthrough

The 243 nm cavity is dither locked, with the error signal generated by modulating the 243 nm

cavity length with an intracavity piezoelectric (PZT). The modulation frequency is typically in the

∼ 450 kHz range, and the transmission of the cavity through the high reflector is monitored by

a buffered silicon photodiode. Actuation of the cavity length is achieved by two PZT’s, the fast
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PZT (that is also applying the dither) attached to the mirror directly, and a slower PZT that drives

the translation stage. A pair of 1 m radius of curvature (ROC) mirrors form the cavity, and are

separated close to 1.8 m apart giving a free spectral range of about 85 MHz. This forms a cavity

waist of about 150 µm with a Rayleigh range of 30 cm. We have recently switched to CaF2 coated

mirrors, which have tentatively been shown to be more resilient against UV-damage due to the lack

of an oxide base layer.

2.1.4 Frequency stabilization and control

The 1S-2S transition has an exceedingly narrow natural linewidth of about 1 Hz [1]. While we

have not recovered such narrow lines since the 1S-2S line is transit time broadened, the resonance

is still quite narrow at our transit time limited width of ∼ 100 kHz, see section 6.4.3 for more detail.

Therefore, we desire that the 243 nm radiation is highly coherent to achieve maximal metastable

flux. Because of the nonlinear processes involved with the excitation of the 2S state (two frequency

doubling stages and a two-photon transition) the phase noise requirements of the 972 nm light are

very stringent. As a very simple explanation, let us represent the 972 nm light, E972(t) with a plane

wave with a little phase noise, β(t),

E972(t) = Ae−iωt+iβ(t). (2.3)

The 486 nm light, E486(t) produced in the first frequency doubling stage is proportional to (E972)2,

so

E486(t) = χ(2)A2e−2iωt+2iβ(t). (2.4)

We can see that the phase noise in the 486 nm field is apparently double that of the 972 nm field.

Each following stage of frequency doubling would exasperate this issue.

Furthermore, aside from just excitation efficiency concerns, finding the narrow 100 kHz transit-

time broadened 1S-2S transition is quite difficult if our laser is not stable over long time scales and

our frequency calibration is not sufficiently precise.
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Figure 2.6: This figure is reproduced from [2]. Frequency stabilization system a) 972 nm ECDL and PDH

lock to external Fabry-Perot cavity. The ECDL is first stabilized to the Fabry-Perot (FP) cavity via a PDH

lock. Sidebands on the 972 nm light are generated by phase modulation with an intracavity EOM and the

lock is maintained by actuating the ECDL cavity length. Once the ECDL is stabilized to the FP, the FP

cavity length is actuated to stabilize the 972 nm-comb beat note. b) Beat note between frequency comb and

ECDL.

Our 972 nm frequency stabilization and measurement system is shown in Fig. 2.6. The fre-

quency stabilization of the 972 nm ECDL begins by PDH locking to the external Fabry-Perot (FP)

cavity [84]. The FP cavity finesse is about 1000. Sidebands for the PDH lock are generated by

an EOM in the ECDL, and the 972 nm oscillator frequency is actuated by feedback to the cavity

length of the ECDL with the EOM and by actuating the PZT which controls the diffraction grating.

Further information on PDH locking can be found in Chapter 3.6.3. The 972 nm ECDL is phase-

locked to a tooth of the optical frequency comb by actuating the pre-stabilization cavity length –

one of the cavity mirrors is mounted on an annular ring attached to the spacer. Phase locking the

972 nm ECDL light with the frequency comb allows us to further stabilize the ECDL frequency,

and simultaneously allows for setting the absolute frequency of the ECDL. By adjusting the beat

frequency between the ECDL and the frequency comb, we control the absolute frequency of the

972 nm light. The beatnote between these two systems is shown in Fig 2.6 (b).

It is important to estimate the linewidth of the 972 nm oscillator once stabilized to the frequency

comb. The linewidth of a laser can be determined by the phase noise of the system, which is

quantified as the spectral phase noise density, Sφ [89]. Phase noise in a beat note manifests itself

as sideband noise around a coherent spike in the frequency domain. In situations with low phase

noise, Sφ can approximated by the sideband noise on the beat note, noting that both the negative
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and positive sideband noise contributes to Sφ. Laser linewidth can be estimated from the phase

noise spectral density through,

1 rad2 ≈
∫ ∞

γ

Sφdf, (2.5)

where γ is the FWHM laser linewidth of the system [89].

A beat note between two lasers indiscriminately reports the combined phase noise of both laser

systems. Therefore, if we were to estimate the ECDL linewidth using only the Sφ suggested by

the beat note, we would overestimate that laser linewidth. To separate the comb noise from the

ECDL laser noise, we investigate the in-loop error signal of the ECDL-cavity lock and the f0

beat note of the comb. Because the f0 beat note is generated with light close to 972 nm (f0 is

generated with light near 1010 nm), it provides a good measure of the expected phase noise of

the comb in that region. Therefore, comparison of the ECDL-comb beatnote to the f0 beatnote

allows us to determine where comb noise is overrepresented. By investigation of the in-loop error

signal, and conversions from voltage to frequency excursions (see [69]), along with the f0 beat

note comparison, we estimate that the ECDL linewidth is <1 kHz. For reference, the dominant

contributor of noise above 100 kHz is from the frequency comb – fast frequency excursions are

heavily suppressed on the ECDL from the PDH lock to the pre-stabilization cavity.

2.2 The Spectroscopy Laser System

The 2S-8D transition is centered near 778 nm region, which is well suited for solid-state Ti-

tanium:Sapphire lasers. The large gain bandwidth of Ti:Sapphire lasers also allows for probing

higher lying 2S-nL transitions, such as the 12D state at 750 nm we used to quantify the presence

of stray electric fields, which we will discuss in Chapter 6.2. Therefore, we use a Coherent-799

Ti:Sapphire ring laser to probe the 2S-8D and 2S-12D transitions in our experiment. A schematic

of this oscillator can be found in Fig. 2.7.

The Coherent-799 is a vertically oriented ring oscillator mounted to a large Invar rod. The laser

is set for single-mode operation by a birefringent filter in conjunction with a pair of tunable etalons.

Similarly, the lasing frequency of this oscillator is grossly tuned by adjustment of the birefringent
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Figure 2.7: Coherent-799 Ti:Sapphire Oscillator vertical ring oscillator. PZT Mirror: PZT mounted mirror,

Wavelength Tuning: Thin/thick etalon pair and birefringent filter, OC: Output coupler, Iso.: Optical Isolator,

OSA: Fiber to optical spectrum analyzer, Beat Note: PM fiber to beat note with frequency comb

filter, with finer control by adjustments of the thin etalon, thick etalon, and the cavity length re-

spectively. The cavity length is adjusted via a intracavity PZT mounted to the backside of a mirror.

An optical diode is in place to promote traveling-wave modes inside of the cavity, which further

reduces the chance of mode-hops and promotes single-mode stability. The Ti:Sapphire crystal is

pumped by up to 8.25 W of 532 nm light from a Sprout-D diode pumped, solid state laser system.

We can extract up to 750 mW of 778 nm light from the oscillator, which then travels through a

Faraday isolator, and a nominal amount of power is picked off for characterization by an optical

spectrum analyzer and comparison to the frequency comb. The remaining power is coupled to a

single-mode, polarization maintaining (PM) fiber, where it is guided to the spectroscopy chamber

for resonant power enhancement.

While much of the Ti:Sapphire oscillator is stock to the 799, we have made a few key mod-

ifications to improve the temperature and frequency stability of the system. As the wavelength

tuning of the 799 is in part set by the exact mode-spacing of the thin/thick etalon pairs (which are

tuned mostly by angle), temperature variations of the oscillator can cause mode-hops as the laser

system heats and cools with the environment. To combat this issue, we have attached water cooling

lines to the etalon pair, as we have found that our lab generally heats up through the day and cools

overnight.
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Similarly, since we want a highly stable light source as our spectroscopy laser, we have taken

steps to reduce both the intrinsic noise on the system as well as our ability to servo remaining

fluctuations. We have found the majority of the noise present on our Ti:Sapphire system is from

acoustic and vibrational coupling. Therefore, this system is isolated from the environment by set-

ting the system on extra metal feet with vibration dampening rubber (Sorbothane) underneath. The

entire oscillator is also within a box lined with acoustic dampening foam. Originally, the 799 cav-

ity length was also adjustable by an intracavity PZT, however, we found this original PZT/mirror

mounting to be insufficient for coherent phase-locking to our frequency comb, as it was too slow.

We have since replaced the original intracavity PZT with one suitable for fast feedback, and greatly

reduced the mass of the PZT mounted mirror.
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Figure 2.8: Example Ti:Sapphire-Comb locked beat note. Resolution bandwidth 10 kHz

Like the 972.5 nm ECDL, the absolute frequency of the Ti:Sapphire is determined and set by

phase-locking to our frequency comb. The absolute frequency of the Ti:Sapphire is scanned by

adjusting the beat frequency between the frequency comb and the Ti:Sapphire. The error signal

for this lock is created by heterodyning the 799 output with comb oscillator’s frequency doubled

output. The resultant error signal actuates on the 799’s intracavity PZT to stabilize its cavity length.
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An example of a locked beatnote between the comb and the 799 is shown in Fig. 2.8. We estimate

a laser linewidth < 1 kHz at the fundamental, a more detailed calculation of the contribution of

laser noise to the spectroscopy can be found in section 6.4.3.

The 778 nm power enhancement cavity, which is within the vacuum chamber proper, is formed

by a pair of 99.7% reflective mirrors and is about 75 cm long, leading to a cavity resonance width

of about 200 kHz. Much like the 243 nm build up cavity, the mirror must be adjustable once the

chamber is sealed. Fortunately, as compared to UV, 778 nm light is much less damaging to optics,

and the mirrors do not require an oxygen purge to prevent degradation. Instead, the mirrors are

on vacuum-compatible picomotor mirror mounts. The cavity is PDH-locked by feedback on the

cavity length by a pair of PZTs: one on the mirror mount and the other on a translation stage.

Sidebands are generated at 7.5 MHz by an EOM (far larger than the resonance width) and the

input power to the 778 nm enhancement cavity can be controlled by way of a zero order λ/2

waveplate and polarizing beam splitting cube. Controlling the power this way, instead of varying

the Ti:Sapphire oscillator pump power, mitigates the chances of mode-hops due to thermal effects

in the Ti:Sapphire crystal. The optical setup preceding the 778 nm power enhancement cavity is

shown in Fig 2.9. Transmission through the 778 nm cavity is monitored by a silicon photodiode

to measure the relative power inside of the 778 nm cavity. During spectroscopy, we typically have

between 10 W and 50 W of 778 nm light inside of the cavity.

EOM PBSλ/2

PD

From Ti:Sapp To Cav

Figure 2.9: Optical setup preceding 778 nm power enhancement cavity. EOM: Electro-optic modulator,

λ/2: Half-wave plate, PBS: Polarizing beamsplitter, PD: Reflection photodetector
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2.3 Overlap Geometries

Fig. 2.10 gives a top-down schematic view of the beam overlaps in the vacuum chamber. The

standing modes formed by the 243 nm cavity and 778 nm cavities are 6◦ from collinear with the

atomic beam. Our metastable beam divergence is set by the overlap between the 243 nm beam and

atomic beam overlap, the separation between the nozzle and the overlap, and the nozzle aperture.

The 778 nm/atom overlap and 243 nm/atom overlap are separated by 15 cm, and the metastable

detector is 15 cm past the 778 nm/atom overlap. Due to the rather small angles permitted by

the differential pumping manifold, the 243 nm beam trajectory is well-defined while the 778 nm

beam trajectory is not. As indicated by the dotted line in Fig. 2.10, the spectroscopy region is

housed within a Faraday cage which contains apertures to for the three beams (two optical and one

atomic). These apertures lightly constrain the geometric orientation of the 778 nm modes, but the

apertures are larger than the possible trajectories of the 243 nm beam. Therefore, some alignment

of the 778 nm cavity to maximize the metastable-spectroscopy is required when the chamber is

first evacuated. This alignment is purely vertical – a horizontal misalignment of the cavity modes

to the atomic beam is not geometrically possible.

H2

G

G

243.1 nm

778.0 nm

Diff Pump

Diff Pump

2 m

15 cm

Figure 2.10: Top-down view of the beam overlaps
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2.4 The Atomic Beam and Spectroscopy Chamber

Having described the 243 nm and 778 nm laser systems used to drive the 1S-2S and 2S-8D

transitions, we will now describe the creation of the cryogenic hydrogen beam and the charac-

terization of the hydrogen beam velocity distribution. Afterwards, we will describe spectroscopy

vacuum system which contains both the 243 nm and 778 nm optical cavities described previously.

Finally, we will describe the metastable atom detector.

2.4.1 Cryogenic Hydrogen Beam Generation

An early demonstration of a cryogenic beam of hydrogen atoms was shown in [67]. This

work was originally motivated by the desire to study the possibility of hydrogen as a weakly

interacting Bose gas. While a Bose-Einstein condensate of atomic hydrogen has successfully been

created [90, 91], we primarily wish to use a cryogenic hydrogen source in the context of precision

atomic spectroscopy. The recipe to create a cold atomic beam is 1) disassociate molecular hydrogen

2) cool atomic hydrogen by collisions with cold surfaces and 3) define a beam with appropriate

nozzle geometry and apertures.

The flow of molecular hydrogen into our discharge is controlled by a gas regulator and an Al-

icat mass flow controller. The discharge itself is maintained by a microwave cavity surrounding a

conductance-limited, quartz tube. Our discharge cavity (Opthos Instruments) is based on the Even-

son design [92], and is driven by an amplified voltage-controlled oscillator (VCO) (Mini-Circuits

ZX95-2390A-S+ and ZHL-100W-242+ VCO). The quartz tube is air cooled, and the aperture is

limited to 500 µm and the discharge is typically maintained at 40 W of RF power. About 1 W of

power is reflected once the discharge is initiated. We have found that the discharge can be initiated

and maintained in a relatively large pressure range on the high pressure side of the discharge (.2-2

Torr) but we typically run the discharge at 400 mTorr during spectroscopy experiments, which is

a compromise between larger atomic flux and a larger heat load on the cryogenic nozzle. At most

temperature ranges, the atomic flux seems to maximize around 1 Torr, with diminishing returns at
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pressures larger than that. We estimate an atomic flux of about 1017 atoms/s when operating at a

H2 backing pressure of 800 mTorr.

From Alicat 

(HP)

Teflon tube

Microwave 

Cavity

To Nozzle

(LP)

Aperture

Figure 2.11: Microwave cavity and hydrogen disassociation

On the low pressure side of the hydrogen discharge, a Teflon tube delivers the now-atomic

hydrogen to the cold nozzle. Teflon was found in [67] to inhibit the recombination of hydrogen

atoms into molecular hydrogen on surfaces. Our beam nozzle design is extensively discussed

in [3], but we will review the general points here. The cold nozzle head is directly attached to

a closed cycle, Grifford-McMahon cryostat, and the temperature of the nozzle is monitored by a

silicon diode (Lakeshore Cryotronics DT-670). To improve performance, two concentric aluminum

heat shields surround the nozzle to reduce radiative heating originating from the nearby vacuum

chamber walls. The nozzle is machined aluminum, though we have tested copper, and found lower

recombination rates in the aluminum nozzle. As for the geometry of the nozzle itself, it has been

found that forcing at least one-collision with the nozzle surface greatly improved thermalization of

the beam.

Following the nozzle a pair of skimmers, aluminum cones with an axial aperture, define the

resulting atomic beam extent and divergence. The distance between the nozzle output and second

skimmer is 450 mm, and the skimmer aperture is 4.9 mm, resulting in a 11 mrad beam divergence.

Between the two skimmers is a chopper wheel, which can be used for time-of-flight measurements
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on the atomic beam. Time-of-flight measurements allow for direct velocity characterization of

metastable hydrogen, allowing for robust determination of the second-order Doppler shifts in our

spectroscopic measurements.

2.4.2 Time-of-flight detection

Time-of-flight measurements to determine the velocity distribution of either atomic or

metastable hydrogen requires modulating the atomic beam directly. The chopper wheel is a singly-

segmented, mass-balanced aluminum wheel driven by a dc-motor. Dimensions of the chopper

wheel and the kernel function are shown in Fig. 2.12. A rotary position encoder provides a timing

signal every revolution of the chopper wheel for synchronization. A quadrupole residual gas an-

alyzer (RGA) is used to detect ground state hydrogen atoms, and our metastable atom detector is

used to detect 2S hydrogen atoms.

Regardless of which type of hydrogen species is detected (ground state or metastable), the

signal-to-noise ratio of a single chopped event is not sufficient. Therefore, many such traces are

averaged together. In the case of ground state hydrogen detection, about 128× 500 total traces are

averaged together for a single data set, amounting to a few hours of integration time. In the case

of the metastable beam detection, we use a channel electron multiplier in pulse counting mode.

In order to generate time-of-flight signals, the pulse height is standardized with a latch circuit and

then low-passed to turn the digital pulse train into a psuedoanalogue signal. This psuedoanalogue

signal is averaged over many chopped events as well – analogous to the ground state detection.

Due to the nature of the finite chopper opening window, and the dynamics of the detection, it

is necessary that the time-of-flight signal is compared to a velocity distribution via a model. For

instance, the expected Maxwellian-velocity distribution must be transformed into a time-domain

signal and convolved with a chopper kernel to be compared to our time-of-flight signal. The flux

distribution of ground state hydrogen is expected to be P (v) ∝ v3e−βv2 , where β = m/(2kbT ).

However, there are a number of reasons to expect that our Mawellian flux distribution to be modi-

fied however. For instance, detection by the RGA requires ionization of the hydrogen atom. Since
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Figure 2.12: This figure is reproduced from [3], with permission of AIP Publishing. a) Dimensions of

chopper wheel b) Kernel function for chopper wheel.

the probability of ionization is proportional to the interaction time, the prefactor transformation

of v3 → v2 is necessary. In the case of the metastable detection, there is an even stronger devia-

tion from the Maxwellian distribution. These deviations arise due to the interplay between atomic

velocity with excitation probability to the 1S-2S state, ionization of the 2S state by the 243 nm ra-

diation, and the metastable detection itself. The metastable detector has a pair of electrodes at the

face of the CEM to repel photoelectrons, which can quench slow moving metastable atoms. The

net effects of these considerations is that the detected metastable velocity distribution is shifted

towards faster atoms, so we model the metastable beam distribution as

P (v) = Av4e−βv2 , (2.6)

with the extra power of v in the prefactor preferentially moving the distribution to larger velocities.

We have also tried more exotic flux distributions for the metastable beam, but these distributions

are not strictly rigorous and are rather utilitarian in nature, for instance P (v) = Av3.5e−(vc/v)2e−βv2

with vc some cutoff velocity determined by fit. We find a good fit with a cutoff velocity of about

245 m/s for the data shown in Fig. 2.13 b).

Numerical deconvolution methods do not produce unique solutions, and some solutions exhibit

strange oscillatory behaviors that are nonphysical. We therefore only do convolution and not de-

convolution in our modeling; we assume a velocity distribution and convolve it with our chopper
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kernel, varying the temperature until we reach good agreement. At the time of this writing, our

apparatus is somewhat unique amongst other high precision measurements in hydrogen in that we

can characterize our velocity distribution by modulating the atomic beam directly. We display the

results of the time of flight measurements and fittings in Fig 2.13. In the case of ground state hy-

drogen, we have found good thermalization (as evidenced by the close match of the modeled line

with the measured line), but the analysis indicates that the beam is closer to 6.5 K than the 5 K

measured on our silicon diode. We explain this discrepancy due to the heat load of the gas on the

inner surfaces of the nozzle, and also due to heating from recombination.

****
***********
***********
********************************

*********
****
*****
*
**
***
**
***
*
***
**
*
*
**

***

*
*

*
*

***
*
*
**
*
*

*
**
**

*
*
*

*
**
*
*
*
***
**

*
*
*
***
*
***

****

*

*
*
*

**

***

*
***
*
*
*
*
*

**

****
*
*
**
*
*
**

*

*
*

*

**
**
*
**

***
*
**

*

*
**
*

*
*
**

*

*
*

**

*

***
*

*

*
*
*
*

*

**
*
**

****
***
*

*

*
*

*
*
*
**

*

*
*
*

***

**
*
*
**

**

*

*
*
*

*

*
*
*

*

*

**
*****
*

**

****
*
*
**

*
*
*

*

*

**

*

***
*
*
*
**
*

*

*
******

**
*
*

*
**
*

*

*
*

**

**
*****
*

*

*
*
*
*
*

**
*

*

*
*

*

*
****
***
*

*

*
*

**

*
*
**
**
***
**

*
**
*
*****

**

*
*
*
*

*
*
****

***

****
*
**
**
*

*
**

*
**

*
****

*
*
******
**
*****
*******
*
*
********
*
*********
*****
*
****
***
********************************************

********
**********
**************
**********************
**********
*
********
**********
**************************
***********
*********
**************************
*********
**********************
*********
**************
*
*********
************
**************
*
*****
********
********
**************************************

******************
*********
*
******************
*************
*****
***************
********
****
**************************************

************************
*********************
*********************************************

*****
*******
**************************************

***********************
*******************
*
**********
*****************
***************************************************

**
*
**************************************

*
*
********
***********************************************************************

*********************************
***********************************

**************************************
************
***************
******
*********
****
****
****
**
****
******
*****
*
**
***
*
****
****
**
*****
**
***
****
**
*****
******
**
****
****
**
***
****
**
**
******
**
***
***
**
****
***
*******
*****
****
****
**
***
********
******
**
**********
**
*******
****
*
************
**
***
*****
****
*****
*
***
***
**********
**
**********
***
**************
******************
*****
********************
*
******************
*************************
*********
**
**
*************
*********************
*********************************************************************************************************************

**************************************
**********************************************************************************

************************************************************
***************************************

**************************************************
**************************
******************************************************

********************
***********************
*************************************

********************
************
*********************************************

********************************************
*
***
*********
*******************
**************
*************
***********
*************
*******
*************
************************
*******
**********
**************************
****
******
********************
********
*******
*****
*******
*****
***********
****
**
********
****
***
***
*****
******
*****
****
**
*****
**
********
****
**
**
****
***
*
***
****
*******
**
*****
**
**
**
*****
***
**
***
***
*****
**
***
*
***
**
****
*
*****
**
**
***
*
***
****
**
**
********
**
*

******
*
***
*
********
******
**
********
******
***
*
*
*
*
****
**
****
*****
*
**
*
**
***
*
****
******
****
******
****
******

****
****

**
*
*****
******
*
******
**
***
*
****
***
*
*
**
***
***
*
*
*****
********************
**
*
*
*****
**
********
***
**
*****
****
***
*****
******
***********
*******
*******
**********
*******
***********************
*********
********
*********
**********************
**********************************

****
***
*
***********
****************************
****************
***********************
***********************************

***
*******************
******************
**********
****
*****
*****************
************
******
******
*
*******
*********************
*******************
*****
************************************

*
**
****************
****************
************
**
************************
**********
*******
*
****************
*******
***************
*************************

*Data

Chopper Kernel

293 K

10.2 K

6. K

0 5 10

0

1

Time from trigger (ms)

S
ig

n
al
(a

rb
)

*********************************************************************************************************************************
*****
****
***
**
**
**
**
**
**
**
**
**
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**
**
**
**
**
**
**
**
***
****
************************************************************************************************************************************************************************************************************************************************************************************************************************************************************************************************************************************************************************************************

Measured S(t)

Chopper kernel, h(t)

Modeled S(t)

Modeled Pt(t)

0 5 10 15 20

0

1

Time from trigger (ms)

S
ig

n
al
(a

rb
.)

*

a) b)

Figure 2.13: This figure is reproduced from [3], with permission of AIP Publishing. a) Ground state time-

of-flight data and fit. b) Metastable time-of-flight data and fit

At this point it is worth mentioning that the time-of-flight measurements were taken when the

hydrogen discharge was in a different configuration. At the time of the measurements, the high

pressure side of the discharge was substantially more complicated with many tubing joints, and

the pressure was dictated by two regulators and a leak valve. Since then, we have moved to a

substantially simpler backline, with the pressure regulated by the Alicat as described previously.

Furthermore, the backline is now kept at 10 PSI, whereas before the entire backline was held below

atmospheric pressure. This change has led to a couple of notable improvements. For instance, the

nozzle is able to be cooled down to 4.4 K (as indicated by the silicon diode) as opposed to the

previous minimum of 5 K. Previously, the nozzle seemed to freeze over relatively quickly (10 min)

when held at cryogenic temperatures. Either hydrogen ice or contaminant gases may clog up the
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nozzle aperture, reducing hydrogen flux over time. Since the backline change, this freezing has

drastically reduced – from freezing over in 30 minutes to taking 6 hours or longer to freeze over

instead. These improvements are largely attributed to a reduction in contaminant gas, which we

believe arose from leaks of atmospheric gas into the discharge and nozzle. It is our expectation

that further time-of-flight measurements would indicate that we may reach sub-6.5 K thermalized

atomic beams due to the reduced heatload and freezing of the nozzle surfaces.

2.4.3 Vacuum Chamber and the Spectroscopy Region

The spectroscopy vacuum chamber was designed with flexibility and ease of access in mind.

Aside from that, we have a few design considerations to consider for the 2S-8D spectroscopy:

the chamber must house two power enhancement cavities, reach relatively low base pressure, and

shield the spectroscopic volume from external fields.

The spectroscopy chamber is composed of two 8"-CF, 6-way cubes, a 5-way cross, and a spacer

nipple. All are Conflat 8" so that hands can more easily work inside of the vacuum chamber. The

spectroscopy chamber is connected to the cryogenic nozzle by a CF to quick-connect 1" stainless

steel tube. The vacuum chamber and cryogenic beam generation vacuum chambers are able to be

decoupled by a manual stainless ball-valve. On the opposite side of the chamber, another CF to

quick-connect adapter is available to couple to specialized chambers, such as the RGA chamber or

the future 2S hyperfine splitting measurement chamber. Both of the CF to quick-connect adaption

flanges on the faces of the chamber have also been machined to support windows for the 243 nm

and 780 nm radiation. Once the differential pumping manifolds for the 243 nm mirror cubes were

created, the 243 nm windows were replaced by KF 25 flanges, and .5" stainless steel tubing connect

the vacuum chamber to the 1.33" CF flanges on the manifold faces.

The 8" cubes house the 778 nm cavity mirrors, and there are several electrical feedthroughs on

the cube flanges to support the necessary electronics contained within the spectroscopy chamber.

To improve the stability of the 778 nm cavity, the mounts are held on a 1" thick stainless steel disc

breadboard, with another 1" thick stainless disc below. Much like the 243 nm copper mounts, the
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Figure 2.14: Top-down view of the spectroscopy chamber geometry. 8" CF cubes house the mirrors for the

778 cavity (not shown). The atomic beam traverses through the long axis of the vacuum chamber, shown

as a beam through the center. The relative orientation of the 778 nm and 243 nm light beams through the

chamber are also shown.

stainless steel discs are lightly decoupled from the vacuum chamber through viton rings. Further-

more, extra copper masses, amounting to about 40 lbs total, are added on top of the stainless steel

circular breadboard to further increase the effective mass of the mirror mounting assembly. There

is a custom machined aluminum breadboard that spans the distance between the cubes. On this

breadboard is an aluminum Faraday cage. The outer dimensions of the Faraday cage are 4" tall

by 3" wide, and about 18" long. Faceplates to this Faraday cage contain three apertures for the

two light beams and the atomic beam. The back plate is machined to rigidly hold the metastable

beam detector. Inside the Faraday cage are two concentric magnetic shields, which are centered

on the 778 nm-atomic beam overlap volume. Every surface within the Faraday cage, including the

magnetic shields and spacers, is coated with two graphite coatings: the base layer aerodag and the

second layer aquadag.

It generally takes at least 2 days of pumping to reach pressure suitable to begin spectroscopy

on the 2S1/2-8D5/2 line, with longer pumping preferable to further mitigate pressure effects. An

ion-gauge attached to the 5-way cross provides an estimate of the pressure in the spectroscopic

volume, but we believe that the pressure within the Faraday is generally much higher than in
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Figure 2.15: Faraday cage geometry and magnetic shields within. The Faraday cage is 16" x 3" x 4", and the

magnetic shields are 8" and 3.5" long respectively. The magnetic shields are centered on the 778 nm-atomic

beam overlap.

the surrounding volume. We have tried baking the vacuum chamber externally to try to improve

the base pressure. Additionally, we have experimented with heating the breadboard holding the

Faraday cage directly, reaching temperatures of about 130◦ C for the breadboard. It is currently

believed that the graphite coatings inside of the Faraday cage. We can reach base pressure as low

as 9×10−8 Torr as read by the ion gauge, but currently believe that we do not reach below 5×10−7

within the magnetic shields. The base pressure in the vacuum chamber proper appears to be limited

by the conductance of the differential pumping manifolds.

2.4.4 The Metastable Detector

The lifetime of the 2S state is on the order of 1 second, though the lifetime of the metastable

atoms can be drastically reduced in the presence of an additional electric field. While the 2S and
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Faraday Plate 778

Aperture

Faraday Plate 243

Aperture

Detector

Mag Shields Front Plate

Aperture

Figure 2.16: Image of Faraday Cage inside of vacuum chamber with no optics a) back plate off, showing

magnetic shields b) back plate on, with metastable detector attached

2P states are not degenerate due to the Lamb shift, the 1 GHz splitting is not so large and external

electric fields can easily shorten the lifetime of the 2S state. For instance, an electric field of 1

mV/cm modifies the lifetime of the 2S state to only 400 µs. This is the basic principle by which we

quench the remaining metastable atoms after interaction in the spectroscopic volume, and decay of

the 2P leads to an emission of a Lyman-α photon. Detecting and counting these Lyman-α photons

is the basis of our metastable detection.

Our detector is a Burle Magnum channel electron multiplier (Channeltron 5901, Magnum)

used in pulse counting mode. In pulse counting mode, the output pulse number will be roughly

constant over a large range of bias voltages, which we typically run between 2.5 kV and 2.8 kV. The

output is capacitively coupled to a Mini-Circuits amplifier and the resultant ∼ 100 mV pulses are

counted by a Hewlett-Packard 53131A frequency counter in totalize mode. Besides amplification,

the Mini-Circuits amplifier also has the rather important task of operating as a buffer between the

CEM output and our more valuable electronics – more than one amplifier has been sacrificed. The

wiring of the CEM is shown in Fig. 2.17.

As shown in Fig 2.17, the channeltron is biased in multiple locations to function properly.

To make this detector a rigid assembly, we have opted to create a housing that holds the CEM,
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Figure 2.17: Biasing of CEM. Also shown, photoelectron rejection grid and ground as dashed lines. The

resistors R, R’, and R” have resistances of 20 kOhm, 2 MOhm, and 18 MOhm respectively.

electrodes, and grids. On the Faraday cage back face plate, the CEM housing is rigidly attached,

and the atomic beam is axial with the CEM. The mounting of the metastable detector housing is

shown in Fig. 2.16 and the design of the CEM housing is shown in Fig. 2.18. This housing is

composed of three components: a face plate, the housing proper, and a lid. A Teflon clamp rigidly

holds the CEM in place and the electrodes are copper foil rings. The rejection grid attached to

the face plate in front of the CEM face is held at -1.5V and plays the important role of rejecting a

large fraction of photoelectrons from entering the detector which constitute our background signal;

this results in an attenuation of ∼ 1000. These photoelectrons are generated from scattered 243

nm radiation, and the work function of graphite is apparently quite close to 4 eV [93], hence

the relatively small required rejection voltage of 1.5 eV. We do not believe a substantial fraction

metastable atoms are quenched due to the rejection grid, but it is possible that some fraction of 2S

atoms decay between the rejection grid and the CEM face due to the 100 V potential difference

between the CEM face and rejection grid. The grounded grid in front of the rejection grid serves

the purpose of shielding the spectroscopic volume from the detector voltages. Both grids are gold-

plated tungstun wire meshes (50×50 per inch, .001" wire diameter). These grids have large open

areas, but the ratio of the distance from the spectroscopic volume to the fundamental grid spacing

is about a factor of 4000, so we do not expect substantial field leakage to the spectroscopy region.
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Figure 2.18: Housing of the metastable detector.

It is perhaps worthwhile to mention that the design of the metastable detector went through

many iterations before we settled on a configuration that worked. Our original designs suffered

from profoundly large background counts, up to 106 counts/s. The first designs were configured

such that the detector was above a pair of quench electrodes. However, substantial scattered 243

nm radiation reached surfaces near the face of the detector, resulting in backgrounds that are too

large as compared to the emission rate of the Lyman-α photons of interest. This is how we settled

on a metastable detection configuration that relies on the collision of the metastable atoms directly

into the face of the CEM. The pair of apertures (to which the grids are attached) on the face of

housing greatly restrict the possible trajectories into the CEM, essentially only coaxial trajectories

are permitted. These apertures are 1/4" in diameter, and are made of copper foil with the grids

soldered directly on them.

2.5 Conclusion

The infrastructure for 2S-8D spectroscopy, excepting the frequency metrology system, has been

described, which includes: the metastable excitation laser, the spectroscopy laser, the generation

of the cryogenic beam of hydrogen, the detector, and their overlap within the spectroscopy vacuum
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chamber. Both the metastable excitation laser and the spectroscopy laser require frequency stabi-

lization and precise control to perform the spectroscopy as described. Additionally, the absolute

frequency of the 778 nm laser must be determined. Both of these tasks require the use of our

optical frequency metrology system, which includes the frequency comb, ultra-stable cavity, and

GPS-trained Rb-timebase, which we will describe in the following chapter.
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Chapter 3

The Frequency Comb and Stable-Laser System

3.1 Introduction

Since their inception, frequency combs have found a diverse array of applications in AMO

experiments [51, 53–56, 58–60, 94, 94–101]. While we will not name all such applications, they

been used for high fidelity microwave generation [102], providing phase control in ultra-short

pulses for attosecond physics [103], providing frequency bridges in atomic clocks [104, 105], and

also directly as spectroscopy lasers [96,106,107]. In high precision applications, frequency combs

often perform the critical function of being a frequency “flywheel", turning the large hundreds of

Terahertz optical frequencies of spectroscopic experiments and atomic clocks into the relatively

small MHz to GHz radio frequencies. These radio frequencies, in turn, can be directly measured,

and counted, by the well-engineered RF electronics that were developed in the previous century,

allowing for extraordinarily high levels of experimental precision. (e.g., up to 10−18 in atomic clock

comparisons). In this work, while the frequency comb plays the role of the frequency “flywheel",

it also serves another important function as well: it is the stable local oscillator our other laser

systems are trained to, and thus provides frequency stability to the other laser systems in our

experiment. Before discussing our frequency comb system in particular, we will review the basics

of frequency comb theory.

The frequency comb is a laser whose output is a series of evenly-spaced, Dirac-Delta-like

teeth in frequency space. Generally, such an output is generated from phase-stabilized mode-

locked laser oscillators – though comb structures can be generated by other methods as well (e.g.

microresonators [108, 109]). In the time domain, the output of a mode-locked laser consists of

periodic pulses with a fixed phase relationship between subsequent pulses. A carrier frequency

with a periodic envelope function may be ascribed to this pulse train. In general, the carrier phase
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velocity and the group velocity of the pulse are different, and the phase of the carrier underneath

the envelope evolves in time.

We can make a few arguments to defend the appearance of a comb spectrum in frequency

space from a pulse train. Since the pulse train is a periodic function in time, we can use a Fourier

Series expansion to describe our spectrum. Fourier series use discrete frequency components, so

the resultant transform must be composed of a series of delta functions in frequency space. As

frequency and time are inversely related, the smallest separation in frequency space corresponds to

the largest temporal separation, which is the pulse to pulse separation, τs. The minimum spacing

between two frequency components is 1/τs. From the convolution theorem, we know that the

Fourier transform of the envelope function, A(t), determines the relative distribution of power of

these discrete frequency components. Stated simply, the frequency spectrum, Ẽ(ω), generated by

a pulse train will have the form,

E(ω) =
∑

n

δ(ω − n/τs)Ã(ω), (3.1)

which is indeed a series of equally spaced comb “teeth".

1/𝑓𝑟 ∆𝜑𝐸(𝑡)

𝑡

Figure 3.1: Simple picture demonstrating phase evolution of carrier frequency between pulses

39



Here we present a slightly more rigorous derivation. Given a pulse train, we may describe the

electric field of at a particular point in space by

E(t) =
∑

n

A(t− nτs)e
iωctein(∆φ−ωcτs), (3.2)

where τs is the pulse to pulse time separation, ωc is the carrier frequency, and ∆φ is the pulse/en-

velope carrier pulse to pulse phase shift, see Fig. 3.1. Taking a Fourier transform of this we find,

Ẽ(ω) =
∑

n

Ã(ω − ωc)e
i(n∆φ−nωτs). (3.3)

Regardless of the exact nature of Ã, this sum is significant when the terms in the above series add

coherently, that is, when ωτs = ∆φ+ 2πk. Thus,

ωk = (∆φ+ 2πk)/τs, (3.4)

or, in its most well known form

fk = kfr + f0, (3.5)

where fk corresponds to the frequency of the kth comb tooth, fr is the repetition rate, and f0 is the

carrier offset. From our derivation, it follows that fr is given by 1/τs and that f0 arises due to the

evolving phase shift between the envelope and the carrier frequency. It should be noted that there is

some subtlety in the choice of k and f0. One could choose that f0 is either optical frequency (where

k=0 corresponds to the first comb tooth that contains optical power), or that k=0 corresponds to

the extrapolated comb structure to zero frequency. Generally, the second convention is taken. It

should be noted that, in most cases, optical power will be in the k ≈ 106 range. Generally, fr is

on the order of 100 MHz, though >GHz repetition rate combs do exist [110, 111], and f0 ≤ fr by

definition.

The simplicity of Eq. 3.5 is significant. Experimental determination of only two radio frequen-

cies allows one to characterize the entire optical spectrum of the comb. Many applications of the
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frequency comb become apparent when examining Eq. 3.5. For instance, since each comb tooth is

precisely known, the comb itself can be used as a broadband, high precision, spectroscopy laser.

In addition, the comb can be used to precisely determine the frequency of another laser or emis-

sion spectra by comparison to the frequency comb – such as in the astro-comb application [110].

Perhaps most importantly, the comb structure provides a link between the optical domain (where

all of the comb teeth actually lie) and the RF domain (fr and f0).

This link between the RF and the optical allows absolute frequencies to be determined in op-

tical frequency measurements, as absolute frequency measurements requires comparison to the

cesium time standard [60, 94], an RF frequency. Historically, absolute frequency measurement

required long frequency chains; complicated sets of lasers and RF oscillators that are compared to

different standards [61, 63]. Such chains involved many processes to generate appropriate bridges

between standards such as mixing to produce sum and difference components, frequency dou-

bling, etc. These experimental setups were very cumbersome, often requiring entire labs dedicated

to just these frequency referencing schemes. In contrast, the frequency comb itself provides RF

frequencies to compare to time standards.

The frequency comb’s function of linking disparate ranges of the electromagnetic spectrum

extends beyond the linking of the optical and the RF. Indeed, owing to the frequency combs gen-

erally broad spectral output, which can be extended even further by e.g., second harmonic gener-

ation, etc., it can also provide a bridge from disparate frequency regimes of the optical spectrum

as well [112, 113]. Concretely, any set of lasers whose output is within frequency range of the

frequency comb’s output can be compared by reference through the frequency comb. This is

particularly desirable when multiple highly coherent laser systems are required. It is possible to

transfer the stability of a highly coherent oscillator to a less coherent oscillator by phase-locking

techniques [114, 115]. The requirement for this coherence transfer is that the oscillators to be

phase locked must be directly comparable, that is, spectrally close. The frequency comb once

again provides a bridge that can close this gap. Therefore, a single highly coherent laser source, in

conjunction with a frequency comb, can be used to stabilize other laser systems where such per-
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formance is desired. The only caveat is that the frequency comb itself must be low-noise enough

to not disrupt this coherence transfer.

Measuring and stabilizing the the two free comb parameters, fr and f0, is required for most

applications of the frequency comb, including coherence transfer and absolute frequency metrol-

ogy. The measurement of fr is quite straightforward – one merely has to provide a portion of

the comb’s output to a sufficiently fast photodetector. Detection of f0 is somewhat more involved.

Historically, the frequency comb breakthrough occurred when the first mode-locked oscillator with

a phase-stabilized f0 beat note was reported. Detection of f0 usually requires a technique called

self-referencing, in which one part of the frequency comb is heterodyned with itself. The most

common technique is the “f -to-2f", though there are other self-referencing techniques that use

different combinations of generated harmonics to similar effect [50, 116, 117].

The f -to-2f self-referencing technique works in the following way. Assume that we have at

least an octave of spectral bandwidth output from the frequency comb. Then, on the red side of the

frequency comb spectrum we have the mth comb tooth given by

fm = mfr + f0. (3.6)

At the same time, since we have an octave of bandwidth, on the blue side of the frequency comb,

we have the 2mth comb tooth given by

f2m = 2mfr + f0. (3.7)

If we frequency double the mth tooth and heterodyne it with the 2mth, we find

2fm − f2m = 2mfr + 2f0 − (2mfr + f0) = f0. (3.8)
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While the f -to-2f self-referencing technique is the most common method to detect f0 in mode-

locked laser based frequency combs, it does come with its own set of experimental challenges.

Namely, the generation of sufficient optical bandwidth to perform this technique.

As stated previously, many optical frequency combs are generated by a phase stabilized mode-

locked laser oscillator, e.g. [118, 119]. The gain bandwidth employed in such oscillators must be

sufficiently broad to support < 1 ps pulses. There are two gain mediums that are commonly em-

ployed for this purpose: Ti:Sapphire crystals, and erbium-doped fibers. While the historical devel-

opment of the frequency comb from passively mode-locked lasers is intimately linked to passively

mode-locked Ti:Sapphire oscillators, in the past decade fiber-based passively mode-locked lasers

have become common. This is in large part due to their reduced cost, alignment-free operation,

and reduced sensitivity to their environment. In particular, Er-doped fiber based lasers are particu-

larly attractive [100, 101, 120, 121], as they operate in the 1.3-1.5 µm range, where there is a large

selection of fiber optic components to support the telecom industry. A downside of Er-fiber based

frequency combs is that the gain bandwidth of Er-fiber does not support an octave of bandwidth,

which can be directly produced from a Ti:Sapphire oscillator [122]. Due to this, mode-locked

er-fiber oscillators require substantial subsequent amplification and non-linear spectral broadening

methods to generate sufficient bandwidth for f -to-2f interferometry.

In the 2S-8D measurement, we require both a 778 nm spectroscopy laser and a 243 nm laser

in which the absolute frequency of both laser systems is well known and stabilized. We therefore

require a frequency comb with sufficiently low noise to stabilize these two laser systems. Addi-

tionally, the comb itself must be referenced to an absolute frequency standard. In the following

sections, we will discuss the development of such an erbium-fiber based frequency comb to per-

form this vital role in our experiment.

3.2 Mode-locked laser oscillators

The design of mode-locked laser oscillators is a rich field of study, and there are many distinct

methods to achieve mode-locking [123]. Mode-locking occurs when high intensity pulses expe-
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rience larger round-trip cavity gain, or less round-trip loss, than continuous-wave laser radiation

(cw) [124]. Broadly, there are two ways to achieve this pulse-favoring behavior – actively, where

the cavity/loss gain is intentionally modulated, or passively, where the cavity dynamics naturally

favor pulsed operation via a nonlinearity. As an example of active mode-locking, one can mod-

ulate an intracavity Pockels cell at the cavity repetition rate to create very high loss except for a

short window of time. However, modern optical frequency comb designs are typically based on

passively mode-locked laser oscillators. This is in part due to the fact that passively mode-locked

lasers typically generate shorter pulses, and therefore larger spectral bandwidths, than their active

counterparts. The minimum pulse duration possible in a given oscillator design is in part set by the

modulator (active) or nonlinear (passive) response time.

A simple method of self-starting passive mode-locking is through the use of semiconductor-

based saturable absorbers (SA) [125–128]. A saturable absorber is a medium in which the absorp-

tion is reduced at large optical intensities. These SA’s can be used in transmission or in reflection

(called a saturable absorbing mirror, SAM). Once saturated, these semiconductor-based saturable

absorbers have a relaxation time before the absorption returns to its unsaturated value (typically in

the range of 1-10 ps). These SAM’s can be particularly simple to use, sometimes only requiring the

replacement of an intracavity mirror with the SAM. One might expect that the pulse duration to be

comparable to the relaxation time of the SA, that is, typically a couple of picoseconds. However,

the use of these saturable absorbers can actually lead to pulse durations substantially shorter than

their relaxation time [129].

The qualitative explanation for this is that the saturable absorber preferentially absorbs the

leading edge of the pulse [127]. Therefore, the pulse is effectively delayed – the leading edge is

attenuated, shifting the center of mass of the pulse backwards in time. This delay is important

for preventing the growing power of the continuum behind the pulse, which could experience gain

due to the saturable absorbers slow recovery time. Since the pulse is delayed, but the continuum

behind the pulse is not, the pulse slowly assimilates power from the continuum. Another way

to visualize this is that the pulse and the light behind the pulse effectively experience different
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repetition rates, but the saturable absorber loss modulation is matched with the timing of the pulse.

Because of this, the continuum experiences more loss over many round trips than the pulse. There

are other stabilizing effects possible in the cavity dynamics of a mode-locked laser. One that

is particularly important for generating sub-picosecond pulses is the presence of solitonic pulse

shaping [126, 127, 130].

A soliton is a wave-packet whose envelope is stationary in time. Typically, a pulse will spread

out in time due to linear effects such as dispersion. However, if nonlinear effects reach a cer-

tain magnitude, the effects of dispersion can be balanced by nonlinear effects, such as self-phase

modulation, to produce a pulse that is stable in time [78]. The stability of solitons is quite inter-

esting. For example, perturbations to the pulse energy do not necessarily destabilize the soliton,

as the pulse can shed excess energy once the balance between linear and nonlinear effects are

disrupted [126, 127]. For a soliton pulse to be supported, the pulse must experience self-phase

modulation and dispersion. Self-phase modulation (SPM) is a nonlinear effect in which the index

of refraction is intensity dependent. Suppose that the index of refraction, n, has the form

n(ω) = n0(ω) + n2I, (3.9)

where n0 is the familiar linear, frequency-dependent index of refraction, n2 is the nonlinear index,

and I is the intensity of the light. This intensity dependent index of refraction is due to the Kerr

effect. Suppose we have a pulse of light in such a nonlinear medium. Then, fluctuations in inten-

sities couple to phase changes via the nonlinear index. The instantaneous frequency of the light

after propagation through a nonlinear medium of length L is then

ω(t) = ω0 −
2πL

λ0

∂n

∂t
, (3.10)

where ω0 and λ0 is the angular frequency and wavelength of the light in vacuum. Assuming a

Gaussian pulse, we find

ω(t) = ω0 −
4πI0n2L

λ0τ 2
e−t2/τ2t, (3.11)
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where τ is the pulse width, I0 is the maximum intensity, and n2 the nonlinear index. Near the

vicinity of the peak intensity, where this effect is most pronounced, it is linear, and thus SPM

produces an approximately linear frequency chirp (it has the form ω(t) = a + bt). Since both

self-phase modulation and dispersion apply chirps to the pulse, approximately linear in both cases,

properly signed dispersion can cancel the effect of SPM. Since n2 is typically positive, anomalous

dispersion is required for the cancellation.

Once soliton mode-locking is initiated, the saturable absorber parameters do not need to be

finely tuned, as the solitonic shaping effects do a lot of the heavy lifting. The function of the

saturable absorber is simply to prevent the energy shed by the soliton from building up in the

cavity, which would be destabilizing to the mode-locking [126, 127]. The stability offered by this

soliton plus saturable absorber combination is very desirable for robust mode-locking.

An important consideration, aside from easily achievable and robust mode-locking, is the noise

performance of mode-locked laser oscillators [52,131–134]. Since the mode-locked laser forms the

basis of the frequency comb structure, the noise characteristics of this comb structure are intimately

linked with the oscillator. There are several sources of technical noise on any laser system. For

instance, vibrations on the mirrors in the cavity will introduce phase noise on the light. While we

are interested in minimizing these sources of technical noise, there is also noise that is intrinsic the

function of the laser itself – so called "quantum noise". This noise is typically due to amplified

spontaneous emission (ASE) [135]. Spontaneous emission manifests itself as both intensity noise

on the pulse and as phase noise on the pulse.

The contribution of amplified spontaneous emission to intensity noise is relatively clear, the

spontaneous emission, being random, adds noise to the intensity profile of the pulse. The direct

contribution to phase noise is via timing jitter – the spontaneous emission distorts the intensity

profile sufficiently to shift the center of the pulse producing variation in the pulse-to-pulse timing.

This direct contribution of quantum fluctuations to timing jitter scales with the square of the pulse

duration [130, 132, 135]. This is a relatively straightforward result since it is easier to define the

center of a short pulse. Spontaneous emission also indirectly couples to timing jitter via intra-

46



cavity dispersion, an effect referred to as Gordon-Haus jitter [136]. For intrinsically low noise

performance oscillators, a short pulse and low intracavity dispersion is required.

3.3 Frequency comb oscillator I

The design of our first frequency comb oscillator used the principles outlined above as guide-

lines. Since fiber based combs are an economically viable option, and semiconductor saturable

absorbers are typically allow for easy mode-locking, we decided to base our oscillator design on

this architecture. Since soliton shaping effects make the mode-locking more robust, and ultimately

allow for the shortest pulse generation, we also knew that the intracavity fiber must be anomalously

dispersive. The other design consideration was to minimize the total length of fiber inside of the

oscillator. At the time, this was to reduce certain nonlinear effects related to noise performances,

namely amplitude-to-phase noise conversion and Gordon-Haus jitter.

980 nm 
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AR lensFC/PC OC 
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+ 

SAM
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Figure 3.2: Linear cavity mode-locked oscillator

Our first oscillator to be fully realized as a frequency comb, detailed in [4], was a linear cavity,

saturable absorber mode-locked laser (see Fig. 3.2). The saturable absorber was a BATOP, 2 ps

lifetime, 15% modulation depth, 10% non-saturable loss, saturable absorbing mirror. The cavity

featured all anomalously dispersive fiber (Corning SMF-28), with a round trip cavity dispersion

of ≈-7000 fs2 to promote soliton mode-locking. The erbium-doped gain fiber (nLight ER80) was

pumped by about 500 mW of 980 nm (Gooch and Housego AC1409-0700-0976) light through
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a custom coated 80% reflective FC/PC connector. We found that the the half-wave plate and

Brewester window were critical for stabilizing the polarization of the intracavity pulse. Without

the polarization control, there was strong periodic amplitude modulation on the pulse train at some

fraction of the repetition rate. The laser oscillator output was about 10 mW with 16 nm of spectral

bandwidth, which corresponds to 160 fs transform limited pulses, assuming a sech2 distribution.
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Figure 3.3: Linear oscillator spectral output. Spectral output ∼ 15 nm

In the development of this frequency comb, some non-obvious design requirements started to

appear. For instance, linear cavities are somewhat sensitive to etalon effects and parasitic back

reflections. Back reflections are especially troublesome when establishing stable mode-locking.

This required careful alignment of optics and the use of AR-coated lenses. As stated previously,

broader spectral output is preferable (an a indicator of shorter pulse duration). Typically, one can

achieve shorter pulse duration by reducing the intracavity dispersion. In the case of erbium-doped

fiber, and optical fibers in general, dispersion can be tailored by adjusting the core-cladding ratio.

Therefore, normal dispersion Er-fiber is easily obtained. We attempted this strategy to further

broaden the spectral output of the oscillator, but instead found narrower spectral output (8-10 nm).

48



This was an unexpected result, and stems from the fact the a soliton is only truly a stable wave

packet in anomalously dispersive media. In general, the laser cavity is not a purely anomalously

dispersive media, there are sections of free space propagation. The soliton period, which is the

distance a soliton propagates where nonlinear phase shifts become substantial, provide the length

scale for the soliton behavior. The soliton period can be written as

zs =
πτ

2γEp

, (3.12)

where τ is the pulse duration, γ is the self-phase modulation coefficient (rad/(W*m)), and Ep is

the pulse energy [137]. From this, We see that shorter, higher energy pulses have much shorter

periods. If the period of the perturbation is much less than the soliton period, the soliton behavior

can be well described by the average parameters (e.g. dispersion) during its evolution and the

disturbances are smoothed over. In our case, the presence of alternating dispersion signs was on the

order of the soliton period, and to compensate, we believe the dynamics of the laser system favored

longer pulses to lengthen the soliton period. Therefore, in an effort to minimize the dispersion in

the cavity, and still maintain stable soliton mode-locking, we instead used very short sections of

fiber in the cavity, eventually achieving the 16 nm output shown in Fig. 3.3. We also found that

coupling the pump light into the cavity through the output coupler can disrupt the pump diode. The

original output coupler was a stock 50/50 coated fiber tip near 1550 nm, and a fraction of pump

light incident upon the OC was reflected back into the pump diode, destabilizing its operation.

Therefore, we used a custom coated OC with high transmission at 980 nm. However, we eventually

found a fiber isolator in between the pump and cavity output coupler was required for optimal

performance.

Soon after the development of this laser oscillator, and the required generation of f0 that fol-

lowed, a new technique to mode-lock erbium-fiber lasers was reported [138, 139]. This new tech-

nique seemed to produce short pulses, up to 40 nm of spectral bandwidth, and correspondingly had

very good noise characteristics [138, 139]. This led to the development of our second design for a

Er-fiber mode-locked oscillator.
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3.4 Frequency comb oscillator II

As stated previously, the minimum pulse duration achievable in a mode-locked oscillator is

linked to the nonlinear response time of the cavity. If shorter optical pulses are desired, then uti-

lizing a faster nonlinear technique is typically beneficial. In the case of semiconductor saturable

absorbers, the relaxation time of the saturable absorber effectively limits on the minimum achiev-

able pulse durations possible, even if that pulse duration is much shorter than the relaxation time.

For instance, in Kerr-lens mode-locked systems, pulse durations on the order of 5 fs are possible,

as the nonlinearity responds almost instantly to the circulating fields in the oscillator [140]. In the

case of the Er-fiber lasers, leveraging the Kerr effect can also be utilized to initiate mode-locking.

An early application of directly utilizing the Kerr effect to initiate mode-locking was the

“figure-eight" cavity [141], see Fig. 3.4. The right handed loop in Fig. 3.4 is referred to as a

nonlinear loop mirror. The loop is asymmetric for light split at the 50/50 beamsplitter; one direc-

tion is amplified first and travels through a length of fiber and the other travels through fiber first

and then is amplified. This asymmetry causes a relative phase shift, through the nonlinear index of

the fiber, between light light traversing in opposite directions. This relative phase shift determines

the fraction of light that exits that particular port of the beamsplitter. This arrangement can be set

such that if the light is in phase when recombined, it is incident upon the exit port of the optical

isolator in the left hand loop, causing high loss factor. When the light is π out of phase, the light

is sent entirely through the other port of the beamsplitter, so the isolator does not attenuate the

power. Therefore, for increasing phase shifts, up to π, the loss in the cavity is reduced. Since, the

nonlinear index causes increasingly large phase shifts as a function of intensity, pulse formation is

favored.

This design of the figure-eight laser has a few technical issues. First, in order to generate suffi-

ciently large phase shifts in the right hand arm, long lengths of fiber are required, which results in

low repetition rate mode-locked lasers. Second, such oscillators proved to be somewhat difficult

to optimize, as such oscillators do not function in cw-operation. This led to the development of

nonreciprocal phase shifters, an intracavity device that allows for tuning of the relative phase of
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Figure 3.4: Example of figure-8 style oscillator. WDM: Wavelength-division multiplexer. OC: Output

coupler. Iso.: Optical isolator. BS: Beamsplitter

the pulses directly [142]. In short, one can set the relative phase between the counter propagating

light to be anywhere between 0 and π radians, allowing for preferred cw or pulsed operation. Ad-

ditionally, fiber lengths do not need to be as long to achieve the low-loss π phase shift in pulsed

operation. In general this allows for tuning of the pulse energy (and duration). Lastly, such oscil-

lators have proven difficult to accommodate all polarization maintaining (PM) fiber designs which

are less susceptible to environmental perturbations (though there has been a demonstration of PM

figure-8 style oscillator [143]).

The figure-8 design was eventually usurped by the development of a slightly modified design

[138, 139], with Menlo Systems trademarking their architecture as the “figure-9". The pertinent

change is the removal of the "left loop" in Fig. 3.4 with a linear arm and the incorporation of

a nonreciprocal phase bias [142]. These figure-9 style oscillators have been shown to be self-

starting, and accomodate all PM-fiber designs, unlike their figure-8 counterparts. Additionally,

the spectral output of these designs have been shown to greatly exceed semiconductor saturable
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absorber mode-locked oscillators (>40 nm of spectral bandwidth at 1550 nm [138]), indicating the

potential for superior phase noise performance, see [125, 134].
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Figure 3.5: Example of second oscillator design spectral output. Typical width at half-maximum ∼ 40 nm

Our second, and current, frequency comb oscillator is based upon this figure-9 configuration

(see Fig. 3.6). Our particular design is not PM-fiber in the nonlinear amplifying loop, and requires

waveplates to properly guide the counter propagating beams into the linear arm. The nonlinear

amplifying loop itself is composed of all anomalously dispersive fiber, 40 cm of which is Er-doped

gain fiber (nLight Er80). The oscillator is pumped with about 300 mW of 980 nm power (Gooch

and Housego AC1409-0700-0976) and outputs about 10 mW through a 90/10 beamsplitter fiber

optic. As shown in Fig. 3.5 the spectral bandwidth is about 40 nm when operating optimally . The

repetition rate is about 137.5 MHz, and is grossly adjustable via a translation stage underneath a

optic mount in the nonlinear loop; it is finely adjusted by tuning the temperature of the plate the

fiber loop rests upon. In the linear arm we have our nonreciprocal phase bias which is composed

of a 45◦ Faraday rotator, a half and quarter zero-order wave plate, and a polarizing beamsplitter

(PBS 2 in Fig. 3.6). Finally, a semiconductor saturable absorbing mirror (SAM) mounted to a
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piezoelectric device is our linear arm reflecting mirror. A 20 mm lens acts to help saturate the

SAM properly, and also acts as a cat-eye to aid in recoupling to the fiber loop upon reflection.
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Figure 3.6: Frequency comb oscillator design two, based off of “figure-9" architecture. PBS: polarizing

beamsplitter. WDM: Wavelength division multiplexer. FR: Faraday rotator. SAM: Saturable absorbing

mirror. PZT: Piezoelectric transducer. BS: Beamsplitter.

Since our figure-9 oscillator is not composed of polarization maintaining fiber in the nonlinear

loop, the half and quarter waveplates function to properly guide both beams into the linear arm,

as mentioned above. In PM-fiber designs, the nonlinear loop typically contains a splice where the

cores of the PM-fiber are 90◦ with respect to one another, which rotates vertical polarization into

horizontal polarization. This causes light which was initially reflected into the nonlinear loop by

PBS 1 to be transmitted into the linear arm after traversing the loop and vice versa. The waveplates

in our loop replace this splice.

The set of polarization optics in the linear arm, in conjunction with the Kerr effect present in the

loop, provide the dominant mode-locking mechanism in the cavity; the saturable absorbing mirror

merely helps initiate mode-locking. While a complete treatment of the polarization optics, which

include the Faraday rotator, the half and quarter waveplates in the linear arm, and PBS 2, require

Jones matrices to describe in an arbitrary setting of the waveplates, an intuitive understanding may

be achieved. Let us assume there is no phase shift from the Kerr effect in the loop and equal power
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is traveling in either direction of the loop. For further simplicity, let us ignore the half-wave. Then,

light that exits the loop into the linear arm is polarized at 45◦. This 45◦ polarized light transmits

through the Faraday rotator, becoming vertically or horizontally polarized. The linearly polarized

light transmits through the quarter waveplate to become circularly polarized and is then incident

upon PBS 2. Since we have circularly polarized light, the loss at PBS 2 is 50%. Now instead let us

assume there is a π/2 phase shift between light traveling in one direction of the loop relative to the

other. Then, instead of circularly polarized light incident at PBS 2, it will be either horizontally or

vertically polarized depending on the orientation of the quarter wave plate. Therefore, by correct

orientation of the quarter waveplate, you can achieve very low loss at PBS 2. In this case, you

have made it so increasing nonlinear phase shifts, between zero and π/2 radians, provide lower

loss in the cavity, promoting mode-locking. The half waveplate primarily adjusts the splitting ratio

between the two directions in the loop, reducing or increasing the relative phase shift between the

two directions.

3.4.1 Amplification, Supercontinuum generation, and f0 detection

In order to generate sufficient spectrum for the f0 detection and locking, as well as spectrum

for phase locking to the 972 nm and 778 nm lasers, amplification stages and nonlinear broadening

mechanisms must be employed on the mode-locked oscillator output. While broadening occurs

within the amplification stages, largely through the effect of self-phase modulation [144], this

broadening typically can only reach ≈100 nm of optical bandwidth at 1550 nm. In order to the

reach the required octave of bandwidth for f0 generation, which corresponds to 1 µm of optical

bandwidth, other additional nonlinearities must be utilized. This typically involves the presence

of a specific kind of optical fiber, known as highly nonlinear fiber (HNLF) [145]. For other laser

systems, such as Ti:Sapphire based comb systems, a photonic crystal fiber is used instead [146].

Finally, after the required bandwidth is generated, a Michelson-style interferometer with a fre-

quency doubling arm is used to detect the f0 beat note. Within the amplifiers, broadening stages,

and f0 interferometer, there are several taps to provide comb-light for other subsystems.
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Fig. 3.7 depicts the amplification stages, continuum generation, and other fiber optic com-

ponents necessary for the operation of the frequency comb. Immediately after the output of the

oscillator, there are two fiber-coupled optical isolators, providing 60 dB of isolation from back-

reflections which can destabilize the operation of the oscillator. Then 50% of the light is tapped

off for amplification, while the remaining 50% is used for the intensity noise servo and fb note

locking, which are described in a later section. After the first stage of amplification, 1% of light

is tapped off and amplified for a frequency doubling stage for generation of 780 nm light, and the

other 99% is amplified once more before being sent to the HNLF and f0 interferometer. All fiber

that is not directly labeled is SMF-28 (a standard fiber for telecom applications).

The amplification stages are composed of one bidirectionally pumped 2 m section and another 1

m forward pumped section. The 2 m bidirectionally pumped erbium-doped fiber amplifier (EDFA)

is composed half of normally dispersive ER110 and anomalously dispersive ER80. The second

amplification stage is again normally dispersive. These alternating dispersion sections have been

found to assist in generating the largest possible supercontinuums in the HNLF. By alternating the

dispersion of fiber in the EDFAs, the chirp of the pulses is controlled, allowing for larger possible

nonlinearities in the HNLF. It is worth mentioning that while solitons are supported in anomalous

dispersion regimes, a fundamental soliton is in general not supported for arbitrary pulse energies,

and so the net dispersion of the optical path must be considered.

After the second stage of amplification, the polarization of the pulses are controlled via a two-

paddle polarization controller. Since SMF-28 is not polarization maintaining, strain induced on

fiber can rotate the polarization of the light with the fiber. Strain on non-PM fiber induces birefrin-

gence, causing the polarization to rotate. By adjusting the relative bend and angle in these paddle

controllers you approximate the action of a waveplate, and can control the resulting polarization

state of the light. This paddle is composed of 2 loops of fiber in the first paddle, and 3 in the

second loop. The approximate total length of SMF-28 fiber between the last stage of amplification

and HNLF is 75 cm. This length of fiber must be carefully chosen for continuum generation. The

output spectrum after the HNLF ranges from about 950-2150 nm. Note that the upper wavelength
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Figure 3.7: Comb Amplification and Supercontinuum generation. Iso: Isolator. LD: Pump laser diode.

50/50: Beamsplitter. PC: Fiber polarization controller. HNLF: Highly nonlinear fiber.

limit is estimated by the achievable SHG from the f -to-2f interferometer, as our optical spectrum

analyzer does not reach past 1800 nm.

The highly nonlinear fiber is a 25 cm section of -5.6 ps/nm/km fiber from OFS. This HNLF

polarization maintaining, requiring appropriate input polarization state for proper continuum gen-

eration, as the two core axes have differing birefringence. We have also tested a HNLF with

dispersion -2.3 ps/nm/km, but we have found that this fiber did not generate large enough spectra

for f0 detection. These HNLF fibers are flourine doped, and feature a large nonlinear coefficient

with small dispersion coefficients to minimize chirp through the HNLF (to contrast, the dispersion

56



of regular SMF-28 fiber is about 18 ps/nm/km). The dominant mechanisms by which the contin-

uum is generated in the first part of the HNLF is through self-phase modulation and four-wave

mixing, both χ(3) processes. Later, the pulse train breaks into several pulses in a process known

as soliton fission [147], and these solitons themselves undergo several nonlinear processes. These

processes include the previously mentioned four-wave mixing and SPM [78,146], but also include

Raman-scattering effects, self-frequency shifting, and the coupling of dispersive wave light with

the solitons generated in the soliton fission process [148].

After the supercontinuum is generated by the HNLF, the f0 beat note is generated and detected

via the f -to-2f technique. The layout of the f -to-2f interferometer is schematically depicted in

Fig. 3.8. The output of the HNLF is collimated and split into two arms via a dichroic mirror. The

long wavelengths are transmitted through the dichroic mirror to the frequency doubling arm of the

interferometer and the shorter wavelengths are reflected. The two arms are recombined at a 50/50

beamsplitter, and coupled into a 980-PM fiber to ensure good spatial overlap. Since the light is a

pulse train, it is also crucial that the frequency doubled pulse train and the fundamental pulse train

must be temporally overlapped as well. With this aim, the fundamental pulse train contains a delay

arm (two 45◦ mirror mounted on a translation stage). The delay arm is adjusted to maximize the

signal-to-noise on the f0 beat note. If the pulse trains are not well temporally overlapped, there

will be no f0 beat note. Just before the fiber coupling for the f0 beat note, there is a long pass

optical filter set at a slight angle to reflect light below 1 µm. This light below 1 µm is composed

only of the fundamental light, and is used for phase-locking the 976 nm laser system to the comb.

The frequency doubling arm in the interferometer contains a periodically poled lithium niobate

crystal (PPLN). Periodically poled crystals are frequently used for nonlinear conversion pulsed

laser systems due to their enhanced acceptance bandwidth and the large optical intensities do not

necessarily require resonant enhancement to achieve appreciable second-harmonic power. Proper

fundamental light polarization is required to have maximize conversion efficiency, and the resultant

doubled light is of the same polarization state as the pump.
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Figure 3.8: f -to-2f Inteferometer

The quasi-phase matched frequency is set by the poling period of the PPLN; that is, the distance

between the poled regions of the nonlinear media. Additionally, there is some acceptance band-

width for quasi-phase matching. This bandwidth is inversely proportional to the crystal length,

as dispersion effects becomes more important for longer crystal lengths. Typical PPLN crystals

are manufactured with several poling periods transversely arranged across the crystal length, so

gross tuning of the phase-matching is achievable with a single crystal. Fine tuning of crystals

can be achieved with temperature adjustment, as thermal expansion changes the poling period.

Our PPLN for f0 generation (Covesion MSHG2100-0.5-xx) contains poling periods for frequency

doubling fundamental light from 1925-2250 nm light. The crystal temperature is set by actuating

current to a resistive heater (Thorlabs HT15W) inside of the crystal mount, and the whole assembly

is on a translation stage to tune between poling periods. The frequency doubled 3 db bandwidth is

about 15 nm broad, and centered at 1010 nm.

3.4.2 Phase-locking and RIN Servo

As mentioned, in order for the frequency comb to function as an absolute frequency reference

and as a flywheel for coherence transfer, the two comb parameters, fr and f0 must be detected and
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stabilized. In this section we will describe the stabilization of these comb parameters, as well as

the phase-locks between the frequency comb and the other laser systems.

While it seems natural to detect and lock fr directly, which only requires a fraction of the

comb’s output on a photodiode, this approach has technical downsides [149]. The first downside

is that fr is a RF frequency, and any frequency noise on this frequency, whether due to electronic

noise or to instability in the RF reference fr is locked to, is written back onto the actual optical

frequencies of the comb by a factor of k2, where k is the comb tooth index number as described

in Eq. 3.5 [150]. This k2 dependence arises from an f 2 dependence between phase and frequency

noise. As of now, the only oscillators that have sufficient stability for our application are in the

optical domain. Second, both comb parameters must be locked simultaneously, and the feedback

on fr and f0 should be as uncoupled as possible. Examination of Eq. 3.5 shows that by adjusting

one parameter of the comb will invariably affect the other [151]. Let β be an arbitrary parameter

of the comb, such as the cavity length or pulse energy. Then variation of β yields

δfk =
∂f0
∂β

+ k
∂fr
∂β

. (3.13)

Given that any lock requires measuring and stabilizing a particular fk, we desire that the lock meant

to stabilize f0 primarily feeds back on f0 and the lock meant to stabilize fr does not influence f0

much. By stabilizing a comb tooth in the optical domain, that is k ≈ 106, instead of fr directly,

k = 1, the sensitivity to variations in fr is improved by about a factor of a million. Therefore,

it is typical that stabilization of fr is often achieved instead by the stabilization of a beat note

between the frequency comb and a highly coherent optical reference, which we will label fb for

convenience. This highly coherent optical reference allows for the coherence transfer described

previously.

The creation of the highly coherent optical reference at 1555 nm, which we will call the stable

laser, is detailed in Chapter 3.6.5. A portion of the frequency comb oscillator output is tapped for

generating fb between the comb and the stable laser, as shown in Fig. 3.7. This comb-tap and some

portion of the stable laser output are overlapped in a fiber optic 50/50 splitter, and fb is detected on
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a fiber-coupled photodiode. The photodiode output is then amplified and band-pass filtered at 19-

23 MHz, and the resultant signal is mixed with a 20 MHz signal from a quartz-oscillator stabilized

direct-digital synthesizer (DDS). The difference frequency component is then used to generate an

error signal, and this error signal is amplified in a loop filter and feeds back onto two intracavity

PZT’s inside of the frequency comb oscillator. The f0 beat note is actuated by tuning the oscillator

pump diode current, which in turn varies the circulating pulse’s energy. This energy modulation

varies the f0 beat frequency by way of varying the total phase shifts the pulse experiences in one

round trip of the cavity (see Eq. 3.4). Similar to fb, the detected f0 beat frequency is detected by

a photodiode, amplified, band-pass filtered (27-33 MHz), mixed with a DDS signal to generate an

error signal, loop filtered, and sent to the oscillator pump diode to actuate its output power.

While perhaps not immediately obvious, the performance of the f0 beat phase lock is often the

limiting factor in a given frequency comb’s coherence. While both fb (or fr) and f0 experience

technical and other noise originating in the oscillator, extra noise is written onto f0 beat note due

to amplification and spectral generation, with the proliferation of noise in the supercontinuum gen-

eration being particularly problematic [152]. Nonlinear processes change the relative distribution

of power in the coherent signal to the power in the noise of that signal, with more power being

distributed from the coherent signal to noise. In addition, not only is there a strong presence of

χ(3) effects in the supercontinuum generation, generation of the f0 beat frequency requires another

χ(2) process (second harmonic generation). With that in mind, it is advantageous to take steps to

minimize the intrinsic phase noise originating in the oscillator.

A prominent source of phase noise, especially in fiber laser systems, is the conversion of am-

plitude noise to phase noise via the Kerr effect (Eq. 3.9) [153]. The nonlinear index of a medium,

which is substantially larger in fiber than in air, couples fluctuations in intensity to fluctuation in

the index of refraction, and therefore, the round trip phase shifts a pulse will experience. The origin

of this amplitude-to-phase noise is the subject of some of the work we and a group at JILA have

completed [4, 154]. We found that while some amplitude-to-phase noise has origins in relative in-

tensity noise (RIN) from the pump diode (technical noise) [150], there are other sources of noise.
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Some of these sources include amplified spontaneous emission (ASE), fluctuations in cavity loss,

vacuum field fluctuations, and gain medium dipole fluctuations. All of these other noise sources

have quantum mechanical origins, and cannot be removed by only reducing the RIN of the os-

cillator pump diode. Because of this, the strategy for best reducing the amplitude-to-phase noise

is directly measuring and reducing the intensity noise of the frequency comb as opposed to just

reducing the intensity noise due to the oscillator pump diode [4].

As indicated in Fig. 3.7, a portion of the oscillator output is used for the RIN servo, which

functions to detect and reduce the amplitude noise of the comb. By actuating the pump diode

current in such a way to cancel the oscillator intensity noise, the intensity noise can be reduced.

A schematic depiction of the RIN servo and the resulting reduction in intensity noise is shown in

Fig. 3.9. Inspection of Fig. 3.9 part b) indicates that the feedback bandwidth of this servo is on the

order of 550 kHz. This is not a trivial feat, as the feedback bandwidth is in some part limited by the

oscillator cavity dynamics. When the amplitude response transfer function for the comb oscillator

was measured, we found that it largely acted as a single pole low pass filter, with its corner at

≈100 kHz. In order to achieve a stable feedback system (i.e., one that does not oscillate), careful

tuning of the RIN servo transfer function was necessary. In particular, the servo acts dominantly

as a proportional-derivative controller (more accurately a PD2 as there are two differentiation cor-

ners) to ensure good phase at unity gain, stabilizing the loop against problematic oscillation. The

amplitude noise added by the servo bump at around 650 kHz is largely inconsequential compared

to the overall reduction in noise, especially given that the correlation between amplitude and phase

noise has an extra factor of f−2 [135].

Since both the f0 phase lock loop and the RIN servo loop both feedback onto the oscillator

pump diode, these two signals are summed just prior to feedback on the pump diode. Because both

systems feedback on the same degree of freedom, consideration of the net transfer function is nec-

essary. While the RIN servo has a relatively large feedback bandwidth of 550 kHz, the frequency

lock alone (consisting of the f0 detector, error signal generation, and loop gain electronics) has a

smaller feedback bandwidth of about 50 kHz. There is a limit to the maximal potential feedback
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Figure 3.9: a) Schematic of RIN servo b) In-loop Relative Intensity noise power spectral density

bandwidth of the frequency locking loop, and reaching feedback bandwidths much beyond 50 kHz

using the frequency lock alone is challenging. Good phase at unity gain is a requirement for stable

negative feedback loops. This means that while single pole roll off (a phase of 90◦) is acceptable,

higher order roll off leads to unstable feedback loops (180◦ phase). In the case of the frequency

lock, there are two poles intrinsic to the feedback loop: the 100 kHz low pass corner due to the

cavity dynamics, and an overall integration factor. This intrinsic integration factor arises because

the loop detects a frequency, but feeds back on a phase – the two naturally being related to each

other via an integral or derivative respectively. However, the RIN servo does not contain this in-

trinsic integration factor, so ideally there is only a single pole roll off at fast feedback frequencies.

The RIN servo’s improved phase at unity gain can then be leveraged to stabilize the frequency lock

feedback loop, since the two are actuating the same degree of freedom.
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Figure 3.10: [Reprinted] with permission from [4] © The Optical Society. a) Composite lock schematic. b)

Amplitude response transfer functions c) Phase response transfer functions

To illustrate this point a bit more concretely, we constructed a simple toy model. For simplicity,

we will consider the frequency lock loop to be a PI loop (with an extra integration factor discussed

above) and the RIN servo to be a proportional loop (with an active high-pass corner at 5 kHz).

These two functions are summed, and a 100 kHz corner low-pass due to the oscillator dynamics

is applied. Estimated line delays are also added to the RIN servo and frequency lock functions as

well. This is schematically depicted in Fig. 3.10 with the resulting amplitude and phase responses.

We can see that the composite lock has the large potential gain of the frequency lock loop at low

feedback frequencies and the phase at unity gain is determined by the RIN servo. What this allows

is an overall increase of the frequency lock gain without disrupting the phase at unity gain of the

composite system. By increasing the overall gain of the frequency lock, we achieve an overall

reduction in the phase noise, as demonstrated in [4]. A requirement for this composite locking

technique is the high correlation of the amplitude fluctuations and phase fluctuations, which is

met in erbium fiber mode-locked oscillators. If applied in conjunction with fast frequency actu-

ators, such as loss modulation as demonstrated in [119], we believe this technique could further

increase the feedback bandwidth of these locks as the intrinsic line delays required for f0 detection
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Figure 3.11: [Reprinted] with permission from [4] © The Optical Society. Linear oscillator beatnotes with

composite lock on vs only frequency lock. a) f0 beatnote with the composite lock on (black) vs off (blue).

b) fb beatnote with the composite lock on (black) vs off (blue). Note that the composite lock reduces noise

across the comb spectrum, indicated by the reduction in phase noise on f0 and fb which are in disparate

parts of the comb spetrum.

are greater than intensity noise detection since f0 detection requires amplification, supercontin-

uum generation, and an interferometer while intensity noise detection does not. Additionally, the

utilization of this composite locking scheme does not remove the fact that we are still reducing

intensity noise, improving the phase noise performance of the entire comb structure. The results

of utilizing this composite locking scheme as opposed to just using a frequency lock is shown in

Fig. 3.11. Since the phase noise on both relevant beat notes is reduced, our claim that the phase

noise across the entire comb structure is well-supported.

While we originally formulated this composite locking technique on the frequency comb feed-

back with the linear cavity mode-locked oscillator, we have also applied this technique to the

figure-9 style oscillator, with similar results. However, as mentioned previously, intrinsic phase

noise due to timing jitter is proportional to the pulse duration squared of the circulating intracavity

pulse. While we do not have an autocorrelator to directly characterize the pulse, we expect the

pulse duration is still roughly inversely proportional to the pulse duration and the figure-9 style

oscillator can generate pulses with 40 nm of spectral bandwidth as opposed to the 16 nm spectral

bandwidth of the linear cavity oscillators. A comparison of the locked f0 is listed in Fig. 3.12, with
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corresponding integrated phase noise of 127 mrad and 270 mrad for the figure-9 and linear cavity

oscillators respectively.

Fig 9 

Linear

Figure 3.12: Linear vs figure-9 cavity f0 locks. The reduction in fast frequency noise is expected due to

quantum timing jitter’s relation to the intracavity pulse duration.

3.4.3 Comb Spectra for comparison to Ti:Sapphire spectroscopy laser

Unlike for the 976 nm light for referencing the comb to the 976 nm ECDL, the comb does not

generate sufficient spectrum out of the HNLF to reference to the Ti:Sapphire laser at the relevant

wavelengths. Fortunately, given that the 2S-8D/S and 2S-12D/S transitions are in the 750-780 nm

range, generating these wavelengths only requires one stage of second harmonic generation with

on fundamental light of 1500-1560 nm, which is quite close to the oscillator output. As indicated

in Fig 3.7, a 1% tap before the second stage of amplification extracts some light for this second

harmonic generation stage.

In order to have sufficient intensity for the 750-780 nm light generation, the power from the

1% tap has its own amplification stage. We have found that in order to have sufficient power at

1500 nm, we also require a short section of HNLF (about 8 cm), after this amplification stage

for spectral broadening. Similar to the supercontinuum generation for the f -to-2f interferometer,
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careful control of the polarization state before the HNLF is necessary for proper spectral broad-

ening. Additionally, depending on whether the 2S-8D transition or the 2S-12D transition is being

probed, the amount of amplification before the HNLF is different for optimal power in the doubled

light. Since 780 nm is within the oscillator output spectrum, less spectral broadening is necessary

and therefore less amplification. Conversely, when probing the 2S-12D line, there must be much

more amplification in order to move sufficient power to the 1500 nm band in the HNLF. Small ad-

justments to the pre-HNLF polarization states must also be adjusted to maximize power in either

band.

The frequency doubling crystal for 750-780 nm generation is also a PPLN, albeit with different

poling periods than that for 1 µm generation (MSHG17.40um+-0.5-3). This PPLN is also mounted

to an aluminum piece that is heat controlled by a resistive heater for fine tuning of the poling

period, all of which mounted to a translation stage for transverse adjustment. Fig. 3.13 depicts

this doubling stage. A half wave plate before the PPLN ensures correct polarization for efficient

doubling efficiency, and a pair of lenses for focusing into the PPLN and recollimating the doubled

light are used. The frequency doubled light is coupled into a 630-PM optical fiber (Thorlabs P3-

630PM) and sent to the Ti:Sapphire laser system. Typically we generate about 1.5 mW of 780 nm

light total and 600 µW of 750 nm light. The coupling efficiency to the 630-PM fiber is about 70%,

and the light should be visible to naked eye at the output of the PM fiber.

PPLN

HWP

From Tap To Ti:Sap

Figure 3.13: 750-780 nm Doubling Stage. The PPLN is on translation stage and heated mount for adjust-

ment of the doubled spectra. Some adjustment of the HWP is necessary when switching between 778 nm

and 750 nm comparison
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3.5 Operation of the frequency comb

As of the time of this writing, the current, non-PM figure-9 styled oscillator requires occasional

realignment and re-initialization of mode-locking due to the rather large temperature drifts that our

laboratory experiences as the seasons change. Additionally, the wax adhering the PZT+SAM to

the copper mount occasionally needs to be reset, as the adhesive can fail over long time scales. To

aid in future users of this oscillator, and the frequency comb system as a whole, this section will

include a tutorial operating the frequency comb on a day-to-day basis and for mode-locking the

oscillator.

3.5.1 Day-to-day operation

Operating the comb for most day-to-day applications is relatively straightforward, and requires

only a few steps for the comb to be operational. Most of the operations on the frequency comb are

to achieve one of few goals: detect and lock f0, lock the comb to the ultra-stable cavity, set the

repetition rate, and generate spectrum for locking the 972 nm and 778 nm laser systems. In most

of these cases, the comb can be made operational without opening the box to the frequency comb;

most can be achieved just through the electronics controlling the comb system.

The comb-oscillator is kept running all the time, but the rest of the comb system is not. The

laser diode driver for the oscillator pump diode is a Thorlabs LDC220C with a current limit set

at 1350 mA. At the time of writing, the oscillator pump diode is typically run in the 500-600 mA

range. There is an acceptable range of about 100 mA in which the oscillator will remain mode-

locked without cw-breakthrough; going above will result in cw-breakthrough and below will result

is cessation of mode-locking. Typically, running the comb closer to the cw-breakthrough threshold

is safer than running low, and the performance is also improved. The first order of business is to

generate an f0 beat note, which requires turning the fiber amplifier on. There are three pump diodes

associated with the fiber amplifier for f0 detection. The approximate settings for good operation

are .5-.6 A on LDD1, 1.1 A (max) on LDD2, and .9 A on LDD3 as labeled in Fig 3.14 a). Typically,
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the rightmost laser diode driver current is tuned to around .9 A until the best signal-to-noise ratio

of the f0 beat note is achieved (typically around 30 dB at 1 MHz resolution bandwidth).

a) b)

OSC LDD

AMP LDD 1

AMP LDD 2

AMP LDD 3 778 PPLN Temp

778 nm Amp

Comb Plate Temp

HV Driver

Figure 3.14: a) Primary frequency comb electronics, including oscillator and main amplifying laser diode

drivers and RIN servo. b) Comb temperature controols and electronics for Ti:Sapphire comparison. LDD:

Laser diode driver. HV Driver: High-voltage driver for the intracavity PZT’s. The laser diode temperature

controllers are not labeled, and do not require adjustment for operation. Adjustment of the comb plate

temperature is required most days.

Once a ∼ 30 dB SNR f0 beatnote is generated, we need to set f0 close to 30 MHz. The f0 beat

frequency can be tuned with the oscillator driver current. For a positive beat note, an increase in

current should correspond to an increase in f0 frequency (the beat note should move right on the

RFSA). If, as one turns up the oscillator pump current, extra features on the f0 begin to appear,

for instance extra beat frequencies, this means that cw-breakthrough is beginning to occur and f0

cannot be locked. If further tuning of f0 is required, adjustment of the comb-plate temperature in

the oscillator can shift the f0 beat frequency as well. The display is in hundreds of Kelvin, 3.00

means 300K, and a tuning range of 297-303 is reasonable; a temperature change of 1 K is sufficient

to move f0 about 30 MHz.

The other most common operation is the setting of the oscillator repetition rate. The oscillator

contains two intracavity PZTs to actuate the cavity length. Fine adjustment of the repetition rate

can be achieved by changing the high voltage driver DC offsets, with about 700 Hz change in

repetition rate being comfortable. It should be noted that the comb-stable laser phase lock actuates
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the PZT attached to the SA in the linear arm, which corresponds to channel 1 (left channel) on

the high voltage driver. This PZT has a safe voltage range of about 75 V, which displays up to

about 22.5 on the HV driver (Corresponding to 75 V on the PZT). The other HV driver channel is

connected to a PZT on a translation stage used for the coarse repetition rate adjustment, the small

green object as shown in Fig. 3.16. This PZT can safely be operated 0-150 V, the full range of the

HV driver, and is currently not active in the comb-stable laser feedback loop. The best practice is

to do most of the fine tuning of the repetition rate with changing the DC offset in channel 2 of the

HV driver. As in the case of the f0 beat frequency setting, it is possible a much larger change of

the repetition rate is required than what the PZT’s can offer. In that case, coarse adjustment of the

cavity length can be achieved by tuning a translation stage in the oscillator. The translation stage

is attached to one of the mirror mounts holding a GRIN lens in the loop. Reaching the translation

stage requires grabbing underneath of the heated aluminum plate. 10 kHz tuning of the repetition

rate is easily achieved with this coarse tuning knob. It is advised to practice caution when using

this knob, since some fibers are nearby.

a) b)

f0 beat To ECDL

778 PPLN

To Ti:Sapp

fb PC

Figure 3.15: a) f -to-2f interferometer setup. b) Doubling stage for comparison to the spectroscopy laser.

Generating the spectra for the comb-ECDL beat note is achieved when the f0 beat note reaches

30 dB signal-to-noise ratio. Power below 1 µm is picked off from the f0 interferometer and coupled
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into a PM-fiber, which is sent to the 972 nm laser system. Occasional realignment of this fiber

coupling is necessary. For the 778 nm or 750 nm beat note with the Ti:Sapphire, a tap off of the

main frequency comb amplification stage is sent to a separate amplification and HNLF section,

as shown in Fig 3.7. This smaller amplifier+spectral generation stage is sent to a small frequency

doubling stage. This frequency doubling stage is composed of a heated PPLN on a translation

stage to change the poling period. The poling period of this PPLN can be finely tuned by adjusting

the temperature of the PPLN mount. Unfortunately, temperature readings are in kOhms, it is a

Thorlabs platinum temperature sensor, but a “temperature" of ∼ 1.7 for 780 and ∼ 1.5 for 750

is about right. If the LDD for the smaller amplifier section is set to 1 A, it will work for either

wavelength. When switching between doubling for 750 nm and 780 nm, it is likely that a few

tweaks to the amplifier subsection must be made. First, the poling period must be changed. In

addition, the waveplate in the doubling arm will probably need to be adjusted, and the polarization

state of the light going into the smaller HNLF section will likely need light adjustment using the

polarization paddle controllers. It is likely that one will need to monitor the spectral output of the

PPLN while making these changes. Unattaching the fiber for the Ti:Sapphire-comb beat note on

the other side of the lab and plugging it into the OSA on that side is most convenient; a long USB

cable connecting to the comb laptop is sufficient.

3.5.2 Mode-locking the oscillator

If the mode-locking of the oscillator has broken, there are certain steps to restart the mode-

locking. First, if the amplifier pump diodes are running, turn them off. When the comb first

breaks mode-locking, it typically operates in a pseudo q-switched regime. This q-switching can be

damaging to the fiber optics, so turning off unnecessary fiber amplifiers is a precaution to protect

against potential damage. If the oscillator was recently mode-locking, and there is no reason to

believe that the oscillator has been strongly misaligned/etc since the mode-locking has broken,

there is a straightforward procedure to restart the mode-locking, which I will outline below.
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Figure 3.16: Top down view of the frequency comb oscillator. Coarse adjustment knob underneath alu-

minum plate. Refer to Fig. 3.6 for a schematic depiction of the cavity

It is very helpful if the OSA is employed during the mode-locking procedure. The tap used

for the stable-laser comb beat note is readily available to use for this purpose, just disconnect the

1555 coupling to the fiber optic beamsplitter. Additionally, the tap used for the RIN servo may

be used to monitor the oscillator output power. It is suggested that the RIN servo is not engaged

when trying to initiate mode-locking. The oscillator pump diode can be run in up to 1350 mA of

current, though the typical operation current is in the range of 500-600 mA when mode-locked. It

has been found that initialization of mode-locking is easiest at larger pump powers, generally in the

1300 mA range. First, verify that the λ/4 waveplate is set to 172◦ as marked on the mount (looks

relatively close to 45◦ from vertical by eye) and turn up the pump diode to 1300 mA. The operation
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of the oscillator is highly sensitive to the orientation of the waveplates, setting the λ/2 waveplate

to 58◦ you should see an output power close to 1.8-2 mW from the RIN tap. It is worthwhile to

lightly optimize the power output by adjusting the alignment of the cavity. Walking the beams and

large adjustments typically are not necessary – tuning the mirror in the linear arm or one of the

mirrors in the ring is sufficient. The waveplates in the loop may also need to be lightly tuned to

minimize the power loss on PBS1.

Once this light power optimization has been done, it is possible the comb will have mode-

locked with substantial cw-breakthrough. A sudden increase in the oscillator power output, or

a sudden broadening of the spectrum as seen by the OSA both indicate that mode-locking has

begun. If mode-locking has not initiated at this point, verify that the setting of the linear-arm

waveplates are 172◦ and 58◦ for the quarter and half waveplate respectively. Then, the focusing

distance to the SA may be adjusted slightly, about a quarter turn or less, may aid in initializing the

mode-locking. If left in this configuration, the oscillator generally will mode-lock itself within 5

minutes. Once you have a mode-locked laser, you need to turn down the oscillator pump diode

driver to a much lower current. The oscillator usually mode-locks in this high-pump setting into

a multiple-pulse regime which is unsuitable for our purposes. It is highly recommended that the

spectrum on the OSA is monitored as you turn down the pump power at this point. As the pump

current is turned downed, the oscillator’s spectral bandwidth should decrease then suddenly change

and increase again. This should happen 2-3 times before reaching a pump current of about 450

mA. The single-pulse operation generally is achieved once the pump current is as low as 450

mA, and the spectral output is typically larger than what was observed in the high pump current

regimes. At this point, if the waveplates have not been turned, the oscillator is likely still operating

with substantial cw-breakthrough, usually at 1530 and at 1560 nm. By turning the λ/2 waveplate

closer to 45◦, the spectrum of the comb should start drastically increasing and the cw-breakthrough

should also diminish. At this point, alternately tune the pump current and the waveplate orientation

until you are able to reach cw-breakthrough free operation and also have a spectral output of about

40 nm. Once this is achieved, note the maximal operating pump current without cw-breakthrough
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as to avoid it during normal operation (though the f0 beatnote starts looking very problematic once

cw-breakthrough arises, so it is noticeable).

Here is a step-by-step summary of this procedure is from above:

1. Turn off all laser diode drivers in frequency combs system to prevent damages to optical

components

2. Disconnect RIN servo, and use tap for monitoring oscillator output power

3. Use comb-stable laser tap for monitoring the oscillator spectral output on the OSA, discon-

nect stable laser from beamsplitter, you don’t need to see it on the OSA

4. Set the waveplates in the linear arm to 172◦ and 58◦ for the quarter and half waveplates

respectively

5. Set the oscillator laser diode driver to 1300 mA

6. (Optional) Lightly optimize the power output of the oscillator. Power outputs from 1.8-2.2

mW are normal

7. Wait or make slight adjustments until mode-locking initializes

8. Turn down the laser diode driver, observing the mode-locking regime changes on the OSA,

until single-pulse operation is achieved. This is typically around 450 mA.

9. Adjust the λ/2 waveplate towards 45◦, an increase of the oscillator bandwidth should be

apparent. Going too far will break the mode-locking

10. Adjust the current and λ/2 in tandem to achieve 40 nm of oscillator bandwidth with no cw-

breakthrough

3.5.3 Aligning the oscillator

In the case that the oscillator has been sufficiently misaligned, the former strategy outlined

above will not work. In that case, realignment of the oscillator will be necessary. A difficulty in
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the design of the current oscillator is ensuring the overlap of the two possible paths in the linear

arm; it is possible to have beam trajectories that do not overlap in the linear arm but are coupled

into the opposite GRIN lens. One of our main strategies will be to ensure that these two beam

paths are overlapped in the linear arm.

In the case of total realignment, it is suggested that once again the comb-stable laser tap is used

to monitor is the oscillator spectral output on the OSA and the RIN servo tap is used to monitor the

power output of the oscillator. First, one needs to ensure that at least one of the loop arms is able

to be well coupled back into itself upon reflecting off the SA in the linear arm. One should remove

the Faraday rotator and quarter wave plate from the linear arm. The fiber loop has two branches,

which will be referred to as the pump arm and the weak arm. The pump is the GRIN lens where

the unabsorbed 980 pump light is dumped, and is also the side closest to the erbium fiber. Block

the weak arm GRIN lens and observe the ASE spectrum from the comb on the OSA. Maximize

the ASE signal – this signal provides evidence that the pump arm retraces back onto itself upon

reflection on the SA, a necessary condition for mode-locking.

Next, overlap the weak arm with the pump arm on PBS 1 and along the linear arm. Unfortu-

nately, the weak arm ASE signal is very dim. Once it is believed that reasonable overlap is made,

lasing should occur. Turn the oscillator into a ring cavity by reinserting the Faraday rotator only. If

the cavity begins to lase at this point, optimize the power by adjusting the weak arm lens and mirror

knobs only. Then, optimize the ring cavity power by turning the in-loop waveplates. It might be

more straightforward to instead minimize the power dumped through PBS 1 with the waveplates.

Note that PBS 1 should dump two beams – one is the 1550 nm light from the oscillator and the

other is 980 nm pump light.

Once the ring laser power has been relatively optimized, return the λ/4 wave plate into the

linear arm, between the Faraday rotator and the λ/2 waveplate. Likely, the maximal power output

achievable by the oscillator has been substantially reduced, this is expected as the cavity can no

longer operate in a ring-configuration (remember that the output coupler of the oscillator is direc-

tional as it is a 2×1 90/10 beamsplitter). With the λ/4 waveplate in place, one should pay attention
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to the power dumped by PBS 2. Observe the beam dumped by PBS 2 while the oscillator is lasing

while turning the linear arm waveplates. If there are two clearly offset, distinct beam dumped from

PBS 2, the pump and weak arms are not overlapped in the linear arm, and achieving mode-locking

will not be possible. Overlap the beams transmitted through PBS 2. When the overlap is good,

a rotationally symmetric interference pattern should appear as the linear arm waveplates are ad-

justed. Once this symmetric interference pattern is achievable, follow the steps in the mode-locking

initiation guide.

Here, we present a quick summary of cavity alignment steps:

1. Remove Faraday rotator and λ/4 waveplate from the linear arm

2. Align the pump arm so that it can retroreflect back into itself by blocking the weak arm and

maximizing the ASE signal.

3. Overlap the weak arm beam path with the pump arm, the beam will be very dim so it may

be somewhat difficult. Lasing should occur when reasonable overlap is achieved

4. Turn the cavity into a ring cavity by reinserting the Faraday rotator. Optimize the ring cavity

power output by walking the weak arm lens and mirror. Minimization of the transmitted

power through PBS 1 may also be required.

5. Place the λ/4 waveplate into the linear arm and observe the interference pattern transmitted

through PBS 2. Make sure this pattern is rotationally symmetric.

6. Begin the mode-locking protocol outlined in the previous section.

3.6 The Ultra-Stable Cavity and Laser

3.6.1 Introduction

As our frequency comb is intended to function both as a absolute frequency reference and

as a coherent stable oscillator to train our other light sources to, we require that the comb itself

has the required coherence. As indicated previously, due to the nature of locking the two comb
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parameters, fr and f0, the current best method to achieve this level of performance is to lock a

comb tooth within the optical spectrum instead of fr directly. At the same time, the current best

stable oscillators (RF or optical) each are based on optical sources that are referenced to very high

finesse (or Q) optical resonators [84, 155–158].

Ultra-stable cavity designs start with optical cavities with very large quality factors (Q ≈ 1010

or greater) that are then highly environmentally isolated. Such high Q-factors correspond to a

cavity finesse between 100000 and 300000 and mirror losses on the order of 20 ppm. These optical

cavities are typically made of a ≈ 10 cm monolithic piece of Ultra-low expansion (ULE) Corning

glass, but have been also constructed out of single-crystal silicon or sapphire substrates, with a

bore through the long axis of the substrate (called the spacer) and mirrors optically contacted to

the ends of the spacer [159–162]. This monolithic optical resonator is then mounted to reduce the

effect of vibrations, and put in ultra-high vacuum to reduce air current disturbances. Finally, the

temperature of these cavities is held very constant to prevent the effects of thermal fluctuations.

The length stability of an optical resonator is intimately connected to the frequency stability of the

resonator, and we aim for frequency stability at the level of one Hz, or 10−15 precision. By

δf

f
=
δL

L
, (3.14)

we find that this requires a length stability on the order of 10−16 m, or about 1/10th the size of a

proton! Most impressively, the performance limiting effect for many of these ultra-stable cavity

systems is due to the Brownian motion of the mirror coatings surfaces [163, 164].

3.6.2 Optical Cavity Basics, Revisited

The most simple optical cavity consists of two mirrors facing each other, aligned so that there

exists at least one resonant mode between them. In the simple case of plane waves, the two mirrors

may be flat, and the resonance condition merely requires that the distance between the two mirrors

leads to constructive interference for an arbitrary number of round trips, that is, the cavity length,

L, is a half integer multiple of the light’s wavelength, λ. This is given by
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L = m(λ/2). (3.15)

Rewriting in terms of the fundamental frequency spacing, called the free spectral range (FSR), we

find

FSR =
c

2nL
(3.16)

with n being the index of refraction of the media separating the two mirrors. The eigenmodes

of light propagating in free-space are not plane waves, but instead the Hermite-Gaussian modes

(TEM modes). This changes the true resonance condition of our optical resonators slightly, as

Hermite-Gaussian beams experience a phase shift as compared to a plane wave phase evolution

called the Gouy phase shift. The modified cavity resonances due to this extra phase term is

fmpq =
c

2nL
(m+ (1 + p+ q)

∆ψ

π
), (3.17)

where ∆ψ is the Gouy phase shift through the cavity, and the indices p and q track higher order

Hermite-Gaussian modes (TEMpq).

While the spacing between resonant modes of an optical cavity are determined by the cavity

length (see Eq. 3.16), the widths of these resonances are determined by the reflectivity of the

mirrors and the cavity length. The width of these resonances is set by the lifetime of the radiation

inside of the cavity (that is, the time it takes the light to leak out of the cavity through the mirrors).

Clearly, for lower cavity loss, it takes more time for the light to leave the cavity. Finesse, F , is one

metric to quantify how frequency discriminant an optical cavity is and is given by

F =
FSR

∆ν1/2
≈ 2π

Loss
, (3.18)

where ∆ν1/2 the width of a resonance and Loss is the round trip power loss. As we can see, the

finesse relates the width of a cavity resonance to the spacing between resonances, and is determined

only by the cavity loss.
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Figure 3.17: Simple cavity with common cavity parameters indicated. L: Cavity length. zR: Rayleigh

range, distance from focus of Gaussian beam in which the w parameter increases by
√
2. w0: Beam waist,

width of Gaussian beam at focus.

It is possible, given the cavity mirrors’ radii of curvature and separation distance(s), to de-

termine the resonant spatial modes for an optical cavity. The most straightforward approach is to

generate the appropriate ABCD matrix for one round trip through the cavity and determine the cor-

responding eignevectors. These eigenvectors describe beams that are unchanged after one round

trip, and therefore correspond to the resonant spatial modes. The overlap integral between the

incoming beam to the cavity and the resonant modes of the cavity determines how efficiently the

resonant modes are driven, typically called mode-matching [165]. If the input beam is not well

spatially matched, or is off the frequency resonance, no power may build up inside of the cavity,

and the power is reflected off the cavity. The nominal reflectivity of an example optical cavity, as

a function of frequency, is shown in Fig. 3.18. This example cavity has a finesse of F ≈ 8 and has

loss aside from mirror transmission, causing the reflectivity to not quite reach zero on resonance.

This picture also assumes perfect mode matching with only a single spatial mode of the cavity;

imperfect mode-matching would lead to multiple resonances being excited through a scan of one

free spectral range.

While the example shown in Fig. 3.18 shows an optical cavity with only a finesse of about 8,

there exist optical cavities with a finesse of up to 800,000. Assuming a nominal cavity length of

about 15 cm, this would lead to an FSR of about 1 GHz, and a corresponding resonance linewidth

of only 1 kHz. Remembering that optical frequencies are in the 1014 to 1015 Hz, these resonances

are quite narrow. If a laser was referenced to one of these resonances, merely keeping it within the

linewidth of a cavity resonance, this represents a laser stability on the order of 10−12. In reality, it
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Figure 3.18: Cavity reflection as a function of frequency (in terms of cavity FSR).

is possible to stabilize a laser such that its frequency excursions are much less than the linewidth

of the resonance referenced.

3.6.3 Pound-Drever-Hall Locking

As mentioned, the narrow optical resonances offered by high finesse cavities offer a compelling

reference to stabilize lasers [158]. While there are a large variety of specific techniques to lock a

laser to a frequency reference, all require the creation of an error signal and a method to actuate the

laser frequency or phase. An error signal is simply a signal that tracks how close the desired signal

is to a setpoint, i.e., the difference between the laser frequency and a cavity resonance. Many

of the most commonly employed methods to generate error signals involve either frequency (or

phase) modulation of the laser. Perhaps the most powerful of these modulation techniques is the

Pound-Drever-Hall method [84]. A key feature of the Pound-Drever-Hall (PDH) locking scheme

is the use of high modulation frequencies – that is, modulations frequencies that are well beyond

the linewidth of the resonance.

An excellent review of the PDH locking technique can be found in [166]. A conceptually

simple frequency modulation method to lock a laser to a cavity resonance would be to “slowly"

(that is, modulate at some frequency much less than the linewidth of the resonance) dither the laser

frequency around the resonance. Examining Fig. 3.18, we see that when the laser is slightly off

resonance, there is some small phase shift on the rejected light. The total reflected light power
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is composed partially of rejected light and some amount of leakage light out of the cavity. In

general, these two beams will interfere. The phase of the rejected light depends on which side of

the resonance the light is on, allowing for proper feedback to minimize this frequency difference.

There are drawbacks to this “dither" locking method. First and foremost, potential modulation

frequencies are limited to well below the cavity linewidth itself. This is especially problematic if

using a high finesse optical cavity, which can have linewidths as low as a few kHz. At frequencies

this low, technical noise in the form of RIN on the laser itself, vibrations in the environment, and

electronic noise floors can be substantial. Additionally, the feedback bandwidth is limited by the

modulation frequency as well, degrading ultimate performance limit, or preventing locks from

being achieved altogether. For this reason, it is attractive to instead modulate the laser at high

frequency, where these technical issues can be circumvented.

While we have been mostly discussing modulating the frequency of the laser for these locking

techniques, it is typically much easier to modulate the phase of the light light at high frequency

via the use of electro-optic modulators (EOM). Fortunately, this does not pose a problem, as phase

and frequency modulation are intimately linked. In the case of sinusoidal modulation the two are

equivalent, as phase and frequency are related by a derivative. A phase modulated at frequency Ω

electric field has the form

E(t) = Ae−i(ωt+βsin(Ωt)) (3.19)

with ω the angular frequency of the laser light and β the depth of the phase modulation. This

expression may be expanded in terms of Bessel functions giving us

E(t) = Ae−i(ωt+βSin(Ωt)) = AJ0(β)e
−iωt + Ae−iωt

∑

n

(Jn(β)e
−inΩt + (−1)nJn(β)e

inΩt) (3.20)

where Jn are Bessel functions of the first kind. For small modulation depth, only the n = 0, 1

terms are significant and our field reduces to

E(t) ≈ AJ0(β)e
−iωt + AJ1(β)e

−i(ω+Ω)t − AJ1(β)e
i(ω−Ω)t (3.21)
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Therefore, there are sidebands at frequencies ω ± Ω that have opposite signs from one another.

For modulation frequencies well above the cavity linewidth, these sidebands are totally reflected

and unaffected. However, the carrier phase (that is, the J0 term) is affected when reflected near the

resonance frequency and interferes with the unaffected sidebands. This interference between the

reflected carrier light and the sidebands allows us to determine where the laser frequency is with

respect to the resonance frequency.
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Figure 3.19: Phase Modulated Sidebands (f = ±Ω) on a carrier frequency (f = 0).

A basic Pound-Drever-Hall locking scheme is depicted in Fig. 3.20. The output of a laser is

phase-modulated with an EOM and sent to the reference cavity. The reflected beam is deflected to

a photodiode, by way of a polarizing beam splitter and quarter-wave plate. The photodiode signal,

which has a carrier frequency of Ω is demodulated by mixing with the EOM modulation signal

and low-passed to leave only the difference signal in the mixing process. An ideal error signal

generated in this process is shown Fig. 3.20 b). This error signal is then conditioned by a loop

filter and actuates the laser frequency. A phase shift between the photodiode signal and the EOM

modulation signal is usually necessary to generate error signals akin to Fig. 3.20 b). Typically, the

proper phase shift is determined by varying the phase shift experimentally until the error signal

resembles Fig. 3.20 b).
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Figure 3.20: Example of typical PDH-lock. a) A usuable PDH experimental setup. PD: Photodiode. LP:

low-pass filter. PS: Phase shifter. b) An example error signal generated for PDH locking, note that the cavity

linewidth is ≈ 1
20 the dither frequency in this example.

To accurately determine the linewidth of a PDH-locked laser to one of these reference cavities

requires two independently locked lasers. The two lasers are compared by measuring the hetero-

dyne beatnote and measuring the fluctuations in the beat frequency. However, it is possible to

estimate the performance of the PDH locked laser in a much more straightforward way. By ex-

amining the PDH error signal, we can see that the peak of the error signal height corresponds to

the maximal slope of the cavity resonance. This occurs near one-half the resonance width. There-

fore, the full height of the error signal (maximum-minimum voltage) roughly corresponds to a

frequency excursion of the resonance width ∆ν1/2. This full error signal height can be compared

to the root-mean-square voltage of the locked error signal, and the linewidth of the laser, δνlaser,

can be estimated by
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δVrms

∆Vmax

≈ δνlaser
∆ν1/2

. (3.22)

3.6.4 Design of the Ultra-stable Cavity

The frequency stability achievable with a PDH-locked laser is dependent on the length stability

of the cavity the laser is referenced to (as indicated in Eq. 3.14). To maximize the length stability of

these cavities several steps are taken. First, the cavity spacer is designed and mounted in such a way

to reduce the effect of vibrations [167]. The mirrors are optically contacted to the spacer directly.

Second, the cavity is made out of a material which is highly impervious to thermal expansion and

shielded from external temperature fluctuations [155]. Finally, the cavity is placed in high vacuum,

to further reduce thermal fluctuation and remove the index of refraction variations associated with

air currents and pressure changes.

To minimize the effect of vibration, the stable cavities are generally made monolithic [156].

This is achieved by optically contacting the mirrors that form the cavity with a glass spacer, forming

an effective single piece of glass. The glass spacer is machined with a bore through the center

to support the cavity mode, and a venting hole is bored into the spacer as well. The spacer is

designed to be either mounted vertically or horizontally. We choose a horizontal orientation so that

the cavity modes are parallel to the ground as it allows for easier mounting and optical access. In

this configuration, the spacer is machined so that there is a mounting plane just under the vertical

mid-plane of the spacer, giving a “mushroom" shaped cross-section (see Fig. 3.21). Our particular

cavity spacer is 10 cm long with a 5 cm diameter. The mirrors mounted to this spacer are a

flat-50 cm concave radius of curvature pair, each with thickness of 1/4" and 1" diameter. Our

monolithic glass spacer and mirrors piece are all ULE glass – occasionally fused silica mirrors

with a ULE cap on the back are used in other similar cavity designs.

While to first-order a monolithic optical cavity is insensitive to vibrations, as both mirrors move

in tandem with one another, the cavity spacer is not perfectly rigid. Therefore, vibrations can cou-

ple to length of the optical cavity by causing deformations in the spacer as a result of the changing

stress in the material. The established method to minimize these vibration-induced deformations is
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Figure 3.21: Ultra-stable cavity spacer geometry. Optical cavity is 10 cm long.

to carefully engineer the exact geometry of the cavity spacer and hold the cavity at specific points

along the spacer. By mounting the cavity in specific locations, the resulting deformations to cavity

can be set such that the length fluctuations are minimized. Typically, finite-element analysis is

used to determine the location of these mounting points for a given cavity/spacer geometry. In our

case, we purchased our cavity (including the spacer and optically contacted mirrors) from Stable

Laser Systems.

The cavity itself rests on soft viton 1/4" balls. A “tub" shaped piece of Zerodur glass has been

machined with key slots to prevent the viton balls from shifting from the optimal support point.

The Zerodur piece itself rests upon three 1/4" viton balls, also held in place with slots on the bottom

of the tub. Viton, being a soft rubber that is suitable for vacuum application, was chosen partially

to ensure a more even distribution of the load on each support point as well to decouple the system

from external vibration. The Zerodur piece is shown in Fig. 3.22.

As mentioned, the cavity is composed of a material that is largely insensitive to thermal fluc-

tuations. Commonly, the material employed is Corning Ultra-low Expansion glass (ULE). This

material boasts a thermal expansion coefficient around 10−7/K. The thermal expansion of a mate-

rial can be written as

∆L/L = α(T )δT + α′(T )(δT )2 + ... . (3.23)
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a)

b)

Figure 3.22: Zerodur spacer mount. Key holes are for keep the viton balls in place and also allow for

possible trapped gas volumes to vent. a) Top view. b) Bottom view.

For ULE glass there exists a temperature T such that α(T ) = 0, often called the zero crossing point.

This zero crossing temperature can vary between 0 ◦C and 35 ◦C from batch to batch of ULE glass,

which are in the range of convenient experimental working temperatures. If the optical cavity is

held at a zero crossing temperature, thermally induced length fluctuations are strongly suppressed.

This is a common practice for these ultra-stable cavities, and we have followed suit. The sign of

the instantaneous coefficient of thermal expansion for ULE glass flips sign as it goes through the

zero crossing, allowing for a relatively straightforward determination of the zero crossing. For

instance, one merely has to record the a resonance frequency for a given temperature, then change

the cavity temperature. As the temperature is swept, a quadratic temperature dependence of the

resonance frequency is found, and the zero crossing corresponds to the extrema of that parabola.

We have determined that our zero crossing temperature is quite near 32.1 ◦C.

To further improve the temperature stability of the optical cavity, we have placed the cavity

within a pair of aluminum heat shields that are only lightly thermally coupled to one another.

These heat shields are closed-can shaped, and have apertures in the side for the optical beam path.

The outer heat shield temperature is monitored with an AD590 transducer, and a thermo-electric

device (Thorlabs TEC3-2.5) with Indium foil on either side is pressed onto the outer head shield to
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actuate the outer heat shield temperature. We have found that the thermal time constant between

the outer heat shield and the cavity to be about 24 h. The entire assembly, including the heat

shields, Zerodur "tub", and stable cavity, are placed within a cylindrical vacuum chamber. We

use a Thorlabs laser diode temperature controller (TED200C) to read the AD590 temperature and

provide feedback to the outer heat shield TEC. As is, the integration time constant of this device

is too low, and to prevent oscillation the integration on this device is turned off. This reduces the

stability of the setpoint, and currently the temperature reading of the outer heat shield can vary by

about ±.01 ◦C over the span of a day.

a) b)

c)

TEC

Figure 3.23: Heat shields and cavity mounting assembly in different views. a) Overhead side view. b) Side

view along optical axis. c) Top-down view. The lids to the heat shields are omitted from this picture for

clarity.

The vacuum chamber is a 5-11/16" tall, 10" Conflat flange, nipple with four symmetrically

distributed around the mid-plane of the nipple. For optical access, wedged AR-coated windows

are Torr-sealed to bored 2.75" CF flanges on two of the four ports. Electrical feedthroughs for the

AD590 and the thermoelectric device are on another one of the ports, and the last port is for the

vacuum pump. While the vacuum chamber is initially pumped out with a turbo vacuum pump, the
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vibrations could be disruptive to the performance of the cavity. Therefore after the initial pump

down, the vacuum chamber is then further pumped by a 20 liter/s ion pump (Duniway DGD-020-

5125-M). Our chamber has reached a pressure of about 1 ∗ 10−8 Torr, as measured by the ion

pump controller and a cold cathode (or inverted magnetron) gauge (Kurt Lesker CCPG-H2-3). As

mentioned above, we require the index of refraction variation to cause length variations below

10−15. We can estimate the magnitude of pressure fluctuation this corresponds to by assuming the

index variation is linear with pressure variation. Then,

n(P ) ≈ 1 + .00029
P

P0

(3.24)

with P0 the pressure at atmosphere. Then the fractional frequency stability and fractional index

stability are linked by

δf

f
=
δn

n
. (3.25)

So,

10−15 ≈ .00029
δP

P0

, (3.26)

which corresponds to pressure fluctuations of about 3 ∗ 10−9 Torr, or just over 10% fluctuations

of our base pressure, which would be detectable and are not realistic fluctuations over day time

scales. The entire vacuum chamber is mounted on a passive vibration damping platform Minus-K

stage (175-BM8). To reduce the current required by the outer heat shield TEC to heat to 32.1 ◦C,

the vacuum chamber is wrapped in heat tape and kept near the zero crossing temperature as well.

Finally, the entire assembly is in a sound dampened enclosure to aid in temperature stability and

reduce acoustic source vibrations.

3.6.5 The Stable Laser

The laser system we currently reference to our ultra-stable cavity is a 1554 nm Orion laser

module from RIO. The laser is a Bragg-grating stabilized, external cavity diode laser that is fiber

coupled outputting 10 mW of optical power at 1554.5 nm. This laser module is temperature and
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current tunable for setting the gross wavelength, and is controlled via a command module on

a laptop connected via USB. The free running linewidth of the laser module is specified to be

<2 kHz, though we have not verified this directly, and we do not believe it was determined via

heterodyne. Immediately after the output of the Orion laser, we have a fiber coupled 200 MHz

acousto-optic modulator (AOM), with an EOM crystal (Lithium Niobate w/ polarizer, Thorlabs

LN65S) to apply 10 MHz sidebands to the light immediately after (using a 4-5 V Vpp signal). The

output is then split with an in-fiber 90/10 beamsplitter; one tap is for comparison to the frequency

comb and the other is for referencing the ultra-stable cavity. For comparison to the frequency

comb, the Orion output and frequency comb tap are combined on a two-port 50/50 beamsplitter

and sent to a balanced photodectector. A two-paddle polarization controller on the comb tap is

used to optimize the signal to noise on this beat frequency, and does not drift if the fibers are not

disturbed.

For the PDH-locking, the 90% tap is used. The beam is collimated before passing through a

λ/2 wave-plate and polarizing beamsplitter pair to control the total light power incident on the

cavity. After the beamsplitter, a λ/4 wave-plate follows, and the reflected power is directed to

a photodector for locking. The transmission out of the cavity is also monitored with a photodi-

ode. The reflected light photodiode signal is mixed with the EOM 10 MHz modulation signal

(Mini-circuits ZAD-1+). The resultant error signal is filtered, conditioned, and actuates the laser

frequency by feedback onto the diode current and EOM for slow/fast feedback respectively. The

feedback bandwidth of the PDH lock is estimated to be about 300 kHz. While searching for cavity

resonances (which are 1.5 GHz apart), we sweep the Orion laser frequency at 8 Hz with the AOM.

3.6.6 USC Performance

As mentioned, the cavity spacers and mirrors were purchased from Stable Laser Systems. We

were provided with the measured reflectivities of the mirrors, and from this we calculate a cavity

finesse of F ≈ 300, 000. During the initial locking of the cavity, we did a simple ring down mea-

surement and found good agreement with the calculated finesse from the given mirror reflectivities.
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Figure 3.24: Ultra-stable cavity and comb interfacing. The in-fiber EOM puts 10 MHz sidebands on the

1554 nm laser for PDH lockig to the ultra-stable cavity. 90% of the stable laser output is used for beat note

detection with the optical frequency comb. Note that unrelated comb fiber optics are omitted for clarity.

The performance of the ultra-stable cavity is quantified by measurement of the frequency comb

repetition rate while it is phase-locked to the stable laser. The typical metric to quantify the stabil-

ity of a clock or oscillator, such as a laser, is the Allan variance [54, 89, 94]. Allan variance has an

advantage over traditional statistical analysis methods when quantifying these systems; oscillators

frequently have very slow frequency drifts associated with them. If a standard deviation was taken

of the measured oscillator frequency, in general the estimator would diverge due to these unmit-

igated drifts. The Allan variance estimates the point-to-point scatter of a data set for a particular

time interval. Put another way, the Allan variance can quantify the variance of an oscillator if

measured every second, every 10 s, and so on. As one might expect, a general feature of the Allan

variance is that it decreases with increasing measurement time until the frequency drifts becomes

noticeable over the measurement time, at which point the Allan variance will start to increase.

The Allan variance is a special case of M-sample variance, where M is taken to be two samples

and there is no dead time between measurements of the oscillator frequency. M-sample variance,

σ2
y(M,T, τ) may in general be calculated as
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σ2
y(M,T, τ) =

1

M − 1





M−1
∑

i=1

y2i −
(

M−1
∑

i=1

yi

)2


 (3.27)

where M is the number of points per sample, T is the time between each sample, τ is the gate time

for each sample, and yi is the average fractional frequency during that gate [168]. To calculate the

Allan variance, we set M = 2 and T = τ and find the average:

σ2
y(2, τ, τ) → σ2

y(τ) =
1

2
〈(yi+1 − yi)

2〉 (3.28)

The Allan deviation, σy(τ) is related to the Allan variance as σy(τ) =
√

σ2
y(τ).

Figure 3.25: Ultra-Stable Cavity Allan Deviation

The Allan deviation of the optical cavity is determined by measuring the frequency comb’s

repetition rate. This slightly complicates the determination of the frequency stability of the comb-

cavity system; the stability of the frequency counter itself must also be considered. Both of our

frequency counters, a Hewlett-Packard 53131A and our SRS FS740, are referenced to a GPS-

trained Rb-timebase within the SRS FS740. A quoted Allan deviation of the FS740 is available

on its data sheet, though we have also directly characterized the Allan deviation of the FS740 (see

section 6.4.3). The expected frequency stability of the Rb-timebase is 10−12 over averaging times
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of 100-1000 s, and we see comparable, though slightly better, performance in these averaging

times. In Fig. 3.25, we show the measured Allan deviation of the frequency comb repetition rate

which is linked to the stability of the ultra-stable laser. On timescales between 10-1000s, the Allan

deviation of the repetition rate is within the specifications of the FS740 timebase, which indicates

that the frequency stability of the system is limited by the Rb-timebase over that time. For gate

times > 1000 s, the increasing deviation of the repetition rate indicates that the frequency drift

of the comb-cavity system becomes significant at those time scales. We attribute these long-term

frequency drifts to slow thermal fluctuations and optical cavity settling. This is not atypical if drift

compensation is not applied [160].

As it stands, we cannot rigorously quantify the linewidth of the stable-laser + ultra-stable cavity

system, nor can we quantify the short-term noise floor of the ultra-stable cavity. Quantifying

very narrow linewidth optical sources requires heterodyning between two mutually independent

oscillators [157, 169] – we unfortunately do not have access to two ultra-stable cavity + laser

systems. We can estimate the linewidth of the stable 1554 nm laser using Eq. (3.22), and find that

the 1554 nm laser has a < 100 Hz linewidth when referenced to the cavity. Similarly, the noise

floor of the ultra-stable cavity Allan deviation is limited either by the Rb-timebase or the thermal

drift of the optical cavity. While it is promising that the noise floor is dominated by the FS740

instead of other sources at short time-scales, it also means that we cannot quantify the contribution

of vibrations or thermal noise in our optical cavity. However, the frequency metrology system can

make determinations at the 5 × 10−13 level in 500 s, while the most recent determinations of the

2S1/2-8D5/2 are at the 6×10−12 level. This makes our frequency metrology system well-suited for

making a competitive measurement of the 2S1/2-8D5/2 transition.

3.7 Conclusion

In this chapter, we described the creation of a coherent erbium-fiber frequency comb. The

two radio frequency comb parameters, f0 and fb, are stabilized by self-referencing and phase

locking to an ultra-stable laser. The ultra-stable laser is a commercial diode laser at 1554 nm that is

91



locked to a monolithic ultra-stable cavity. The comb-stable cavity is capable of making frequency

determinations at the 5×10−13 level, making the system well-suited for a competitive measurement

of the 2S1/2-8D5/2 transition. Having described the experimental infrastructure surrounding 2S1/2-

8D5/2 spectroscopy, we now describe our fitting procedures.
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Chapter 4

Fitting Lineshapes and Extrapolations

When fitting and analyzing lineshapes in spectroscopic experiments, there are in general two

approaches that can be taken. In one approach, a numeric model can be developed to explicitly

track all of the contributing effects within the experiment. This numeric model can then be used

to directly fit the measured lines – such an approach was taken by the Paris group in their pre-

vious measurement of the 2S-8S/D lines [25, 45]. The other approach is to instead fit lineshapes

with analytic functions that can be derived from the governing physics making relatively simple

considerations, as in the recent 2S-4P measurement from the Garching group [29]. We will take

the second approach and fit our measured lines with physically well-motivated, simple analytic

functions. In Chapter 5, we will check the validity of this approach by comparison with a numeric

model.

In this chapter, we begin with a brief overview of the basic theory describing light-atom in-

teractions. With this basic theory, we derive the analytic function that we use to fit 2S1/2-8D5/2

lines in our measurement directly. The largest systematic effect in the 2S1/2-8D5/2 measurement is

the ac-Stark effect, which produces shifts between 100-300 kHz in our experiment. To determine

the unperturbed resonance frequency, we measure the transition at many different light intensities

and extrapolate to zero-field, which is also how the previous measurements of the 2S1/2-8D5/2 were

performed [25,43–45,170]. We also characterize the functional behavior of these ac-extrapolations

analytically, removing the necessity of using a complex numeric model to determine the zero-field

resonance frequency.

4.1 The two-level atom

The two-level quantum system and its interaction with a perturbing Hamiltonian is a

quintessential atomic physics problem. Treating an atom as a two-level system is a good de-

scription when the perturbing Hamiltonian only strongly couples two states, and the others do not
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strongly participate. In the case of a laser light field perturbing an atom, the perturbing Hamiltonian

is due to the atomic dipole-light field interaction energy. Starting at the two-level atom provides a

strong theoretical background to begin our 2S-8D modeling.

We will label the two states of the two-level atom as 1 and 2 for the ground and excited states

respectively. The state of that atom in general may then be written as

ψ(t) = c1(t) |φ1〉+ c2(t) |φ2〉 , (4.1)

with φm’s the basis states for the two-level atom. Schrödinger’s equation determines the time

evolution of the state ψ,

ih̄
∂ψ(t)

∂t
= (H0 +Hp)Ψ(t), (4.2)

with H0 the unperturbed atomic Hamiltonian (with basis states |φ1〉, |φ2〉), and Hp the perturbing

light-matter interaction. The interaction energy, U , between an electric dipole, ~µ, and electric field,

~E , is U = −~µ · ~E . This gives us

U = −~µ · ~E = −eE0cos(ωt)z. (4.3)

The eigenstates of H0 have certain rotational symmetries in the position basis, and therefore only

the off diagonal components of Hp are nonzero, e.g. 〈φ1| z |φ2〉. Thus, the perturbing Hamiltonian

has the form

Hp =
h̄Ω

2
(eiωt + e−iωt) (|φ1〉 〈φ2|+ |φ2〉 〈φ1|) , (4.4)

where ω is the laser angular frequency, and Ω is the Rabi frequency given by Ω = β12(eE0/h̄), and

β12 is the matrix element connecting states 1 and 2. Applying Schrödinger’s equation gives

ih̄(ċ1 |φ1〉+ ċ2 |φ2〉) = c2h̄ω0 |φ2〉+
h̄Ω

2
(eiωt + e−iωt)(c1 |φ2〉+ c2 |φ1〉), (4.5)
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where we have taken the ground state energy as zero for convenience, and h̄ω0 is the resonance

energy. Since the |φi〉’s are orthogonal, we arrive at two coupled differential equations given by

ih̄ċ1 =
h̄Ω

2
(eiωt + e−iωt)c2 (4.6)

ih̄ċ2 =
h̄Ω

2
(eiωt + e−iωt)c1 + h̄ω0c2. (4.7)

We are interested in the population in either state, given by |cm|2. We may substitute c′1 = c1 and

c′2 = c2eiωt. Then, we apply the rotating wave approximation, dropping the fast oscillating terms

(that is, terms oscillating at ±2ω). We are left with our differential equations describing our state

amplitudes which are

iċ1 =
Ω

2
c2 (4.8)

iċ2 =
Ω

2
c1 + (ω0 − ω)c2, (4.9)

where we have dropped the prime notation out of convenience. At this point, it is worth mentioning

that our treatment here does not yet include spontaneous emission. We will return to the problem

of spontaneous emission in a later section. For now, it is sufficient to mention Schrödinger’s

equation alone is insufficient to properly account for spontaneous emission. However, if decay

does not repopulate |φ1〉 and instead decays into a state that is not included in our pair of differential

equations, we may include the effect of spontaneous emission by adding −iγ
2
c2 to the right hand

side of Eq. 4.9, where γ
2π

is the resonance width of the transition.

It is worth noting the general dynamics of the two-level in a few cases. In Fig. (4.1), we

have plotted the population in the upper state vs time for a couple of cases. There are some

general features to note: detuning leads to faster oscillations, but the amplitude of the oscillation is

diminished. In the limiting cases, the time scale of the system is either 1) set by the Rabi frequency

(Ω ≫ γ) or 2) set by the lifetime of the state (Ω ≪ γ). Common approximations include weak

excitation and assume steady state where very little population is driven to the excited state on

resonance. In that case, ċm’s → 0 and c1 → 1, we find that the steady state population in the
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Figure 4.1: Some Example of two-level dynamics. The population in state 2 is plotted vs time. Black shows

behavior on resonance and red is off resonant a) No Decay b) With decay (Ω ∼ 10γ)

excited state is

c2 =
Ω2

Ω2 + (γ/2)2
≈ Ω2

(γ/2)2
, (4.10)

where the final approximation is taken because Ω ≪ γ is required for c2 ≪ 1 to be valid in steady

state. The rate of decay out of the excited state must be Γ ∼ Ω2

γ
by unit analysis.

4.2 Derivation of Line Fit Function

4.2.1 Two-photon processes

We are interested in the dynamics of the 2S1/2-8D5/2 transition as the metastable 2S hydrogen

atoms traverse the 778 nm light. Unlike the treatment in the preceding section, which derived

a set of coupled differential equations for dipole-allowed (“one-photon") transitions, the 2S-8D

transition is not dipole allowed as ∆L = 2. However, the 2S-8D transition can be driven via a

two-photon processes. Driving a transition in such a way requires much larger light intensities

to move substantial population than for a dipole-allowed transition [45, 68]. These transitions are

called two-photon transitions, though the quantization of the electromagnetic field is not required

for an accurate theoretical treatment. Fortunately, the population dynamics in a two-level system

driven by a two-photon processes are quite similar to their one-photon counterparts. The largest

differences between the two processes are the calculation of the matrix elements and the two-

photon Rabi frequency is proportional to the intensity instead of the electric field amplitude. Of
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course, the selection rules for two-photon transitions are also modified, for a derivation of these

rules see [171]. Since the two-photon matrix element can be considered as driving all possible

two-step pathways that connect states |φ1〉 and |φ2〉 via one-photon processes, it is intuitive that

the selection rules require that ∆L = 0,±2. In the case of linearly polarized light, we may consider

the light to be along the z axis, leading to selection rules of ∆F = 0,±2, ∆mF = 0.

The Hamiltonian describing our new two-photon coupled two-level atom is quite similar to our

one-photon Hamiltonian,

H = E1 |φ1〉 〈φ1|+ E2 |φ2〉 〈φ2|+
h̄Ω

2
[e−iωt + eiωt]2(|φ2〉 〈φ1|+ |φ1〉 〈φ2|), (4.11)

where E1 and E2 are coupled to the probe light energy via the ac-Stark effect and the two-photon

Rabi frequency, Ω, are defined by

Em = hνm (4.12)

Ω(t) = 2(2πβ12)I(t), (4.13)

where β12 is the matrix element connecting states 1 and 2 [68]. We denote ν for real frequencies

(measured in Hz) and ω, Ω for angular frequencies. Applying our new Hamiltonian onto a state ψ

and using the orthogonality of |φ1〉 and |φ2〉 leaves us with

iċ1 =
Ω(t)

2
(e−iωt + eiωt)2c2 (4.14)

iċ2 = ω0c2 +
Ω(t)

2
(e−iωt + eiωt)2c1 (4.15)

where once again ω corresponds to the angular frequency of the light field. We perform a similar

substitution as before (c′2(t) = c2(t)e
2iωt and c′1 = c1). Once again, we apply the rotating wave

approximation, dropping instead terms rotating at ±2ω,±4ω, and find

iċ1 =
Ω

2
c2 (4.16)
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iċ2 =
Ω

2
c1 + (ω0 − 2ω − i

γ

2
)c2, (4.17)

which is effectively the same result acquired for one-photon processes.

4.2.2 Density matrix introduction

Another formulation to describe quantum mechanical dynamic evolution is through the use of

density matrices. Density matrices have the advantage of being able to track statistical ensembles

of states. Such a formulation is useful when applying quantum theory to large numbers of states

in which the initial preparation of states is not known. In particular, density matrices are attrac-

tive if the dynamics of the system involves mixed states instead of only pure states. Inclusion of

spontaneous emission is more naturally treated in a density matrix formulation.

A natural starting point is the von Neumann equation, which gives the time evolution of the

density matrix ρ,

ih̄ρ̇ = [H, ρ] (4.18)

where H is still the Hamiltonian of the system. Solving the von Neumann equation in the context

of the two-level atom in a light field leads to a new set of equations:

ρ̇gg = −ΩIm(ρge) (4.19)

ρ̇ge = −i2π(∆ν)ρge + i
Ω

2
(ρgg − ρee) (4.20)

ρ̇ee = ΩIm(ρge) (4.21)

where ∆ν is the detuning from the (possibly perturbed) resonance and ρgg, ρee, and ρge are the

population ground state, population of the excited state, and the coherence between |g〉 and |e〉

respectively. These set of three equations, and small modifications to them, are called the Optical

Bloch Equations (OBE’s) [172, 173]. Solving these sets of equations gives identical results as

Schrödinger’s equation. To include spontaneous emission into the system dynamics, a modification

to the von Neumann equation is required,
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ih̄ρ̇ = [H, ρ]− Lρ. (4.22)

The Lindblad operator, Lρ, accounts for spontaneous emission within the system [174]. Formally,

the Lindblad operator is written as

Lρ = 1

2

∑

ij

γij(S
+
i S

−
j ρ− 2S−

j ρS
+
i + ρS+

i S
−
j ) (4.23)

where γij =
√
γiγj and S+

i /S
−
j are projection operators that have the form |i〉 〈j| and |j〉 〈i| re-

spectively. The differential equations for the two-level atom generated by Eq. 4.22 are:

ρ̇gg = −ΩIm(ρge) + γρee (4.24)

ρ̇ge = −i2π(∆ν)ρge + i
Ω

2
(ρgg − ρee)−

γ

2
ρge (4.25)

ρ̇ee = ΩIm(ρge)− γρee (4.26)
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Figure 4.2: Qualitative density matrix time evolution examples, Ω > γ a) Larger γ (black) vs smaller γ

(red) b) No detuning (black) vs detuning (red) c) Closed two-level system (black) vs 50% branching ratio

(red)

We expect that on resonance in the closed two-level atom, for Ω/γ → ∞ the population in

either state approaches .5 as t → ∞. Some examples of the dynamical evolution of two-level

atom given by Eqs. (4.24-4.26) are shown in Fig. (4.2). It is possible that the two-level system

is not closed as treated here, some of the decays could exit the two-level system, modifying the

repopulation term in the ground state equations.
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4.2.3 Fitting Function for two-level atom

With the basic theory describing the light-atom interaction, we now derive expected functional

form of the 2S-8D transition from the optical Bloch equations. Let us investigate the optical

Bloch equations (Eqs. (4.24-4.26)) in the weakly driven limit. There is minimal repopulation of

the ground state via spontaneous emission in our case, the branching ratio is less than 6% to the

ground state, so we will remove the γρee term in the ρgg equation giving

ρ̇gg = −ΩIm(ρge) (4.27)

0 = −i2π(∆ν)ρge + i
Ω

2
(ρgg − ρee)−

γ

2
ρge (4.28)

0 = ΩIm(ρge)− γρee. (4.29)

We can solve for ρee in terms of the coherence ρge. Solving for the coherence we find

ρge =
1

(2π∆ν)2 + (γ/2)2

(

Ω

2
∆ν(ρgg − ρee) +

iΩγ/2

2

)

. (4.30)

Since the imaginary part of ρge determines 2πγρee and ρgg + ρee = 1, we find

ρee =
Ω2/4

(2π∆ν)2 + (γ/2)2
(1− 2ρee). (4.31)

Finally, solving for the excited population we find

ρee =
Ω2/4

Ω2/2 + (2π∆ν)2 + (γ/2)2
, (4.32)

which is a Lorentzian function of the detuning, which is a very well-known result. As a connection

to classical physics, the response function of a damped harmonic oscillator is also a Lorentzian as

a function of the detuning.

In reality, the 2S-8D transition is not exactly matched by the physics we assumed in the deriva-

tion of the Lorentzian lineshape. For one, the Rabi frequency Ω is a function of time, and we are
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measuring the remaining metastable population in lieu of the fluorescence of the excited state. To

acquire a more accurate lineshape, we now solve for the ground state population. The equation

governing the ground state is

ρ̇gg = −ΩIm(ρge). (4.33)

We now make some simplifying assumptions. First, we assume that the population in the excited

state is small and that the coherences adiabatically follow the populations (ρ̇ge ≈ 0). Then, the

time evolution of the ground state is

ρ̇gg = −1

2

γΩ2

(2π∆ν)2 + (γ/2)2
ρgg (4.34)

The solution to this linear, first-order ODE is well-known, and is

ρgg(t) = exp

(

−
∫ t

0

1

2

γΩ2

(2π∆ν)2 + (γ/2)2
dτ

)

, (4.35)

remembering that Ω is a function of time. Note we have implicitly assumed that Ω varies much

more slowly than the dynamics set by γ. This assumption is valid within parameter space that we

perform this experiment in. This solution is functionally the same as e−Lorentzian with the amplitude

of the Lorentzian dip being given by the intensity of the light. We can see that in the low intensity

limit we recover a Lorentzian profile again, which follows our expectations.

In this derivation, we have implicitly assumed that the detuning term, ∆ν, is time independent.

With the presence of the ac-Stark shift, this is not the case. However, we can see that if the ac-Stark

effect is less than the linewidth, this approximation is valid. While it is true that at large intensities

this approximation breaks down, the low intensity limit is fundamentally more important because

we are performing ac-extrapolations – if the fit function produces accurate extrapolations to zero

field, small deviations at large intensities can be tolerated. This is later confirmed in Chapter 5

when we compare our analytic functions to a full numeric model.
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177.5568 MHz

Figure 4.3: The level structure of the 2S1/2 and 8D5/2 states. The lifetime of the 8D state determines

the linewidth of each hyperfine manifold (F = 2, 3) which is 572 kHz, leaving the 8D hyperfine structure

unresolved.

4.2.4 Fitting Function

We now determine an appropriate low-intensity Lorentzian-like profile to properly describe our

transition. In Fig. 4.3, the level structure of the 2S1/2-8D5/2 transition is shown. A straightforward

approach is to fit with two Lorentzian functions to account for the unresolved hyperfine structure

of the 8D manifold.

L =
α2(

1
2
γ)2

(ν − ν2)2 + (1
2
γ)2

+
α3(

1
2
γ)2

(ν − ν3)2 + (1
2
γ)2

(4.36)

The ratio of α2 and α3 can be constrained by the population driven to the two states, or by the

relative strengths of these transitions. We know ρee ∝ Ω2, therefore

α3

α2

=
(Ω3)

2

(Ω2)2
=

∑

mF
(β3,mF )

2

∑

mF
(β2,mF )2

= 3.5 (4.37)

where the sum over themF sublevels is determined by the two-photon selection rules governing the

transition. For linearly polarized light, this sets ∆mF = 0, so the sum is over mF = −1, 0, 1. We

can further reduce the free parameters in the fit by applying the hyperfine weighting and splitting

to the F = 3 and F = 2 components. The hyperfine splitting of the 8D state is 142.43 kHz, and
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the multiplicity of the F = 3 and F = 2 states are 7 and 5 respectively. The hyperfine centroid is

5/12× 142.43 kHz below the F = 3 state and 7/12× 142.43 kHz above the F = 2 state. We can

therefore replace ν2 and ν3 by a single parameter, νc, and α2, α3 by α0, giving

L(α0, νc, γ) = α0(
(1
2
γ)2

(ν + 7
12

HFS − νc)2 + (1
2
γ)2

+
3.5(1

2
γ)2

(ν − 5
12

HFS − νc)2 + (1
2
γ)2

) (4.38)

where νc is the hyperfine centroid for our Lorentzian fit.

From our second-order approximation of the lineshape of the two-level atom, Eq. (4.35), we

found that the lineshape is more closely matched a functional form of e−Lorentzian. Given that in the

three level atom, the equation governing the ground state will have the form ρ̇11 = −Ω2Im(ρ12)−

Ω3Im(ρ13), this naturally leads to our three-level fitting function, F , which is given by

F = Aexp(−L(α0, νc, γ)), (4.39)

where the free parameters are the off-resonant count rate A, the metastable quenching parameter

α, the effective centroid frequency νc, and the effective linewidth γ.

As an aside, it turns out that the relative weighting of the F = 3 and F = 2 hyperfine levels

is light-polarization independent. Calculation of Eq. (4.37) in the case of circularly polarized light

also gives a factor of 3.5. This means that our fitting function is robust against impure polarization

states in the absence of external fields. It should be noted that νc is related to the hyperfine centroid

of the transition. Practically speaking, the 2S1/2 hyperfine structure must be added to νc to report

the true centroid frequency of the 2S1/2-8D5/2 transition.

4.3 Functional behavior of the ac-Extrapolations

4.3.1 The ac-Stark shift

The ac-Stark effect is the shift of the atomic energy levels due to a rapidly oscillating electric

field of our spectroscopy laser [175]. This effect can be quite small in one-photon spectroscopy
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experiments, but due to the large field intensities required to drive substantial population in two-

photon transitions, the ac-Stark shift is our dominant systematic effect [25,43,44]. To give perspec-

tive, we have performed a ≈ 10−12 level measurement on the 2S-8D line. The atomic transition

frequency is on the order of 770 THz, and the ac-Stark shifts we will commonly see will be on the

order of 200 kHz. That means to accurately quantify this effect, which is our largest systematic

shift, we need to understand the effect at the kHz level. Experimentally, this is achieved by per-

forming an extrapolation on the measured resonance frequency vs the excitation power. Each scan

of the resonance is fit with Eq. (4.39), and νc as a function of probe power (given by a photodiode

voltage) forms the data set to be extrapolated. Properly analyzing this extrapolation is critical to

our measurement.

The shift due to the ac-Stark effect on state |n〉 levels can be written as

∆νac(n) = βac(n)I(t) (4.40)

where βac(n) is the ac-Stark coefficient for state |n〉. In general, βac is laser frequency dependent,

but are constant to a good approximation in the tuning ranges in which spectroscopy is performed

for two-photon transitions. For the 2S-8D transition, βac ≈ 4 mHz/(W/m2) for the 6 hyperfine tran-

sitions that contribute in the spectroscopy. While the ac-Stark coefficient appears quite small, the

optical intensities driving the 2S-8D transition are quite large. For an order of magnitude estimate,

the ac-shifts will be on the order of 100 kHz as the optical intensities seen by the atoms can easily

reach 5 kW/cm2. Despite the linear shift of the states with intensity, it is perhaps naive to expect

that the ac-Stark effect results in a strictly linear shift in the transition resonance with respect to the

spectroscopic intensity. The reality of the situation is that while the ac-Stark effect largely results

in a linear shift of the transition, this is only valid in certain conditions. For instance, in the case

that the ac shifts are comparable to or larger than the linewidth of the transition, ∆νac > γ, a time-

varying ac-Stark effect can distort the lineshape, leading to nonlinearities in power extrapolations.

This requires ac-Stark shifts ∆νac > 572 kHz, which is not something observed in our experi-

ment. Furthermore, since we are performing extrapolations to zero field, the contribution of this
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distortion become negligible in the low-field limit and therefore is not a concern. Another situation

where the ac-Stark effect can exhibit nonlinearities is when atoms sample a distribution of intensity

profiles – i.e. some atoms may sample the peak of the intensity profile but others may only sample

the wings. In the case of a non-uniform sampled intensity profile, the nonlinearity arising in the

ac-Stark shift is largely due to saturation. In certain regimes, atoms along high-intensity sampling

trajectories can saturate while atoms sampling the wings of the intensity profile do not. Due to this

saturation, atoms along the wings contribute relatively more to the overall signal as compared to

when there is no saturation, leading to an effective reduction in the ac-Stark shift at high saturation

intensities.

4.3.2 Effect of spatial distribution in ac-extrapolation

We wish to find the functional form of the nonlinearity present in the ac-extrapolations. If

the ac-Stark shift is within a linewidth of the transition, the net shift can be considered due to the

average intensity profile seen by the atom through the 778 nm beam. In the case of many atomic

trajectories contributing to the overall line, the contribution of each trajectory is weighted by the

population driven in that trajectory. Such a distribution of atomic trajectories arises from the finite

size of the metastable atomic beam and its divergence.

The average ac-Stark shift experienced by the atoms weighted by the population driven is

〈∆νac〉 =
∫

(1− ρgg(s))∆νac(s)ds
∫

(1− ρgg(s))ds
, (4.41)

where s is the transverse distance from the peak of the 778 nm intensity profile. If ρgg(s) is uniform

in s over the bounds of integration, as would be the case if the width of the 778 nm Gaussian beam

is much greater than the spread of the metastable beam, investigation of Eq. (4.41) indicates we

will find a linear shift with intensity. Relying on the result in the previous section, the population

driven to the excited state(s) will be of the form

1− ρgg = 1− exp[−αI20e−ks2 ], (4.42)
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which follows from Eq. (4.35) and the fact that Ω is proportional to I0. We may now consider

〈∆νac〉 in a range of circumstances. First, let us consider the situation where the size of the spatial

distribution is comparable to the 778 nm beam width, but the total population driven is small. Then

ρgg ≈ 1− αe−ks2I20 , and

〈∆νac〉 =
∫

e−ks2I20∆νac(s)ds
∫

e−ks2I20ds
. (4.43)

Since we know that ∆νac is proportional to intensity we find

〈∆νac〉 =
∫

e−ks2I20 (I0βace
−ks2)ds

∫

e−ks2I20ds
= I0

∫

f(s)ds
∫

g(s)ds
, (4.44)

where f(s) and g(s) are just spatially dependent functions. In the case of no saturation, the ac-Stark

shift is still linear in intensity (or power).

We estimate the effect of saturation by keeping another term in our series expansion of (1 −

ρgg(s)) ≈ e−ks2I20− 1
2
e−2ks2I40 . Using this two term approximation of 1−ρgg we find that Eq. (4.41)

takes the form

〈∆νac〉 ≈ f1(∆s)I0 − f2(∆s)I
3
0 , (4.45)

where fi(∆s) are constants that depend on the size of the spatial distribution and the Gaussian

beam. Therefore, we find that the nonlinearity introduced in the ac-extrapolation from moderate

saturation is cubic. It is also worth noting that this result is not highly dependent on the exact nature

of ρgg(s) – that is the metastable spatial distribution. Therefore, a day’s extrapolation, consisting

of many measured {V̄ , νc} pairs, will be fit with a function of the form νc(V ) = ν0 + aV + bV 3,

with free parameters (ν0, a, b), with ν0 corresponding to the unperturbed resonance frequency.

4.4 Conclusion

In this chapter, we presented the basic light-atom theory and used it to recover the lineshape

expected in 2S-8D spectroscopy. We have also considered the nonlinearity introduced into the ac-

extrapolations due to the contribution of different atomic trajectories. This distribution of trajecto-

ries dominantly introduces a cubic term in the extrapolation due to the saturation of the transition.
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Chapter 5

The Numeric Model

5.1 Introduction

While we have chosen to fit measured lineshapes and the associated generated ac-extrapolations

with analytic functions, we have also developed a numeric 2S1/2-8D5/2 lineshape model. This

numeric model primarily serves two purposes. First, the numeric model can be used to verify that

the lineshape fitting function and ac-extrapolation fitting function derived in the preceding chapter

capture the physics suitably within the appropriate parameter space. Second, the numeric model

can be used to identify individual systematic effects. In particular, the numeric model will be used

to characterize stray dc-electric fields, which can both distort and shift the 2S1/2-8D5/2 line.

In reality, we have created two numeric models: one using the based on the state amplitudes

and one using density matrices. The density matrix model was made to examine the effect of

repopulation of the 2S state in the analysis, which we have largely found to be a very minor

effect. Due to the relatively cumbersome nature of the density matrix formulation when a large

number of states are considered, and the minor contribution of spontanenous emission in the result,

we have opted to include the dc-Stark effect in a state amplitude based model. In both models

we have included experimental geometry effects (time-varying light interaction and metastable

spatial distribution), the ac-Stark effect, second-order Doppler effect, the velocity distribution of

the atoms, and ionization out of the 8D state. The density matrix approach also includes the

repopulation of the 2S state via spontaneous emission, and the state amplitude formulation includes

the 8F5/2 states to model the effect of stray electric fields. For the application of testing systematics,

either the density matrix or amplitudes formulation may be used. To characterize the presence of

stray electric fields, we use the amplitude based model, and we will generally refer to the amplitude

formulation as the numeric model.
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As mentioned, it is possible to directly fit measured 2S-8D lines with the numeric model. How-

ever, the numeric model depends on a number of parameters which are not known precisely and are

also not orthogonal degrees of freedom. For instance, the exact ratios of the calculated two-photon

matrix elements to the ac-Stark matrix elements can couple to the size of the metastable spatial

distribution. Nevertheless, we have checked that our experimental data can be fit with reasonable

experimental parameters and produces nearly identical extrapolated line centers as when using the

simple analysis presented in the last chapter.

In this chapter, we derive the numeric lineshape model’s equations of motion and then add

additional effects relevant to the 2S-8D transition. We investigate the accuracy of the derived fit

functions by comparison to modeled data. The distortions and shifts arising from the dc-Stark

effect and possible couplings to the ac-Stark shift are also investigated.

5.2 The 2S-8D Transition

We need to generate the equations of motion for the 2S and 8D states participating in our

spectroscopic experiment. The 2S state is populated via a two-photon excitation. The hyperfine

splitting of the 1S and 2S states is large enough and the transit time long enough that we can con-

sider the population in 2SF=0 to be zero. We assume that our ground state (1S) atoms are equally

populated in the F = 1, mF = 0,±1 levels. There is no tensor component when calculating

βij’s for the 1S-2S transition [68], and therefore the 1SF=1
mF=±1 →2SF=1

mF=±1 and 1SF=1
mF=0 →2SF=1

mF=0

matrix elements have the same magnitude. This means that the 2S F = 1 hyperfine manifold is

equally populated as well. The dynamics of the metastable excitation are completed before excita-

tion of the 2S-8D line. Additionally, the lifetime of the 2S state is ≈ .77 s so no appreciable decay

occurs in the 10−3 s after excitation and before detection. The hyperfine splitting of the 8D5/2

manifold is 142.43 kHz [5] and the natural linewidth of the 8D states is 572 kHz [45], so that the

F = 3 and F = 2 states are not resolved and we must consider both together. We choose to drive

the 2S-8D transition with linearly polarized light, which will define the z-axis in the experiment.

The two-photon selection rules for linearly polarized light ∆L = 2 dictate that ∆mF = 0, reduc-
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ing the 7 and 5 sublevels of the F=3 and F=2 hyperfine states respectively to just the mF = 0,±1

sublevels. With these considerations our equations of motion for a given mF set become

iċ1 =
Ω12(t)

2
c2 +

Ω13(t)

2
c3 (5.1)

iċ2 =
Ω12(t)

2
c1 + (ω12 − 2ω +−iγ

2
)c2 (5.2)

iċ3 =
Ω13(t)

2
c1 + (ω13 − 2ω − i

γ

2
)c3, (5.3)

where ci corresponds to the amplitude for the F = i state (conveniently we have F = 1, F = 2,

and F = 3), ωij corresponds to the angular frequency splittings between states i and j, and we use

a corresponding definition for Ωij . A similar set of three coupled equations, with modified Ωij’s,

exist for each hyperfine sublevel, making 9 total levels to be tracked in this treatment. Fig. (4.3)

shows the relevant level structure and the connected states for this two-photon process. The hyper-

fine splittings and lifetimes of pertinent transitions can be found in Table 5.1.

Table 5.1: A table containing the hyperfine splittings and lifetimes of states used in modeling. A compilation

of hyperfine splittings in hydrogen can be found in [5] and the lifetimes of the 8D and 8F states are calculated

in [45]. The lifetime and splittings of the F states are important for including the dc-Stark effect.

State Hyperfine splitting (kHz) Linewidth (kHz)

2S1/2 177556.8382(3) .001

8D5/2 142.430(140) 572.4

8F5/2 101.620(100) 284.9

12D5/2 42.20(40) 172

12F5/2 31.10(30) 84

Calculation of Ωij(t) is nontrivial due to the calculation of βij . Unlike their one-photon coun-

terparts, which merely require integrating 〈φi|~r |φj〉 and converting to the |nLJFmF 〉 basis, calcu-

lation of βij for two-photon transitions requires summing over all possible off-resonant pathways,

including transitions to virtual states in the continuum. Another approach is to use a Greene’s

function formalism using Sturmian representations [176] Fortunately, the reduced matrix element

for states up to n = 20 have been calculated in [68] and the process for recoupling these reduced
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matrix elements into the |nLJFmF 〉 basis is also described. Once βij is determined, Ωij(t) is set

by the geometry of the experiment. In our case, the metastable hydrogen beam traverses the exci-

tation field at angle of θ ≈ 6◦ and the light is Gaussian radially. We may write the time dependence

of the radial position as r(t) = vtsin(θ) for an atom traversing the Gaussian beam. This gives a

time dependent Rabi rate of

Ωij(t) = 2(2)(2πβij)I0Exp

(

−2
v2t2sin2(θ)

w2
+ 2

s2

w2

)

, (5.4)

for atom with velocity v and beam 1/e2 width (in intensity) given by w. The extra factor of s

allows for offsets from the peak of the Gaussian. Another factor of 2 arises in Eq. (5.4) due to

excitation with counter propagating beams.

5.2.1 Inclusion of systematic effects in model

There are several systematic effects that must be considering when modeling the dynamics of

the 2S-8D transition. These include the ac-Stark effect, the spatial distribution of metastable atoms,

and, to a lesser extent, the second-order Doppler effect, and the velocity distribution.

The ac-Stark Effect

Both the 2S manifold and the 8D manifold are subject to shifts in the presence of an external

time-varying electric field. As mentioned previously, the shift on state |n〉 levels can be written as

∆νac(n) = βac(n)I(t), (5.5)

where βac(n) is the ac-Stark coefficient for state |n〉. In general, βac is laser frequency dependent,

but can be treated as constant to a good approximation in the tuning ranges in which this spec-

troscopy is performed (this is generally not true for one-photon transitions). The calculation of βac

requires determining the matrix elements of the dynamic polarizability. These matrix elements are

calculated using a Greene’s function formalism [176], and the calculation of the scalar and tensor
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Table 5.2: ac-Stark coefficients for the states important to the modeling. Coefficients for n up to 20 given

in [68]. The scalar ac-Stark coefficients for the 8F states are identical with the 8D states to about 1%.

State β
(0)
ac (Hz/(W/m2)) β

(2)
ac (Hz/(W/m2))

2S −1.66537× 10−3 N/A

8S 1.36562× 10−3 N/A

8D 3.03968× 10−3 3.03968× 10−5

12D 2.83068× 10−3 3.17867× 10−5

βac’s, β
(0)
ac (n) and β

(2)
ac (n) respectively, is given in [68]. Perturbations to state |g〉 from a perturbing

potential U(t) in this formalism are calculated as 〈g|U(t) 1
Eg−H0+h̄ωL

U(t) |g〉, and the real part of

this matrix element corresponds to the ac-Stark shift on |g〉. Much like the reduced βij’s that appear

in the calculation of the Rabi rate, determining the proper ac-Stark coefficient requires coupling

into the |FmF 〉 basis for the D states. Inclusion of the ac-Stark effect in the differential equations

of motion introduces a detuning term, 2πβacI(t), that is added to the ωij in the amplitude equations

of motion. This term requires calculating the total change in the splitting between the 2S and 8D

state (so the effective ac-Stark coefficient is given by (βac(8D)− βac(2S))). A table of βac’s used

in this modeling can be found in Table 5.2.

As indicated in section 4.3.2, the presence of many atomic trajectories can effectively intro-

duce a nonlinearity in the ac-Stark effect. We therefore must include the many atomic trajectories

into the model since the metastable atoms excited by the 243 nm light have an effective spatial

distribution. We now turn our attention to the metastable spatial distribution.

Metastable Spatial Distribution

From purely geometric considerations, the metastable hydrogen beam generated by the 243

nm light samples a non-negligible fraction of the total 778 nm intensity profile. As just discussed,

this spatial distribution introduces a nonlinearity in the ac-Stark shift power extrapolations and

warrants inclusion in the model.

The atom-light interaction volumes are depicted in Fig. 5.1. The hydrogen beam interacts at

a distance of 2 m away from the effusive nozzle, and the 243 nm beam diameter is about 150

µm at the overlap, which defines a metastable beam divergence of about 1.5 mrad and a Gaussian
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lineshape achieved sampling a spatial distribution over ∆s given by ρ(s), Ls(ω,∆s), can be found

as

Ls(ω,∆s, v) =

∫

L̃(ω, s, v)ρ(s)ds. (5.6)

Much like the spatial distribution, the velocity distribution, as determined in 2.4, is included in the

model by modeling each velocity class separately and integrating. If the velocity distribution is

given by ρv(v) the overall lineshape, L(ω,∆s), is given by

L(ω,∆s) =

∫

Ls(ω,∆s, v)ρv(v)dv. (5.7)

Second-order Doppler shift

A metastable atom’s velocity affects the spectroscopy primarily through two effects: the total

interaction time with the spectroscopic light and the second-order Doppler shift. Slower metastable

atoms require less optical power to drive population to the 8D state, so saturation is more prominent

on the slow atoms. The second order Doppler shift (SODS) can couple to the velocity distribution,

but, due to the relatively small size of the SODS (less than a kHz), the difference between including

the SODS in the differential equation or applying the SODS for the most probable class leads to

nearly identical results.

The relativistic Doppler effect causes a frequency shift between the lab frame and the constant

velocity frame of the atom.

ν2S−8D =

√

1− (v/c)

1 + (v/c)
νH (5.8)

Where v is the velocity of the atom (moving towards the light source) and c is the speed of light.

Typically, the Doppler shift is expanded in powers of (v/c) as

νH = ν2S−8D + (v/c)ν2S−8D +
1

2
(v/c)2ν2S−8D + ... . (5.9)

Since our hydrogen atoms are at ≈5 K, they will have a velocity of on the order of 400 m/s, so

we expect the first-order term to be on the order of 1 GHz. In a two-photon transition, neither two
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“incoming photons" or two “outgoing photons" can contribute in the process, as these processes

would be ±2 GHz detuned from a 572 kHz linewidth transition. Therefore, we expect a heavy

suppression of the first-order Doppler effect. The second-order effect does not cancel, and has a

magnitude of about 700 Hz for atoms moving at 400 m/s. Therefore, we would have to apply a

+700 Hz shift to correct for this effect. Inclusion of this effect in the lineshape model amounts to

including the term 1
2
(v/c)2(770.65 × 1014)2π in the frequency detuning term in the F = 2 and

F = 3 states.

Ionization

Ionization plays a minor role in the dynamics of the 2S-8D transition. An atom, once in the

8D state, can be excited into the continuum via a one step process. Like the Rabi rate and ac-Stark

shift, the ionization rate can be modeled as being linear with the intensity

γi(n) = βion(n)I(t), (5.10)

where βi(n) is the ionization coefficient for state |n〉, and is related to the complex part of the dy-

namic polarizability of the state. The ionization coefficient is about two orders of magnitude down

from the ac-Stark coefficient, and thus we can anticipate the largest ionization rates on the order

of about 2 kHz, which is a largely negligible effect as there is no direct associated shift. The only

possibility for a shift being introduced is via the broadening acting as another “saturation" effect

in the ac-Stark extrapolation. This could slightly modify the nonlinearity of the extrapolation. To

contrast the small 2-3 kHz of broadening due to ionization at large interrogation intensities, the

saturation and power broadening of the transition can easily amount to 300 kHz.

The Differential Equations

We now rewrite the set of differential equations describing the time evolution of our states for

a particular mF sublevel including the extra effects outlined resulting in
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iċ1 =
Ω12(t, v, s)

2
c2 +

Ω13(t, v, s)

2
c3 (5.11)

iċ2 =
Ω12(t, v, s)

2
c1 + (ω12 − 2ω +−iγ

2
+ δ12(t, v, s))c2 (5.12)

iċ3 =
Ω13(t, v, s)

2
c1 + (ω13 − 2ω − i

γ

2
+ δ13(t, v, s))c3, (5.13)

where

δij = 2π[βac(j)− βac(i)]I(t, v, s) +
v2

2c2
ωij. (5.14)

These sets of equations describe the population dynamics for a particular velocity class sampling a

particular intensity profile – inclusion of the velocity and spatial distribution requires integration as

shown in Eqs. (5.6) and (5.7). Practically, Eqs. (5.11-5.13) are numerically integrated for 51 laser

frequencies as if we were scanning the transition with a laser, and this is done for many different

778 nm powers.

5.2.2 DC-Electric Fields

The dc-Stark effect due to the presence of nearby static electric fields is our other primary

systematic. Unlike the ac-Stark shift, in which the qualitative behavior of the effect can be analyt-

ically approximated, the dc-Stark effect distorts the 2S-8D line in such a way that is not amenable

to fitting accurately with approximate lineshapes. To this end, we have also included the dc-Stark

effect in the model. While the numeric model primarily plays the role of verifying the accuracy of

using Eq. (4.39) and a cubic power extrapolation, it is also used directly to quantify the magnitude

of the stray electric fields and the corresponding shift.

With the numeric model, observed distortions in measured lineshapes can be used to quantify

the magnitude of the stray electric field. To do so, a measured lineshape is fit with the numeric

model directly, with the electric field strength as a fit parameter to match the distortion of the

line. With the field strength determined from this model fit, the corresponding dc-Stark shift can

be estimated. Since individual scans are fit with (4.39), we wish to quantify the effect of stray

electric fields when fitting with that function. We do so by fitting modeled data, which is under the
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influence of the measured electric field, with Eq. (4.39) and determining the difference from the

dc-Stark free resonance frequency.

Theoretical background

8D5/2

8G7/2

8F7/2

8P3/2

8F5/2

8P1/2

8S1/2

8D3/2

Figure 5.2: Splitting of the n = 8 manifold (considering fine-structure) assuming z-oriented electric field.

The dc-Stark effect is the splitting of atomic spectral lines by application of external electric

fields [177]. Let us consider the effect of an applied electric field on a hydrogen atom. Treating

the external field as a perturbation, we write

H = H0 − ~E · ~µ. (5.15)

A given n manifold of the hydrogen atom is n2 degenerate without considering fine-structure

effects. This requires degenerate perturbation theory. The general strategy for dealing with the

degeneracies is to solve the eigenvalue problem for H = H0+Hp in the degenerate subspace (that

is, the n manifold in question). Fig. (5.2) shows the splitting of the n = 8 manifold, including

fine structure effects, using this approach. Unfortunately, the dc-Stark effect in this experiment is

a bit more subtle due to the mixing of the 8D5/2 state with the 8F5/2 state. This mixing produces
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structure in the lineshape that is comparable to the natural linewidth. A treatment of the dc-Stark

effect on the 2S-8D transition is outlined in [45], where the dc-Stark effect is broken into two

effects: the “linear effect", which arises due to the distortion introduced by the mixing of the 8D5/2

and 8F5/2 states, and the “quadratic effect" which arises from a standard second-order perturbation

treatment.

For the quadratic effect, standard second-order perturbation theory indicates the shift intro-

duced to state |n〉 due to the dc-Stark effect is

∆E2(n) = e2E2
∑

m

|〈n| z |m〉 |2
En − Em

. (5.16)

A calculation of the shift coefficients for the relevant states to our modeling are given in Tab. 5.3.

Table 5.3: Quadratic Stark shift coefficients for states of interest in this measurement. A similar table can

be found in [45]

State (kHz/(V/m)2)

8D5/2 -5.359

8F5/2 -4.528

12P3/2 -69.810

12D3/2 -68.487

12D5/2 -102.944

12F5/2 -96.573

The n = 8 manifold

We can see from Eq. (5.16) that the Stark effect become much more dominant when there are

nearby nearly degenerate states. The Lamb shift, the ∼ 1 GHz splitting of the 2S1/2 and 2P1/2

states, breaks the degeneracy of the n = 2 manifold. However, the size of the Lamb shift decreases

as n increases (scaling as 1/n3) as the effect is largely dependent on the electron wavefunction

overlap at the nucleus [21]. Furthermore, the dipole matrix elements increase with n and the fine-

structure splittings also decreases with n, with the n = 8 manifolds having splittings as small as
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100 kHz for transitions of interest. Therefore, we can anticipate that the Stark effect on the 8D

state will dominate the small effect of the electric fields on the 2S state.

8P1/2

8S1/2

8D3/2

8P3/2

8F5/2

8D5/2

8G7/2

8F7/2

8D5/2

8F5/2

F=3

F=3

F=2

F=2

154.43 MHz

56.73 MHz

28.41 MHz

142.43 kHz

101.91 kHz

103.1 kHz

Figure 5.3: Structure of the n = 8 manifold. Note that the 8D lines have a linewidth of 572 kHz and the 8F

states have a linewidth of 285 kHz.

As indicated previously, the dc-Stark effect also introduces a mixing between the 8D5/2 and

the 8F5/2 state. From the level structure shown in Fig. (5.3), we can see that the resonances have

significant overlap, and both have unresolved hyperfine structure. This means that in the presence

of a static field, population is also driven to the 8F5/2 state via its coupling to the 8D5/2 state. In

order to accurately model the effect of static fields on the lineshape, we must include the mixing

between the 8D5/2 and 8F5/2 states.

Modification to the 2S-8D lineshape model

We must include the mixing of the 8D and 8F states as well as the quadratic shift introduced

by a static electric field. To isolate the shift due to the dc-Stark effect, we will simulate lines under

the weakly driven limit. In that case, the density matrix formulation is unnecessary since there will

be negligible repopulation due to spontaneous emission, and we have found that the repopulation

of the 2S state is a minor effect generally. As such, we modify the amplitude Eqs. (5.11-5.13). We

will refer to the F states with an f , alongside g and e for 2S and 8D respectively. This results in a

coupled set of differential equations given by
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ċg = −i
∑

e

Ωge

2
ce, (5.17)

ċe = (i∆ωe −
γe
2
)ce − i

Ωge

2
cg −

i

h̄

∑

f

Uefcf , (5.18)

ċf = (i∆ωf −
γf
2
)cf −

i

h̄

∑

e

Ufece, (5.19)

∆ωe = ω − (ωe − δω
(e)
E E2 + δge(t)), (5.20)

∆ωf = ω − (ωf − δω
(f)
E E2 + δgf (t)), (5.21)

where δω
(i)
E is the quadratic Stark shift coefficient for state |i〉, δij is the combined ac-Stark, and

second order-Doppler detuning terms given by Eq. (5.14) and Uij is the perturbing matrix element

connecting states |i〉 and |j〉 (i.e. −〈i| ~E · ~µ |j〉). In Fig. (5.4), we display a selection of results for

the 8D5/2 line for a variety of electric fields strengths oriented perpendicular to the light field.

Shifts from the dc-Stark shift arise from the quadratic level shift as well as the distortion of

the resonance lineshape. Even at relatively small static fields of 3 mV/cm, the 2S1/2-8D5/2 begins

to show a subtle, yet noticeable, distortion. This lineshape distortion can provides indication of

the presence of static fields. Additionally, the distortion moves the resonance “center-of-mass"

when fit with Eq. (4.39), which manifests as an additional shift with field strength. Evaluation

of Eq. (5.16) gives a quadratic shift coefficient of −53.59 Hz/(mV/cm)2 for the 8D5/2 sublevels.

The 2S1/2-8D5/2 line is shifted by 1.286 kHz for a 3 mV/cm field and 4.835 kHz for a 6 mV/cm

field, indicating that the shift due to the distortion comprises a large fraction of the total effect (the

"quadratic" contribution corresponds to -480 Hz and -1.92 kHz respectively).

Since we intend to fit our real data on the 2S-8D transitions with Eq. (4.39), the shift of the

resonance is quantified by the difference between the fit νc and the expected νc given zero static

field. In Fig. 5.5, we show the shift on the 2S1/2-8D5/2 line due to the dc-Stark effect as a func-
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Figure 5.4: 2S1/2-8D5/2 modeled lineshape in electric fields, single velocity class and metastable spatial

class. Lorentzian overlaid only for visual reference. a) 3 mV/cm field. b) 6mV/cm field. c) 9mV/cm field.

d) 12mV/cm field.

tion of field strength, assuming the dc-field is perpendicular to the light polarization. There is a

dependence of the Uef terms within Eqs. (5.17-5.19) on the orientation of the electric field relative

to the excitation polarization. As we will discuss in the next chapter, we have determined that the

electric field orientation is largely perpendicular to the light polarization, so we assume a perpen-

dicular field in our modeling as well. We have also created a numeric lineshape model including

the dc-Stark effect for the 2S-12D3/2 and 2S-12D5/2 transitions, which are more sensitive to the

presence of stray electric fields than their 8D counterparts.

.
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Figure 5.5: The magnitude of the dc-Stark shift on the 2S1/2-8D5/2 transition. Shift is given by difference

between expected resonance frequency (zero dc-field) and the resonance frequency when fit with Eq. (4.39),

assuming a perpendicular field.

5.2.3 Density matrix model

As indicated, we have also made a numeric model using density matrices to investigate the

repopulation of the 2S state via spontaneous emission. Spontaneous emission is included in the

von Nueman equation via the Lindblad operator acting on the density matrix, Lρ, modifying the

von Neumann equation to

ih̄ρ̇ = [ρ,H]− Lρ. (5.22)

In our case, the effective 3-level atom is not closed– the majority of the decay paths lead back to

the 1S state via the decay to the P states.

Inclusion of Branching Ratios

The 8D state largely decays into the nP states via spontaneous emission, which are most likely

to decay back into the 1S state. However, some small fraction end up decaying to the 2S state.

Furthermore, some of the atoms decay into the 2SF=0
1/2 state, which is largely a dark state. Our

metastable detector cannot differentiate between F = 0 and F = 1 metastable atoms.
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The lifetime of a state, and the associated branching ratios with spontaneous emission, can be

estimated from Fermi’s Golden rule. Fermi’s Golden rule in this context can be stated as

Γi→f =
1

h
|〈f |H |i〉 |2g(h̄ω) (5.23)

where g(h̄ω) is the density of states of photons in vacuum and 〈f |H |i〉 is the dipole matrix element

connecting hydrogen states |i〉 and |f〉. Summing over all possible dipole allowed decays from the

8D state allows us to estimate the lifetime of the 8D state, and the relative strength of each decay

channel compared to the linewidth estimates the branching ratio. The branching ratio back to the

2S state is about 5.13%, with a 2/15 fractional decay rate into the 2SF=0
1/2 state [45]. Our density

matrix model takes into account the different branching pathways back into the 2S state, and the

relative redistribution of the mF sublevels.

Inclusion of systematics in density matrix formulation

Since we have derived the equations of motion for the state amplitudes of the 2S-8D transition

under the influence of relevant shifts and distributions, we will not repeat them here. It is sufficient

to state that the Von Nuemann equation is solved for the 2S and 8D manifolds, with the light

field perturbation Hamiltonian connecting the F = 1 → F = 2 and the F = 1 → F = 3

states and the spontaneous decay back into the 2S manifold with the appropriate branching ratios

included. The effect of metastable beam distributions and velocity distributions are still integrated

over to generate the lineshape. We have found that the inclusion of 2S repopulation via spontaneous

emission is a negligible effect, with zero-field extrapolated frequencies within ±10 Hz of the values

obtained when neglecting spontaneous emission.

5.3 Applications of the Numeric Model

While in principle the numeric model developed in the preceding section can be used to fit

measured 2S-8D lineshapes, we only do so as a consistency check. The numeric model has many

free running fit parameters: for example, the size and location of the metastable spatial distribution,
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the temperature of the atomic beam, and the absolute power and size of the 778 nm beam. Addi-

tionally, if fitting with the numeric model is to be perfectly accurate, the ratios of the two-photon

matrix elements and the ac-Stark matrix elements need to be known exactly. While we have great

confidence in the calculations of [68], we do not want our experimental results to be dependent

on these calculations. To circumvent these concerns, we instead fit our measured lines with the

analytic function given by Eq. (4.39). Similarly, the extrapolations we generate to determine the

zero-field resonance frequency will be fit with a cubic function, as derived in Chapter 4.

5.3.1 Fitting modeled ac-extrapolations

We wish to verify that the lineshape fitting function, Eq. (4.39), adequately approximates a

scanned 2S-8D resonance. As mentioned in Chapter 4, the low-intensity limit is fundamentally

more important as we are performing these extrapolations to zero-field. In Fig. 5.6, we show mod-

eled data fit with the analytic function in the low intensity limit, and compare the fit residuals to the

expected shot noise in our experiment, assuming count rates on the order of 104/s. In this parameter

space we expected a reduced chi squared χ2
k = 1 for this fit assuming shot noise uncertainty only

(since the residuals are dominated by the shot noise to many orders of magnitude in this example).

For signal sizes on the order of 1010 counts/gate the fit residuals become comparable to the shot

noise, though in the experiment, we are typically limited by technical noise and the count rates are

much lower. As another consideration, in the low intensity limit, we expect that as P → 0, νc → 0

(when νc is referenced to the mathematically defined resonance) when fitting modeled data. This

may be quickly tested by artificially turning off the ac-Stark shift in the model and fitting a low-

intensity line. Doing this, we find a fit νc = −10 ± 30 Hz, which is in excellent agreement at our

target precision. There is no appreciable difference between the density matrix formulation or the

amplitude formulation in this analysis. From these considerations, we believe using Eq. (4.39) is

well-justified.

In section 4.3.2, it is argued that the inclusion of a metastable spatial distribution dominantly

introduces a cubic term to the ac-Stark shift extrapolation. We now verify that fitting an ac-

123



a) b)

Figure 5.6: Fitting modeled data in the low intensity limit. a) Sample modeled line fit with Eq. (4.39) for

5 W, 600 µm 778 nm beam diameter, 550 µm spatial distribution. b) Expected shot noise (black) vs fit

residuals (red). Shot noise estimated for 104 counts/gate, our typical count rate.

extrapolation generated from modeled data will accurately reproduce the zero-field resonance fre-

quency to sufficient accuracy. In Fig. 5.7 b), three ac-Stark shift extrapolations with differential

spatial distributions are displayed. The spatial distributions used in the model are uniform within

some spread, then zero outside of that distance (flat-top distribution). To test the reliability of the

cubic extrapolation, we have chosen to model a 450 µm, 550 µm, and a 750 µm sized metastable

distribution. A spread of 350 µm is considered to be the absolute minimum of possible distribution

size, and is exceedingly unlikely to be achieved in our measurement. Conversely, it is unlikely

that distributions much larger than 750 µm are possible from geometric considerations, namely

the size of the 778 nm cavity apertures in the Faraday cage constrain the relative angle between

the two optical cavity modes. We believe that the most geometrically favored spatial distributions

lie within 450-750 µm spreads. For each of the three spatial distributions, a function of the form

νc(P ) = a + bP + cP 3 is used to fit the data, and the data set is composed of pairs {P, νc(P )}

extracted from fitting with Eq. (4.39). For the 450 µm, 550 µm, and 750 µm distributions in

Fig. 5.7, a zero field resonance frequency of −57 ± 22 Hz, 14 ± 5 Hz, and 42 ± 10 Hz are found

respectively. Additionally, we have investigated the possibility of other spatial distribution shapes

including a Gaussian and a pair of offset Gaussians. In either case, the functional behavior of the

ac-extrapolation is still well-approximated by the cubic extrapolation. This is expected as the result

in section 4.3.2 did not explicitly rely on the functional behavior of the spatial distribution.
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a) b)

c)

Figure 5.7: Model data with spatial distribution and velocity distribution a) 550 µm metastable spatial

spread lineshapes fit with Eq. (4.39). b) Modeled ac-extrapolations for three spatial distributions fit with

cubic function. Black: 450 µm spread. Red: 550 µm spread. Blue: 750 µm spread. c) Extrapolated νc as

a function of minimum dip % used in ac-extrapolation. Black: 450 µm spread. Red: 550 µm spread. Blue:

750 µm spread.

The results from the fits in Fig. 5.7 b) indicate that the cubic extrapolation is accurately repro-

ducing the expected resonance frequency to 1 in 1013 if 1% metastable quenching fractions (that

is, how large the metastable dips are) are used in the ac-extrapolation. Given our metastable count

rates of ∼ 10, 000/s, fitting lines with very small metastable quenching fractions is unreliable. Our

measured extrapolations do not contain scans with less than 15% quenching fraction, we therefore

investigate the sensitivity of the ac-extrapolations when including larger minimum dip percentage

(metastable quenching fraction) as the lowest data point in the extrapolation in Fig. 5.7 c). If one

takes an conservative approach and assumes that a 450 µm and 750 µm metastable spatial distri-

bution are indistinguishable, the uncertainty would amount to ±100 Hz. A 100 Hz uncertainty

corresponds to a 1.3× 10−13 measurement, which is sufficient at our precision goal.
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5.3.2 ac-extrapolations in the presence of a dc-field

Of particular importance is whether the dc-Stark effect strongly perturbs the ac-Stark shift ex-

trapolation. It is conceivable that the distortion of the 2S-8D lineshape could be strongly coupled

to the excitation dynamics, varying the effective dc-Stark shift as a function of the population

driven to the excited state. This would require a modification of the functional form of the extrap-

olation rather than just a modification of the extrapolation coefficients, i.e., the ac-extrapolation

is no longer cubic with the light intensity. However, in the case of minimal cross-talk between

the dc-Stark shift and the ac-Stark shift, the dc-Stark shift may be quantified independently and

applied to the extrapolated zero-light field resonant frequency. We now estimate the magnitude of

the cross-talk between the two expected leading systematics.

a) b)

Figure 5.8: Cross talk check between ac and dc Stark effect. a) Two modeled ac-extrapolations of 550 µm

and 750 µm metastable spatial distribution sizes under the influence of a 4 mV/cm electric field. b) The two

extrapolations zero-field resonances as a function of minimum metastable extinction fraction (dip %) used

in the ac-extrapolation.

The natural check for cross-talk between the systematics is to compare the extrapolated reso-

nance frequency to the expected zero light-field frequency in the presence of an electric field. In

Fig. 5.8 a), two modeled ac-extrapolations are shown, both in the presence of a dc-electric field

of 4 mV/cm strength, perpendicular to the light polarization. The black data set corresponds to a

metastable spatial distribution of 550 µm and the red to a 750 µm spatial distribution, with both

data sets being fit with cubic functions. In Fig. 5.8 b), the extrapolated zero light-field resonance
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frequency as a function of the minimum dip size is shown. The expected dc-Stark shift for a 4

mV/cm, perpendicular electric field corresponds to a 2.24 kHz shift. Due to our typical count rates,

the population driven out of the metastable state must be > 10% for a reasonable signal-to-noise

ratio in the measured dip. There appears to be a small shift (which we will call a cross-talk shift)

of the extrapolated resonance frequency that is dependent on the minimum dip size (metastable ex-

tinction fraction) used in the cubic extrapolation. The interpretation of this cross-talk shift is that

the distortion of the line due to the dc-Stark effect is slightly modified when saturation and power

broadening effects begin to manifest from the excitation. Since a large portion of the dc-Stark shift

is due to the distortion of the line, changes in the distortion slightly modify the shift. While this

effect is small, limited to a few hundred Hertz, we have investigated the sensitivity of this effect.

To quantify the sensitivity of the cross-talk to stray fields and the metastable spatial distribution,

we will determine the cross-talk shift, νχ, in a reasonable experimental parameter space. The

difference between an extrapolated zero light-field frequency and the expected value due to the

dc-Stark shift will be taken to be the value of νχ. Three ac-extrapolations are generated using the

model for three electric field strengths (3.7 mV/cm, 5.7 mV/cm, and 6.4 mV/cm) with a 550 µm

spatial distribution for each. Similarly, three ac-extrapolations are generated for three metastable

spatial distribution sizes (450 µm, 550 µm, and 650 µm) under the influence of a 4 mV/cm electric

field. In our measurement data set, we have ≈ .15 as the typical minimum extinction fraction

among the different ac-extrapolations, chosen from shot noise signal-to-noise considerations. The

cross-talk shift is insensitive to the metastable spatial distribution size parameter s (
∂νχ
∂s

≈ .5

Hz/µm), but is relatively more sensitive to the size of the electric field. For a metastable spatial

distribution parameter of 550 µm and using a minimum dip size of 15%, νχ as a function of the

electric field is shown in Tab. 5.4. This cross-talk shift is approximately linear in field strength,

with a slope of
∂νχ
∂E = 190 Hz/(mV/cm) for around a field strength of 5 mV/cm.

The correlation between the ac and dc Stark shifts also modifies the addition of the statistical

uncertainties of the extrapolations and the dc-Stark shifts. Uncorrelated systematic uncertainties

may be added in quadrature to obtain the total uncertainty. These two systematics are no longer
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Table 5.4: νχ as a function of field strength. Assuming a 550 µm spatial distribution and a minimum dip

size of 15% in the ac-extrapolation.

E (mV/cm) νχ (kHz)

3.7 .12

5.7 .47

6.4 .64

uncorrelated, and the addition of their statistical uncertainties is modified. The total uncertainty

associated with the Stark shifts is then given by:

σ2
T = σ2

ac + σ2
dc + 2

∂νχ
∂s

∂νχ
∂E σsE (5.24)

with

σsE =
1

N

∑

(Ei − Ē)(si − s̄) (5.25)

which resembles the usual addition in quadrature with an additional cross-term [178].

5.4 Conclusion

We have developed an atomic lineshape model for the 2S1/2-8D5/2 transition in the context of

our experimental setup. The model can be used to study systematics in the experiment. In Chapter

4, a physically-motivated analytic function to fit lineshapes and the functional behavior of the ac-

extrapolations were derived. The numeric model was used to verify that using the fitting function

and cubic extrapolations accurately reproduces the zero-field resonance frequency. The dc-Stark

effect was included in the model by adding the 8F states and adding the mixing between the 8D

and 8F induced by the stray dc-fields. Aside from the shifts and distortions introduced by the

stray fields, cross talk between the two leading systematics is also investigated, revealing a small

coupling between the two Stark effects.
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Chapter 6

2S1/2-8D5/2 Spectroscopy

Due to the large shifts associated with the ac-Stark effect, measuring the unperturbed 2S1/2-

8D5/2 frequency requires performing an extrapolation of the resonance with the probe light inten-

sity. This sets the ac-Stark shift determination apart from the other potential systematics, which are

treated as a perturbation to be added to the extrapolated resonance frequency. Extrapolations are

generated by scanning over the 2S-8D resonance for a given light power many times, then chang-

ing the probe power and repeating scans many times within a given day. The probe power is varied

pseudorandomly between high and low to help mitigate possible drifts. The other leading system-

atic in this measurement is the dc-Stark shift, which can shift and slightly distort the lineshape.

In this section we will describe how these ac-Stark shift extrapolations are generated, present data

generated from these scans, and review the analysis of the extrapolations, including the determi-

nation of the dc-Stark effect. Then, we investigate a myriad of potential systematics. Finally,

we report our final obtained value of the 2S1/2-8D5/2 transition frequency and the corresponding

proton radius.

The data acquired in the measurement of the 2S-8D transition took place on the following

dates: 7/09/20, 7/10/20, 7/15/20, 7/17/20, 7/21/20, 7/22/20, 7/24/20, 9/30/20, 10/02/20, 11/02/20,

11/03/20, 11/11/20, 11/13/20, 11/16/20, 11/20/20, 12/02/20, 12/03/20. Throughout the 6 months

of data acquisition, the apparatus went through some minor changes as we checked for systematic

effects. The primary change to the system is the modification to the 778 nm power enhancement

cavity by changing the mirror pair radius of curvatures (ROC). There were three pairs of mirrors: a

flat and a 5 m, a flat and a 10 m, and a 5 m and a 10 m. The mirror changes altered the 778 nm beam

diameter substantially enough to change the nonlinearity of the power extrapolations. The changes

to the apparatus required venting the spectroscopic chamber to atmosphere, which can change the

distribution of patch charges/contact potentials within the spectroscopic volume. Primarily due to

the potential variation of the dc-electric fields, as noted in the preceding section, we group the data
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into batches which coincided with venting the spectroscopy vacuum chamber to atmosphere. The

first batch of data is comprised of dates from 7/09-7/24 (flat and a 5 m), the second 9/30 and 10/02

(flat and 5 m), and the third 11/02-12/03 (5 m and a 10 m). The batching is primarily used to apply

the proper electric field shifts as determined by the in situ field characterization.

6.1 ac-Stark Shift Extrapolations

The spectroscopy laser frequency is set by the beat frequency between the comb and

Ti:Sapphire. To scan over the 2S1/2-8D5/2 resonance we adjusted the beat frequency. The phase-

lock between the comb and Ti:Sapphire is further described in Chapter 2. Beat frequencies between

the comb and Ti:Sapphire and the comb and 972 ECDL are set by a direct digital synthesizer

(DDS), which is externally controlled. The approximate location of the transition is found, and a

set of 25 frequency points around this resonance center is generated. A scan range is selected (1.5

MHz in laser frequency), and the set of 25 frequency points are randomly sequenced for each scan

of the line since randomization of the frequency sequencing mitigates the effect potential drifts

during the scans. At the beginning of each scan, that is one set of 25 frequency points, the 243

nm laser beat frequency is adjusted off-resonance to measure the background count rate caused by

photoelectrons generated from the 243 nm light. Then, the scan proper begins.

For each frequency point in the set, the total number of metastable atoms incident upon our

detector, the pressure of the hydrogen gas discharge, the 243 nm and 778 nm cavity transmission

diode voltages, and the temperature of the cryogenic nozzle during the 1 s gate time are simultane-

ously monitored and recorded. The photodiode signal’s average and variance are recorded for each

1 s gating. After each 1 s gate, the comb-Ti:Sapphire beat note is changed to another frequency in

the sequence, with a dead time of 200 ms before starting the 1 s metastable counting gate to allow

the locks to settle. The 200 ms dead time is also applied for the background count rate check.

During scans, the frequency comb is self-referenced by f0 locking and is also phase-locked

to the ultra-stable laser and cavity system. The repetition rate of the comb is separately recorded

by another program not associated with the line scanning routine, and the repetition rate of the
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comb is typically measured in 100 s gate times. The drift of the frequency comb repetition rate is

insignificant over 100 s, so corrections to the repetition rate over the 100 s gate time are unneces-

sary. Both routines apply timestamps for each recorded gate so that the absolute frequency of the

spectroscopy participating lasers may be determined and so that cycle slips of the comb may be

removed from our data set.

We have found from the numeric model that the nonlinearity of the ac-Stark shift from the

metastable spatial distribution is large enough that it cannot be neglected. While linear extrapo-

lations benefit from sampling a large range of intensities, nonlinear extrapolations require it. The

reason is not so mysterious; while the nonlinearity is not negligible, it is still much smaller than

the linear effect.

As indicated in Chapter 2.2, the power inside of the 778 nm enhancement cavity is set by way

of a half-wave plate and a polarizing beamsplitter before the cavity. Making an absolute power

measurement, and more so an absolute intensity measurement, is not trivial. However, a relative

intensity measurement is straightforward – the relative intensity in the optical cavity is given by

the voltage as read by 778 transmission photodiode. We have tested and verified the linearity of

our photodetector. We typically discuss the range of intensities as seen by the atoms in terms of

the metastable destruction fraction.

A typical days extrapolation samples “dip sizes" ranging from 15%-60% metastable destruction

probability (for clarity, a 15% destruction probability means the metastable count rate would be

decreased by 15% when the spectroscopy light is on resonance). While we do not explicitly rely

on this information for the ac-extrapolation, this corresponds to a power range of ∼ 10-50 W of

778 nm power in the cavity. While generating an extrapolation for the day, the probe light intensity

is alternated between high and low, though not in a particular sequence between days, to also

help mitigate any potential drifts or other long-term effects. The number of intensities probed

each day varies, but typically > 10 intensities constitute each day’s extrapolation, with frequent

resampling of the same intensities throughout the day. Each day of data was acquired over the
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course of 4-7 hours. Because the signal-to-noise ratio is greater for a 60% dip than for a 15% dip,

we correspondingly have more scans at low probe power than at large probe powers.

For each day of data, the logged repetition rate is used to turn each beat frequency between the

spectroscopy laser and the comb into an absolute frequency. Each frequency point during a scan

has an associated time-stamp so we can apply a time-dependent correction to that beat frequency.

This is done by generating an interpolation function of the logged repetition rate. The repetition

rate interpolation is generated by first removing lock breaks and cycle slips from the repetition rate

data. Lock breaks of the repetition rate breaks all the locks during data acquisition, so there is no

issue of potentially free-running spectroscopy laser frequencies during scans. The rep rate data is

then low-passed with a time constant of 1000 s to reduce the point-to-point scatter and to generate

a smooth interpolating function. The repetition rate is logged on two different frequency counters,

and the typical mean offset between the two generated interpolation functions is on the order of

10−13 or smaller. We have also found that our extrapolated resonance frequencies are insensitive

to this low-pass time constant. For more information on the absolute frequency metrology, see

section 6.4.3.

Before fitting each scan with our four-parameter fit function Eq. (4.39), we first remove

lock breaks and 243 nm cycle slips, which manifest as far statistical outliers, from the data set.

Metastable count rates during a scan are normalized by the 243 nm build up voltage squared, and

the far-off resonant metastable normalized count is set to unity. 243 nm cavity lock breaks, where

the cavity transmission photodiode voltage drops to nearly zero, appear as count rates far above

unity and are removed from the data set. For the 778 nm build up cavity, a similar cut is made

– voltages below a certain threshold are removed as they are indicative of a 778 nm cavity lock

break. Fig 6.1 shows the data (orange) overlaid with 3D fits (blue) alongside the residuals fitted

with a Gaussian below. Both the 3D fit before and after the outlier removal are shown. Lock breaks

and 243 nm cycle slips are apparent on Fig. 6.1 a), manifesting as large spikes on rising above the

surface for lock breaks and below for cycle slips. In a typical day we remove < 5% of data points.
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a) b)

Figure 6.1: 3D fits for outlier detection and the corresponding 3D fit residuals below. a) Before removal of

outliers and b) After removal of outliers

After the initial outlier removal is performed, the scans are to be fit with Eq. (4.39). Scans with

< 20 out of 25 remaining data points are omitted. Additionally, scans with too large of variation

in the 778 nm voltage (σV > 100 mV for a ≈ 5 V scale) are omitted. Each data point in a scan is

weighted by the estimated shot noise for that point. In Fig 6.2, we show two examples of a single

line scan and its fit. The typical individual line fit has a χ2
k > 1 ( χ2

k ≈ 1.5) assuming only shot

noise, but this is expected as some technical noise also contributes. The source of this additional

technical noise is dominantly variations in the atomic beam flux, which also manifests as scatter in

the metastable count rate. The error bars on the four fit parameters are then scaled up to bring the

reduced χ2 to unity on any given single scan to accommodate the contribution of extra technical

noise since beam flux is not associated with any shift. Possible density shifts are negligible as

we discuss later. Each νc is recorded as a function of 778 nm build up voltage. This data is fit

to a cubic function of the form: νc = ν0 + aV + bV 3 to extrapolate to the zero field resonance
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frequency, see section 4.3.2. In this cubic extrapolation, each data point corresponding to the fit νc

of that scan is weighted by the statistical uncertainty of the scan fit, and provides a value ν0 ± σν .

The final uncertainty for the day’s extrapolation, σν , is not scaled in the fitting routine to guarantee

a reduced χ2
k of 1; we typically achieve a χ2

k ≈ .95 in a day’s extrapolation. The χ2
k has a variance

of
√

2/N , and a day’s data set consists of somewhere close to 200 scans, so a χ2
k ≈ .95 in a day’s

worth of data is well-within the expected variance of the estimator.

a) b)

Figure 6.2: Sample individual line scans shown at two different probe powers, x-axis is laser frequency and

relative a) Low probe power, ≈ 17% dip b) High probe power, ≈ 50% dip

As a quick aside on the scaling of the various σi’s to achieve a reduced χ2 of unity. When a

fitting routine is used to fit a function, frequently the routine only considers the relative magnitude

of the weights between the data points when fitting – the absolute magnitudes of the weights are not

considered. For example, if the uncertainty (inverse of the weight) of each data point is uniformly

increased, the routine’s reported fit uncertainty will not be affected. In a sense, the routine is

indicating that the assumed uncertainty is incorrect based on the scatter of the data. In our case,

we know that the weighting of each data point in a scan is not being properly estimated by shot

noise alone, which leads to a reduced χ2 that is too large (the scatter is too large given just shot

noise). Because we know that our measurement is not necessarily shot noise limited, the scaling up

of the νc uncertainty in a scan is acceptable. However in the case of the extrapolation uncertainty,

this scaling is not well justified – the scatter of the data due to technical noise is already taken
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into consideration in the initial fits of the scans. We therefore do not allow for the scaling of

extrapolation uncertainties.

a) b)

α

Figure 6.3: Example of extrapolation data, July 9, 2020. a) Frequency extrapolation data. Note that the

plot is in terms of laser frequency, and zero is relative the previous measurement of the 2S-8D resonance

frequency [5]. While difficult to perceive by eye, the data is fit with a cubic function ν(V ) = a+bV+cV 3. b)

Metastable quenching parameter (α in Eq. 4.39) as a function of photodiode voltage. Fit with a polynomial

of the form α(V ) = aV 2 + bV 3 + cV 4

An example of a frequency extrapolation fit with a cubic function is shown in Fig. 6.3, with

the frequency axis relative to the 2S1/2-8D5/2 resonant laser frequency as reported in [5]. Both

the effective resonance frequency and the dip size are plotted as a function of 778 nm photodiode

voltage. Note that the dip size is of the form e−α, so dip sizes larger than 1 indicate metastable

destruction fractions greater than 1/e.

As a sanity check, we also extract the zero field resonance frequency using the lineshape model

to fit to the extrapolation instead of the analytic cubic function. The density matrix model and the

amplitude model produce results within ∼ 10 Hz of each other, so this sanity check is robust

against model architecture. In fitting with either model, there is an overall voltage to power scaling

and a metastable spatial distribution parameter as free parameters in the fit. The model is used

to fit both the frequency extrapolation as well as the dip size extrapolation, and we find good

agreement between the voltage-to-power scaling and metastable spatial distribution size between

the two model fits. Fortunately, the extrapolated zero field resonance as determined by the cubic
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fit and the model fit are in excellent agreement from day-to-day, typically much less than 1σ. A

side-by-side comparison between the extrapolated resonance frequency as determined by a cubic

fit vs using the numeric model directly is shown in Fig. 6.4. A typical σν for a day’s extrapolation

is on the order of 5 kHz, which some as low as 2 kHz and others as large as 8 kHz. We have found

that for extrapolations to be sensible, we require a range of > 200 kHz (atomic) in the ac-Stark

shift within a given day. On a day-to-day basis, the numeric model estimates a metastable spatial

distribution parameter between 500-700 µm, which is in good agreement with the estimate from

our geometric considerations. Days that sample an insufficient range of intensities, aside from

being relatively unusable in the frequency extrapolation, also result in nonphysical estimates of

metastable spatial distribution parameter when fit directly with the numeric model, e.g. 50-150

µm, which is impossible given our geometry. From this data set, we calculate a mean frequency of

770649561574.90± 1.20 kHz, where the weighting for a particular day is given by 1/σ2
i .

Figure 6.4: Side by side comparison of extrapolated νc from the cubic fit and using the numeric model

directly. Black: Cubic extrapolation. Red: Numeric model extrapolation. Values displayed are dc-Stark

shift corrected
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The dip size fraction is either fit with the model or with a polynomial, but mostly it serves

as a check for issues with that day’s data. For example, nozzle freezing is particularly noticeable

on the dip size extrapolation if it occurs; the scatter in the dip size increases. This increased

scatter is due to the increased variation in the velocity, but this does not strongly couple to the

measured frequency of the line. In addition, we extrapolate the width of the transition as a function

of photodiode voltage. The linewidth is fit with a quadratic function, γ = γ0 + aγV
2, and the

extracted γ0 provides a good estimate of the linewidth of the transition.

6.2 dc-Stark Shift Mitigation and Characterization

The other primary systematic in our measurement is the the shifts and distortions induced

by stray dc-electric fields. We have employed a few strategies to mitigate the presence of stray

electric fields. The entire 2S-8D spectroscopy is performed in a Faraday cage to shield from

potential stray field originating from nearby electronics and wires in the vacuum chamber. We

also apply a colloidal graphite coating to all surfaces near the spectroscopic volume [179]; the

Faraday cage, magnetic shields, and detector grids facing the spectroscopic volume (essentially

everything within the Faraday cage) are all coated. This colloidal graphite coating homogenizes

the wall surfaces, reducing the presence of contact potentials. Furthermore, this graphite coating

also has the effect of reducing patch charge build up, and is employed in other precision hydrogen

measurements [23, 29, 45]. We have chosen to avoid using more active approaches to mitigating

stray fields using electrodes for simplicity.

The dc-Stark shift dominantly affects the 8D manifold by mixing the 8D5/2 states with the

nearby 8F5/2 state, whose hyperfine centroids are only separated by 103 kHz. This mixing both

shifts the line and distorts the resultant lineshape. Higher lying n-manifolds exhibit relatively

smaller hyperfine splittings and linewidths. These two effects, the increased degeneracy and the

narrower linewidths, in addition to the larger dipole matrix elements, make these higher lying n

states much more sensitive to stray fields (see Fig. 6.5 as compared to Fig. 5.4). For instance,

the 12D5/2 line has a natural linewidth of 172 kHZ and is only separated by 30.7 kHz from the

137



Detuning (MHz) Detuning (MHz)

E
x
c
i
t
a
t
i
o
n
 
P
r
o
b

E
x
c
i
t
a
t
i
o
n
 
P
r
o
b

a) b)

Figure 6.5: 2S1/2-12D5/2 modeled lineshape in perpendicular electric fields. a) 3 mV/cm field b) 6mV/cm

field

12F5/2 line, making distortions of the 2S1/2-12D5/2 much more noticeable for the same stray field

as compared to the 2S1/2-8D5/2 transition. Additionally, investigation of Fig. (5.2) indicates that

the 8D3/2 and 8D5/2 split in opposite directions, the 12D lines exhibit a similar but stronger effect.

This provides an attractive option for quantifying stray electric fields: measure both 12D lineshapes

and the relative splitting of these lines [45]. This also provides a consistency test for quantifying

field strengths with the numeric model.

Spectroscopy of the 2S-12D lines was performed periodically during the measurement of the

2S-8D line. The primary difference in the two measurements is that we more densely sample the

2S-12D lines during scans (35 frequency points per scan instead of 25) to improve the resolution

to potential line distortions. The distortion is dependent on the relative orientation of the stray

electric field to the polarization of the excitation field, see section 5.2.2. Therefore, we also varied

the excitation field polarization (vertical, horizontal, and ±45◦) for sets of scans on the 12D lines

to determine the orientation of the stray field. We have found that the measured lineshapes of the

12D transitions are insensitive to the polarization state of the excitation light field, indicating that

the orientation of the stray field is largely parallel to the atomic beam and therefore perpendicular

to the light polarization. Fig. 6.6 a) shows 12D5/2 lineshape averaged over many scans (Aug 14,

vertical polarization), the distortion indicating the presence of dc-fields. We have fit this scan with

our lineshape model with a parallel field magnitude of 3± .5 mV/cm and an additional Lorentzian
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broadening of 50 kHz, which was likely due to pressure broadening (see section 6.4.2). This

extra broadening is included by convolving the modeled lineshapes with a Lorentzian function

of appropriate width. Measurements of the 12D3/2 line collected within the same batch of data

collection also are well matched by assuming a 3 mV/cm field.

a) b)

Figure 6.6: a) An example 12D5/2 line fit model, electric field magnitude 3 mV/cm with 50 kHz of

Lorentzian broadening. b) 2S-8D line example fit with our standard fit function (red) and the electric fields

model (black). The distortion of the line quantifies the magnitude of the electric field.

The dc-fields in the spectroscopic volume are not guaranteed to be constant in the 6 month long

data acquisition of the 2S1/2-8D5/2 transition, we therefore do not assume that the field strength

found in the periodic 12D scans is valid for all of our data. We have found that the electric fields

are stable from day-to-day if the spectroscopy chamber remains under vacuum. Data on the 2S1/2-

8D5/2 transition was collected in three batches: one in July, September, and November. During

these three time periods, we assume that the fields are constant. We estimate the electric field

strength for each day of 2S1/2-8D5/2 data by fitting an averaged lineshape from that day with

the numeric model. The averaged line consists of many scans in a similar voltage range, usually

chosen in the 15%-30% metastable quenching fraction range. To create a fit, the numeric model

generates a large set of lineshapes under a spread of light intensities, electric fields, and additional

broadening. An interpolating function for this modeled data set is created, and the day’s data is fit

to that interpolating function to provide an estimate of the electric field. Fig. 6.6 b) provides an

example of an averaged scan fit to the electric field model. The red line is the standard line fitting
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function (red), and the slight distortion near the peak is better captured by the model fit (black). In

a single scan, this distortion is not visible due to the noise, but does appear when several scans are

averaged. The electric field determined for each day is shown in Fig. 6.7 with the corresponding

batch averages overlaid. The batch average electric fields are 3.68 ± 0.32 mV/cm, 6.41 ± 0.35

mV/cm, and 5.72 ± 0.26 mV/cm for the July, September, and November batches respectively

(blue, red, green respectively). These fields correspond to shifts of +1.92± 0.32 kHz, 5.45± 0.54

kHz, and 4.43± 0.37 kHz respectively.

Figure 6.7: In situ measurement of electric fields for each measurement day with batch means and statis-

tical variances overlaid. Blue - July, Red - September, Green - November. Electric field is assumed to be

perpendicular to the light field.

6.3 Correcting extrapolated frequencies for the dc-Stark effect

For each day’s extrapolation, we extract the zero-field resonance frequency, electric field mag-

nitude, and their statistical uncertainties. The zero-field resonance frequency and electric field

magnitude are weighted by wν,i = 1/σ2
ν,i and we,i = 1/σ2

e,i respectively. The mean electric field

magnitude for each batch of data, which will be referred to as July, September and November

140



batches accordingly, is calculated. An electric field shift is applied to the July, September, and

November batch according to that batch’s mean field. The small correction due to the dc-Stark

effect and the ac-extrapolation cross-talk is also included according to the size of the electric field

for each batch. The now corrected zero-field resonance frequencies statistical mean, ν̄, and vari-

ance, σ̄ν , is calculated. The variance of the mean frequency is given by σ̄ν = (
√

∑

1/σ2
ν,i)

−1. In

Fig. 6.8, we show the dc-Stark corrected extrapolated resonance frequencies in our data set with

the mean statistical uncertainty overlaid. The frequency is reported relative to the 2S1/2-8D5/2

atomic resonance frequency as given by [5].

Figure 6.8: Stark corrected extrapolated resonance frequencies. Mean statistical uncertainty overlaid, 1.2

kHz.

The scatter and mean of the electric-field-corrected extrapolated frequencies, ν̄ = −12.98 ±

1.20 kHz, are in excellent agreement with statistical fluctuations. The reduced χ2
k of the data set

is 1.05, and given that the variance of the χ2 distribution is on the order of σχ2 ∼
√

2/N , there is

no evidence of an uncontrolled varying and significant systematic. The accuracy of our statistical

uncertainty has been further supported with bootstrap Monte-Carlo methods. By generating 106

new data sets from randomly sampling our original data set, bootstrapping indicates a statistical
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variance of 1.185 kHz is expected, with a negligibly shifted mean. A similar analysis has been per-

formed on the numeric model fit extrapolations, with a reduced χ2 of .86 and a bootstrap estimated

variance of 1.38 kHz, indicating that the model statistical error may be slightly overestimated.

As indicated, electric field corrections are applied in batches instead of applying a correction

to each day based off of its measured field individually. For the July batch, this is particularly

important as that batch exhibits the smallest line distortions (smallest field), causing some variance

in the field estimates. The measured values of the electric field are 3.68±0.32 mV/cm, 6.41±0.35

mV/cm, and 5.72± 0.26 mV/cm for the July, September, and November batches corresponding to

to shifts of +1.92 ± 0.32 kHz, 5.45 ± 0.54 kHz, and 4.43 ± 0.37 kHz respectively. The weighted

dc-Stark shift is -3.54 kHz with an uncertainty of ±0.37 kHz, with the weighting factors given by

the statistical contribution of the batches to the mean resonance frequency.

The error quoted above assumes a perpendicular field to the spectroscopy laser. As mentioned

in Chapter 5.2.2, the dc-Stark shift and distortion are both dependent on the relative orientations

of the dc- and ac-fields. We have found that the stray dc-field must largely be perpendicular to

the light field by varying the polarization of the excitation light during 2S-8D and 2S-12D spec-

troscopy and observing the distortion. However, we cannot totally exclude the possibility of a small

component of the dc-field pointing parallel to the spectroscopy laser polarization. To account for

this possibility, we have also fit our data with the numeric model assuming a dc-field orientation up

to an angle of 35◦ from perpendicular to the light-field. By varying the dc-field orientation through

this range in the data analysis, the weighted dc-Stark shift can vary by 0.52 kHz. Therefore, we

include an uncertainty due to the potential variation in the electric field orientation of 0.52 kHz.

Similarly, there are small model corrections due to the cross-talk of the two Stark effects, as

discussed in Chapter 5.3.2. Table 5.4 gives the cross-talk shift for the three average dc-fields,

which are applied to each batch of data accordingly. The contribution of this cross-talk results in a

weighted shift of 0.41 kHz and we assign the full 0.41 kHz shift as the corresponding uncertainty.

The systematic shifts associated with the cross-talk effect, the possibility of non-perpendicular

fields, and the statistical variance of the dc-field correction are correlated, so we add their uncer-
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tainties linearly. Therefore, we find a weighted dc-Stark shift of −3.95 ± 1.28 kHz (including

cross-talk).

To summarize, the ac-extrapolations alone give a centroid value of 770649561574.90 ± 1.20

kHz and the dc-Stark effect amounts to a correction of −3.95±1.28 kHz to this extrapolated value.

These two effects are correlated and therefore the uncertainties cannot be added in quadrature only

– the correlation between them must be considered as discussed in Chapter 5.3.2 [178]. If the

two effects are added in quadrature alone, the combined uncertainty of the two Stark effects is 1.75

kHz. When the correlation between the effects is included, the total uncertainty is increased to 1.82

kHz. This gives a dc-Stark corrected 2S1/2-8D5/2 centroid frequency of 770649561570.95± 1.82.

This value is subject to minor corrections due to other potential systematics, for example: residual

magnetic fields, offsets in the frequency calibration, pressure-induced shifts, and the second-order

Doppler shift.

6.4 Minor Systematics

In this section, we discuss several minor systematics in the measurement. These systematics

amount to small corrections – all of them together shift our result less than a kHz.

6.4.1 Residual Magnetic Fields

Static magnetic fields can split atomic lines via the Zeeman effect, the magnetic analogue of

the Stark effect [180]. Similar to the Stark effect, the Zeeman effect also played a significant role in

the development of early quantum theory, and we will explore the pertinent details of the Zeeman

effect to our measurement.

Analogously to the Stark effect, the interaction energy between a magnetic dipole and an ex-

ternal magnetic field is given by

Um = −~µm · ~B. (6.1)

The magnetic moment of the atom, ~µm, is the result of the total angular momentum of the atom.

The total magnetic moment of the hydrogen atom may written as
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~µm = gL
e

2me

~L+ gs
e

2me

~S − gI
e

2mp

~I, (6.2)

where e is the elementary charge, me the mass of the electron, mp the mass of the proton, ~L, ~S,

~I are orbital, electron spin, nuclear spin angular momentum, and gi’s are the corresponding g-

factors for each angular momenta. A very well known and important result is that while gL = 1

in accordance with classical theory, gS = 2(1 + 1
2π
α + O(α2) + ...) ≈ 2.0023 and is a expressly

quantum mechanical result, with the corrections in a power series of α are Q.E.D. corrections to

the Dirac result of gS = 2 [181, 182]. In stark contrast to perturbations due to electric fields (pun

intended), hydrogen atoms experience energy shifts due to external magnetic fields in first-order

perturbation theory. The shift due to a magnetic field oriented along the z-axis is

∆E1 = −〈ψ| ~µ · ~B |ψ〉 = 1

h̄
gFµBmFB, (6.3)

where gF is the Lande g-factor for the total angular momentum ~F and mF is the corresponding

magnetic sublevel. Note that either ~F or ~J may be a better choice of quantum number depending

on the magnitude of the external field – if hyperfine interactions are larger than the Zeeman level

shifts ~F is a good quantum number. If the applied magnetic field corresponds to larger interaction

energy than the hyperfine interactions, then ~J is a better quantum number and gF → gJ in Eq. (6.3).

2S-8D in a magnetic field

In the absence of circularly polarized light about the orientation of the magnetic field, only the

mF = 0,±1 for the 2S and 8D states participate in the spectroscopy due to the two-photon selec-

tion rule that ∆mF = 0 and the fact that the 2SF=1
1/2 is preferentially populated in the metastable

excitation. The upper limit for the magnetic field shifts occurs when the magnetic field is parallel

with the light excitation field (that is, about the z axis). In that case, let us qualitatively apply

Eq. (6.3) to our system. In the case of linearly polarized light (π transitions), the mF = 0 states do

not shift and the mF = ±1 states shift symmetrically about mF = 0. The participating 2S and 8D

both shift, as the gF factor is different for the different magnetic sublevels. In this case, there is no
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associated shift due to the Zeeman effect, only a broadening of the line occurs. Therefore, only in

the case of some circularly polarized light (σ transitions, ∆mF = ±2) can a shift occur.

We can quickly estimate the shift of the 8D5/2. The zero-order estimation of shifts for totally

circular polarized light in a magnetic flux density B is ∆E ≈ 2 e
2me

B as gF is on the order of 1,

which evaluates to δν/B ≈ 3 MHz/Gauss. The Earth’s magnetic field is about 250 mGauss, so

a totally unmitigated field could broaden the 2S-8D line by 750 kHz. As an aside, the original

2S-8D5/2 lines were recovered with no magnetic shielding or trimming. The recovered lines had a

width of about 1.2 MHz, which is in quite good agreement with this estimate of 3 MHz/Gauss. Of

course, the value of 3 MHz/Gauss corresponded to a shift when using totally circularly polarized

light. However, the broadening similarly goes as ∆γ ∼ 1
h
(∆E(mF = 1) − ∆E(mF = −1)) ≈

2µBB.

2S1/2

8D5/2

F=1

F=0

F=3
F=2

F=3
F=2

F=1

F=0
2S1/2

8D5/2

a) b)

Figure 6.9: Level structure of the 2S-8D transition a) No external magnetic field b) small external field

applied. Red lines correspond to σ+ transitions and black lines are π transitions

Mitigation of Residual Magnetic Fields

There are two commonly employed methods to reduce the effect of Earth’s field: field trimming

with, e.g., a Helmholtz Coil, or using magnetic shielding. Magnetic shields are composed of a high

permeability metal, typically mu-metal. The naive expectation of magnetic fields blocking external

fields is incorrect. Instead, the high permeability metal draws the magnetic field lines towards their

surface. While this leaves the total magnetic flux the same, the distribution of field lines is greatly
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affected. We have opted to use magnetic shields instead of the more "active" approach using

trimming coils.

To calculate the attenuation for the magnetic shields, we used Radia, a free-to-use program

written for Mathematica [183]. The dimensions, thickness, and relative geometry of our magnetic

shields were modeled in Radia using Earth’s field as the applied field. Finite element analysis

requires careful variation of the meshing and relaxation steps to test for convergence if a highly

accurate result is desired. Estimations from Radia for our particular shield configuration estimated

an overall field attenuation of about a factor of about 1000. From our estimate in the preceding

subsection, an magnetic field attenuation of 1000 corresponds to a ∼ 700 Hz shift when using

totally circularly polarized light.

Characterization of Magnetic Field Shifts

In order to quantify the potential magnetic field shifts with the magnetic shielding in place,

we have performed 2S-8D spectroscopy with σ+ and σ− light of similar intensity. The frequency

difference between these two lines sets twice the maximal field shift possible. The maximal shift

possible, combined with information of the relative polarization purity of our spectroscopy light,

allows for a determination of the residual Zeeman shifts in our measurement.

The splitting of the σ+/σ− spectroscopic lines, once the small correction due to the ac-Stark

shift is accounted for, is about 3.7 kHz. This indicates that the maximal potential Zeeman shift,

using totally circularly polarized light, is ±1.85 kHz. This ±1.85 kHz shift is suppressed by the

relative polarization purity of the spectroscopy light. The polarization purity was determined by

measuring the maximum polarization extinction ratio of the 778 nm light after the enhancement

cavity. The maximal polarization extinction ratio is R = 1/100. From this polarization extinction

ratio, we can determine the total fraction of light power that is circular (that is, we can determine

the ellipticity of the polarization). The fraction of power that is circularly polarized, S, is given by:

S =
IR − IL
IR + IL

=
2
√
R

1 +R
≈ .2. (6.4)
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The total population driven to states is proportional to the intensity squared (for two-photon tran-

sitions). We estimate that the shift is then

δνB =
νσ+ − νσ−

2
S2 ≈ 70 Hz. (6.5)

Since we do not know the orientation of the fields or the handedness of the ellipticity, we assigned

no shift due to the magnetic field but apply an uncertainty of 70 Hz. This 70 Hz uncertainty is

far below the current measurement precision. Higher order Zeeman effects are negligible. Ad-

ditionally, we can estimate the magnitude of the residual field in the spectroscopic volume to be

∼ 1.85/3000 Gauss, or about .6 mGauss.

6.4.2 Pressure Systematics

We have observed in preliminary measurements that the recovered lineshapes of the 8D and

12D transitions are occasionally broader than what our lineshape models predict. In those in-

stances, our modeled lineshapes more closely match our measured lineshapes when we include a

small Lorentzian broadening term, on the order of 25 kHz on the 8D line and 50 kHz on the 12D

lines (the natural linewidths of these transitions are 572 kHz and 172 kHz respectively). The lines

constituting our 2S1/2-8D5/2 spectroscopy spectroscopy data do not exhibit this broadening. This

extra broadening appears to be related to background gas pressure; we found that the extra broad-

ening slowly decreases with the spectroscopy chamber pressure. In this section, we investigate the

possibility of potential pressure related systematics.

Interactions between hydrogen atoms and other gases may affect the resultant spectroscopic

lineshapes [184–186]. The effects due to pressure related systematics are sensitive to the parameter

space involved in the collisions between the perturbing and perturbed (hydrogen atom) gases. A

general collision between gas species 1 (perturbed) and 2 (perturber) is shown in Fig. 6.10. The

interaction time in a collision is roughly ∆t ∼ v/b, where b is the impact parameter of the collision

and v is the relative velocity between the pair of atoms/molecules. Given that the lifetimes of
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transitions of interest in our spectroscopy experiment are all >1 µs, and the collision times are

typically on the order of 1 ns, we may treat the collisions under the impact approximation [187].

b

1

2

Figure 6.10: General collision between species 1 (perturbed) and species 2 (perturber)

A general result in the impact approximation is that collisions impart a random phase shift on

the perturbed atom. The net effect of all the random phase shifts accumulated by the perturbed

atom results in a Lorentzian broadening profile and shifts may also occur. Under the impact ap-

proximation we investigate the possibilities for collisions between hydrogen atoms (mediated by

Van der Waals forces and short lived multipole fields) and collisions between hydrogen atoms and

water molecules (the dominant gas load in vacuum).

Hydrogen-Hydrogen Collisions

While any energy eigenstate of the hydrogen atom does not have an intrinsic electric dipole

moment associated with it, these hydrogen states can exhibit a transient dipole moment via second-

order perturbation theory [188]. These transient dipole moments in hydrogen can induce forces

between hydrogen atoms. During a collision, an energy between the two hydrogen atoms may be

assigned due to the transient dipole-dipole interaction.

To estimate the effect of atomic hydrogen-hydrogen collisions, we can investigate the Van der

Waals interaction between a pair of hydrogen atoms. The Van der Waals Hamiltonian may be

written

HV =
e2

4πǫ0

x1x2 + y1y2 − 2z1z2
R3

, (6.6)
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whereR is the mean interatomic distance and the xj, yj, zj are the electron spatial coordinates with

respect to the atomic center for atom j. Since any given state of atomic hydrogen has no intrinsic

dipole moment (as mentioned), there are no first order shifts, and the energy shift due to the Van

der Waals interaction is given by

∆EV (n) =
∑

m,m 6=n

|〈n|HV |m〉 |2
En − Em

=
C6

R6
, (6.7)

with |n〉 = |n1〉 ⊗ |n2〉 being a product state of atom 1 and atom 2. The phase shift imparted in a

collision with relative velocity v and impact parameter b in this way is given by:

φ(b, v) =
1

h̄

∫ ∞

−∞
(∆Ee(

√
b2 + v2t2)−∆Eg(

√
b2 + v2t2))dt. (6.8)

Resultant frequency shifts and broadening associated with these phase shifts are calculated as:

∆ω(v) = N v

∫ ∞

0

(2πb)sin(φ(b, v))db (6.9)

and

∆γ(v) = N v

∫ ∞

0

(2πb)(1− cos(φ(b, v)))db, (6.10)

where N is the number density of the perturbing species [189]. It should be noted that these

shifts and broadening terms apply for collisions that occur at velocity v, and in general the velocity

distribution of the collisions must be taken into account.

We do not expect significant hydrogen-hydrogen interactions to be prominent. For instance, in

the recent 2S-4P measurement performed at Garching, hydrogen-hydrogen interactions constituted

shifts on the order of ∼10 Hz for hydrogen densities of 2× 1015 atoms/m3 [29]. The estimated 10

Hz Van der Waals shift was dominated by the perturbation of the 4P state due to nearby 1S atoms.

In our experiment, we estimate that our atomic hydrogen density in the beam is 1013 atoms/m3,

and therefore believe hydrogen-hydrogen Van der Waals interactions are negligible at the current
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level of precision. As an aside, we have also performed spectroscopy on the 2S1/2-8D5/2 line while

varying the hydrogen pressure and found no effect.

There is also the possibility of coherent interactions between hydrogen atoms in mixed states

within the spectroscopy excitation volume, and was perhaps prominent in a Ramsey measurement

of Rydberg circular states in hydrogen (n = 27 → 28 and n = 29 → 30, l = |n−1|) [190]. In that

measurement, the shift introduced by this systematic was found to be at the ≈ 10 kHz level, albeit

with significant uncertainty. The mechanism of this interaction is relatively straightforward; the

beam of Rydberg hydrogen atoms can be treated as a distribution of rotating dipoles, modifying

the resonance frequency of the transition via the Stark effect. The size of the shift was estimated

by comparing the resonance frequency extracted in high-density beam measurements and low-

density beam measurements. In their experiment, they estimate a maximum circular atom density

of 105/cm3 with a corresponding electric field amplitude of ≈ 2 × 10−5 V/m (see section 6.5.1

in [190]).

In our situation, the hydrogen atoms in the state |ψ〉 = 1√
2
(|2S〉 + |8D〉 do not have a dipole

moment, and instead have a quadrupole moment which in principle can perturb other nearby atoms.

There is also the possibility of short lived 1√
2
(|2P 〉+ |8D〉) atoms which do have a dipole moment.

The density of 1√
2
(|2S〉+ |8D〉 mixed state atoms in our experiment is at most 1000/cm3, giving a

mean interatomic distance of ∼ 5× 10−4 m. The magnitude of a quadrupole field generated from

a 1√
2
(|2S〉+ |8D〉 at this distance is E ∼ 10−18 V/m, which indicates this effect is negligible. The

1√
2
(|2P 〉 + |8D〉) states will be very short lived as the lifetime of the |2P 〉 state is ≈ 1.6 ns. We

can expect the density of the atoms in this state is scaled by (γ8d/γ2p), which results in a density

reduction of 100. Since the corresponding dipole moment for the 1√
2
(|2P 〉 + |8D〉) is 1000 times

smaller than the Rydberg states considered in [190] and our density is about 104 times smaller, this

effect is negligible in our measurement.

Hydrogen-Water Collisions

Besides hydrogen atoms, the dominant background gas we expect to participate in collisions

is water. The outgassing of water from the internal surfaces is well-known to be a large portion of
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the gas loads in vacuum chambers. Furthermore, unlike atoms and the rest of gases constituting

air (N2, O2, CO2, Ar), the water molecule has an intrinsic dipole moment. This dipole moment of

water is about 1.8 Debye (0.72 ea0) [191], and in a collision with a water molecule, a hydrogen

atom sees a rapidly varying electric field. This time-dependent electric field can drive transitions

in the hydrogen atom. These population dynamics can both quench states (effectively changing

the lifetime of those states, causing a broadening) and impart phase shifts to the hydrogen atom.

The interaction potential between the hydrogen atom and the dipole is given as

V (t) = −~Ew(t, b) · ~µH , (6.11)

where Ew is the external electric field due to a water molecule and µH is electric dipole moment of

the atom, ~µH = e(xx̂ + yŷ + zẑ). For simplicity in the following estimate, we may consider the

dipole moment of water to be oriented along the ẑ direction and the separation between the water

molecule and hydrogen atom to be along the x− y plane (trajectories along different paths do not

substantially change the result). Thus, the electric field due to the water molecule as seen by the

hydrogen atom can be written as

~Ew(t, b) =
0.72ea0
4πǫ0

ẑ

(b2 + v2t2)3/2
, (6.12)

where b is the impact parameter of the collision, and v is the relative velocity between the molecule

and atom (noting that the dipole field goes as E ∼ 1/R3). We first wish to estimate the quenching

of the 8D state due to a collision with a water molecule – i.e. the rate of population being driven

out of the 8D state.

We can estimate the population amplitude driven from the 8D state to another state (nL) in a

collision via first-order perturbation theory,

cnL(b) ≈ − i

h̄

∫ ∞

−∞
〈nL|V (t′, b) |8D〉 eiωt′dt′, (6.13)
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with h̄ω the energy splitting between the states. We expect the electric field given by Eq. (6.12) to

be valid when there are not too many other water molecules around (which should quickly average

to zero given enough water molecules). For water molecule number densities of N ∼ 1016/m3,

pressures of 10−7 − 10−6 Torr, this distance of validity is a = ( 3
4πN )1/3, which is about 40000 a0

– a couple of microns. This sets a maximal collisional interaction time of ∆t < 5 ns. Inspection

of Eq. (6.13) indicates that only states where ω∆t < 1 will have much amplitude driven by the

collision. In that case, we are limited to dipole-allowed transitions in the 8D manifold (8P and 8F).

Therefore, the population in the 8D state after a collision with impact parameter b can be estimated

as

ρ8D(b) = 1− |c8P (s)|2−|c8F (b)|2≈ 1− 4

v2h̄2

(

.72e2a20
4πǫ0

)2

(452 + 482)
1

b4
, (6.14)

where we have explicitly evaluated the integrals in Eq. (6.13). There exists a bc where ρ8D(bc) = 0,

that is, the 8D state is totally quenched. The zeroth order estimation of the quench rate due to these

collisions is then

Γ ≈ πN v

∫ bc

0

b db. (6.15)

Clearly, some population is also quenched for collisions b > bc, and therefore we estimate the

quench rate due to collisions as

Γ ≈ πN v

∫ bc

0

b db+ 2πN v

∫ a

bc

b(1− ρ8D(b))db, (6.16)

which estimates a quench rate (broadening) of 50 kHz.

We have also employed Monte Carlo simulation of the collisions between hydrogen and water

molecules to accurately model the net effect of velocity distributions and the many possible tra-

jectories during the collision with collaborators at the Russian Quantum Center in Moscow [192].

A collision trajectory (relative velocity, impact parameter, orientation) is randomly chosen, then

Schrödinger’s equation including the relevant states and perturbing Hamiltonian is numerically

integrated for that collision. We may make a few qualitative predictions for the results of this

simulation. It is expected that these collisions dominantly broaden the line by quenching, and the
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collisions will not typically impart large phase shifts without simultaneously strongly quenching

the atom. Some simple arguments can be made to support this. The frequency content of the

collisional electric field is determined by the inverse of the collision duration, which amounts to

∼ 1 GHz for the most probable collisions. The relative splittings of the n = 8 states that can be

coupled by the collisions are all much less than a GHz. This means that, during a collision, the

relative phase difference accumulated between the 8D state and one of the nearby states (e.g. 8F)

is very small. States outside of the n = 8 manifold do accumulate a large phase difference relative

to the 8D state in this time frame, but do not participate strongly in the collision, as Eq. (6.13)

indicates. This leaves collisions which are “resonant" with a nearby state (that is the inverse of the

collision duration is comparable to an energy splitting) as the source of appreciable phase shifts.

Since it is unlikely that there are many collisions slow enough to be nearly resonant as determined

by a typical thermal velocity distribution, it is unlikely that substantial phase shifts on the 8D state

are accumulated. The net phase shifts potentially accumulated are made even smaller by the fact

that the 8D state has states both above and below it, which accumulate oppositely signed phase

shifts. We therefore can expect that the potential line shift due to collisions (from accumulated

phase shifts) will be much smaller than the broadening of the line due to the collisions.
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Figure 6.11: Collisional cross sections for broadening (black) and shifts (red)
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In Fig. 6.11, we display the cross sections calculated by the Monte Carlo simulation for the

broadening and shifts as a function of relative velocity, black and red respectively, on the 8D5/2

state. The cross sectional shifts are much smaller than the broadening, as we anticipated from

our qualitative Fourier arguments. We can calculate the net shift and broadening from these cross

sections using Eqs. (6.9-6.10), noting that the integral terms are the cross sections given by the

Monte Carlo, and integrating over the collisional velocity distribution. These are given by

∆ω = N
∫

vσω(v)ρ(v)dv (6.17)

and

∆γ = N
∫

vσγ(v)ρ(v)dv. (6.18)

Which amount to close 16 GHz/Torr broadening and a 3 MHz/Torr shift on the 8D line and 37

GHz/Torr broadening, 3 MHz/Torr shift on the 12D. Note that the shift has a fractional uncertainty

of about 50%, but the shift is orders of magnitude below the broadening. Therefore, while we

have seen evidence of pressure broadening on our lines, there are negligibly small shifts associated

with them; 50 kHz of broadening corresponds to a ∼ 10 Hz shift. Including the Van der Waals

interaction between hydrogen atoms in the Monte Carlo simulations show negligible effect. We

therefore assign no shift for Van der Waals interactions.

6.4.3 Frequency Calibration

As described in Chapter 3, the optical frequency comb plays the pivotal role in converting the

large optical frequencies in the spectroscopy into RF frequencies which can be counted electron-

ically. This alone only provides a precise relative frequency determination however, and a time

standard must be referenced to provide an absolute frequency determination [94]. In the following

section, we describe the frequency metrology subsystem in the 2S-8D experiment, and investigate

potential systematics associated with our frequency calibration.
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Figure 6.12: The frequency metrology subsystem. USC: ultra-stable cavity, DDS: direct-digital synthesizer,

972 ECDL: 972 nm external-cavity diode laser, GPS: Global positioning system timebase corrections

A GPS-trained, Rb-oscillator provides our absolute frequency reference – Stanford Research

Systems, FS740. The FS740 has 10 MHz outputs to reference electronics, and also functions as

a frequency counter. The frequency comb is self-referenced, and is also stabilized indirectly to

the ultra-stable cavity via a coherent phase-lock to the stable 1554 nm laser. By counting the

repetition rate of the comb, and setting the f0 degree of freedom, we can determine the absolute

frequency of any of comb tooth. Similarly, the spectroscopy laser and the metastable excitation

laser are coherently phase-locked to the comb. The beat frequencies between the comb and the

other laser systems are set by a direct-digital synthesizer, which is also referenced to one of the 10

MHz outputs of the Rb-timebase.

The frequencies of the beat notes with the comb can be converted into absolute atomic frequen-

cies via

ν1S−2S = 8(nfr + f0 + f 972
beat) (6.19)

for the 972 nm laser system and

155



ν2S−8D = 2(mfr + 2f0 + f 778
beat) (6.20)

for the 778 nm laser system. Throughout the day, fr is counted by both the Rb-timebase and a

Hewlett-Packard 83131A counter in 100 s gate times. The offset frequencies recorded in the scan

are then converted into absolute frequencies by the applying corrections from the fr data. Before

applying corrections, repetition rate phase-lock breaks are detected and removed and the fr data is

low-passed as the point-to-point scatter is expected from the manufacturer specified Rb-timebase

Allan deviation and is not likely due laser frequency excursions. An interpolation function for

Figure 6.13: Example of fr data collected in a day with an offset subtracted. The individual fr measure-

ments are displayed in black and the low-passed data is in red (low-pass corner of ≈ 1 mHz)

the low-passed fr data generates an fr(t) function that applies a time-dependent correction to the

recorded spectroscopy beat frequencies, as each frequency point in a line scan is also timestamped.

The extrapolated frequencies in a day are insensitive to this low-pass corner. A typical days worth

of data gives about 5000-20000 s of fr counting.

Calculation of laser noise shifts

Noise on the laser light exciting a transition can shift, distort, and broaden the lineshape de-

pending on the relative distribution of noise within the optical spectrum. Generically the presence
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of laser noise will broaden the transition in question, but an asymmetric distribution of noise can

induce shifts. We will quickly present how the noise present on a laser may be diagnosed via a

beat note with another stable laser, and then apply that analysis to our 778 nm and 243 nm laser

systems.

The noise on a laser may be diagnosed via investigation of a beat between that laser and a

stable oscillator. Here we quickly derive the relation between the measured noise properties of

that beat note with the noise properties of the laser itself. We make a three basic assumptions

in this treatment: 1) that the noise on the laser is sufficiently small that higher order sidebands

do not participate 2) that the finite noise frequency analysis applied here can be generalized to a

continuous distribution of frequencies 3) All the noise measured on the beat note originates from

the “non-stable" laser. The last assumption indicates that, in general, this procedure will provide

an overestimate of the true noise of the laser in question.

A beat note between two lasers is typically measured by an RF spectrum analyzer, which

reports the electronic power in a signal as a function of frequency. Consider the field of two lasers

given by

E1(t) = E1e
−iω1t−iβ(t), (6.21)

E2(t) = E2e−iω2t, (6.22)

and

β(t) = βsin(Ωt), (6.23)

where ω1,2 are the coherent laser frequencies, and Ω is some modulation frequency on laser 1.

Let us denote ω0 = ω1 − ω2, representing the beat frequency between these two lasers. The β(t)

modulation function will represent the noise on laser 1 due to a single perturbing frequency. The

beat note between these two lasers is

I(t) ∝ |E1 + E2|2= E∗
1E2 + E1E

∗
2 , (6.24)
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where we have dropped the DC terms because they do no contribute further in this analysis. This

can be expanded and givves

I(t) ∝ E1E2(e
−iω1t−iβ(t)eiω2t + eiω1t+iβ(t)e−iω2t). (6.25)

We can then apply the Jacobi-Anger expansion

e−iωt−iβsin(Ωt) =
∞
∑

n=−∞
Jn(β)e

−i(ω+nΩ)t, (6.26)

where Jn is the nth Bessel function of the first kind. In our experiment, that the peak phase excur-

sion caused by our noise source is much less than a radian, and therefore we are justified in only

keeping the first order terms of Eq. (6.26):

e−iωt−iβsin(Ωt) ≈ J0(β)e
−iωt + J1(β)e

−i(ω+Ω)t − J1(β)e
−i(ω−Ω)t (6.27)

Using this series expansion we see right away that phase noise manifests as sidebands to the carrier.

Applying this approximation and making some simplifications we arrive with

I(t) ∝ 2E1E2(J0(β)e
−iω0t + J1(β)e

−i(ω0+Ω)t − J1(β)e
−i(ω0−Ω)t), (6.28)

where ω0 is given by ω1−ω2. This is our time-dependent beat-frequency signal now that would be

detected. Presumably, the detection of this time dependent intensity signal is done by a photodiode,

which provides current proportional to optical power (intensity). The RF spectrum analyzer con-

verts this time dependent signal into a frequency dependent signal, and then measures the power

in each frequency component. In other words, the resultant beat note measured by the spectrum

analyzer is of the form (I(ω))2

(I(ω))2 = k(J2
0 (β)δ(ω − ω0) + J2

1 (β)δ(ω − (ω0 − Ω)) + J2
1 (β)δ(ω − (ω0 + Ω))) (6.29)
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where the cross terms drop out because they contain terms of δ(ω−ω0)δ(ω−(ω0±Ω)), etc. which

are zero everywhere. We are interested in a driving two-photon transition in our spectroscopy. This

is a nonlinear process and is best considered in the time domain. The amplitude of a nonlinear

process is proportional to the electric field squared. The electric field squared is given by

E2
1(t) = E2

1 [J
2
0 (β)e

−i2ω0t + 2J0(β)J1(β)e
−i(2ω0+Ω)t − 2J0(β)J1(β)e

−i(2ω0−Ω)t +O(J1(β)
2)].

(6.30)

Taking the Fourier transform of this result, we find that the new spectral content is at 2ω (as

expected) with sidebands still appearing at ±Ω. The total population driven in a two photon process

will be proportional to the amplitude squared, so the population driven by frequency ω is given by

ρee(ω) = k[δ(ω − 2ω0) + 4
J2
1 (β)

J2
0 (β)

δ(ω − (2ω0 + Ω)) + 4
J2
1 (β)

J2
0 (β)

δ(ω − (2ω0 − Ω))]. (6.31)

So the conversion of an RF beat note to an effective power distribution for a single two-photon

process requires multiplying up the noise in the sidebands by a factor of 4 as compared to the

original RF beatnote. This may be generalized to processes involving multiple nonlinear processes.

For instance, when applied to driving the 1S-2S transition the noise in the beat note measured

between the frequency comb and the 972 ECDL light requires a multiplication of 64.

Phase noise on a laser does not necessarily shift the observed transition frequency in a spec-

troscopy measurement. In general, the recovered atomic resonance will be a convolution of the

atomic response with the laser spectrum. In the case of a highly coherent, monochromatic laser,

the observed resonance will be the convolution of the atomic resonance with a Delta-function –

we recover exactly the atomic resonance. If instead the spectroscopy laser has a non-negligible

linewidth, we will recover a slightly broader line. Only in the case of an asymmetric distribution

of laser power will the recovered resonance be shifted.

We apply our analysis detailed above to quantify potential shifts and line broadening due to

the phase noise distribution on the Ti:Sapphire laser. Fig (6.14) shows the beat note between the

Ti:Sapphire and the frequency comb. Since the 2S-8D is a two photon transition, the noise in this
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Figure 6.14: Ti:Sapphire-Frequency Comb beat note, 3 kHz resolution bandwidth

beat note is multiplied up by four in the excitation. The convolution of this spectral distribution

with our fit function (fixed parameters), in laser frequency, provides a good estimate of the potential

broadening and shifts due to the noise on the Ti:Sapphire laser. We estimate a shift on the order of

5 Hz, with a 10 Hz uncertainty in the shift due to laser noise, and a broadening of 2 kHz, which is

an insignificant contribution at our current level of precision.

The beat note between the frequency comb and the 972 nm ECDL is shown in Fig. (6.15a).

Unlike the 778 nm beatnote, the light at 972 undergoes three nonlinear processes to drive the 1S-2S

transition, and is much more sensitive to the overall noise performance at the fundamental. At the

same time, the 243 nm light is only used to generate the metastable hydrogen, and small shifts and

broadening due to the noise performance of the laser system is not critical to the 2S-8D experiment.

Nevertheless, we investigated the broadening of the 1S-2S transition due to laser noise, and

find excellent agreement between our calculations and the observed lineshape. The 1S-2S natu-

ral linewidth is ≈ 1 Hz, and we expect ∼150 kHz transit time broadened lines from the 243 nm

Gaussian profile. Due to the nature of the 243 nm enhancement cavity lock (we dither the cavity

mirrors to generate an error signal) we also expect sidebands at 480 kHz with a Gaussian profile.

In Fig (6.15b) we show an example of a recovered 1S-2S line (dotted black). To estimate the

contribution of noise from the 972 laser to the lineshape, we convolve the estimated noise distri-
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Figure 6.15: a) 972 nm ECDL-Frequency comb beatnote 1 kHz resolution bandwidth b) Comparison of

convolved line (red) with 1S-2S measured lineshape (black)

bution from the 972 nm beatnote with a set of three Gaussians with a width to match the transit

time width. The red curve in Fig. (6.15b) shows the result of this convolution, which indicates

excellent agreement in the recovered lineshape and the expected lineshape from 972 laser noise.

The asymmetric phase noise on the 972 laser amounts to 580± 120 Hz (atomic) shift. This shift is

independent of the sidebands, omitting them from the fit estimates a shift of 580± 350 Hz.

Verification of Absolute Frequency Calibration

a) b)

Figure 6.16: Frequency counting of NIST WWVB 5 MHz signal. a) Counted by the FS740 frequency

counter. b) Counted by the HP 53131A
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While we have determined that our measured lineshapes are in good agreement with the esti-

mated noise of our lasers and there are no substantial shifts associated with that noise, we wish to

verify the accuracy of our frequency metrology system. To verify our absolute frequency calibra-

tion, we instead compare our RF-frequency counter against a known RF standard. The National

Institute of Standard and Technology (NIST) provides absolute frequency standards to the US via

the WWV and WWVB radio stations located just North of Fort Collins Colorado. The WWV sta-

tion provides a 2.5 MHz, 5 MHz, 10 MHz, 15 MHz, and 20 MHz broadcast signal to provide radio

frequency standards across the United States, and are traceable to the National Standard at NIST. To

verify the accuracy of our RF frequency metrology, we transported our RF-standard and frequency

counters to the WWV station and counted a high fidelity 5 MHz signal provided. In Fig. 6.16, we

show the counted fractional frequency difference by the SRS FS740 and Hewlett-Packard 53131A

frequency counter, both of which referenced to the Rb-time base within the FS740. The SRS

counter, which is the primary RF frequency counter, shows a mean fractional frequency offset of

0.53 × 10−12 and the HP counter a mean fractional frequency offset of 0.64 × 10−12. The scatter

of the frequency time series is expected from the the Allan deviation quoted by SRS for the FS740

for a gate time of 200s. The Allan deviation we measured for our timebase is given in Fig. 6.17 up

to 18600 s.

Figure 6.17: Calculated Allan deviation of the FS740 from data presented in Fig. 6.16 a).
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Of particular importance is the timescale in which the frequency scatter in the logged fr’s

during 2S-8D spectroscopy becomes limited by frequency drift of the comb and ultra-stable cavity

system as opposed to the stability of the Rb-timebase. For timescales in which the frequency

scatter of the logged fr’s is limited by the Rb-timebase, we are justified in averaging over these

excursions because they do not represent true scatter in the frequency of the spectroscopic light.

This is no longer true once the frequency drift of optical metrology system is appreciable over that

time scale. A straightforward approach to estimate this timescale is to compare the Allan deviation

of the FS740 and the logged repetition rate. At long time scales the unbounded drifts of the optical

cavity become apparent whereas the FS740 is disciplined by GPS. In Fig. 6.18, we display an

Allan deviation of fr (black) compared to the Allan deviation of the FS740 (red). Apparently, for

timescales below 1000 s, the frequency scatter of fr is limited by the performance of the FS740,

and above 1000 s the drift of the ultra-stable optical cavity becomes appreciable. As previously

indicated, the logged fr data is low-passed in the analysis of the 2S-8D spectroscopy. The corner

frequency of this low-pass corner is set by this timescale of the ultra-stable cavity drift, fc ≈ 1

mHz.

Figure 6.18: An example of the Allan deviation of fr during spectroscopy compared to Allan deviation of

the FS740. The Allan deviations are in reasonable agreement until averaging times of about 1000 s, after

which the drift of the USC becomes apparent.
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A fractional frequency offset of the FS740 of 5.3×10−13 corresponds to a shift of 410 Hz on the

2S1/2-8D5/2 line and 1.2 kHz on the 1S-2S line. A mean offset of 5.3× 10−13 from just under one

day’s averaging is apparently typical of many GPS disciplined Rb-oscillators [193], indicating it is

likely that this counter offset is due to the relatively short time scale of a day in which the FS740

was locked to the GPS reference at the NIST WWV station. Aside from this measured frequency

offset, there is also the fact that the precision of the absolute frequency metrology is limited by the

measurement time. Since the repetition rate of the comb is measured for an average of 10000 s in a

day of data, this also limits the achievable precision of the measurement. The stability of our time

standard in 10000 s is ≈ 3×10−13, which corresponds to an absolute frequency precision of ≈ 250

Hz in a day’s scan. We apply a −400±400 Hz shift associated with the measured frequency offset,

and assume that the frequency stability and potential offsets are correlated. This corresponds to

a final shift of −400 ± 650 Hz associated with our frequency metrology system, with negligible

contribution from laser noise.

6.4.4 Second-Order Doppler Shift

The 2S-8D transitions are two-photon transitions and the first-order Doppler shift is heavily

suppressed. However, second-order Doppler shifts remain. Second-order Doppler effects shift the

resonance frequency by δν = 1
2
(v/c)2ν0, where ν0 is the rest frame resonance frequency of the

transition, v is the velocity of the atom in the lab frame, and c is the speed of light. We have

characterized the velocity distribution of the metastable hydrogen beam from our chopped-beam,

time-of-flight measurements [3]. While a Maxwellian distribution is naively expected, this ignores

effects that can modify the functional form of the measured distribution, in particular the dynamics

of the 1S-2S optical excitation and the metastable atom detector. The overall modification to the

metastable velocity distribution is the reduction in slow moving atoms [3], with the overall velocity

distribution more closely matching a functional form of P (v) ∝ v4e−βv2 , with β = m/2kbT . This

shift to faster atoms is dominantly due to the ionization dynamics in the metastable generation and
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the preference for faster atoms to reach the metastable detector. Currently, the temperature of the

atomic beam is estimated by a silicon temperature probe mounted on the cryogenic nozzle.

Investigation with the numeric lineshape model indicates that the presence of a velocity distri-

bution as opposed to a single velocity class does not strongly affect the associated Doppler shift.

From from data gathered in [3], the uncertainty in the most probable velocity class for a given

temperature reading is quite low (< 10 m/s). Fitting the time-of-flight measurements shown in

Fig. 2.4.2 gives a second-order Doppler shift of 1475 ± 25 Hz at 9.5 K and 930 ± 11 Hz at 5.9

K. We typically performed spectroscopy when the temperature readings were between 4.5-4.9 K,

which corresponds to a shift of 730± 85 Hz.

6.4.5 Blackbody Radiation

Background blackbody radiation from nearby surfaces perturbs hydrogen atoms. This pertur-

bation can be thought of as two-separate effects. The off-resonant blackbody spectrum perturbs

the hydrogen atom analogously to the ac-Stark shift considered previously, albeit with a far weaker

field and with much larger spectral bandwidth. On the other hand, since blackbody radiation is

quite broad it can resonantly drive many dipole-allowed transitions, effectively reducing the life-

time of states in consideration. This resonant interaction will primarily affect the 8D state, as the

density of nearby states within the spectrum of the blackbody radiation will be much greater than

that of the 2S state. Blackbody radiation effects, while small, require consideration in precision

spectroscopic or atomic clock experiments [194, 195].

In atomic hydrogen, the shift induced by blackbody radiation, ∆νBB, asymptotically ap-

proaches the value

∆νBB =
α(kbT )

2

6h̄mc2
(6.32)

as n → ∞, which corresponds to a shift of about 2.4 kHz at 300 K [196]. As the spacing be-

tween adjacent states becomes large, h̄ωij > kbT , the shift correspondingly decreases. In other

words, as n decreases, the state becomes less sensitive to blackbody radiation. An estimation for

which values of n Eq. (6.32) is expected to be applicable gives n > 13. Numeric calculation of
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the blackbody shift at 300 K on the 8D state is 490 Hz. The previous measurement of the 2S-8D

transitions [45] measured the transitions at 300 K and 330 K by heating their magnetic shields sur-

rounding the spectroscopic volume and found an expected shift of 650(160) Hz and a broadening

of 5.5(.5) kHz, which is in good agreement with the theoretical calculations presented in [196]. We

therefore assume a 490 Hz shift due to blackbody radiation in our measurement, and assign 160

Hz as the uncertainty.

6.4.6 Hyperfine Structure

The hyperfine structure of the 8D manifold is unresolved, and therefore we have opted to in-

clude the hyperfine structure into the line fitting function. In contrast, the 2S hyperfine structure is

resolved with a splitting of 177.556838 MHz and the 2SF=0
1/2 state does not participate appreciably

in the spectroscopy. The measured 2SF=1
1/2 -8D5/2 resonance frequency can be converted the 2S1/2-

8D5/2 centroid frequency by including the hyperfine structure of the 2S state, which amounts to

a shift of +44.38922 MHz, with the uncertainty in the 2S hyperfine splitting contributing negligi-

bly [33, 197]. The 8D hyperfine splitting of 142430 Hz, calculated, is known to 140 Hz [5, 45].

Applying ±140 Hz corrections to the hyperfine splitting in Eq. (4.39) amounts to ±30 Hz shifts,

which we take as the uncertainty.

6.4.7 Cross-Damping

The contribution of quantum interference, also known as cross-damping, on the experimental

lineshape has been of great interest in recent high precision spectroscopic measurements [23, 29,

30]. This effect can be understood as the interference between different decay paths in the atom

[106, 198]. It should be noted that this systematic, while present on recent fluorescence-detection

measurement, is unlikely to be significant in this measurement or the previous measurements of

the 2S1/2-8D5/2 transition, which could be ascertained through a careful study of publications on

the phenomenon [106, 174, 199, 200].

A classical toy model may be constructed to help build intuition for this effect. The atom may

be treated as a pair of classical dipoles driven by the spectroscopy light at frequency ωL [199].
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In this case, the dipole emitters are two transitions within the atom – presumably the on-resonant

transition of interest and a nearby off-resonant transition that both decay to state |f〉. We may

assume that the two dipoles have resonances ω0 and ω0 + ∆ for the resonant and off resonant

transitions respectively. In that case, the net dipole moment of this classical dipole may be written

as

~µ =
~µ0

(ω − ωL) + iγ/2
+

~µ1

(ω − ωL +∆) + iγ/2
. (6.33)

As the emission pattern is given by |~µ|2, the relative orientation of the two emitters and their de-

tuning leads to a spatial dependence in the maximal response due to the interference term between

the resonant and off resonant dipole, ~µ0 · ~µ1. This spatial dependence can cause asymmetric line

shapes due to the finite size of the detection geometries, which shifts the line.

To properly capture this effect, quantum considerations must be taken into account. For in-

stance, determining the magnitude of the dipole moments, ~µi, and taking into account the discrete

nature of the energy levels requires a quantum mechanical treatment. In the density matrix formu-

lation, the dynamics of the atom in an electromagnetic field are given by

∂ρ

∂t
= [H, ρ]− Lρ, (6.34)

with L the Lindblad operator. Following the treatments of [106, 199], we denote initial, excited,

and final states in the optical excitation and following decay |i〉 , |e〉 , |f〉 respectively. The matrix

element (Lρ)e′e′ gives the decay term from excited state |e′〉 and it can be shown that

(Lρ)e′e′ =
1

2

∑

efη

µη
fe′µ

η
feω

3
ef

3πǫ0h̄c3
(ρee′ + ρe′e) (6.35)

for splitting ωij = (Ei − Ej)/h̄, and matrix element µη
fe = q 〈f |~ǫη · ~r |e〉, for elementary charge q

and spherical unit vectors~ǫη, see [106,200,201]. Eq. (6.35) indicates that the decay rate out of state

|e′〉 depends on both the population in state |e′〉 (normal damping) and state |e〉 (cross damping).

The sum over η is related to the general detection geometry of the measurement. If fluorescence
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is being measured by a finite sized detector, this leads to a partial summation over η whereas a

full 4π solid angle detection corresponds to a complete summation over η. Similarly, measuring

populations instead of fluorescence is also akin to a 4π detection as no decay channel is detected

in exclusion to any other.

Applying the Wigner-Eckart therorem allows the matrix element µη
fe to be decomposed into a

geometric factor sensitive to ~ǫη and a reduced matrix element. For completeness, we now intro-

duce the proper quantum numbers to label states |f〉 and |e〉. As such, the dipole matrix element

hyperfine basis can be written

µη
ef ∝ ξ











L′ J ′ S

J L 1





















J ′ F ′ I

F J 1

















F ′ 1 F

−m′
F η mF






, (6.36)

where ξ =
√

(2J + 1)(2J ′ + 1)(2F + 1)(2F ′ + 1)(−1)L
′+S+J+J ′+I+F+F ′−m′

F with the unprimed

quantum number corresponding to the |e〉 state. Equality is reached when the above expression

is multiplied by the proper reduced matrix element.To evaluate the sum in Eq. (6.35) we first

investigate µη
fe1
µη
fe2

, which is proportional to

µη
fe1
µη
fe2

∝ (2J ′ + 1)(2F ′ + 1)
√

(2J1 + 1)(2J2 + 1)(2F1 + 1)(2F2 + 1)

(−1)2(L
′+J ′+F ′−mF ′ )(−1)S1+J1+I1+F1+S2+J2+I2+F2











L′ J ′ S1

J1 L1 1





















L′ J ′ S2

J2 L2 1





















J ′ F ′ I

F1 J1 1





















J ′ F ′ I

F2 J2 1

















F ′ 1 F1

−m′
F η mF1













F ′ 1 F2

−m′
F η mF2






.

(6.37)

We now sum over f (i.e. L′, J ′,m′
F ) and η,

(6.38)

∑

fη

µη
fe1
µη
fe2

∝
∑

L′,J ′,F ′

(2J ′ + 1)(2F ′ + 1)











L′ J ′ S1

J1 L1 1





















L′ J ′ S2

J2 L2 1





















J ′ F ′ I

F1 J1 1





















J ′ F ′ I

F2 J2 1











∑

m′

F
,η







F ′ 1 F1

−m′
F η mF1













F ′ 1 F2

−m′
F η mF2






.
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The 3−j symbols have a sum rule such that

(2j3 + 1)
∑

m2m3







j1 j2 j3

m1 m2 m3













j1 j2 j′3

m1 m2 m′
3






= δj3,j′3δm3,m′

3
{j1, j2, j3} (6.39)

which means that

(6.40)

∑

fη

µη
fe1
µη
fe2

∝
∑

L′,J ′

(2J ′ + 1)

2F1 + 1











L′ J ′ S1

J1 L1 1





















L′ J ′ S2

J2 L2 1

















∑

F ′

(2F ′ + 1)











J ′ F ′ I

F1 J1 1





















J ′ F ′ I

F2 J2 1











δF1,F2
δmF1

,mF2
{F ′, 1, F1}






.

There is a sum rule for the six−j symbols that corresponds to the term in the parenthesis in the

above equation,

(6.41)







∑

F ′

(2F ′ + 1)











J ′ F ′ I

F1 J1 1





















J ′ F ′ I

F2 J2 1











δF1,F2
δmF1

,mF2
{F ′, 1, F1}







=
δJ1,J2

(2J1 + 1)
{J ′, 1, J1}{F1, I, J1}.

This leaves us with

(6.42)

∑

fη

µη
fe1
µη
fe2

∝
∑

L′,J ′,F ′,m′

F

(2J ′ + 1)

(2F1 + 1)(2J1 + 1)











L′ J ′ S1

J1 L1 1





















L′ J ′ S2

J2 L2 1











δJ1,J2δF1,F2
δmF1

,mF2
{F ′, 1, F1}{J ′, 1, J1}{F1, I, J1}.

Finally, applying the same six-j sum rule and the equality of a 6-j symbol under exchange of a

pair of columns we arrive with

∑

fη

µη
fe1
µη
fe2

∝
∑ δL1,L2

δJ1,J2δF1,F2
δmF1

,mF2

(2F1 + 1)(2J1 + 1)(2L1 + 1)
{F ′, 1, F1}{J ′, 1, J1}{F1, I, J1}{L′, 1, L1}

(6.43)
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which means that
∑

fη

µη
feµ

η
fe′ = 0 (6.44)

unless |e〉 and |e′〉 have the same angular momentum quantum numbers, which requires they differ

in principle quantum number. Since there are usually no states near the |e〉 manifold that meet this

condition, excepting some circumstances like high Rydberg states, the contribution of such states

is negligible due to the minimal population driven to such detuned states. If the splitting between

the states in the |f〉 manifold are small, then we may approximate Eq. (6.35) as

(Lρ)ee ≈
∑

fη

(µη
fe)

2ω2
ef

3πǫ0h̄c3
ρee. (6.45)

In emission spectroscopy, typically the fluorescence detection does not cover the whole 4π solid

angel around the emitting atoms, leading to only a partial summation over η. This leads to the dis-

tortion of the lineshape on detector geometry. However, if the entire 4π solid angel is detected, the

cross damping effect becomes negligible. Detecting the populations in either |g〉 or |e〉 instead of

detecting the fluorescence from |e〉 is analogous to a 4π detection, see for instance the introduction

of [106], the cross damping section in [29], or the Lamb shift discussion in [199]. Therefore, this

measurement is insensitive to this effect and we assign no corresponding shift or uncertainty.

6.4.8 Incoherent Line Pulling

Nearby atomic resonances can pull the line incoherently as well, as opposed to coherent line

pulling in the quantum interference effect discussed above [199]. This effect is due to the tail of

the nearby resonance having nonzero slope within the resonance of interest. The 8D3/2 states is the

most nearby (60 MHz), allowed state that can contribute. These lines have smaller dipole matrix

elements, but we will treat them as having the same magnitude – the lifetime of the 8D states is

the same. We can estimate this effect by fitting a single Lorentzian function to a pair of Lorentzian

separated by 44 MHz. As the off-resonant transition is about 80 linewidths away, we expect that

this effect is quite small; a simple numerical test finds a < 1 Hz shift due to incoherent line pulling.

170



Additionally, the presence of the modulation sidebands of the 778 nm cavity can pull the line

in a similar way, although this requires an asymmetry of the sidebands. The modulation frequency

is ∼ 8 MHz. In the case of two equally large Lorentzian resonances of width 200 kHz separated by

8 MHz results in a line shift of 1.5 Hz, corresponding to a 50/50 power split between the resonance

and a single sideband (one should note that this represent an upper limit and the true effect is much

smaller), so this is also a negligible effect.

6.4.9 Residual First Order Doppler shifts

Mismatched wave fronts at the spectroscopic volume of the oppositely propagating traveling

waves in the 778 nm power enhancement cavity could lead to residual first-order Doppler shifts by

driving the 2S-8D transition with off-resonant light. Additionally, some fraction of the input light

may be coupled into the cavity far off the enhancement cavity resonance. The first-order Doppler

shift is estimated to be close to 1 GHz if totally unmitigated.

We expect that the cavity suppresses modes whose phase fronts are not perfectly matched,

strongly reducing the likelihood of mismatched wave fronts in the spectroscopic volume. However,

we investigate the potential size of such an effect. The first-order Doppler shift is proportional to

v/λ, so we can estimate the shift due to mismatched wavefronts as

∆νFODS ≈ 1

2π
(~k+ − ~k−) · ~v, (6.46)

where ~k± are the k-vectors of the forward and backward propagating traveling waves in the cavity,

and v is the atom velocity. A fraction of the light power circulating in a higher-order spatial mode

can be responsible for mismatched wave fronts, via the Gouy phase, particularly the TEM01 as it

is the most degenerate with the TEM00.

The geometry of the metastable beam/778 nm beam overlap permits about 10 cm sampling

along the 778 nm axis, as the hydrogen beam is about 1 cm wide and the beams are 6◦ from

collinear. If we assume that atoms sample symmetrically about the beam waist, where the Gouy

phase most rapidly varies, and the Rayleigh range of the cavity mode is about 1.5 m, then ∆φGouy ≈
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65 mrad between the TEM00 and TEM01. The atoms traverse the beam in 10−5 s, so the frequency

shift experience by the atoms is 1
2π

∆φGouy

∆t
≈ 750 Hz. However, the TEM01 mode is 30 MHz

separated from the TEM00. The finesse of the 778 nm cavity is about 1000, which corresponds

to a resonance full-width-half-maximum value of 200 kHz. We typically have mode-matching

fractions between 50%-80%. In the high finesse limit, the shape of the cavity resonances are

closely approximated with Lorentzian functions, so we expect a suppression of that mode by a

factor of 5 × 10−6. Therefore, we expect that residual first order Doppler shifts are negligible at

our current level of precision.

6.4.10 4th Order ac-Stark Shift

While the treatment of the ac-Stark shift in [68] is a 2nd order perturbation of the atom, higher

order perturbations may also contribute (see, for instance, the supplementary materials of [23]).

The 4th order effects as the next largest term in perturbation theory. As a general order of magni-

tude estimate, perturbation theory is valid when the internal electric fields of the atom are much

larger than the perturbing electric field. In the |8D〉 state of the atom, 〈r〉 ≈ 100a0 so we expect

that average electric field within the atom is on the order of E ∼ 1
4πǫ0

2e
(100a0)2

= 108 V/m. For com-

parison, the largest ac-field seen by the atoms is on the order of 3 × 105 V/m, which corresponds

to ac-Stark shifts close to 500 kHz. One can expect then that the 4th order contribution comes in as

∆ν
(4)
ac ∼ (500kHz)

(

5×105

108

)2

= 3 Hz correction to our highest powers in our extrapolations – that

is negligible at our current level of precision.

6.4.11 Recoil Shifts

The recoil of the atom upon absorption shifts of the resonance frequency by:

∆ν =
h

M

(

ν2

c2

)

(6.47)

Where ν is the frequency of the absorbed photon andM is the mass of the atom (see supplementary

materials for [29]). Since this is a two photon transition, we have instead:
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∆ν =
h

M

(

ν2+
c2

)

− h

M

(

ν2−
c2

)

(6.48)

Where ν+/− corresponds to the blue and red shifted shifted photon respectively. As one may

expect, this results in a very small recoil shift of -.03 Hz, as the fractional frequency difference

between the blue and red shifted light is a few ppm.

6.4.12 Light Force Shift

Metastable atoms are deflected by the 778 nm light due to the 2S energy levels being modified

by the ac-Stark effect. This spatially dependent energy shift corresponds to a force. Here, we

define the z direction to be in the direction of the beam height. The atoms and beam length are in

the x− y plane. The energy shift is given by

∆E(2S) = hβac(2S)I(z). (6.49)

Therefore, the z component of this force is

F = −∂E
∂z

= −hβac(2S)
∂I

∂z
. (6.50)

The maximal deflection possible from this force may be estimated as

∆z ≤ 1

2
a|max(∆t)

2. (6.51)

For 50 W in a 600 µm beam waist, we find maximal deflections of less than 30 nm, which is

amounts to about 20 ppm variation in the intensity, which corresponds to a < 1 Hz shift due to

the ac-Stark shift. Corrections to the population driven out of the 2S will be on the order of the

intensity variation due to the light force shift, which is also negligible.
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6.4.13 Photodiode Offsets

The photodiode and DAC reading the 778 nm cavity transmission has a small offset, ∼ 5 mV,

that can vary slightly over time. This shifts the apparent zero-intensity resonance frequency. Given

that the nonlinear coefficient in the ac-extrapolations is ≈ 104 times smaller than the linear part,

we may quickly estimate the associated uncertainty from this small offset. The ac-Stark shift is

about 300 kHz for a voltage of 6V, so the uncertainty introduced by this photodiode offset is about

250 Hz.

6.4.14 Parasitic Etalons

As discussed at length in preceding sections, optical cavities, or etalons, act as frequency dis-

criminators due to the natural resonances of the optical cavity. In the case of intentional etalons,

these resonances are of tremendous benefit. However, unintentional etalons can be formed between

any pair of optical surfaces that are “parallel enough" where interference fringes are produced.

Typically, these unintentional etalons produce very low contrast fringes due to their low reflectiv-

ity/high loss surfaces. Parasitic etalons can modify the determination of the 778 nm power as a

function of frequency, which would skew the ac-extrapolation results. This is primarily an issue

for etalons between the 778 nm cavity and the transmission photodiode. Fortunately, checking for

etalons is straightforward, as they would lead to a clear correlation between laser frequency and

recorded voltage during line scans. We have checked for such a correlation, and we have found no

evidence of problematic etalons in our system.

6.5 Preliminary 2S1/2-8D5/2 Results

From our ac-extrapolation data set, we found the 2S1/2-8D5/2 resonance frequency to be

770649561574.91 ± 1.20 kHz, including only statistical uncertainty. For this value, no correc-

tion due to the ac-Stark shift is necessary – the extrapolation accounts for the ac-Stark shift. From

this point, we correct for the dc-Stark effect, which amounts to a weighted shift of −3.95 ± 1.28

kHz. Since the cross-talk between the Stark effects introduces a correlation, the ac- and dc-Stark
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effect errors cannot only be added in quadrature, and we find a total dc-Stark corrected hyper-

fine centroid value of 770649561570.95 ± 1.82 kHz (see Chapter 6.3). Now we correct for the

remaining minor systematic shifts, which are listed in Table 6.1. We obtain a centroid value of

770649561570.79 ± 1.96 kHz once the systematics are accounted for, corresponding to a relative

value of −13.14 ± 1.96 kHz from previous determination of the 2S1/2-8D5/2 transition. For any

individual correction determined to be less than 10 Hz, we apply no shift to the final centroid

value. The dominant contribution of our uncertainty budget arises from the combined statistical

uncertainty of ac-Stark shift extrapolations and the dc-Stark shift, with the remaining systematics

contributing relatively little contribution to the total uncertainty of the measurement.

Table 6.1: Compilation of minor corrections and uncertainties of the extrapolated 2S1/2-8D5/2 hyperfine

centroid. The uncorrected extrapolated frequency is 770649561574.90 ± 1.20 kHz. Correcting for the dc-

Stark effect we find 770649561570.95 ± 1.82 kHz, with the uncertainty including the correlation between

the Stark effects. Our reported value for the transition frequency is found at the bottom of the table.

∆ν (kHz) σ (kHz)

2ndOrder Doppler 0.73 0.10

Zeeman Effect 0 0.07

Frequency Metrology -0.4 0.65

Blackbody Radiation -0.49 0.16

Pressure Shifts 0 10−3

Hyperfine Structure 8D5/2 0 0.03

4th Order ac-Stark 0 10−4

Photodiode offsets 0 0.25

Cross Damping 0 0
Residual Doppler Shifts 0 4× 10−6

Incoherent Line Pulling 0 5× 10−4

Recoil Shifts 0 3× 10−5

Light Force Shift 0 0

dc-Stark Corrected Centroid 770649561570.95 1.82

Minor corrections -0.16 0.73

Hyperfine Centroid 770649561570.79 1.96

Since we are interested in the corresponding proton radius, we combine our obtained value for

the 2S1/2-8D5/2 transition with the 1S-2S transition frequency [1] to compute the proton radius and

compare to the CODATA2014 and muonic proton value. It is worth mentioning that the current
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CODATA suggested value of the proton radius is rp = 0.8414 ± .0019 fm, which is in excellent

agreement with the rp obtained from muonic hydrogen. It is also notable to mention that the

CODATA2014 rp includes electron-proton scattering measurements in its calculation. There is

a trend in the most recent results in hydrogen to discuss only the rp obtained from the avaliable

hydrogen data. This is in part due to the updated CODATA-recommended value of rp, but also

some authors contend that it electron-proton scattering measurements is testing the same physics as

spectroscopy – one is a scattering experiment and the other is testing bound state QFT calculations

[23]. That said, we are highlighting the CODATA2014 value in this discussion due to its historical

significance in the proton radius puzzle.

As a matter of scale, the discrepancy between the CODATA2014 proton radius and the muonic

proton radius corresponds to about a 20 kHz shift on the 2S-8D transition. With our value, we find

a proton charge radius of 0.8581 ± 0.0050 fm. In Fig. 6.19, we display our value of the proton

charge radius in comparison to recent determinations of the proton radius, the muonic charge

radius, the CODATA 2014 value, and the previous measurement of the 2S1/2-8D5/2 transition. Our

determination of the proton charge radius is 3.4σ discrepant with the muonic proton charge radius

and 2.2 combined σ with the CODATA 2014 value. In contrast, our determination of the proton

radius is only 1.6 σ combined discrepant with the recent 1S-3S measurement. We may also make

a determination of the Rydberg constant, R∞, using our 2S-8D transition frequency combined

with the 1S-2S measurement, R∞ = 10973731.568330 ± .000052 m−1, though there is a strong

correlation between the rp and R∞ obtained in this way (nearly 99%).

Our result lands in a somewhat inconclusive though potentially suggestive space. On one

hand, the result does not strongly favor either the CODATA2014 value or the muonic value. First

and foremost, this could indicate the presence of currently unknown experimental systematics

within our measurement. For instance, it is suggested that either or both of the recent 1S-3S

measurements, which are 2.1σ discrepant and have different leading systematic effects, are subject

to a undiscovered systematic [23]. On the other hand, the slight disagreement between the weighted

mean of the 1S-3S and our value of the proton radius puzzle is interesting. There exist proposals
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Figure 6.19: A selection of result determination of the proton radius when combined with the 1S-2S transi-

tion [1], with our determination circled.

which suggest extensions to the standard model that include a massive boson that couples leptons

and quarks [35,37], causing an additional Yukawa potential to appear in the hydrogen Hamiltonian.

As the Yukawa potential rapidly dies off a large distances away from the nucleus, high principle

quantum number vs low principle quantum number states would be differently affected. While the

existence of the proposed massive boson would not explain the current disagreement between the

two 1S-3S measurements, it could provide an explanation for an apparent n-dependence appearing

for the proton radius and R∞ as they are currently calculated. There is the possibility that the

muonic proton charge radius determination is subject to currently unaccounted for physics. The

recent Fermilab muon g-2 measurement is anomalously large as compared to predictions from the

standard model, with 4.2σ confidence levels [202]. At the time of this writing, the new g-2 result

is new and articles suggesting connections between the muon proton radius and new muon (g-2)

value have already begun appearing on the arXiv [203], though such proposals should be taken

with a grain of salt. In fact, such a suggestions are not new. For instance, [204] suggested the

presence of a force carrying boson at the MeV level that could explain the anomalous muon g − 2

and proton radius in 2011. It should be noted that the work of [205] rejects the possibility of vector
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massive photons at the MeV level explaining the anomalous muon g − 2 at the 99% confidence

level, though axial dark photons causing this anomaly are not excluded.

6.6 Conclusion

In this section, we have discussed our 2S1/2-8D5/2 spectroscopy and data analysis. We have

also investigated and quantified the potential systematic shifts and uncertainties to give our final

value of the transition frequency. Finally, we combined our result with the 1S-2S transition to

obtain a value for the proton radius and Rydberg constant which 3.4σ discrepant with the muonic

value and 2.2σ discrepant with the CODATA 2014 value. We briefly discuss some possible expla-

nation for this tension, which includes uncontrolled experimental systematic error and the presence

of new physics.
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Summary and Outlook

Spectroscopy on the hydrogen atom has a illustrious history pushing quantum theories forward

over the past century. As the precision of the measurements in hydrogen increased, so did the

subtlety of the theories necessary to properly capture the full physics told by the spectroscopic

signals. Hydrogen spectroscopy provides an excellent testing bed for proper application of bound

state Q.E.D. theory as well as a method to provide precise determination of fundamental constants,

e.g. the Rydberg constant [1, 19]. Furthermore, comparison of high precision measurements in

hydrogen and more exotic hydrogen-line species can provide stringent tests of CPT symmetry [11]

by comparison with anti-hydrogen [13, 17].

More generally, searches for physics beyond the Standard Model in atomic systems offer a

distinct approach from the high-energy collider experiments of particle physicists, and generally

probe distinct energy scales. For instance, there are proposals regarding corrections to Coloumb’s

law from new physics observable with spectroscopy [206], measuring the electroweak mixing

angle in parity non-conservation experiments [207–209], tests for temporal and/or spatial variation

of the fine-structure constant [210, 211], and searches for an electron dipole moment [212–214].

The work of [205] is an example of the role precision AMO experiments can play in the search

for physics beyond the Standard Model, excluding a particular classes of proposed dark boson

candidates.

These highly refined AMO experiments, in particular precision spectroscopy, would not be

possible if not for the continued advancement of technology, particularly laser development. The

creation of the optical frequency comb has particularly benefited the entire field of spectroscopy

by vastly simplifying absolute frequency metrology [55, 56]. Additionally, the development of

high-power, coherent UV sources removes several technical difficulties in accessing transitions of

hydrogen that do not involve its ground state, which previously required collisional techniques.

The work presented in this thesis follows in the long tradition of hydrogen spectroscopy: push-

ing laser technology and using this new technology to achieve a more refined result. A large
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portion of the work detailed in this thesis deals with the creation of several different subsystems all

necessary to probe the 2S1/2-8D5/2 transition: a high-power coherent 243.1 nm source, an optical

frequency metrology system involving a frequency comb and ultra-stable cavity, a cryogenic hy-

drogen beam source, a frequency stabilized Ti:Sapphire laser, and a spectroscopy vacuum chamber

where the subsystems come together. Each of these system provided their own engineering chal-

lenge, and often required breaking new ground [2–4, 48, 88]. This system as a whole provides a

robust sandbox for further experiments in hydrogen and deuterium.

For the proton radius, this work lands in a rather interesting place. The tension amongst the

recent high-precision measurements in hydrogen suggests yet-understood effects under the sur-

face. While it is of course possible that these disparate results arise from underlying experimental

systematics or comparatively uninteresting miscalculation of QED corrections to bound systems

(see for instance [215]), the discrepancies also leave the possibility for discovering new physics.

In particular, there are extensions to the standard model that include new forces with length scales

comparable to the size of a hydrogen atom, ∼ .1a0 − 50a0 [35]. In a sense, [35] is an investigation

of modifications to Coloumb’s law in a specific parameter space where hydrogen spectroscopy

is sensitive [206]. These modifications of Coloumb’s law, instead of introducing a photon rest

mass [216], propose a slight mixing between the electromagnetic force and a new force mediated

by a massive boson. As it stands, our work adds further tension to the the hydrogen data set,

indicating that the proton radius puzzle is yet-to-be resolved.

As the leading systematics of the 2S-8D measurement are due to the ac-Stark and dc-Stark

shifts, further measurements on the 2S-8D line would greatly benefit from mitigating one or both

of these systematics. Reducing the perturbations from the ac-field require careful consideration.

For instance, using a larger 778 nm beam radius would allow for smaller intensities/shifts with sim-

ilar signal sizes, the nonlinearity in the extrapolation due to the metastable distribution becomes

correspondingly more difficult to fit accurately. Similarly, a change of beam geometry so that the

transit time is increased presents a similar problem and also increases the sensitivity to dc-fields

as the interaction region becomes larger. In contrast, a reduction of the stray dc-fields would be

180



a benefit. It is possible that more active approaches to the cancellation of the dc-field is required,

for instance using a three-axis electrode surrounding the spectroscopic volume. In that case, the

applied voltages may be tweaked to reduce line distortions in high lying n-states before collect-

ing 2S-8D data. This approach does introduce another knob to turn, increasing the experimental

complexity, but it appears to be a fruitful path forward.

There is also the possibility that probing lines of narrower natural linewidth is an attractive

option, for instance the high nS states. The S states are less sensitive to stray dc-fields and have

narrower linewidths than the D states. Additionally, the hyperfine structure of the 8S state is

resolved. However, they also have smaller two-photon matrix elements and thus requires much

larger light intensities. Unfortunately, when the ac-Stark shift magnitude is close to the transition

linewidth or greater, the line becomes heavily distorted. This technical problem could be overcome

with the introduction of another off-resonant beam with intensity and wavelength chosen to cancel

or heavily reduce the magnitude of the ac-Stark shift. Like the active cancellation of the dc-fields

mentioned above, this would greatly increase the experimental complexity but the improvement in

statistics from splitting a narrow line may well make the juice worth the squeeze. There is also the

possibility of switching to detecting the fluorescence which allows for measuring much smaller

metastable extinction ratios, potentially removing the ac-Stark shift distortion issue. Of course this

approach reintroduces quantum interference, but it is more palatable in S states over D states as S

states have resolved hyperfine structure.

The infrastructure surrounding the 2S-8D measurement may also be readily adapted for other

experiments. A differential measurement between the hyperfine splitting of the 1S and 2S states

greatly reduces contributions due to nuclear effects and therefore is an excellent test for QED the-

ory [19]. At this time, such calculations are currently limited by the precision of 2S HFS measure-

ments. As our apparatus already generates substantial metastable flux at cryogenic temperature,

a few modifications can allow for a new measurement of the 2S hyperfine splitting. In a similar

way, access to the 2S state opens the door for typical AMO experimental games. For instance, an

486 nm beam could be used to off-resonantly drive the 2S-4P transition. By applying temporal
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and spatial variations to the 486 nm beam, the velocity distribution of the metastable beam may be

manipulated. Due to the technical difficult in traditional laser cooling of hydrogen, such a velocity

manipulation may be an attractive route to reduce velocity systematics in hydrogen experiments.

While atomic physics and spectroscopy was crucial to the development of fundamental physics

theory in the early 20th century, large collider-based experiments eventually took up the man-

tle in the decades following, culminating in the detection of the Higgs boson. The Higgs rep-

resented the final piece of the Standard Model theory, and now the search for physics beyond

the Standard model have come in full swing. Such searches are not limited to high energy

experiments, and precision AMO experiments provide another way to search for new physics,

e.g. [11, 20, 35, 207, 208, 212, 216]. It is rather exciting to see that experimental physics exploring

atoms and molecules has the possibility to contribute in the search for physics beyond the Standard

Model in the beginning of the 21st century.
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