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Abstract 24 

There is widespread public and academic interest in understanding the uses and effects of digital 25 

media. Scholars primarily use self-report measures of the quantity or duration of media use as proxies 26 

for more objective measures, but the validity of these self-reports remains unclear. Advancements in 27 

data collection techniques have produced a collection of studies indexing both self-reported and log- 28 

based measures. To assess the alignment between these measures, we conducted a preregistered 29 

meta- analysis of this research. Based on 106 effect sizes, we found that self-reported media use only 30 

moderately correlates with logged measurements, that self-reports were rarely an accurate reflection 31 

of logged media use, and that measures of problematic media use show an even smaller association 32 

with usage logs. These findings raise concerns about the validity of findings relying solely on self-33 

reported measures of media use.  34 

 35 

  36 
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The widespread adoption of digital media technologies has generated substantial public and academic 37 
interest in understanding the diverse uses and effects that these media enable. Across almost all areas 38 
of social science research, whether researchers are studying digital media use in the context of 39 
persuasion, personal well-being, productivity, anxiety, aggression, or other physical, psychosocial or 40 
political phenomena, technology (or media) use is frequently adopted as a key predictor or outcome 41 
variable. A particularly vivid example is the debate around the impacts of digital media use on 42 
psychosocial well-being1. Some scholars conclude that media use has “destroyed a generation”2, while 43 
others decry these claims, suggesting that current concern is merely this generation’s manifestation of a 44 
“Sisyphean Cycle of Technology Panics”3. 45 
 46 
Progress towards resolving these debates and developing a deeper understanding of the role of media 47 
use in human behaviour requires “transparent and robust analytical practices” 4, but also confidence 48 
that the measures that are adopted to assess use of digital media are valid indicators of actual usage 49 
patterns 5, 6. Before conclusions can be made about media use and the effects thereof, we must first 50 
trust not only the theoretical models posed in studies, but perhaps more importantly, the measures 51 
used to produce data to test these models. The validity of media use measures is central to the validity 52 
of empirical research on media uses and effects 5. While media use is inherently an observable 53 
behaviour, despite longstanding criticisms of the accuracy and validity of media use self-report 54 
measures 7—12, the majority of research treats media use as a latent variable, with scholars typically 55 
relying on retrospective self-report measures to quantify various forms of media use 13—15. 56 
 57 
These self-report measures typically index either the time spent using all media (i.e., ‘screen-time’), the 58 
time spent using specific media, or the frequency or volume of total or specific media use 16. In many 59 
cases, rather than focusing on use of a particular medium (e.g., a specific social networking service), 60 
measures concern the use of metamedia (e.g., a smartphone or the Internet) that themselves contain a 61 
“multitude of constituent media” (e.g., various social networking services or instant messaging 62 
applications) 17. Responses are typically collected in the form of single-point estimates or Likert-type 63 
scales. In addition, despite concerns about construct validity and measurement validation procedures 64 
18—20, researchers frequently use self-report measures of problematic media use (including excessive 65 
usage among other conceptualisations) to make claims about the drivers and outcomes of media use 66 
itself 19, 21—23. 67 
 68 
A substantial body of psychometric research demonstrates that self-reported measurement of 69 
behaviour can be highly unreliable, with participant responses being prone to cognitive, social, and 70 
communicative biases 24—27. Schwarz and Oyserman 26 argue that “even apparently simple behavioural 71 
questions pose complex cognitive tasks” for participants. In addition to question comprehension—which 72 
has been shown to impact response accuracy with changes in item-wording, formatting, or order 73 
impacting outcomes 26, 28, 29—accurate recall of behaviour is also affected by various cognitive limitations 74 
in autobiographical memory 26, 30. These limitations are particularly apparent for behaviours that are 75 
frequent and that are highly integrated into respondents’ lives 24, 26, 30. This makes them difficult to 76 
accurately distinguish and retrieve. Self-reports of behaviour are, consequently, an index of what 77 
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respondents believe that they do—their perceptions of their own behaviour—and not necessarily what 78 
they actually do 5, 31. 79 
 80 
Accurate estimation of media use is affected not only by these well-established factors that affect 81 
survey-response behaviour 24, 26, 27, but also by the fact that use of media is likely to be especially difficult 82 
to report accurately. Typically, people use multiple media simultaneously (e.g., using Facebook while 83 
listening to music or checking emails) and embed media use alongside other non-media activities (e.g., 84 
sports, face-to-face socialising), which creates a difficulty disentangling specific behaviors. Furthermore, 85 
media use frequently consists of numerous micro-interactions 32 further blurring the distinction between 86 
media and non-media activities 33. Therefore, given known difficulties estimating frequent behaviours 87 
that are highly integrated into respondents’ lives 24, media use is likely to be particularly difficult to recall 88 
and to accurately estimate without suitable measures that can help guide unbiased responses. 89 
Consequently, the validity of self-report measures of media use is likely biased not only by well-known 90 
factors that impact the accuracy of self-reports of behaviour, but also by the difficulty of the estimation 91 
task itself. 92 
 93 
Over the preceding decade, adoption of “data-intensive” approaches for measuring media use has 94 
accelerated. In parallel with general developments in personal analytics have come tools that enable 95 
researchers to directly measure complete device use, network or call traffic, or even the use of specific 96 
applications and services 13, 34, 35. These developments have led to a number of investigations considering 97 
associations between self-reported and logged media use. Early research showed that, for calling and 98 
texting on mobile phones, self-reports correlate only moderately with network provider logs 36, 37. 99 
Comparisons between digital trace data of Internet use and self-reported use have indicated similarly 100 
moderate correlations5. Recently, Ellis et al. 21 compared responses for ten scales and three single 101 
estimates for either general or problematic use of smartphones with relevant tracking data. While all 102 
self-report measures positively correlated with device use, effect sizes were small—a pattern that seems 103 
to hold across a number of studies 5, 32, 36, 37.  104 

 105 
These data suggest that self-reported and logged measures, rather than simply serving as different ways 106 
to measure media use, may in fact capture distinct constructs 31, 38. Log-based techniques, although they 107 
are not without their own biases and shortcomings 5, 35, 39, 40, provide a more direct, and likely more 108 
accurate measure of media use than self-report 5, 21, 32, 41. As such, there exists a need to systematically 109 
assess whether self-reported media use is an accurate indicator of actual usage patterns. To address this 110 
knowledge gap, we conducted a pre-registered systematic review and meta-analysis of research 111 
wherein both self-reported and logged media use were assessed. Additionally, we assessed whether 112 
individuals tend to under- or over-report their media use, and whether these outcomes depend on 113 
various media, methodological, or participant-related characteristics. 114 

 115 

Results 116 

After describing the included studies, we consider correlations between self-reported and logged 117 
measures of digital media use. This is followed by an analysis of potential moderating factors in this 118 
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analysis. In the next section, we investigate correlations between logged usage and self-reports of 119 
problematic use. Finally, we consider the degree to which self-reports are either under- or over-120 
reported relative to logged data. Unless otherwise indicated, all analyses were pre-registered 42. All 121 
materials needed to reproduce the results are available through the Open Science Framework 122 
(https://osf.io/dhx48/).  123 
 124 
Included effect sizes 125 
The initial search produced 12,132 results. After screening for eligibility (see Figure 1), 47 records were 126 
included in the final sample, with 45 either published or available as preprints 5, 21, 31, 32, 36—39, 41, 43—78 and 127 
two included on the basis of unpublished raw data received directly from the authors (Burnell et al., 128 
unpublished manuscript; Geyer et al. unpublished manuscript). From these records, 106 effect sizes 129 
were included in the analyses. Supplementary Table 1 provides a summary of the included effect sizes 130 
for measures concerning digital media use and Supplementary Table 2 provides a summary for 131 
measures of problematic use. 132 
 133 
To evaluate the association between self-reported and logged media use, 66 effect sizes from 44 studies 134 
were considered. Across these comparisons the total sample size is 52,007. On average, a comparison 135 
involved 787.99 participants (SD = 1,621.27, median = 166, min = 20, max = 6,598). In a second, separate 136 
meta-analysis, we investigated associations between self-reported problematic use and logged 137 
measures of use. This analysis included 40 effect sizes from 19 studies, with a total sample size of N = 138 
5,552. On average, a comparison involved 138.8 participants (SD = 92.79, median = 139.5, min = 14, max 139 
= 294). Finally, to assess whether individuals tend to systematically under- or over-report their media 140 
use, we included 49 comparisons from 30 studies and a total sample size of N = 17,523, with an average 141 
sample size of 357.61 participants (SD = 955.62, median = 159, min = 20, max = 6,598).  142 
 143 
Acknowledging general shortcomings of study quality assessment in systematic reviews 79—81, using the 144 
quality of survey studies in psychology (Q-SSP) checklist 82, we classified a majority of included papers as 145 
acceptable in quality (55.56%), with the remainder considered lower in quality. The mean quality score 146 
(out of 100) is 66.60 (SD = 10.78). Notably, while the Q-SSP includes 20 items, scores for five items 147 
(sample size justification; measurement description; information about the person(s) collecting the data; 148 
information about the context of data collection; and the relation between the discussion and the 149 
population of interest) primarily accounted for lower quality ratings. Overall, given the exploratory 150 
nature of many studies in our sample, while there is room for improvement, we consider the quality of 151 
evidence to be acceptable for our syntheses. 152 
 153 
Correlations between self-reported and logged media use 154 
The correlation between self-reported and logged measures of digital media use was calculated with 155 
robust variance estimation (RVE), revealing a relationship that was positive, but only medium in 156 
magnitude (r = 0.38, 95% CI [0.33, 0.42], p < 0.001) given conventional effect size interpretations. Figure 157 
2 depicts a forest plot of the effect sizes included in this analysis. Egger’s regression test (incorporating 158 
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RVE per the Egger Sandwich test) 83, indicated no evidence of small study bias in this sample (β = 0.55, p 159 
= 0.136); see Panel A in Figure 3 for a contour-enhanced funnel plot.  160 
 161 
Influence diagnostics, performed with the metafor package 84, indicated a single outlier in this sample 51 162 
(n = 45, r = 0.87). A sensitivity analysis excluding this outlier produced a summary effect size that was 163 
almost the same as the original analysis (r = 0.37, 95% CI [0.33, 0.42], p < 0.001). Similarly, a sensitivity 164 
analysis excluding the only effect size that was extracted using the web plot digitiser tool 53 showed a 165 
comparable effect size to the original analysis (r = 0.38, 95% CI [0.34, 0.42], p < 0.001). In a final 166 
sensitivity analysis, we considered whether the results presented in peer-reviewed studies differed from 167 
non-peer reviewed studies. Of the 66 included effect sizes, 10 (15.15%) were non-peer-reviewed at the 168 
time of inclusion (see Supplementary Table 1). While the effect size is larger in peer-reviewed (r = 0.39, 169 
95% CI [0.34, 0.44], p < 0.001, k = 56) than in non-peer-reviewed (r = 0.31, 95% CI [0.21, 0.41], p < 0.001, 170 
k = 10) effects, the difference is not statistically significant (β = -0.08, 95% CI [-0.21, 0.04], p = 0.164). 171 
 172 
The impact of moderators on the correlational effect size 173 
There was a high level of heterogeneity in the included effect sizes (Q(63) = 734.89, p < 0.001; with RVE: 174 
T2 = 0.012, I2 = 92.18%) for the correlation between self-reported and logged media use. Therefore, 175 
following our protocol, three moderator analyses were conducted to attempt to identify possible 176 
sources of heterogeneity. While sufficient data were available for self-report form (Scale: k = 6; 177 
Estimate: k = 60) and self-report category (Duration: k = 47; Volume: k = 19), only two levels for medium 178 
(Phone: k = 49; Social media: k = 13) met our requirements, with the three remaining levels holding 179 
insufficient observations (Internet: k = 2; Games: k = 1; Computer: k = 1). Therefore, deviating from our 180 
analysis plan, we only considered effect sizes for studies investigating use of phones or social media in 181 
the moderator analysis for medium.  182 
 183 
Table 1 summarises the results of the three moderator analyses as well as the subgroup analyses for 184 
each moderator level considered. For medium type, because we only included a sub-sample of effect 185 
sizes, we first calculated a summary effect size for studies targeting use of a phone or social media and 186 
found it to be comparable to the overall correlation (r = 0.37, 95% CI [0.32, 0.42], p < 0.001). As is 187 
evident in Table 1, while the correlation is smaller for social media than for phones, this difference was 188 
not statistically significant. Similarly, for self-report form, while the small number of studies using scales 189 
(k = 6) impacts interpretability, we found that the difference in the magnitude of the association 190 
between scales and single estimates was not statistically significant. Finally, we found no evidence that 191 
the association between self-reported and logged measures of media use differs between measures 192 
concerning either the duration or the volume of use. 193 
 194 
Four additional post hoc moderator analyses (described in full in the Method section) were conducted 195 
to further explore possible sources of heterogeneity. Given currently available data, no evidence was 196 
found that the association between self-reported and logged measures of media use differs by 197 
population (F(3, 6.57) = 0.42, p = 0.745), data collection design (F(2, 21.2) = 0.90, p = 0.423), nor the 198 
logging method adopted (F(3, 16.9) = 1.4, p = 0.279). Extended Data Figure 1 provides a summary of the 199 
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subgroup analyses for each moderator level included in these analyses. Finally, a single post hoc, 200 
multiple-moderator model was produced to account for potential confounds among the three original, 201 
pre-specified moderators (medium, measure type, and self-report form). An omnibus test using the 202 
Approximate Hotelling-Zhang test provided no evidence for a moderating effect (F(5, 10.1) = 0.457, p = 203 
0.718), with comparable results for medium (β = -0.03, 95% CI [-0.16, 0.10], p = 0.663), measure type (β 204 
= -0.01, 95% CI [-0.15, 0.12], p = 0.842) and self-report form (β = 0.15, 95% CI [-0.17, 0.44], p = 0.278). 205 
Additionally, heterogeneity remained high (T2 = 0.015, I2 = 89.78%). 206 
 207 
Correlations between problematic and logged media usage 208 
The correlation between self-reported problematic use and logged use (calculated with RVE) was 209 
positive, but small (r = 0.25, 95% CI [0.20, 0.29], p < 0.001), with a low level of heterogeneity (Q(41) = 210 
60.21, p  = 0.016; with RVE: T2 = 0.004, I2 = 29.41%). Figure 4 presents a forest plot for this analysis. 211 
Egger’s regression test (incorporating RVE) 83, indicated no evidence of small study bias (β = 0.34, p = 212 
0.246; see Panel B in Figure 3 for a contour-enhanced funnel plot). Influence diagnostics did not reveal 213 
any outliers. However, because five included effects were reported in non-peer-reviewed studies, we 214 
considered whether this influenced the outcome. For peer-reviewed studies the correlation was 215 
estimated with RVE while, for non-peer-reviewed studies, there were insufficient observations so a 216 
random-effects intercept-only model was calculated. No meaningful difference was observed between 217 
peer-reviewed (r = 0.25, 95% CI [0.19, 0.31], p < 0.001, k = 35) and non-peer-reviewed (r = 0.25, 95% CI 218 
[0.15, 0.34], p < 0.001, k = 5) effects (Qb(1) = 0.01, p = 0.973).   219 
 220 
Accuracy of self-report measures 221 
Of the 49 included comparisons, only three (6.12%) mean self-reported media use estimates fell within 222 
5% of the logged mean. Despite this, similar proportions of studies reported mean self-reports of media 223 
use that were either over- (k = 23, 46.94%) or under- (k = 23, 46.94%) reported relative to the logged 224 
measure. To produce a summary effect size, we calculated the weighted ratio of means (incorporating 225 
RVE after log transformation) between self-reported and logged measures of media use and found that, 226 
across studies, participants over-reported their media use (R = 1.21, 95% CI [0.94, 1.54], p = 0.129). 227 
However, given that the confidence interval for this result includes indicator values for under-reported 228 
and accurately reported media use, the evidence is insufficient to conclude whether estimates are 229 
typically under- or over-reported compared to logs of media use. Figure 5 provides a forest plot for the 230 
effects included in this analysis. 231 
 232 
Egger’s regression test (incorporating RVE) 83 showed no evidence of small study bias (β = 0.62, p = 0.41; 233 
see Panel C in Figure 3 for a contour-enhanced funnel plot). Influence diagnostics indicated a single 234 
outlier 51 (n = 45, r = 0.87, self-report mean = 73 minutes, self-report SD = 59, logged mean = 4 minutes, 235 
SD = 6; R = 18.25, 5% CI [14.05, 23.71]). A sensitivity analysis excluding this outlier produced a summary 236 
effect size that was similar to the original analysis (R = 1.18, 95% CI [0.95, 1.48], p = 0.136). Of the 49 237 
effects, nine (18.37%) were non-peer-reviewed at the time of inclusion (see Supplementary Table 1). A 238 
sensitivity analysis excluding these studies found no statistically significant difference between peer-239 
reviewed (R = 1.30, 95% CI [0.97, 1.75], p = 0.075) and non-peer-reviewed (R = 0.89, 95% CI [0.57, 1.40], 240 
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p = 0.543) effects (β = -0.367, Exp(β) = 0.69, 95% CI [0.41, 1.16], p = 0.133). A second sensitivity analysis 241 
excluding two effects that were included after using the web plot digitiser 49, 55 showed comparable 242 
results to the overall analysis (R = 1.21, 95% CI [0.94, 1.56], p = 0.141).   243 
 244 
Moderators of reporting accuracy  245 
There was a high-level of heterogeneity in the sample (Q(48) = 7254.71, p < 0.001; with RVE: T2 = 0.32, I2 246 
= 99.50%). Two moderator analyses were planned a priori to investigate possible sources of 247 
heterogeneity. For medium, only two levels (Phone: k = 41; Social Media: k = 5) held sufficient data, with 248 
too few observations reported for the remaining levels (Internet: k = 1; Games: k = 1; Computer: k = 1). 249 
For the self-report category, there was sufficient data for measures of duration (k = 35) and volume (k = 250 
14). For the type of medium, as is evident in Table 2, the summary effect size for studies including both 251 
self-report and logged measures of phone use was comparable to the overall analysis. For social media, 252 
while the effect size indicates a higher degree of over-reporting, the Satterthwaite degrees of freedom 253 
for the model were less than 4, indicating a high probability of a Type I error. Consequently, for medium 254 
type, no moderator analysis was conducted. For self-report category, while measures of duration 255 
showed a larger degree of over-reporting compared to measures of volume which indicated under-256 
reporting, the difference was not statistically significant (β = -0.44, Exp(β), = 0.64, 95% CI [0.41, 1.02], p = 257 
0.056). 258 
 259 
Four additional post hoc moderator analyses (described in full in the Method section) were conducted 260 
to further explore possible sources of heterogeneity. Extended Data Figure 2 reports detailed results for 261 
each moderator level. Overall, while differences were observed for various subgroups, we found no 262 
indication of a moderating effect of the study population (β = 0.01, Exp(β), = 1.01, 95% CI [0.51, 2.00], p 263 
= 0.969), data collection design (F(2, 12.7) = 3.4, p = 0.066), nor the logging method (F(3, 14.5) = 2.85, p 264 
= 0.074). Finally, a post hoc, multiple-moderator model was produced to account for potential 265 
confounds among the two original moderators (medium and measure type). The Approximate Hotelling-266 
Zhang test provided no evidence for a moderating effect (F(3, 16.5) = 0.103, p = 0.903), with comparable 267 
results for measure type (β = 0.00, Exp(β), = 1.00, 95% CI [0.87, 1.15], p  = 0.992) and no statistically 268 
significant effect for medium (β = -0.03, Exp(β), = 0.97, 95% CI [0.86, 1.09], p  = 0.646). While reduced in 269 
magnitude, heterogeneity remained high (T2 = 0.015, I2 = 91.22%). 270 
 271 

Discussion 272 

Given the widespread reliance on self-report measures of media use across many areas of social science 273 
research 13—15, the validity of these measures is a fundamental concern. Before we can make conclusions 274 
about media uses and the effects thereof, we must be confident that the measures we use accurately 275 
reflect the behaviour that they are designed to assess 5, 20. Our findings, however, indicate only a modest 276 
association between self-reports and usage logs, leading us to conclude that self-report measures of 277 
media use may not be a valid stand-in for more objective measures. Notwithstanding the potential 278 
biases affecting log-data5, 35, 39, 40, if these measures are taken to be a valid reflection of actual usage 5, 21, 279 
32, 41, 85, our findings raise important concerns about the validity of findings and conclusions across many 280 
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areas of the social sciences in which self-reported media use is a central outcome or explanatory 281 
variable. 282 
 283 
Although there is no widely accepted threshold for convergent validity 86, 87, given the magnitude of the 284 
associations found in this meta-analysis, the available evidence suggests that self-reported measures 285 
should not automatically be considered suitable substitutes for logs of media use. Our observation of an 286 
even smaller association between problematic use scales and device logs suggests even more caution 287 
when adopting measures of problematic use to make claims about media usage itself. Moreover, while 288 
the results show that similar proportions of studies indicate either under- or over-reporting, less than 289 
10% of self-reports are within 5% of the equivalent logged value, indicating that, when asked to 290 
estimate their usage, participants are rarely accurate.  291 
 292 
Given the predominance of self-report measures in much of communication and media or psychology 293 
research 5, 22, 50, the implications of the non-correspondence between self-reported and logged media 294 
use measures observed in this study are considerable. An important unanswered question is whether 295 
the discrepancy is indicative of random or systematic measurement error. Some studies provide support 296 
for the argument that self-reports have attenuated effect sizes and increased the likelihood of false 297 
negatives 50, a larger number of studies, however, suggest that the (in)accuracy of self-reported media 298 
use measures may indeed be systematic. For instance, multiple studies have found that the accuracy of 299 
self-reported media use depends, in part, on how much the respondent uses media5, 31, 37, 44. 300 
Furthermore, a recent study 31 found that the degree of inaccuracy was directly related to the 301 
respondent’s level of well-being. Although our meta-analysis has shown that, across studies, the 302 
association between logged and reported media use is generally insufficient to conclude that the 303 
measures are appropriate substitutes, given the information reported in primary studies, further 304 
investigation is needed to investigate the likely systematic nature of this discrepancy.  305 
 306 
While more research is needed to understand the effects of the discrepancy between self-reported and 307 
logged measures of media use on the validity of extant findings, given that study conclusions regarding 308 
purported negative effects of media use are often far-reaching and disconnected from the methods of 309 
their production, our findings have implications beyond knowledge generation and methodological 310 
practices. Because findings regarding media use and well-being have the potential to foment societal or 311 
policy changes 88, concerns about the quality of evidence extend to any claims or recommendations 312 
made on their basis. The results presented herein suggest pause in drawing wide-reaching conclusions—313 
whether these relate to knowledge claims or policy recommendations—from studies relying solely on 314 
self-report measures of media use. 315 
 316 
Although our findings are indicative of poor convergent validity, there remains a high-level of 317 
heterogeneity in effect sizes for correlations involving self-reported usage as well as for the ratio of 318 
means between logged and self-reported media use. Taken together, this indicates that the observed 319 
association and degree of over-reporting may not be consistent. Various methodological, contextual, 320 
participant, or medium-specific factors may impact the degree of alignment between self-reports and 321 
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logged measures of media use. To investigate this heterogeneity, we considered whether the findings 322 
were influenced by relevant methodological factors. The results, however, indicate that both the 323 
reporting accuracy and the pooled correlation were not moderated by the category of use, the 324 
population involved, the sampling approach, nor the log collection method. Additionally, the form of 325 
self-report measure did not affect the correlation between logged and self-reported media use 326 
measures. Our investigation of the moderating effect of different media was, however, hampered by the 327 
absence of a sufficient number of studies measuring both logged and self-reported use within each 328 
category. For this reason, the results cannot confidently speak to the moderating effect of the medium 329 
on the relationship between self-reported and logged measures. The remaining unexplained 330 
heterogeneity in associations between logged and self-reported media use, and the degree to which 331 
participants accurately estimate their usage, are important avenues for future research. Addressing this 332 
gap would bring us closer to being able to incorporate knowledge of reporting inaccuracies to 333 
recalibrate models derived on the basis of self-report measures of media use. In contrast to these two 334 
assessments, only a low level of heterogeneity was observed for correlations involving self-reported 335 
problematic use. This suggests, firstly, that the weak relationship with logged measures of usage is 336 
relatively stable across comparisons and, secondly, given the differences in observed correlations and 337 
heterogeneity between general usage self-reports and problematic usage self-reports, that measures of 338 
problematic use, not unexpectedly, capture constructs distinct from those reflected in general media 339 
use self-reports. 340 
 341 
Notwithstanding that evidence of poor convergent validity is indicative of weak construct validity, it is 342 
not sufficient to claim that a measure is necessarily invalid —just that one or both of the measures of 343 
interest may not effectively capture the intended construct 87. While, at face-value, tracking methods 344 
provide more accurate and valid measures of media use than self-reports 5, 21, 41, 46, 85, the possibility of 345 
biases and inaccuracies in these tracking measures cannot be ignored 5, 35, 39, 40, 50. In addition to technical 346 
incompatibilities (device or system restrictions and errors), gaps in coverage, possible mismatches 347 
between the digital traces measured and the constructs targeted 89, 90, variation in accuracy due to 348 
system settings, participant biases (reactivity), and increased resource demands (time, cost, and 349 
participant burden), there are substantial ethical, security and privacy related challenges associated with 350 
tracking media use5, 40. A particular concern with such methods is the possibility that some forms of 351 
usage tracking may inadvertently log background activities as instances of active usage, thereby 352 
overestimating active usage5, 39. Moreover, while the recording accuracy of some tracking tools has been 353 
validated against external timers, prospective loggers, or manual recordings 46, 85, more research is 354 
needed to understand the accuracy of these tools, especially those developed by third parties for 355 
general usage. 356 
 357 
Despite these potential biases and concerns with logging techniques, we share the belief that, while 358 
“client logs may not be perfect, they should be more reliable and less biased than self-reports”5. 359 
Therefore, while our findings represent at their core a substantial discrepancy between the two 360 
measurement forms, they are also a strong signal for the poor validity of self-reports of media use. If 361 
subsequent research, building on existing validation results 46, 85, provides further evidence for the 362 
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accuracy of media use logs, our conclusion that self-reports of media use are biased and inaccurate will 363 
be further supported. Therefore, just as calls for higher standards of evidence have prompted 364 
examination of the validity of self-report measures of media use, there is a need to further understand 365 
the validity of logged measures 89, 90 and continually develop improved tools for quantifying media use. 366 
 367 
In addition to concerns around the validity of logged data, there are other limitations to our review. 368 
First, although a number of analyses were conducted to assess potential biases, there remains the 369 
possibility that various publication biases may have had an impact on the targeted literature base 370 
potentially influencing our study outcomes. Second, the quality of our synthesis is only as good as the 371 
quality of evidence in the included studies. While a majority of included studies were rated as 372 
acceptable in quality, given the Q-SSP checklist, a small number of studies were considered to be of 373 
lower quality. These quality concerns related primarily to the sample size and sampling method used in 374 
the included studies. Although small convenience samples are common in the social sciences 91, there is 375 
a risk that the observed effect sizes could be unstable or inflated. An additional concern is the non-376 
normality inherent in both self-reported and logged media use measures 31, 37, 52. While the majority of 377 
included studies did not report the distribution of these variables (see the supplementary information 378 
for a description of those that did), this likely non-normality may introduce a small positive bias in the 379 
included correlation coefficients 92. A final limitation concerns the heterogeneity of the effect sizes 380 
present in our sample. Although moderator analyses were conducted to investigate this heterogeneity, 381 
they were largely inconclusive—likely owing to the small number of studies present within each 382 
moderator level. As the literature in this domain expands, future work should return to this issue, 383 
seeking to understand how the accuracy of self-reported media use is contingent on various respondent 384 
attributes and media characteristics. 385 
 386 
Overall, the findings presented herein highlight the substantial discrepancy between self-reports of 387 
media use and equivalent measures produced through usage logging techniques. Given our conclusion 388 
that this discrepancy is also a strong signal for the limited construct validity of self-report measures of 389 
media use, researchers interested in measuring media use are faced with the question of how to 390 
proceed. To this end, we offer the following recommendations. First, as others have suggested, it is time 391 
for researchers to stop pretending that self-reports are accurate indicators of actual behaviour5. When 392 
reporting findings derived on the basis of self-report measures, variables representing media usage 393 
should be clearly indicated as self-reported and scholars should adjust their inferences and conclusions 394 
accordingly. Second, researchers should endeavour to use a measure that most closely approximates 395 
the behaviour that they are targeting. In almost all cases, therefore, researchers should use tracking or 396 
logging services to measure media usage. Third, while statistical approaches cannot resolve all biases 397 
and sources of error, if research can identify factors that systematically account for discrepancies, they 398 
can be modelled and used to account for the misalignment between self-reported and logged measures 399 
of digital media use 93—95. 400 
 401 
Finally, the current findings signal a need for us to reflect on our current literature and the measures 402 
that underlie its production and, on this basis, reconsider our confidence in extant findings. The 403 
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conceptual tension brought about by our validity concerns should stimulate a drive for theories that 404 
have a higher degree of verisimilitude and greater utility for addressing important questions facing 405 
society today. In addition to the need for research on media uses and effects to move on from “the 406 
repetitive development of self-report assessments” 21, as Kaye et al. 96, Meier and Reinecke 97, Ernala et 407 
al. 47, and Büchi 98 discuss, there is a need for a paradigm shift in which specific affordances, behaviours, 408 
and digital practices receive central focus, rather than simply the overall duration or volume of usage. 409 
Coupled with more valid measures and transparent and robust analytical practices, such developments 410 
will bring us closer to understanding the uses and effects that digital media enable. 411 
 412 
  413 
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 717 

Figure legends 718 

Figure 1. PRISMA flow diagram for the study inclusion process. A total of 47 records fulfilled 719 
the eligibility criteria. 720 
 721 
Figure 2. Forest plot of the effect sizes for studies included in the meta-analysis for the 722 

association between self-reported and logged measures of digital media use. Individual 723 

Pearson’s r estimates are depicted by filled squares, with the square sizes indicating the relative 724 

weight of each effect size estimate in the meta-analysis. The filled diamond represents the 725 

overall summary effect size (r = 0.38, 95% CI [0.33, 0.42], p < 0.001). The error bars and 726 

diamond width represent the 95% CIs for the effect sizes. The dashed reference line at the 727 

intercept for r = 0.5 represents the point from which the magnitude of the association would be 728 

sufficient to conclude that the measures are appropriate substitutes for one another. RE = 729 

Random effects model. RVE = Robust variance estimation (conducted with a correlated effects 730 

weighting scheme). 731 

 732 

Figure 3. Contour-enhanced funnel plots. The plot depicts the relationship between the 733 

observed effect sizes (on the x-axis) and their standard errors (on the y-axis) for comparisons 734 

concerning digital media use (A), problematic use (B) and reporting accuracy (C). The vertical 735 

lines indicate the estimated summary effect size. The shaded bands represent the significance 736 

contours indicated in the legend and each black dot represents an observed effect size. Visual 737 

inspection of all three plots does not indicate asymmetry, nor does it indicate evidence of 738 

publication bias as there is no obvious overrepresentation of effect sizes in the highlighted 739 

significance contours. 740 
 741 
Figure 4. Forest plot of the effect sizes for studies included in the meta-analysis for the 742 

association between self-reported problematic use and logged measures of use. Individual 743 

Pearson’s r estimates are depicted by filled squares, with the square sizes indicating the relative 744 

weight of each effect size estimate in the meta-analysis. The filled diamond represents the 745 

overall summary effect size (r = 0.25, 95% CI [0.20, 0.29], p < 0.001). The error bars and 746 

diamond width represent the 95% CIs for the effect sizes. The dashed reference line at the 747 

intercept for r = 0.5 represents the point from which the magnitude of the association would be 748 

sufficient to conclude that the measures are appropriate substitutes for one another. RE = 749 

Random effects model. RVE = Robust variance estimation (conducted with a correlated effects 750 

weighting scheme). 751 

 752 
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Figure 5. Forest plot of the effect sizes for studies included in the meta-analysis for the ratio 753 

of means between self-reported and logged measures of digital media use. The results are 754 

represented on a log scale. Individual response ratios (ratio of means) are depicted by filled 755 

squares, with the square sizes indicating the relative weight of each effect size estimate in the 756 

meta-analysis. The filled diamond represents the overall summary effect size (R = 1.21, 95% CI 757 

[0.94, 1.54], p = 0.129). The error bars and diamond width represent the 95% CIs for the effect 758 

sizes. The dashed reference line at the intercept for 1.0 represents a 1:1 ratio between self-759 

reported and logged digital media use, with values below one indicating under-reporting and 760 

values above one indicating over-reporting of digital media use. RE = Random effects model. 761 

RVE = Robust variance estimation (conducted with a correlated effects weighting scheme). 762 

 763 

 764 

  765 
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Tables 766 

Table 1. Digital media usage correlations moderator and subgroup analyses.  767 

Moderator k r β 95% CI p

Medium  -0.03 [-0.14, 0.09] 0.621

    Social media 13 0.35 [0.27, 0.43] < 0.001

    Phone 49 0.38 [0.31, 0.45] < 0.001

Self-report form  0.14 [-0.16, 0.42] 0.265

    Scales 6 0.24 [0.00, 0.46] 0.048

    Single estimates 60 0.39 [0.34, 0.43] < 0.001

Self-report category  -0.002 [-0.13, 0.13] 0.978

    Usage duration 47 0.38 [0.33, 0.43] < 0.001

    Usage volume 19 0.34 [0.25, 0.43] < 0.001

Note. k = number of included effect size estimates; r = Pearson correlation coefficient; β = metaregression 768 

coefficient from a model in which a categorical moderator with two levels was entered as a predictor; 95% CI 769 

corresponds to the β coefficient for moderators or the r values for individual moderator levels; p corresponds to 770 

the β coefficient for moderators, or the subgroup analysis for individual moderator levels. 771 

 772 

 773 

 774 

 775 

 776 

 777 

 778 

 779 

 780 
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Table 2. Reporting accuracy subgroup analyses. 781 

Moderator k R 95% CI p 

Medium   

    Social media 5 2.89 [0.18, 46.04] 0.241 

    Phone 41 1.07 [0.84, 1.35] 0.574 

Self-report category   

    Usage duration 35 1.29 [1.01, 1.66] 0.044 

    Usage volume 14 0.80 [0.57, 1.11] 0.162 

Note. k = number of included effect size estimates; R = risk ratio; 95% CI corresponds to the R values for individual 782 

moderator levels; p corresponds to the subgroup analysis for individual moderator levels. 783 

 784 

 785 

  786 
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Methods 787 

 788 
Protocol and Registration 789 
To pre-register our expectations and methodology, our systematic review protocol was made publicly 790 
accessible prior to data collection 42. All materials required to reproduce the results of the study are 791 
available on the Open Science Framework (https://osf.io/dhx48/). While we provide formal 792 
exploratory research questions and hypotheses in our study protocol, for the sake of brevity, here we 793 
simply provide an overview of our a priori expectations for the meta-analysis, before outlining the 794 
details of our data collection and analysis procedures.  795 
 796 
Given the accuracy and validity issues with self-report measures of media use, we expected the 797 
association between self-reported measures of media use and measures produced from digital trace 798 
data to be positive, but only small-to-medium in magnitude. To understand if the association between 799 
self-reports and logged measures is affected by characteristics of the medium or the self-report 800 
measure, we explored whether it is moderated by (a) the medium (i.e., social media, smartphones, the 801 
Internet, computers, gaming), (b) the form of self-report measure (i.e., a single estimate or a scale), or 802 
(c) the category of media use (i.e., volume of interactions or duration of usage).  803 
 804 
In addition to considering associations between measures explicitly concerning media usage, 805 
acknowledging that, despite concerns over validation procedures 97, 98 and questionable relations 806 
between the constructs assessed and usage 19, scales assessing problematic media use (including 807 
excessive usage among other conceptualisations) are frequently adopted to make claims about media 808 
usage itself 22, 23, 69, we investigated the association between such measures and logged measures of 809 
digital media use. For this separate analysis we also expected the association between self-reported 810 
measures of problematic media use and usage measures produced from digital trace data to be positive 811 
but small to medium in magnitude.  812 
 813 
Our final aim concerned the accuracy of self-report measures, relative to equivalent logged measures of 814 
digital media use. To this end, we assessed whether participants typically under- or over-report their 815 
digital media use compared to equivalent logged measures. To understand if there are factors that 816 
systematically affect accuracy, we investigated if there is evidence indicating that measurement error is 817 
systematically related to either the medium or the category of media use involved in a comparison. 818 

 819 
Eligibility Criteria 820 
We restricted inclusion to studies that collected both self-reported and logged measures of digital media 821 
use. For self-reports, eligible scales or single estimates should have either concerned use in general (i.e., 822 
volume or duration) or problematic use (i.e., excessive usage or other conceptions of problematic use). 823 
These self-report and logged measures should have concerned use of either social media, games, a 824 
mobile phone, the Internet in general, or a computer. For general usage measures, we only considered 825 
comparisons between self-report measures that concerned either the total or average duration (e.g., 826 
minutes, hours) or volume (e.g., number of pickups, number of logins, number of phone calls etc.) of 827 
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media use and equivalent logged measures for the same period (e.g., daily, weekly etc.). In addition to 828 
these criteria, we restricted inclusion to studies published since 2007 (inclusive), the initial release year 829 
for the iOS operating system (with the release of Android in the following year), and a time from which 830 
use of social networking services gained widespread popularity. We also restricted inclusion to studies 831 
reported in English. While we excluded studies that explicitly targeted clinical populations, no further 832 
restrictions were placed on participant populations, nor were restrictions placed on publication status.  833 

 834 
Information Sources and Search Strategy 835 
To identify relevant published studies, we conducted an automated search on five broad bibliographic 836 
databases: PubMed, Scopus, PsychInfo, Communication & Mass Media Complete, and the ACM Digital 837 
Library. To target unpublished (grey) literature we used the ProQuest Dissertations & Theses A&I 838 
database. A generic search string was developed in consultation with an academic librarian at 839 
Stellenbosch University and, for each database, was adjusted as required. The search string includes four 840 
clauses, with at least one matching term required for each clause. The first clause includes terms 841 
relating to various forms of eligible media (e.g., social media OR Internet OR phone OR games, etc.). The 842 
second and third clauses relate to logged data (e.g., server logs OR track, etc.) and self-report measures 843 
(e.g., survey OR self-report OR questionnaire, etc.), respectively. The fourth clause includes terms 844 
relating to media use (e.g., use OR usage OR behaviour, etc.). The full search strings (applied to the title, 845 
abstract, and keywords fields or just the abstract field if restricted) and search dates are available 846 
through the OSF (https://osf.io/dhx48/). In addition to the automated search, a manual search was 847 
conducted within five relevant journals (Human Communication Research; Cyberpsychology, Behavior 848 
and Social Networking; Communication Methods and Measures; International Journal of Human-849 
Computer Studies; Media Psychology). Following assessment for eligibility, the included studies were 850 
supplemented by ‘backward’ and ‘forward’ search procedures 101 using the Google Scholar search 851 
engine. Finally, we made public calls for relevant unpublished data and papers on Twitter (these tweets 852 
were viewed approximately 10,000 times) and the Psychological Methods Discussion Group on 853 
Facebook. 854 

 855 
Study Selection 856 
After executing the automated search procedure, two authors conducted the manual search. Five 857 
authors independently screened the resulting titles and abstracts against the inclusion criteria. The full 858 
texts of included studies were then retrieved and screened. Any disagreements were discussed and, if 859 
needed, an additional author was consulted. Finally, two authors conducted forward and backward 860 
reference-list searches from the included studies. The outcomes of these selection procedures are 861 
described at the outset of the results section. 862 
 863 
Data Collection 864 
Relevant data were extracted from eligible studies and entered into a spreadsheet. Elements extracted 865 
include publication year, a description of the study population involved, study sample size, the source of 866 
logged and self-reported data, the form of media use recorded, and measurement produced (e.g., total 867 
use, average use, etc.), and the duration for which logged data was acquired. To enable the analysis of 868 
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convergent validity, effect sizes were extracted from reported correlation analyses for associations 869 
between self-reported and logged measures of media use as well as for correlations between 870 
problematic use and logged measures. For estimates of use, we only included comparisons for 871 
equivalent actions, time periods, and forms (e.g., average phone use per day, total weekly social media 872 
use, or daily phone pickups etc.) while, for problematic use scales, we included reported associations 873 
with logged measures for the duration or volume of use for any of the five targeted media (e.g., total 874 
phone time, average phone pickups, etc.). Both Pearson’s product moment correlation coefficients (r) 875 
and Spearman’s rank-ordered correlation coefficients (rs) were extracted. 876 
 877 
To analyse under- or over-reporting, we extracted measures of central tendency and variability for self-878 
reported estimates that explicitly concern either the duration or the volume of media use reported on a 879 
continuous scale and logged measures for equivalent outcomes. To perform moderator analyses, we 880 
coded the medium as either ‘phone’, ‘gaming’, ‘social media’, ‘computer’, or ‘Internet’. This 881 
categorisation was based on the source of log-tracked data and, in instances in which overlap existed 882 
(e.g., social media on a phone), we coded the most specific medium known. Self-report measures were 883 
coded to capture one of two outcomes: ‘use’ or ‘problematic use’, reflect one of two forms: ‘scale’ or 884 
‘single estimate’, and represent one of two categories of use: ‘duration’ or ‘volume’ (i.e., use instances).  885 
 886 
If reported data were insufficient to compute the necessary effect sizes, we contacted the 887 
corresponding authors to request ad hoc analyses or for further descriptive statistics. If, after two 888 
attempts the relevant data were still not available, and relevant values were represented in plots in a 889 
paper, we used a web plot digitizer (WebPlotDigitizer:  https://apps.automeris.io/wpd/) to convert 890 
plotted representations into numeric values.  If no response was received from corresponding authors 891 
and relevant plots were not available to be digitized, the comparison was excluded. 892 
 893 
Data Items 894 
To analyse usage correlations the analysis only included effect sizes for correlations between logged 895 
usage and self-report measures that explicitly concerned media use. For these analyses, if a study 896 
reported correlations for both logged overall use (total or average duration or volume) and logged use 897 
of specific smartphone applications or websites, to avoid nested correlations, we excluded correlations 898 
involving individual applications or websites and only included comparisons for overall indications of 899 
use. However, if an otherwise eligible comparison was reported and no overall use metric was available, 900 
comparisons for specific use types were included. Furthermore, if no comparison with overall use was 901 
reported, with the exception of social media and gaming, we excluded comparisons that involved 902 
aggregations of different applications or websites into higher-level categories (i.e., use of navigation 903 
applications, use of video platforms, use of fitness applications etc.). To analyse correlations for 904 
measures concerning problematic use, the analysis only included effect sizes for correlations between 905 
logged media use and self-reported problematic use. To investigate measurement accuracy, we only 906 
considered single point estimates for overall use duration or use instances for a given medium that were 907 
provided on a continuous scale. For this investigation we included relevant reported sample sizes, 908 
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correlations, as well as descriptive statistics (means and standard deviations) for self-reports and 909 
equivalent log measures. 910 

 911 
Quality of Evidence Assessment 912 
As an addition to our original protocol, to assess the quality of evidence in the included studies, we used 913 
the quality of survey studies in psychology (Q-SSP) checklist 82. Given shortcomings in many existing 914 
assessment tools and mismatches with non-medical or experimental research, this checklist, comprising 915 
20 items (item and scoring descriptions are available at https://osf.io/5aepd), was developed to 916 
evaluate the quality of psychological studies adopting survey designs. While our targeted body of 917 
research typically involves behavioural tracking in addition to survey methods, the Q-SSP nonetheless 918 
largely covers relevant quality domains pertinent to this sample. Where necessary, we amended the 919 
items or the scoring scheme to fit our scope. An overall quality score, represented as a percentage, is 920 
derived on the basis of the proportion of YES scores out of the total applicable items for a given study. 921 
Depending on the number of applicable items, studies are required to achieve a score of approximately 922 
70% to be rated as ‘acceptable’ in quality, while scores less than this threshold suggest that the study 923 
may be of ‘questionable’ quality. 924 
 925 
To better suit our specific research context, as is common 81, we made a number of amendments to the 926 
Q-SSP checklist. First, noting that many studies in this regard set out objectives or aims rather than 927 
specific research questions or hypotheses, for item 1 (the reporting of hypotheses or research 928 
questions) we also accepted the former as eligible statements. For item 11 (the reporting of measures in 929 
full) we only considered the provision of the self-report measures in the report or any supplementary 930 
materials. For studies conducted entirely online (i.e., data collection occurred through MTurk, Prolific, or 931 
another platform), items 13 (information about the persons who collected the data) and 14 (information 932 
about the context of data collection) were coded as not applicable. For item 15 (information about the 933 
duration of data collection), if existing data were provided by the participants (i.e., through data 934 
donation), the not applicable code was used. For item 12 (measure validity), given the focus of the 935 
present investigation and the emphasis on developing an understanding of measurement validity, this 936 
item was coded as not applicable for all studies. Similarly, for item 19 (participant debrief), noting 937 
Protogerou and Hagger 82, as the included studies did not involve any form of participant deception, the 938 
not applicable code was also used for all studies. Given these amendments, while the original checklist 939 
includes between 20 and 16 items, our checklist could include between 18 and 13 items. Therefore, as 940 
Protogerou and Hagger 82 recommend, we extended the original scoring scheme to account for these 941 
differences. The final study quality assessment sheet is available at: https://osf.io/kcshv/. Because two 942 
of the 47 papers were included on the basis of unpublished raw data received directly from the authors, 943 
the quality assessment was only conducted for the remaining 45 papers. Three authors independently 944 
assessed each study using the Q-SSP checklist, with any disagreements resolved through discussion. 945 
 946 
Summary Measures and Synthesis of Results 947 
All analyses were performed with the R statistical programming language (v. 4.0.2). A complete list of 948 
the packages used in the analysis is provided in the analysis code available through the OSF (deviating 949 
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from the protocol, robust variance estimation was conducted with the robumeta package rather than 950 
the metafor package as specified). Three distinct meta-analyses were conducted. In the first, we focused 951 
on correlations between self-reported and logged media use. In the second, the analysis concerned the 952 
degree of under- or over-reporting. In the third, we focused on correlations between self-reported 953 
problematic use and logged use. For all analyses we adopted an a priori statistical significance level of ⍺ 954 
= .05. To account for variance inflation resulting from dependent observations for different measures for 955 
the same participants (i.e., some studies provided more than one estimate for the meta-analysis), we 956 
used cluster-robust variance estimation (RVE) based on the sandwich method with adjusted estimators 957 
for small samples and a correlated effects weighting scheme with the default assumed value of r = 0.80 958 
102, 103. For all moderator analyses, acknowledging that there is no widely accepted minimum number of 959 
effects required, noting previous recommendations 104, we specified a minimum requirement of four 960 
included effects per moderator level. 961 
 962 
For the correlational meta-analyses, to stabilise the variances, raw effect sizes were transformed into 963 
normalised correlation coefficients (Fisher’s z). Effects originally reported as Spearman’s rs were first 964 
transformed to Pearson’s r and then transformed to Fisher’s z for synthesis with the effect sizes 965 
originally reported using Pearson’s r. Deviating from our preregistration in which we had specified the 966 
use of Gilpin’s 105 conversion tables for the transformation from rs to r, we used the following equation 967 
specified in Rupinski and Dunlap 106 to perform this transformation and approximate Pearson’s r:  r = 968 
2sin(rs(π/6)). For reporting, we performed Fisher’s z-to-r transformation 107.  969 
 970 
For both correlational meta-analyses, we estimated random-effects models to calculate overall 971 
summary effect sizes. To interpret the outcomes of the correlational meta-analyses, in-line with Cohen 972 
108, we took correlation coefficients of .1 to be small, .30 to be medium, and .50 or greater to be large 973 
effect sizes, respectively. However, noting our aim of investigating convergent validity, acknowledging 974 
Carlson and Herdman’s 87 recommendations, we considered correlation coefficients above 0.7 to 975 
indicate strong evidence of convergent validity, between 0.5 and 0.7 to indicate acceptable convergent 976 
validity, and below 0.5 to be inadequate to support convergent validity between the two measurement 977 
forms.  978 
 979 
To investigate measurement accuracy, we first determined the proportion of comparisons that are 980 
indicative of accurate, under-reported, or over-reported media use. For this analysis, we used a margin 981 
of error of 5% or more above the tracked measure to indicate over-reporting, 5% or more below to 982 
indicate under-reporting, and mean estimates within 5% of the logged measure to be accurate. To 983 
quantify the magnitude of the difference in means produced using the different measurement forms, 984 
given the within-subjects nature of the analysis and the existence of a true ratio scale with a natural zero 985 
point 107, we calculated the log transformed ratio of means 109, 110, and estimated the sampling variance 986 
accounting for the correlation between measurements 84. These unitless effect sizes were then 987 
synthesized by estimating a random effects model and then back transformed for reporting (This ratio of 988 
means is commonly known as the response ratio R in Ecology research). In this analysis, a value of one 989 
corresponds to an equal ratio between self-reported and logged measures, while values less than one 990 
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indicate under-reporting and values greater than one indicate over-reporting. The magnitude of the 991 
outcome represents the ratio of self-reported to logged media use. 992 
 993 
Risk of Bias Across Studies 994 
To account for study quality and assess potential biases due to ‘small-study effects’, which can include 995 
publication bias, we visually inspected funnel plot symmetry and performed Egger’s regression test 113 996 
for each of the three primary meta-analyses. To visualize possible publication bias, we used a contour-997 
enhanced funnel plot which superimposes notable areas of statistical significance (i.e., p = 0.1, p = 0.05, 998 
p = 0.01). An over-representation of effect sizes in the highlighted areas is indicative of possible 999 
publication biases 113. As a further sensitivity analysis, if a model included effect sizes reported in both 1000 
peer-reviewed and pre-publication studies, we conducted meta-regression moderator analyses to 1001 
determine if effect sizes reported in peer-reviewed studies differ from pre-publication studies (e.g., 1002 
preprints, unpublished data, or papers under review). Finally, as an additional post hoc sensitivity 1003 
analysis, if a model included effect sizes that were included using the web plot digitiser, we synthesized 1004 
the relevant effects excluding these effect sizes to determine whether our results were robust to this 1005 
inclusion method. 1006 
 1007 
Additional Analyses 1008 
To consider possible sources of heterogeneity in the observed correlations and investigate factors that 1009 
affect the relationship between self-reported and logged media use, three categorical moderator 1010 
analyses were conducted. The first concerned the effect of the medium on the correlation (i.e., whether 1011 
effects differ between studies investigating correlations for social media use, phone use, or gaming for 1012 
instance). The second considered the potential moderating effect of the measure category (either usage 1013 
volume or duration), while the third concerned the form of self-report measure (scale or single 1014 
estimate). For each moderator category, in addition to meta-regression models, we estimated separate 1015 
random effects models to produce summary effect sizes for each subgroup.  1016 
 1017 
For the analysis of response accuracy, to account for possible sources of heterogeneity, we planned two 1018 
categorical moderator analyses, estimating random effects models to produce summary weighted effect 1019 
sizes for each subgroup. In the first, we examined whether the results differed based on the category of 1020 
use estimated (e.g., use duration or use volume). In the second, we examined whether they differ by the 1021 
medium. 1022 
 1023 
In addition to these pre-planned moderator analyses, for both the analysis of usage correlations and 1024 
reporting accuracy, three additional post hoc exploratory moderator analyses were conducted. In the 1025 
first, we investigated whether the findings were impacted by the population type involved in an analysis. 1026 
We coded the study samples into five population categories: adolescents; adults; students; general (the 1027 
sample includes individuals from multiple populations); and unknown. The second additional moderator 1028 
analysis concerned the method through which tracking data was acquired. We coded the tracking 1029 
methods into four categories: third party tools; built-in tools; custom tools developed for research 1030 
purposes; and operator or platform data. The third post hoc moderator analysis concerned the data 1031 
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collection design and, for this analysis, we coded the designs into three categories: data donations (i.e., 1032 
participants provided the researchers with access to data that had already been collected); direct 1033 
tracking (i.e., participants installed a tracking tool as part of the study); and operator or platform 1034 
supplied data (i.e., data on participants’ usage were acquired from a platform or network operator). 1035 
Descriptive statistics for the data underlying these three additional moderator analyses are available in 1036 
Extended Data Figure 3. To perform an omnibus test for moderators with more than two levels, 1037 
following Tanner-Smith et al. 111 and Pustejovsky 112, we performed Approximate Hotelling-Zhang (HTZ) 1038 
tests with small sample corrections using the club sandwich package (Pustejovsky, 2017). Finally, for the 1039 
analysis of usage correlations and reporting accuracy, we ran post hoc multiple moderator analyses in 1040 
which all a priori moderators were included simultaneously in the model. For these analyses, as with the 1041 
a priori moderator analyses, we only included moderator levels with a sufficient number of effects 1042 
available. 1043 
 1044 
Across all of the pre-planned and post hoc moderator analyses, an important caveat merits noting. 1045 
While we follow standard procedures, the statistical power of the moderator analyses is limited by the 1046 
quantity of available evidence reported in primary studies. For this reason, while the results provide an 1047 
accurate summary of current knowledge, we encourage caution in their interpretation. 1048 
 1049 
For the three primary meta-analyses, to examine the variance and heterogeneity among effects, we 1050 
computed Q and I2, interpreting statistically significant Q values to indicate heterogeneity and I2 values 1051 
of approximately 25%, 50%, and 75% to indicate low, moderate, and high heterogeneity, respectively. 1052 
To determine if the analyses were impacted by any outliers, we conducted outlier and influence 1053 
diagnostics for the original models (i.e., Cook's distance, covariance ratios, diagonal elements of the hat 1054 
matrix) using the metafor package 84 and performed leave-one-out sensitivity re-analyses without any 1055 
identified outliers. Equivalence testing using the two one-sided test (TOST) procedure was also applied 1056 
to assess evidence for the absence of meaningful effects. A smallest effect size of interest of r = 0.1 was 1057 
used to determine equivalence bounds (i.e., a lower bound of -0.1 and a higher bound of 0.1). The 1058 
results of the TOST procedure are presented in the Supplementary Information. 1059 
 1060 
Data Availability 1061 
The raw and processed data are available on the Open Science Framework website 1062 
(https://osf.io/dhx48/). These data include all extracted effect sizes, study-descriptives, and descriptive 1063 
statistics. In cases where raw data was provided by study authors, as with all included studies, we only 1064 
provide the necessary descriptive statistics and effective sizes used to compute the summary statistics in 1065 
the meta-analyses, and do not share these original authors’ data. The data have been assigned a unique 1066 
identifier: 10.17605/OSF.IO/JS6YE 1067 
 1068 
Code Availability 1069 
The code (written in the R statistical language) used to analyse the relevant data is provided on the 1070 
Open Science Framework website (https://osf.io/dhx48/). All materials needed to reproduce the 1071 
analyses are available at this link. 1072 
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