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#### Abstract

In this paper we apply Arakelov theory to study the distribution of the Petersson norms of classical cusp forms as well as the distribution of the sup norms of rational functions on adelic subsets of curves. The method in both cases is to study the limiting distribution of the successive minima of norms of global sections of powers of a metrized ample line bundle as one takes increasing powers of the bundle. We develop a general method for computing the measure associated to this distribution. We also study measures associated to the zeros of sections which have small norm.
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## 1. Introduction

The development of Arakelov theory has benefited from a close study of applications to classical questions. The proofs of the conjectures of Mordell and Lang are famous examples. We study in this paper the distribution of norms of two kinds of classical objects. The first consists of the Petersson norms of modular forms with integral Fourier coefficients and increasing weight for $\mathrm{SL}_{2}(\mathbb{Z})$. The second consists of the distribution of sup norms of polynomials with integer coefficients on compact subsets of the complex

[^0]plane. More generally, we consider the sup norms of rational functions with prescribed poles on adelic subsets of curves over number fields. These subjects are linked by the fact that they both concern the successive minima of the norms of global sections of increasing powers of metrized line bundles on arithmetic surfaces. We treat both subjects in this paper because there is a substantial overlap in the underlying theory needed to study them.

Finding successive minima of norms of global sections of powers of metrized line bundles has a long history in Arakelov theory. The arithmetic Hilbert-Samuel theorem ([16], [1) concerns the existence of sections with small norm. In [9], Chen developed a theory of convergence for distributions associated to the successive minima of sequences of lattices. He applied this theory to show the existence of limiting distributions associated to the successive minima of norms of sections of increasing powers of line bundles with smooth metrics on arithmetic varieties. For our applications we need to work with some particular metrics which are not smooth, using work on such metrics developed by Bost [6] and Kühn [18]. In the case of Petersson norms of cusp forms, this leads to a new phenomenon not appearing in the work of Chen. Namely, the limiting distribution associated to the successive minima of norms as the weight of the cusp forms increases does not have compact support.

One consequence of our results has to do with congruences between modular forms. We show that most of the small successive minima of the Petersson norms of cusp forms with integral Fourier coefficients arise from non-trivial congruences between Hecke eigenforms. To see why congruences lead to small Petersson norms, suppose $f_{1}$ and $f_{2}$ are distinct normalized Hecke eigencuspforms, so that the first coefficient in each of their Fourier expansions at infinity is 1 . A non-trivial congruence between these forms amounts to the statement that $g=\left(f_{1}-f_{2}\right) / m$ has integral Fourier coefficients for some integer $m>1$. In this case, $g$ will often have smaller Petersson norm than either $f_{1}$ or $f_{2}$. More general congruences involving several eigenforms are involved in the precise statements of our results in Definition 3.2.1 and Theorem 3.2.2(iii).

Classical arithmetic capacity theory was motivated by the problem of finding whether there is a non-zero polynomial with integer coefficients which has sup norm less than one on a given subset of the complex plane. The generalization of this problem to arbitrary curves involves studying global sections of powers of lines bundles which have particular Green's metrics. Classical capacity theory produces an upper bound for the minimal such sup norm which is not sharp in general. We develop in this paper an approach via local Chebyshev constants for obtaining better bounds over schemes of arbitrary dimension, and we obtain additional information on successive minima. This leads to new results about classical questions.

For instance, suppose $E$ is a compact subset of the complex plane which is invariant under complex conjugation. Let $m(n, E)$ be the minimal sup norm over $E$ of a nonzero polynomial with integer coefficients and degree $n$. Since $m(\ell+n, E) \leq m(\ell, E)$. $m(n, E)$, the classical Fekete Lemma [9, p. 10] shows $M(E)=\lim _{n \rightarrow \infty} m(n, E)^{1 / n}$ exists. Classical capacity theory as in [22, 23] shows that if the capacity $\gamma(E)$ of $E$
satisfies $\gamma(E)<1$ then $M(E)<1$. Our work on local Chebyshev constants provides more precise information about $M(E)$. As an example, suppose $E$ is the closed disk of radius $1 / 2$ centered at $1 / 2$. Then $\gamma(E)=1 / 2$, and we will use the machinery of $\$ 5$ to show $0.64<M(E)<0.67$ (see Example 5.3.2).

The Chebyshev method is useful for showing that in some cases, the successive minima are almost all equal. In this case, one says the associated metrized bundles are asymptotically semi-stable, and the limiting measure associated to successive minima is the Dirac measure supported on 0 . We will show that this situation arises from adelic subsets of curves which have capacity one. Motivated by work of Serre on the distribution of eigenvalues of Frobenius on abelian varieties, we will also study the distribution of zeros of sections of small norm with respect to capacity theoretic metrics. We will show that in the case of adelic sets of capacity one, one can find sections of approximately minimal norm whose zeros tend toward the associated equilibrium distribution while avoiding any prescribed finite set of points.

A careful reader will notice that the classical questions we study involving Petersson norms of cusp forms and the capacities of adelic sets lead to considering particular metrics on line bundles. While some of our results could be generalized to other metrics, we prefer to focus on the cases at hand. Similarly, we focus on the Petersson norms of cusp forms for $\mathrm{SL}_{2}(\mathbb{Z})$ rather than on developing in this paper generalizations to arbitrary modular forms on reductive groups. Such generalizations are naturally of interest. However, in this paper we are concerned with demonstrating the possibility of obtaining explicit results. For example, we will show that the limiting measure associated to Petersson inner products of cusp forms for $\mathrm{SL}_{2}(\mathbb{Z})$ has support bounded above by $2 \pi+6(1-\log (12))=-2.62625 \ldots$. We hope a detailed analysis of the $\mathrm{SL}_{2}(\mathbb{Z})$ case will motivate future research on more general modular forms.

This paper is organized in the following way.
In 42 we begin by recalling various kind of slopes associated to an hermitian adelic vector bundle over a number field. The example of primary interest is provided by the global sections of an ample metrized line bundle on an arithmetic variety. The naive adelic slopes associated to such sections $s$ arise from a height $\lambda(s)$ recalled in Definition 2.1.1. Here $\lambda(s)$ is the negative of the natural logarithmic norm of $s$. For this reason, the successive minima of norms of sections correspond to successive maxima of heights. We recall in $\$ 2$ some results of Chen [9] concerning various kinds of successive maxima of heights associated to the global sections of metrized line bundles.

In 93 we consider slopes associated to lattices of cusp forms $f$ of increasing weight for $\mathrm{SL}_{2}(\mathbb{Z})$ which have integral $q$-expansions. We begin by recalling work of Kühn and Bost concerning the interpretation of Petersson norms of such cusp forms via Arakelov theory. When the g.c.d. of the Fourier coefficients is one, the height $\lambda(f)$ of $f$ is simply one half the negative of the logarithm of the Petersson norm of $f$. A key issue is that the adelic metrics which arise on the line bundle $L$ appropriate to this application are singular at infinity. Thus one cannot apply Chen's work directly. Instead we consider forms which vanish to at least prescribed orders at infinity, and then let these orders
tend to 0 . An interesting conclusion in our main result, Theorem 3.2.2, is that the the probability measure $\nu$ which results in limit of large weights has support bounded above but not bounded below. In Definition [3.2.1 we define a nonzero cusp form $f$ to not arise from a congruence between Hecke eigenforms if when we write $f$ as a linear combination $\sum_{i} c_{i} f_{i}$ of distinct normalized eigenforms $f_{i}$, the $c_{i}$ are algebraic integers divisible in the ring of all algebraic integers by the g.c.d. of the Fourier coefficients of $f$. We will show that Petersson norms of such $f$ are very large and contribute a vanishingly small proportion of successive minima as the weight tends to infinity. The measure $\nu$ thus has to do with non-trivial congruences between eigenforms which give rise to forms with integral $q$ expansions having much smaller Petersson norms.

In 逃 we consider smooth projective curves $X$ of positive genus. Building on work of one of us in [27], we deduce an explicit upper bound on the largest minimum of $H^{0}\left(X, L^{\otimes n}\right)$ in terms of arithmetic intersection numbers. However, this result falls short of proving the asymptotic semi-stability of the metrics on $H^{0}\left(X, L^{\otimes n}\right)$.

In 45 we will apply the theory of Okunkov bodies to study successive maxima of heights for $X$ of any dimension. We introduce local and global Chebyshev transforms which are maps from the Okounkov body of $X$ to the real numbers. The global Chebyshev transform is the sum of the local ones. We prove in Corollary 5.1.0.1 that, if the global Chebyshev transform is a constant function, the limit distribution $\nu$ is a Dirac measure. We compute explicitly the local Chebyshev transforms in some particular cases when $X$ is a projective space. The main strength of this technique is that in some cases one can compute explicitly the limit distributions of the successive maxima associated to heights.

In $\sqrt[4]{6}$ we study the distribution of zeros of those sections of powers of a metrized line bundle which have at least a prescribed height, i.e. those sections whose norms are small in the corresponding way. We begin with an example in 6.1 which suggests that sections of "small" norm may have to have at least some of their zeros at particular points, the remaining zeros being variable. To formulate this precisely we recall a result of Serre concerning the decomposition in to atomic and diffuse parts of limits of measures in the weak topology on the space of positive Radon measures. The connection of this theory to zeros of cusp forms of small Petersson norms is discussed in Remark 3.2.3 and Question 6.2.3.

In $\$ 7$ we consider applications to adelic capacity theory. This has to do with the possible sup norms of rational functions on adelic subsets of curves. We will apply work of Rumely to show that in the case of capacity metrics associated to adelic sets of capacity one, the associated metrized bundles are asymptotically semi-stable, and the measure $\nu$ is the Dirac measure supported at 0 . We will also study the locations of the zeros of sections which arise in this case using the work in 86
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## 2. Semistability, successive maxima, slopes and prior results

2.1. Measures associated to successive maxima à la Chen. Let $\bar{E}=\left(E,\left(\|\cdot\| \|_{v}\right)\right.$ be an hermitian adelic vector bundle of $\operatorname{rank} r=\operatorname{rank}(\overline{\mathrm{E}})>0$ over a number field $K$ of degree $\delta$ over $\mathbb{Q}$ (see [14], Definition 3.1).
Definition 2.1.1. We consider three sequences of slopes for $\bar{E}$ :
i. The (unnormalized) Harder-Narasimhan-Grayson-Stuhler slopes $\left(\hat{\lambda_{i}}\right)_{i=1}^{r}=\left(\hat{\lambda_{i}}(\bar{E})\right)_{i=1}^{r}$, as defined in [14], Definition 5.10. One has

$$
\sum_{i=1}^{r} \hat{\lambda}_{i}(\bar{E})=\widehat{\operatorname{deg}}(\bar{E})=r \lambda(\bar{E}),
$$

where $\widehat{\operatorname{deg}}(\bar{E})$ is the adelic degree of $\bar{E}$ ([14], Definition 4.1), and $\lambda(\bar{E})=$ $\frac{1}{r} \widehat{\operatorname{deg}}(\bar{E})$ is the slope of $\bar{E}$.
ii. The naive adelic successive maxima $\left(\lambda_{i}\right)_{i=1}^{r}=\left(\lambda_{i}(\bar{E})\right)_{i=1}^{r}$ of $\bar{E}$, where $\lambda_{i}(\bar{E})$ is the largest real number $\lambda$ such that the set $\bar{E}^{2 \lambda}$ of elements of $E$ satisfying

$$
\begin{equation*}
\lambda(s):=-\sum_{v} \delta_{v} \log \|s\|_{v} \geq \lambda, \tag{2.1}
\end{equation*}
$$

generates a $K$-vector space of dimension at least $i$. Here, $\delta_{v}$ is defined as follows, for each valuation of $v$ of $K$. When $v$ is finite of residual characteristic $p$, if $K_{v}$ is the completion of $K$ at $v, \delta_{v}$ is the degree of $K_{v}$ over $\mathbb{Q}_{p}$. When $v$ is real $\delta_{v}=1$, and when $v$ is complex $\delta_{v}=2$.
iii. The adelic successive maxima $\left(\lambda_{i}^{\prime}\right)_{i=1}^{r}=\left(\lambda_{i}^{\prime}(\bar{E})\right)_{i=1}^{r}$ of $\bar{E}$ (see [14], Definition 5.19) : the number $\lambda_{i}^{\prime}(\bar{E})$ is the supremum of the quantities $-\sum_{v} \delta_{v} \log r_{v}$, where $\left(r_{v}\right)_{v}$ ranges over all families of positive real numbers such that the set of elements $s \in E$ satisfying

$$
\forall v, \quad\|s\|_{v} \leq r_{v}
$$

generates a $K$-vector space of dimension at least $i$.
By [14], Theorem 5.20, one has

$$
\sum_{i=1}^{r} \lambda_{i}^{\prime}(\bar{E})=\widehat{\operatorname{deg}}(\bar{E})+\mathcal{O}_{K}(r \log (2 r)) .
$$

Since the same holds for the slopes $\left(\hat{\lambda_{i}}(\bar{E})\right)_{i=1}^{r}$, the inequalities $\hat{\lambda_{i}}(\bar{E}) \geq \lambda_{i}(\bar{E}) \geq \lambda_{i}^{\prime}(\bar{E})$ ensure that the same estimate also holds for the slopes $\left(\lambda_{i}(\bar{E})\right)_{i=1}^{r}$. From this one deduce the following :
Proposition 2.1.2. Let $\left(\bar{E}_{n}\right)_{n \geq 1}$ be a sequence of hermitian adelic vector bundles of ranks $\left(r_{n}\right)_{n \geq 1}$ over $K$, such that $\log r_{n}=o(n)$. Assume that the sequence of probability measures

$$
\hat{\nu}_{\bar{E}_{n}}=\frac{1}{r_{n}} \sum_{i=1}^{r_{n}} \delta_{\frac{1}{n}} \hat{\lambda}_{i}\left(\bar{E}_{n}\right)
$$

weakly converges to some probability measure $\nu$ with compact support on $\mathbb{R}$. Then the sequence

$$
\nu_{\bar{E}_{n}}=\frac{1}{r_{n}} \sum_{i=1}^{r_{n}} \delta_{\frac{1}{n} \lambda_{i}\left(\bar{E}_{n}\right)},
$$

weakly converges to $\nu$.
Proof. Since smooth functions are dense within the space of continuous functions having compact support, it will suffice to show that for every smooth function $h$ with compact support,

$$
e_{n}=\frac{1}{r_{n}} \sum_{i=1}^{r_{n}}\left(h\left(\frac{1}{n} \hat{\lambda}_{i}\left(\bar{E}_{n}\right)\right)-h\left(\frac{1}{n} \lambda_{i}\left(\bar{E}_{n}\right)\right)\right)
$$

converges to 0 as $n$ tends to infinity. By the mean value theorem,

$$
\left|e_{n}\right| \leq \frac{\| h^{\prime}| |_{\infty}}{n r_{n}} \sum_{i=1}^{r_{n}}\left|\hat{\lambda}_{i}\left(\bar{E}_{n}\right)-\lambda_{i}\left(\bar{E}_{n}\right)\right| .
$$

The discussion preceding the statement of the proposition shows

$$
\sum_{i=1}^{r_{n}}\left|\hat{\lambda_{i}}\left(\bar{E}_{n}\right)-\lambda_{i}\left(\bar{E}_{n}\right)\right|=\sum_{i=1}^{r_{n}} \hat{\lambda_{i}}\left(\bar{E}_{n}\right)-\sum_{i=1}^{r_{n}} \lambda_{i}\left(\bar{E}_{n}\right)=O\left(r_{n} \log \left(2 r_{n}\right)\right) .
$$

This gives

$$
\left|e_{n}\right|=O\left(\log \left(2 r_{n}\right) / n\right)=o(1)
$$

as claimed.
From now on, let $X$ be a projective variety of dimension $d$ over a number field $K$, and let $L$ be an ample line bundle on $X$, endowed with a continuous adelic metric $\left(|\cdot|_{L, v}\right)_{v}$, in the sense of [32]. We assume that for all but a finite number of places, the metrics $\left(|\cdot|_{L, v}\right)_{v}$ come from a single integral model of $(X, L)$ over $\mathcal{O}_{K}$. The $K$-vector space $H^{0}\left(X, L^{\otimes n}\right)$ is an adelic vector bundle, in the sense of [14], if equipped with the family of norms

$$
\|s\|_{L^{\otimes n}, v}=\sup _{x \in X\left(\mathbb{C}_{v}\right)}|s(x)|_{L, v}^{\otimes n} .
$$

Even if the adelic vector bundle $H^{0}\left(X, L^{\otimes n}\right)$ is not hermitian, one can still define its naive adelic successive maxima $\left(\lambda_{i, n}\right)_{i=1}^{r_{n}}=\left(\lambda_{i}\left(H^{0}\left(X, L^{\otimes n}\right)\right)_{i=1}^{r_{n}}\right.$. We will rely on the following fundamental theorem of Chen.

Theorem 2.1.3. (Chen) Under the above hypotheses, the sequence of probability measures

$$
\nu_{n}=\frac{1}{r_{n}} \sum_{i=1}^{r_{n}} \delta_{\frac{1}{n} \lambda_{i, n}}
$$

converges weakly to a compactly supported probability measure $\nu$ on $\mathbb{R}$.

Indeed, replacing the $L^{\infty}$-norms at archimedean places by $L^{2}$-norms with respect to a fixed volume form only changes the normalized successive maxima $\frac{1}{n} \lambda_{i, n}$ by the negligible amount $O\left(\frac{\log (n)}{n}\right)$, so that one is left with a sequence of hermitian adelic vector bundles over $K$ which satisfies the hypotheses of Proposition [2.1.2 by Theorem 4.1.8 of 9 .

Remark 2.1.4. The weak convergence of the sequence $\left(\nu_{n}\right)_{n}$ also holds when the adelic metric has mild singularities. More precisely, let us assume that $d=1$, let $\left(|\cdot|_{L, v}\right)_{v}$ be an adelic metric coming for all but a finite number of places from a single integral model of $(X, L)$ over $\mathcal{O}_{K}$, and let us allow $\left(|\cdot|_{L, v}\right)_{v}$ to have logarithmic singularities at finitely many places. Namely, if $L^{\prime}$ is the line bundle $L$ endowed with a continuous adelic metric $\left(|\cdot|_{L^{\prime}, v}\right)_{v}$ as above then we require $|\cdot|_{L, v}=\phi_{v}|\cdot|_{L^{\prime}, v}^{\prime}$ where $\phi_{v}$ is a non-negative continuous function such that

$$
\left|1_{D}\right|_{\mathcal{O}(D)}^{M} \leq \phi_{v}
$$

for some integer $M$ and some continuous metric $|\cdot|_{\mathcal{O}(D)}$ on $\mathcal{O}(D)$. The homomorphism $H^{0}\left(X, L^{\otimes n}\right) \rightarrow H^{0}\left(X, L^{\prime}(M D)^{\otimes n}\right)$ then has operator norm at most 1 at each place. Thus $n^{-1} \lambda_{1}\left(H^{0}\left(X, L^{\otimes n}\right)\right)$ is bounded. With the help of Corollary 4.1.4 and Remark 4.1.5 of [9] one concludes that the corresponding sequence of measures $\left(\nu_{n}\right)_{n}$ is weakly convergent.

## 3. Modular forms and Petersson norms

In 33.1 we recall some work of Bost [6] and Kühn [18] concerning the interpretation of holomorphic modular forms of weight $12 k$ for $\mathrm{SL}_{2}(\mathbb{Z})$ as sections of the $k^{\text {th }}$ power of a particular metrized line bundle on $\mathbb{P}_{\mathbb{Z}}^{1}$ for $k \geq 1$. We then study in 33.2 the successive maxima $\left\{\lambda_{i, k}\right\}_{i=1}^{k}$ associated to the lattice $\mathcal{S}_{12 k}(\Gamma, \mathbb{Z})$ of cusp forms of weight $12 k$ with integral Fourier coefficients with respect to the Petersson inner product.
3.1. Modular forms as sections of a metrized line bundle. Let $\mathbb{H}$ be the upper half plane and let $\Gamma=\operatorname{PSL}(2, \mathbb{Z})$ be the modular group. Then $X=\Gamma \backslash\left(\mathbb{H} \cup \mathbb{P}^{1}(\mathbb{Q})\right)$ has a natural structure as a Riemann surface. The classical $j$ function of $z \in \mathbb{H}$ has expansion

$$
j(z)=\frac{1}{q}+744+\sum_{n=1}^{\infty} a_{n} q^{n} \quad \text { in } \quad q=e^{2 \pi i z} .
$$

The map $z \rightarrow j(z)$ defines an isomorphism $X \rightarrow \mathbb{P}_{\mathbb{C}}^{1}$.
The volume form of the hyperbolic metric on $\mathbb{H}$ is

$$
\begin{equation*}
\mu=\frac{d x \wedge d y}{y^{2}}=\frac{i}{2} \frac{d z \wedge d \bar{z}}{\operatorname{Im}(z)^{2}} \tag{3.1}
\end{equation*}
$$

This form has singularities at the cusp and at the elliptic fixed points of $\Gamma$, as described in [18, §4.2].

Define

$$
\begin{equation*}
\Delta(z)=q \prod_{n=1}^{\infty}\left(1-q^{n}\right)^{24}=q+\sum_{n>1} b_{n} q^{n} \tag{3.2}
\end{equation*}
$$

to be the normalized cusp form of weight 12 for $\Gamma$. Let $S_{i \infty}$ be the unique cusp of $X$, so that $S_{i \infty}$ is associated with the orbit of $\mathbb{P}^{1}(\mathbb{Q})$ under $\Gamma$.

Suppose $k$ is a positive integer. In [18, Def. 4.6] the line bundle

$$
\mathcal{M}_{12 k}(\Gamma)_{\infty}=\mathcal{O}_{X}\left(S_{i \infty}\right)^{\otimes k}
$$

is defined to be the line bundle of modular forms of weight $12 k$ with respect to $\Gamma$. This is shown to be compatible with the usual classical definition of modular forms. In particular, there is an isomorphism

$$
\begin{equation*}
M_{12 k}(\Gamma) \rightarrow H^{0}\left(X, \mathcal{O}_{X}\left(S_{i \infty}\right)^{\otimes k}\right) \tag{3.3}
\end{equation*}
$$

between the space $M_{12 k}(\Gamma)$ of classical modular forms $f=f(z)$ of weight $12 k$ and $H^{0}\left(X, \mathcal{O}_{X}\left(S_{i \infty}\right)^{\otimes k}\right)$ which sends $f$ to the element $f / \Delta^{k}$ of the function field $\mathbb{C}(j)$ of $X$ over $\mathbb{C}$.

The Petersson metric $\left|\left.\right|_{\infty}\right.$ on $\mathcal{M}_{12 k}(\Gamma)_{\infty}$ is defined in [18, Def. 4.8] by

$$
\begin{equation*}
|f|_{\infty}^{2}(z)=|f(z)|^{2}(4 \pi \operatorname{Im}(z))^{12 k} \tag{3.4}
\end{equation*}
$$

if $f$ is a meromorphic section of $\mathcal{M}_{12 k}(\Gamma)_{\infty}$. It is shown in [18, Prop. 4.9] that this metric is logarithmically singular with respect to the cusp and elliptic fixed points of $X$. See [18, p. 227-228] for the reason that the factor $4 \pi$ is used on the right side of (3.4)

As in [18, $\S 4.11]$, we define an integral model of $X$ to be

$$
\mathcal{X}=\operatorname{Proj}\left(\mathbb{Z}\left[Z_{0}, Z_{1}\right]\right)
$$

with $Z_{0}$ and $Z_{1}$ corresponding to the global sections $j \cdot \Delta$ and $\Delta$ of the ample line bundle $\mathcal{M}_{12}(\Gamma)_{\infty}$. The point $S_{i \infty}$ defines a section $\bar{S}_{i \infty}$ of $\mathcal{X}=\mathbb{P}_{\mathbb{Z}}^{1} \rightarrow \operatorname{Spec}(\mathbb{Z})$. We extend $\mathcal{M}_{12 k}(\Gamma)_{\infty}$ to the line bundle

$$
\mathcal{M}_{12 k}(\Gamma)=\mathcal{O}_{\mathcal{X}}\left(\bar{S}_{i \infty}\right)^{\otimes k}
$$

on $\mathcal{X}$. This model then gives natural metrics $\left|\left.\right|_{v}\right.$ at all non-archimedean places $v$ for the induced line bundle $\mathcal{M}_{12 k}(\Gamma)_{\mathbb{Q}}$ on the general fiber $X_{\mathbb{Q}}=\mathbb{Q} \otimes_{\mathbb{Z}} \mathcal{X}$. When $v$ is the infinite place of $\mathbb{Q}$, we let $\left.\left|\left.\right|_{v}\right.$ be the Petersson metric $|\right|_{\infty}$.

Proposition 3.1.1. The global sections $H^{0}\left(\mathcal{X}, \mathcal{M}_{12 k}(\Gamma)\right)$ are identified with the $\mathbb{Z}$ lattice of all modular forms $f$ of weight $12 k$ with respect to $\Gamma$ which have integral $q$-expansions at $S_{i \infty}$. These are the the sections $f$ of $H^{0}\left(\mathcal{X}_{\mathbb{Q}}, \mathcal{M}_{12 k}(\Gamma)_{\mathbb{Q}}\right)$ such that for all finite places $v$ of $\mathbb{Q}$ one has

$$
\begin{equation*}
\|\left. f\right|_{\mathcal{M}_{12 k}(\Gamma), v}=\sup _{z \in X_{\mathbb{Q}}\left(\mathbb{C}_{v}\right)}|f|_{v}(z) \leq 1 . \tag{3.5}
\end{equation*}
$$

If $f$ is not in $B \cdot H^{0}\left(\mathcal{X}, \mathcal{M}_{12 k}(\Gamma)\right)$ for any integer $B>1$ then

$$
\|f\|_{\mathcal{M}_{12 k}(\Gamma), v}=1 \quad \text { for all finite } \quad v .
$$

The sublattice $\mathcal{S}_{12 k}(\Gamma, \mathbb{Z})$ of all cusp forms in $H^{0}\left(\mathcal{X}, \mathcal{M}_{12 k}(\Gamma)\right)$ has corank 1 and rank $k$. If $f \in \mathcal{S}_{12 k}(\Gamma, \mathbb{Z})$, the $L^{2}$ Hermitian norm at the infinite place $v=\infty$ of $f$ is the usual Petersson norm

$$
\begin{equation*}
\|f\|_{\mathcal{M}_{12 k}(\Gamma), \infty, \text { herm }}^{2}=\int_{X(\mathbb{C})}|f|_{\infty}^{2}(z) \mu(z)=\int_{X(\mathbb{C})}|f(z)|^{2}(4 \pi y)^{12 k} \frac{d x d y}{y^{2}} \tag{3.6}
\end{equation*}
$$

associated to $f$, where $\mu(z)$ is the the volume form of the hyperbolic metric given in (3.1).

Proof. The first statement is a consequence of the fact that the $q$ expansions of $j$ and $\Delta$ have integral coefficients and begin with $1 / q$ and $q$, respectively. The statements concerning finite places $v$ is just the definition of the metrics at such places which are associated to integral models of line bundles. The rank of $H^{0}\left(\mathcal{X}, \mathcal{M}_{12 k}(\Gamma)\right)$ over $\mathbb{Z}$ is the dimension over $\mathbb{C}$ of $H^{0}\left(X, \mathcal{M}_{12 k}(\Gamma)_{\infty}\right)=H^{0}\left(X, \mathcal{O}_{X}\left(S_{i \infty}\right)^{\otimes k}\right)$, which equals $k+1$ by Riemann Roch. The last statement concerning cusp forms is the definition of the Petersson norm when this is normalized as in (3.4).
Remark 3.1.2. Since the sections $\left(j^{k-\ell} \Delta^{k}\right)_{\ell=0}^{k}$ form an integral basis of $H^{0}\left(\mathcal{X}, \mathcal{M}_{12 k}(\Gamma)\right)$, the norm $\|\cdot\|_{\mathcal{M}_{12 k}(\Gamma), v}$ is given at non archimedean places by

$$
\| \sum_{\ell=0}^{k} a_{\ell} j^{k-\ell} \Delta^{k}| |_{\mathcal{M}_{12 k}(\Gamma), v}=\max _{0 \leq l \leq k}\left|a_{l}\right|_{v}
$$

In particular, for any $f$ in $H^{0}\left(\mathcal{X}, \mathcal{M}_{12 k}(\Gamma)\right)_{\mathbb{Q}_{v}}$, the norm $\|f\|_{\mathcal{M}_{12 k}(\Gamma), v}$ belongs to the valuation semigroup $\left|\mathbb{Q}_{v}\right|$.
3.2. Successive maxima and modular forms. To state our main result we need a definition.

Definition 3.2.1. A non-zero form $f \in \mathcal{S}_{12 k}(\Gamma, \mathbb{Z})$ does not arise from a congruence between eigenforms if when we write $f$ as a linear combination $\sum_{i} c_{i} f_{i}$ of distinct normalized eigenforms $f_{i}$, the $c_{i}$ are algebraic integers divisible in the ring of all algebraic integers by the g.c.d. of the Fourier coefficients of $f$.

This terminology arises from the fact that if the $c_{i}$ are integral but the last requirement in the definition fails, there is a non-trivial congruence modulo the g.c.d. of the Fourier coefficients of $f$ between the forms $f_{i}$.

Theorem 3.2.2. Let $\left\{\lambda_{i, 12 k}\right\}_{i=1}^{k}$ be the naive adelic successive maxima associated to $\mathcal{S}_{12 k}(\Gamma, \mathbb{Z})$ in Definition 2.1.1(ii) with respect to the $L^{2}$ Hermitian norm defined by the Petersson norm in (3.12).
i. The sequence of probability measures

$$
\nu_{12 k}=\frac{1}{k} \sum_{i=1}^{k} \delta_{\frac{1}{k} \lambda_{i, 12 k}}
$$

converges weakly as $k \rightarrow \infty$ to a probability measure $\nu$.
ii. The support of the measure $\nu$ is bounded above by $2 \pi+6(1-\log (12))=$ $-2.62625 \ldots$. The support of $\nu$ is not bounded below.
iii. As $k \rightarrow \infty$, the proportion of successive maxima which are produced by $f \in$ $\mathcal{S}_{12 k}(\Gamma, \mathbb{Z})$ which do not arise from a congruence between eigenforms goes to 0 .

This result shows that in Remark 2.1.4, the limit measure need not have compact support when the metrics involved are allowed to have mild singularities. We will prove in 3.3 more quantitive results about the successive maxima $\lambda_{i, 12 k}$ in this Theorem.

Remark 3.2.3. Consider the divisors zer $(f)$ of complex zeros of elements $f$ of $S=$ $\cup_{k>0} \mathcal{S}_{12 k}(\Gamma, \mathbb{Z})$. Recall that each such $\operatorname{zer}(f)=\sum_{x \in \mathbb{P}^{1}(\mathbb{C})} m_{x} x$ defines a Dirac measure $\mu(\operatorname{zer}(f))=\frac{1}{\operatorname{deg}(f)} \sum_{x} m_{x} \delta_{x}$. It follows from work of Holowinsky and Soundararajan [17, Remark 2] and Rudnick [21] that as $f$ ranges over any sequence of non-zero Hecke eigencusp forms of weights going to infinity, the corresponding Dirac measures $\mu(\operatorname{zer}(f))$ converge weakly to the Petersson measure $\mu$ in (3.1). However, due to part (iii) of Theorem 3.2.2, we cannot conclude from this much information about the measures associated to the zeros of forms with large height. For a discussion of the latter measures, see 6.1 and $\$ 6.2$ It would be interesting to know whether cusp forms with integral $q$-expansions which have small Petersson norms must vanish at particular points in the upper half plane.
3.3. Petersson norms and Fourier expansions. We begin with a well known argument for bounding Petersson norms from below.

Lemma 3.3.1. Suppose that $0 \neq f=\sum_{n=1}^{\infty} a_{n} q^{n} \in \mathcal{S}_{12 k}(\Gamma, \mathbb{C})$. Let $N=\operatorname{ord}_{\infty}(f)$. Then $1 \leq N \leq k$, and the $L^{2}$ Hermitian norm at the infinite place $v=\infty$ of $f$ in (3.12) has the property that

$$
\begin{align*}
\|f\|_{\mathcal{M}_{12 k}(\Gamma), \infty, \text { herm }}^{2} & =\int_{X(\mathbb{C})}|f(z)|^{2}(4 \pi y)^{12 k} \frac{d x d y}{y^{2}} \\
& \geq \sum_{n=1}^{\infty}\left|a_{n}\right|^{2} 4 \pi e^{-4 \pi n} \frac{(12 k-2)!}{n^{12 k-1}} \\
& \geq\left|a_{N}\right|^{2} \cdot 4 \pi e^{-4 \pi N} \frac{(12 k-2)!}{N^{12 k-1}} \tag{3.7}
\end{align*}
$$

Proof. Since the $a_{n}$ are in $\mathbb{C}$, we have $\overline{f(q)}=\sum_{n=1}^{\infty}{\overline{a_{n} q}}^{n}$. For a fixed $y \geq 1$ we have (as in [26, p. 786]) that

$$
\begin{align*}
\int_{-1 / 2}^{1 / 2}|f(x+i y)|^{2} d x & =\int_{-1 / 2}^{1 / 2} f(q) \overline{f(q)} d x \\
& =\int_{-1 / 2}^{1 / 2} \sum_{n, m=1}^{\infty} a_{n} \overline{a_{m}} q^{n} \bar{q}^{m} \\
& =\sum_{n, m=1}^{\infty} a_{n} \overline{a_{m}} \int_{-1 / 2}^{1 / 2} e^{2 \pi i((n-m) x+(n+m) i y)} d x \\
& =\sum_{n=1}^{\infty}\left|a_{n}\right|^{2} e^{-4 \pi n y} \tag{3.8}
\end{align*}
$$

The standard fundamental domain for the action of $\mathrm{SL}_{2}(\mathbb{Z})$ on $\mathbb{H}$ contains the set $T=\{z=x+i y:-1 / 2 \leq x<1 / 2$ and $y \geq 1\}$. Therefore

$$
\begin{align*}
\int_{X(\mathbb{C})}|f(z)|^{2}(4 \pi y)^{12 k} \frac{d x d y}{y^{2}} & \geq \int_{T}|f(z)|^{2}(4 \pi y)^{12 k} \frac{d x d y}{y^{2}} \\
& =\int_{y=1}^{\infty} \int_{x=-1 / 2}^{x=1 / 2}|f(x+i y)|^{2} d x(4 \pi)^{12 k} y^{12 k-2} d y \\
& =(4 \pi)^{12 k} \sum_{n=1}^{\infty}\left|a_{n}\right|^{2} \int_{y=1}^{\infty} e^{-4 \pi n y} y^{12 k-2} d y \tag{3.9}
\end{align*}
$$

For all constants $c \neq 0$ and all integers $\ell \geq 0$, one has the indefinite integral

$$
\begin{equation*}
\int e^{-c y} y^{\ell} d y=-e^{-c y} \cdot \sum_{j=0}^{\ell} \frac{y^{\ell-j} \ell!}{c^{j+1}(\ell-j)!} \tag{3.10}
\end{equation*}
$$

as one sees by differentiating the right side. Setting $c=4 \pi n$ and $\ell=12 k-2$ and then integrating the left hand side from $y=1$ to $\infty$ gives

$$
\begin{equation*}
\int_{y=1}^{\infty} e^{-4 \pi n y} y^{12 k-2} d y=e^{-4 \pi n} \sum_{j=0}^{12 k-2} \frac{(12 k-2)!}{(4 \pi n)^{j+1}(12 k-2-j)!} \geq e^{-4 \pi n} \frac{(12 k-2)!}{(4 \pi n)^{12 k-1}} \tag{3.11}
\end{equation*}
$$

Substituting this back into (3.9) gives the claimed inequalities.
3.4. Bounds on successive maxima. The following result will be used later to analyze the support of limit measures associated to successive maxima.
Theorem 3.4.1. The rank of $\mathbb{S}_{12 k}(\Gamma, \mathbb{Z})$ over $\mathbb{Z}$ is $k$, and $\mathbb{S}_{12 k}(\Gamma, \mathbb{Z})$ has $\left\{\Delta^{k} j^{k-\ell}: 1 \leq\right.$ $\ell \leq k\}$ as a basis over $\mathbb{Z}$. Suppose $0 \neq f=\sum_{n=1}^{\infty} a_{n} q^{n} \in \mathcal{S}_{12 k}(\Gamma, \mathbb{Z})$. Let $\operatorname{ord}_{\infty}(f)$ be the smallest $n$ such that $a_{n} \neq 0$. Then $1 / k \leq \operatorname{ord}_{\infty}(f) / k \leq 1$. Let $\lambda(f)$ be the logarithmic
height of $f$ with respect to the metrics of Proposition 3.1.1. Let $\ell: \mathbb{R}_{>0} \rightarrow \mathbb{R}$ be the monotonically increasing function defined by

$$
\ell(c)=2 \pi c+6(\log (c)+1-\log (12)) .
$$

i. For $\epsilon>0$, there are only finitely many $k$ and $f$ for which

$$
\lambda(f) / k-\ell\left(\operatorname{ord}_{\infty}(f) / k\right) \geq \epsilon
$$

up to replacing $f$ by non-zero rational multiple of itself (which does not change $\lambda(f)$ or $\left.\operatorname{ord}_{\infty}(f)\right)$.
ii. Suppose $r_{0}>\ell(1)=2 \pi+6(1-\log (12))=-2.62625 \ldots$. Then for all sufficiently large $k$ and all $f \in \mathcal{S}_{12 k}(\Gamma, \mathbb{Z})$ one has $\lambda(f) / k \leq r_{0}$.
iii. Suppose $1>c>0$ and $\epsilon>0$. For all sufficiently large $k$, there are at least $c k$ successive maxima $\lambda_{i, 12 k}$ among the total of $k$ successive maxima associated to $\mathcal{S}_{12 k}(\Gamma, \mathbb{Z})$ for which

$$
\frac{\lambda_{i, 12 k}}{k} \leq \ell(c)+\epsilon
$$

One has $\lim _{c \rightarrow 0^{+}} \ell(c)=-\infty$.
Proof. By Proposition 3.1.1, $\mathcal{S}_{12 k}(\Gamma, \mathbb{Z})$ has corank 1 in $H^{0}\left(\mathcal{X}, \mathcal{M}_{12 k}(\Gamma)\right)$. The rank of $H^{0}\left(\mathcal{X}, \mathcal{M}_{12 k}(\Gamma)\right)$ is $k+1$, so $\mathcal{S}_{12 k}(\Gamma, \mathbb{Z})$ has rank $k$. The form $\Delta^{k} j^{k-i}$ lies in $\mathcal{S}_{12 k}(\Gamma, \mathbb{Z})$ for $0<i \leq k$, and its first non-zero term in its Fourier expansion at $\infty$ is $q^{i}$. Hence the set of these forms is a $\mathbb{Z}$-basis for $\mathcal{S}_{12 k}(\Gamma, \mathbb{Z})$, and $1 \leq \operatorname{ord}_{\infty}(f) \leq k$ for $0 \neq f \in \mathcal{S}_{12 k}(\Gamma, \mathbb{Z})$.

The logarithmic height of $f$ with respect to the metrics $\left\|\|_{L, v}\right.$ we have defined on $L=\mathcal{M}_{12 k}(\Gamma)$ for each place $v$ of $\mathbb{Q}$ is

$$
\lambda(f)=-\sum_{v} \log \|f\|_{L, v} .
$$

By the product formula, multiplying $f$ by a non-zero rational number does not change $\lambda(f)$. We now replace $f$ by a rational multiple of itself without changing $\lambda(f)$ to be able to assume $f \in \mathcal{S}_{12 k}(\Gamma, \mathbb{Z})$ is not in $B \cdot M_{12 k}(\Gamma, \mathbb{Z})$ for any integer $B>1$.

Proposition 3.1.1 shows $\|f\|_{L, v}=1$ for each finite $v$, while if $v=v_{\infty}$ is the infinite place,

$$
\begin{equation*}
\|f\|_{L, v_{\infty}}^{2}=\int_{X(\mathbb{C})}|f(z)|^{2}(4 \pi y)^{12 k} \frac{d x d y}{y^{2}} \tag{3.12}
\end{equation*}
$$

is the Petersson norm. Since $f$ has integral Fourier coefficients, we find from (3.7) of Lemma 3.3.1 that

$$
\begin{align*}
2 \lambda(f) & =-\log \left(\int_{X(\mathbb{C})}|f(z)|^{2}(4 \pi y)^{12 k} \frac{d x d y}{y^{2}}\right) \\
& \leq-\log \left(4 \pi e^{-4 \pi N} \frac{(12 k-2)!}{N^{12 k-1}}\right) \\
& =-\log (4 \pi)+4 \pi N-\log ((12 k-2)!)+(12 k-1) \log (N) . \tag{3.13}
\end{align*}
$$

Suppose $N=c k$ for some constants $r$ and $c$. Since $\log (N) \geq 0$, (3.20) gives

$$
\begin{align*}
2 \frac{\lambda(f)}{k} & \leq-\frac{\log (4 \pi)}{k}+4 \pi c-\frac{\log ((12 k-2)!)}{k}+(12-1 / k) \cdot(\log (c)+\log (k)) \\
& \leq 4 \pi c+\frac{\log (12 k-1)+\log (12 k)}{k}-\frac{\log (12 k)!}{k}+12 \cdot(\log (c)+\log (k)) \\
& \leq 4 \pi c+2 \log (12 k) / k-12(\log (12)-1)+12 \log (c) \tag{3.14}
\end{align*}
$$

since $\log ((12 k)!) \geq 12 k \log (12 k)-12 k$. We conclude from (3.14) that

$$
\begin{equation*}
\frac{\lambda(f)}{k}-\ell(c) \leq \log (12 k) / k \tag{3.15}
\end{equation*}
$$

when $\ell(c)=2 \pi c+6(\log (c)+1-\log (12))$. Thus (3.15) implies that if $\frac{\lambda(f)}{k}-\ell(c) \geq \epsilon>0$ then $k$ is bounded above by a function of $\epsilon$. For each fixed $k$, we have $c=N / k \geq 1 / k$ so $\ell(c)$ is bounded below. Thus $\lambda(f) / k-\ell(c) \geq \epsilon>0$ implies the Petersson norm of $f$ is bounded from above. So there are only finitely many possibilities for $f$ up to multiplication by a non-zero rational number, as claimed in part (i) of Theorem 3.4.1.

Part (ii) of Theorem 3.4.1 now follows from part (i).
To prove part (iii), suppose $1 \leq j \leq k$. By part (i), if $M(k, j)$ is the submodule of forms $f \in \mathcal{S}_{12 k}(\Gamma, \mathbb{Z})$ for which $\operatorname{ord}_{\infty}(f)>j$, the corank of $M(k, j)$ in $\mathcal{S}_{12 k}(\Gamma, \mathbb{Z})$ is $j$. So at least $j$ successive maxima of $\mathcal{S}_{12 k}(\Gamma, \mathbb{Z})$ do not arise from forms in $M(k, j)$. If $f$ is not in $M(k, j)$, then (3.15) shows

$$
\frac{\lambda(f)}{k} \leq \ell\left(\operatorname{ord}_{\infty}(f) / k\right)+\log (12 k) / k \leq \ell(j / k)+\log (12 k) / k
$$

since $\ell(c)$ is monotonically increasing with $c$. Therefore at least $j$ of the successive maxima $\left\{\lambda_{i, 12 k}\right\}_{i=1}^{k}$ associated to $\mathcal{S}_{12 k}(\Gamma, \mathbb{Z})$ satisfy the bound

$$
\frac{\lambda_{i, 12 k}}{k} \leq \ell(j / k)+\log (12 k) / k
$$

Since $\ell(c) \rightarrow-\infty$ as $c=j / k \rightarrow 0^{+}$and $\log (12 k) / k \rightarrow 0$ as $k \rightarrow \infty$, this proves part (iii) of Theorem 3.4.1.

Lemma 3.4.2. There exists a constant $C>0$ such that for any element $f$ of $\mathcal{S}_{12 k}(\Gamma, \mathbb{Z})$ vanishing with order at least $N$ at infinity, we have

$$
\lambda(f) \leq 6 k \log \left(\frac{N}{k}\right)+C k .
$$

Proof. By Lemma 3.3.1 and by Stirling's formula, we have

$$
\|f\|_{\mathcal{M}_{12 k}(\Gamma), \infty, \text { herm }}^{2} \geq e^{O(k)} \frac{(12 k)^{12 k}}{N^{12 k}}
$$

hence the result by taking (opposite of) logarithms.

Lemma 3.4.3. There exists a constant $c>0$ such that for any integers $k, \ell$ with $1 \leq \ell \leq k$, we have

$$
\lambda\left(\Delta^{k} j^{k-\ell}\right) \geq 6 k \log \left(\frac{\ell}{k}\right)-c k
$$

Proof. Since $\Delta^{k} j^{k-\ell}$ has integral $q$-expansion and unit leading coefficient, we have

$$
\left\|\Delta^{k} j^{k-\ell}\right\|_{\mathcal{M}_{12 k}(\Gamma), v}=1,
$$

for any finite place $v$. In particular, we have

$$
\lambda\left(\Delta^{k} j^{k-\ell}\right)=-\log \left\|\Delta^{k} j^{k-\ell}\right\|_{\mathcal{M}_{12 k}(\Gamma), \infty, \text { herm }}
$$

Let

$$
\begin{equation*}
F=\left\{z=x+i y:-1 / 2 \leq x \leq 1 / 2, x^{2}+y^{2} \geq 1\right\} \tag{3.16}
\end{equation*}
$$

be the closure of the standard fundamental domain for the action of $\mathrm{SL}_{2}(\mathbb{Z})$ on $\mathbb{H}$. There is a constant $c \geq 1$ such that for any $z=x+i y$ in $F$, we have $|\Delta(z)| \leq c e^{-2 \pi y}$ and $|j(z)| \leq c e^{2 \pi y}$. We thus have

$$
\begin{aligned}
\left\|\Delta^{k} j^{k-\ell}\right\|_{\mathcal{M}_{12 k}(\Gamma), \infty, h e r m}^{2} & =\int_{F}|\Delta(z)|^{2 k}|j(z)|^{2 k-2 \ell}(4 \pi y)^{12 k} \frac{d x d y}{y^{2}} \\
& \leq c^{4 k-2 \ell} \int_{0}^{\infty} e^{-4 \pi \ell y}(4 \pi y)^{12 k} \frac{d y}{y^{2}} \\
& \leq 4 \pi c^{4 k}(12 k-1)!\ell^{1-12 k} \\
& =\left(\frac{k}{\ell}\right)^{12 k} e^{O(k)}
\end{aligned}
$$

hence the result by taking the logarithms of both sides of this inequality.
Lemma 3.4.4. Let $\left(\lambda_{j, k}\right)_{j=1}^{k}$ be the successive maxima of $\mathcal{S}_{12 k}(\Gamma, \mathbb{Q})$. We have

$$
\frac{\lambda_{j, k}}{k}=6 \log \left(1-\frac{j-1}{k}\right)+O(1)
$$

where the implicit constant in $O(1)$ is absolute.
Proof. The inequality

$$
\frac{\lambda_{j, k}}{k} \geq 6 \log \left(1-\frac{j-1}{k}\right)+O(1)
$$

follows from Lemma3.4.3 by using the $j$ linearly independent sections $\left(\Delta^{k} j^{k-\ell}\right)_{k-j+1 \leq \ell \leq k}$. We now prove the converse inequality. Let $s_{1}, \ldots, s_{j}$ be linearly independent elements of $\mathcal{S}_{12 k}(\Gamma, \mathbb{Q})$ such that $\lambda\left(s_{i}\right) \geq \lambda_{j, k}$ for any $i$. By Proposition 3.1.1, we can multiply the $s_{i}$ 's by appropriate non zero rational numbers to be able to assume that

$$
\left\|s_{i}\right\|_{\mathcal{M}_{12 k}(\Gamma), v}=1
$$

for any finite place $v$ and for any $i$. Therefore

$$
\lambda\left(s_{i}\right)=-\log \left\|s_{i}\right\|_{\mathcal{M}_{12 k}(\Gamma), \infty, \text { herm }} .
$$

The linear subspace of $\mathcal{S}_{12 k}(\Gamma, \mathbb{Q})$ consisting of forms vanishing at $\infty$ to order at least $k-j+2$ has dimension $j-1$, and therefore can not possibly contain all $s_{i}$ 's. Thus there exists an index $i$ such that $s_{i}$ vanishes at $\infty$ to some order $N \leq k-j+1$. By Lemma 3.3.1, we have

$$
\left\|s_{i}\right\|_{\mathcal{M}_{12 k}(\Gamma), \infty, h e r m} \geq e^{-2 \pi N} \frac{(12 k-2)!\frac{1}{2}}{N^{6 k-\frac{1}{2}}} \geq\left(\frac{k}{N}\right)^{12 k} e^{O(k)} \geq\left(\frac{k}{k-j+1}\right)^{12 k} e^{O(k)}
$$

We therefore obtain

$$
\frac{\lambda_{j, k}}{k} \leq \frac{\lambda\left(s_{i}\right)}{k} \leq 6 \log \left(1-\frac{j-1}{k}\right)+O(1) .
$$

Lemma 3.4.5. There exists constants $c_{1}, c_{2}>0$ such that for any element $f$ of $\mathcal{S}_{12 k}(\Gamma, \mathbb{R})$, the quantity $\|f\|_{\mathcal{M}_{12 k}(\Gamma), \infty, \text { sup }}=\sup _{z \in X(\mathbb{C})}|f|_{\infty}(z)$ satisfies the inequalities

$$
\begin{equation*}
c_{1}\|f\|_{\mathcal{M}_{12 k}(\Gamma), \infty, \text { herm }} \leq\|f\|_{\mathcal{M}_{12 k}(\Gamma), \infty, s u p} \leq c_{2} k^{2} \log (3 k)\|f\|_{\mathcal{M}_{12 k}(\Gamma), \infty, \text { herm }} \tag{3.17}
\end{equation*}
$$

Proof. One can take $c_{1}=\operatorname{Vol}(X(\mathbb{C}))^{-\frac{1}{2}}$, and we therefore focus on the second inequality. The existence of a $c_{2}$ for which (3.17) holds for a fixed $k$ follows from the fact that non-degenerate norms on a finite dimensional real vector space are comparable. So it is enough to show that a $c_{2}$ exists for all sufficiently large $k$.

Let $f$ be an element of $\mathcal{S}_{12 k}(\Gamma, \mathbb{Z})$ and let $F$ be as in (3.16). Since $|f|_{\infty}(z)$ tends to 0 as the imaginary part of $z \in F$ goes to infinity, there exists a point $z_{0}=x_{0}+i y_{0}$ of $F$ such that $\left.\left||f|_{\mathcal{M}_{12 k}(\Gamma), \infty, \text { sup }}\right.$ is equal to $| f\right|_{\infty}\left(z_{0}\right)$. Writing $f(z)=\sum_{n=1}^{\infty} a_{n} q^{n}$ with $q=e^{2 i \pi n z}$, we obtain

$$
\left|f\left(z_{0}\right)\right| \leq \sum_{n \geq 1}\left|a_{n}\right| e^{-2 \pi n y_{0}}
$$

and then the Cauchy-Schwarz inequality yields

$$
\begin{align*}
\left|f\left(z_{0}\right)\right|^{2} & \leq\left(\sum_{n \geq 1} a_{n}^{2} \frac{e^{-4 \pi n}}{n^{12 k-1}}\right)\left(\sum_{n \geq 1} n^{12 k-1} e^{4 \pi n\left(1-y_{0}\right)}\right) \\
& \leq \frac{\|f\|_{\mathcal{M}_{12 k}(\Gamma), \infty, h e r m}^{2}}{4 \pi(12 k-2)!}\left(\sum_{n \geq 1} n^{12 k-1} e^{4 \pi n\left(1-y_{0}\right)}\right), \tag{3.18}
\end{align*}
$$

where the last inequality follows from Lemma 3.3.1.
Let us first assume that $y_{0} \geq k \log (3 k)$. There is a positive integer $k_{0}$ such that if $k \geq k_{0}$ and $n \geq 1$ then

$$
(12 k-1) \log (n)+8 \pi n \leq 4 \pi k \log (3 k)(n-1)+8 \pi \leq 4 \pi y_{0}(n-1)+8 \pi .
$$

This implies

$$
n^{12 k-1} e^{4 \pi n\left(1-y_{0}\right)} \leq e^{-4 \pi y_{0}+8 \pi} e^{-4 \pi n}
$$

Therefore we can increase $k_{0}$, if need be, so that if $y_{0} \geq k \log (3 k)$ we will have for $k \geq k_{0}$ that

$$
\left(4 \pi y_{0}\right)^{12 k} \frac{1}{4 \pi(12 k-2)!}\left(\sum_{n \geq 1} n^{12 k-1} e^{4 \pi n\left(1-y_{0}\right)}\right) \leq\left(4 \pi y_{0}\right)^{12 k} e^{-4 \pi y_{0}+8 \pi}=e^{g\left(y_{0}, k\right)}
$$

where $g\left(y_{0}, k\right)=12 k \ln \left(4 \pi y_{0}\right)-4 \pi y_{0}+8 \pi$. Using $y_{0} \geq k \log (3 k)$ and $k \geq k_{0}$ we find that $g\left(y_{0}, k\right) \leq 0$ for $k_{0}$ sufficiently large. We thus obtain from (3.18) that

$$
\|f\|_{\mathcal{M}_{12 k}(\Gamma), \infty, \text { sup }}^{2}=|f|_{\infty}^{2}\left(z_{0}\right)=\left|f\left(z_{0}\right)\right|^{2}\left(4 \pi y_{0}\right)^{12 k} \leq\|f\|_{\mathcal{M}_{12 k}(\Gamma), \infty, \text { herm }}^{2} .
$$

It remains to handle the case $y_{0} \leq k \log (3 k)$ and $k$ sufficiently large. We first claim that there exists a real number $R$ such that $0<R<1 / 4$ and for any $z$ in $F$, the projection from the disc $D(z, R)=\{w \in \mathbb{C}:|z-w| \leq R\}$ to $X(\mathbb{C})$ is at most three to one. By a standard compactness argument, there exists a real number $\left.R \in] 0, \frac{1}{4}\right]$ such that this property holds for any $z$ in $F$ with imaginary part at most 2 because the inertia groups in $\mathrm{PSL}_{2}(\mathbb{Z})$ of points of $F$ have order at most three. It will therefore suffice to show that the projection $D(z, 1 / 4) \rightarrow X(\mathbb{C})$ is injective if $z \in F$ has $\operatorname{Im}(z) \geq 2$. If this is not true, there is a $w \in D(z, 1 / 4)$ such that $w \neq w^{\prime}=(a w+b) /(c w+d) \in D(z, 1 / 4)$ for some $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \mathrm{SL}_{2}(\mathbb{Z})$. Then $\operatorname{Im}\left(w^{\prime}\right)=\operatorname{Im}(w) /|c w+d|^{2} \geq 1$ and $\operatorname{Im}(w) \geq 1$ so we have to have $c=0$. But then $w^{\prime}-w$ is an integer, so $w, w^{\prime} \in D(z, 1 / 4)$ forces $w=w^{\prime}$, contrary to hypothesis.

Let $R_{k}=k^{-1} R$. Then $R_{k}<1 / 4<\sqrt{3} / 2 \leq y_{0}$ since $z_{0}$ is in $F$. We have

$$
\begin{aligned}
\pi R_{k}^{2}\left|f\left(z_{0}\right)\right|^{2}\left(4 \pi y_{0}\right)^{12 k} & \leq\left(4 \pi y_{0}\right)^{12 k} \int_{D\left(z_{0}, R_{k}\right)}|f(z)|^{2} d x d y, \\
& \leq \frac{y_{0}^{12 k}}{\left(y_{0}-R_{k}\right)^{12 k-2}} \int_{D\left(z_{0}, R_{k}\right)}|f|_{\infty}^{2}(z) \frac{d x d y}{y^{2}} \\
& \leq 3 \frac{y_{0}^{12 k}}{\left(y_{0}-R_{k}\right)^{12 k-2}}\|f\|_{\mathcal{M}_{12 k}(\Gamma), \infty, \text { herm }}^{2} .
\end{aligned}
$$

where the second inequality follows from $y \geq y_{0}-R_{k}>0$ for $y=\operatorname{Im}(z)$ and $z \in$ $D\left(z_{0}, R_{k}\right)$. We therefore obtain for sufficiently large $k$ that

$$
\|f\|_{\mathcal{M}_{12 k}(\Gamma), \infty, \text { sup }}^{2}=|f|_{\infty}^{2}\left(z_{0}\right) \leq c_{4} k^{2} y_{0}^{2}\|f\|_{\mathcal{M}_{12 k}(\Gamma), \infty, \text { herm }}^{2},
$$

for some absolute constant $c_{4}>0$. Since $y_{0} \leq k \log (3 k)$, this yields

$$
\|f\|_{\mathcal{M}_{12 k}(\Gamma), \infty, \text { sup }} \leq c_{4}^{\frac{1}{2}} k^{2} \log (3 k)\|f\|_{\mathcal{M}_{12 k}(\Gamma), \infty, \text { herm }}
$$

We thus obtain the claimed inequality with $c_{2}=\max \left(1, c_{4}^{\frac{1}{2}}\right)$.
Lemma 3.4.6. There exists a real number $c$ such that for any elements $f_{1}, f_{2}$ of $\mathcal{S}_{12 k_{1}}(\Gamma, \mathbb{R})$ and $\mathcal{S}_{12 k_{2}}(\Gamma, \mathbb{R})$ respectively, we have

$$
\left\|f_{1} f_{2}\right\|_{\mathcal{M}_{12\left(k_{1}+k_{2}\right)}(\Gamma), \infty, h e r m} \leq e^{\psi\left(k_{1}\right)+\psi\left(k_{2}\right)}\left\|f_{1}\right\|_{\mathcal{M}_{12 k_{1}}(\Gamma), \infty, \text { herm }}\left\|f_{2}\right\|_{\mathcal{M}_{12 k_{2}}(\Gamma), \infty, h e r m}
$$

where $\psi(k)=2 \log (k)+\log \log (3 k)+c$.

Proof. Let $c_{1}, c_{2}$ be as in Lemma 3.4.5, We have

$$
\begin{aligned}
\left\|f_{1} f_{2}\right\|_{\mathcal{M}_{12\left(k_{1}+k_{2}\right)}(\Gamma), \infty, \text { herm }} & \leq c_{1}^{-1}\left\|f_{1} f_{2}\right\|_{\mathcal{M}_{12\left(k_{1}+k_{2}\right)}(\Gamma), \infty, \text { sup }} \\
& \leq c_{1}^{-1}| | f_{1}\left\|_{\mathcal{M}_{12 k_{1}}(\Gamma), \infty, \text { sup }} \mid f_{2}\right\|_{\mathcal{M}_{12 k_{2}}(\Gamma), \infty, \text { sup }} \\
& \leq c_{1}^{-1} c_{2}^{2} k_{1}^{2} \log \left(3 k_{1}\right)^{2} k_{2}^{2} \log \left(3 k_{2}\right)^{2}\left\|f_{1}\right\|_{\mathcal{M}_{12 k_{1}}(\Gamma), \infty, \text { herm }}\left\|f_{2}\right\|_{\mathcal{M}_{12 k_{2}}(\Gamma), \infty, \text { herm }},
\end{aligned}
$$

and the result follows with $c=\log \left(c_{2}\right)-\frac{1}{2} \log \left(c_{1}\right)$.
3.5. Modified logarithmic heights. To apply Chen's work in 9] on the distribution of successive maxima, we will need some estimates for the behavior of a modification of the logarithmic height of cusp forms.

The vector space $V=\mathcal{S}_{12 k}(\Gamma, \mathbb{Q})$ has a filtration defined by letting $V_{a}$ for $a \in \mathbb{R}$ be the $\mathbb{Q}$-span of all $0 \neq f \in \mathcal{S}_{12 k}(\Gamma, \mathbb{Q})$ for which $\lambda(f) \geq a$. Lemma 3.3.1 shows that $V_{a}=\{0\}$ if $a$ is sufficiently large. Following Chen in 9, p. 15, eq. (2)], we define a modified logarithmic height by

$$
\begin{equation*}
\tilde{\lambda}(f)=\sup \left\{a \in \mathbb{R}: f \in V_{a}\right\} \tag{3.19}
\end{equation*}
$$

The proof of [9, Prop. 1.2.3] now shows $\tilde{\lambda}(f)$ has the following properties:
Lemma 3.5.1. Suppose $f$ and $g \neq-f$ are non-zero elements of $\mathcal{S}_{12 k}(\Gamma, \mathbb{Q})$.
i. $\tilde{\lambda}(r f)=\tilde{\lambda}(f)$ for $r \in \mathbb{Q}-\{0\}$.
ii. $\tilde{\lambda}(f+g) \geq \min (\tilde{\lambda}(f), \tilde{\lambda}(g))$, with equality if $\tilde{\lambda}(f) \neq \tilde{\lambda}(g)$

Lemma 3.5.2. Let $\psi$ be as in Lemma 3.4.6. For any elements $f_{1}, f_{2}$ of $\mathcal{S}_{12 k_{1}}(\Gamma, \mathbb{Q})$ and $\mathcal{S}_{12 k_{2}}(\Gamma, \mathbb{Q})$ respectively, we have

$$
\begin{equation*}
\tilde{\lambda}\left(f_{1} f_{2}\right) \geq \tilde{\lambda}\left(f_{1}\right)+\tilde{\lambda}\left(f_{2}\right)-\psi\left(k_{1}\right)-\psi\left(k_{2}\right) \tag{3.20}
\end{equation*}
$$

Proof. Let us write $f_{i}=\sum_{j} g_{i, j}$, where $\lambda\left(g_{i, j}\right) \geq \tilde{\lambda}\left(f_{i}\right)$. For any $j_{1}, j_{2}$ and any nonarchimedean place $v$, we have

$$
\left|\left|g_{1, j_{1}} g_{2, j_{2}}\right|_{\mathcal{M}_{12\left(k_{1}+k_{2}\right)}(\Gamma), v} \leq\left|\left|g_{1, j_{1}}\right|\right|_{\mathcal{M}_{12 k_{1}}(\Gamma), v}\right| \mid g_{2, j_{2}} \|_{\mathcal{M}_{12 k_{2}}(\Gamma), v},
$$

and by Lemma 3.4.6, we also have
$\left\|g_{1, j_{1}} g_{2, j_{2}}\right\|_{\mathcal{M}_{12\left(k_{1}+k_{2}\right)}(\Gamma), \infty, h e r m} \leq e^{\psi\left(k_{1}\right)+\psi\left(k_{2}\right)}\left\|g_{1, j_{1}}\right\|_{\mathcal{M}_{12 k_{1}}(\Gamma), \infty, h e r m}\left\|g_{2, j_{2}}\right\|_{\mathcal{M}_{12 k_{2}}(\Gamma), \infty, \text { herm }}$.
This implies

$$
\begin{aligned}
\lambda\left(g_{1, j_{1}} g_{2, j_{2}}\right) & \geq \lambda\left(g_{1, j_{1}}\right)+\lambda\left(g_{2, j_{2}}\right)-\psi\left(k_{1}\right)-\psi\left(k_{2}\right) \\
& \geq \tilde{\lambda}\left(f_{1}\right)+\tilde{\lambda}\left(f_{2}\right)-\psi\left(k_{1}\right)-\psi\left(k_{2}\right),
\end{aligned}
$$

hence the result, since $f_{1} f_{2}=\sum_{j_{1}, j_{2}} g_{1, j_{1}} g_{2, j_{2}}$.
3.6. Cusp forms vanishing to increasing orders at infinity. We study in this section the successive maxima of heights associated to cusp forms $f \in \mathcal{S}_{12 k}(\Gamma, \mathbb{Z})$ for which $\operatorname{ord}_{\infty}(f)$ is at least a certain positive constant times $k$.

Lemma 3.6.1. Suppose $1 \leq L, k \in \mathbb{Z}$. The $\mathbb{Z}$-lattice $B(12 k, L)$ all $f \in \mathcal{S}_{12 k}(\Gamma, \mathbb{Z})$ for which $\operatorname{ord}_{\infty}(f) \geq k / L$ is the free $\mathbb{Z}$-module with basis $\left\{\Delta^{k} j^{k-\ell}: k / L \leq \ell \leq k\right\}$. One has

$$
\begin{equation*}
k(1-1 / L)<\operatorname{rank}_{\mathbb{Z}}(B(12 k, L))=k+1-\lceil k / L\rceil \leq k(1-1 / L)+1 \tag{3.21}
\end{equation*}
$$

Proof. This is clear from the fact that $\Delta^{k} j^{k-\ell}$ lies in $\mathcal{S}_{12 k}(\Gamma, \mathbb{Z})$ and its first non-zero term in its Fourier expansion at $\infty$ is $q^{\ell}$.
Lemma 3.6.2. Let $\left\{\lambda_{i, 12 k, L}\right\}_{i=1}^{k+1-\lceil k / L\rceil}$ be the naive successive maxima associated in Definition 2.1.1( $i i)$ to $B(12 k, L)$ with respect to the $L^{2}$ Hermitian norm defined by the Petersson norm. The sequence of probability measures

$$
\begin{equation*}
\nu_{12 k, L}=\frac{1}{k+1-\lceil k / L\rceil} \sum_{i=1}^{k+1-\lceil k / L\rceil} \delta_{\frac{1}{k+1-\lceil k / L\rceil} \lambda_{i, 12 k, L}} \tag{3.22}
\end{equation*}
$$

converges weakly as $k \rightarrow \infty$ to a probability measure $\nu_{\infty, L}$ having compact support.
Proof. For integers $r$ in the range $0 \leq r<L$, let $B_{L}(r)=\oplus_{q=0}^{\infty} B(12(q L+r), L)$. If $r=0$, then $12(q L+r) / L=12 q$ is an integer for all $q \geq 0$ and $B_{L}(0)$ is a graded algebra. It follows from Lemma 3.6.1 that the subgroup $B(12 q L, L) \cdot B\left(12 q^{\prime} L, L\right)$ of $B\left(12\left(q+q^{\prime}\right) L, L\right)$ generated by all products of elements of $B(12 q L, L)$ and $B\left(12 q^{\prime} L, L\right)$ is equal to $B\left(12\left(q+q^{\prime}\right) L, L\right)$. The work in 93.5 now shows that $B_{L}(0)$ is integral and $\psi$-quasifiltered in the sense of [9, Def. 3.2.1] with respect to the modified logarithmic heights $\tilde{\lambda}$ on the summands of $B_{L}(0)$, where $\psi$ is the function from Lemma 3.5.2. We now observe that $\lambda_{i, 12 k, L}$ is the $i^{\text {th }}$ successive maxima associated to the modified height $\tilde{\lambda}$, since $\lambda_{i, 12 k, L}$ is the largest real number $a$ such that the vector space spanned by all $f \in B(12 k, L)$ with $\tilde{\lambda}(f) \geq a$ has dimension at least $i$. Lemma 3.4.2 shows that there is an upper bound independent of $q$ on $\tilde{\lambda}_{\max }(B(12 q L, L)) /(12 q L)$ when $\tilde{\lambda}_{\max }(B(12 q L, L))$ is the maximal value of $\tilde{\lambda}$ on $B(12 q L, L)$. One can now apply [9, Thm. 3.4.3] to conclude that

$$
\begin{equation*}
\nu_{\infty, L}=\lim _{q \rightarrow \infty} \nu_{12 q L, L} \tag{3.23}
\end{equation*}
$$

exists and has compact support when $\nu_{12 k, L}$ is defined as in (3.22).
Suppose now that $0<r<L$. When $k=q L+r$ and $0 \leq q \in \mathbb{Z}, B(12 k, L)$ has $\mathbb{Z}$-basis $b(12 k, L)=\left\{\Delta^{k} j^{k-\ell}: k / L \leq \ell \leq k\right\}$. Here $k / L=(q L+r) / L=q+r / L$ and $0<r / L<1$, so $k / L \leq \ell \leq k$ is the same as $q+1 \leq \ell \leq k=q L+r$. We have

$$
\begin{equation*}
\left(\Delta^{L-r} j^{L-r-1}\right) \cdot\left(\Delta^{k} j^{k-\ell}\right)=\Delta^{L(q+1)} j^{L(q+1)-\ell-1} \tag{3.24}
\end{equation*}
$$

since $k=q L+r$, where $0 \neq \Delta^{L-r} j^{L-r-1} \in S_{12(L-r)}(\Gamma, \mathbb{Z})$. Taking the description of bases for $B(12 k, L)$ and $B(12(q+1) L, L)$ in Lemma 3.6.1 into account, we see from (3.24) that multiplication by ( $\Delta^{L-r} j^{L-r-1}$ ) defines an injective homomorphism from
$B(12 k, L)$ to $B(12(q+1) L, L)$. The dimension of the cokernel of this homomorphism is

$$
(q+1) L+1-(q+1)-(k+1-(q+1))=L-r
$$

which is bounded independently of $q$. From Lemma 3.5.2, we have

$$
\begin{align*}
\tilde{\lambda}\left(f \cdot \Delta^{L-r} j^{L-r-1}\right) & \left.\geq \tilde{\lambda}(f)+\tilde{\lambda}\left(\Delta^{L-r} j^{L-r-1}\right)\right)+c_{1} \ln (k) \\
& \geq \tilde{\lambda}(f)+c_{2} \ln (k) \tag{3.25}
\end{align*}
$$

for all $0 \neq f \in B(12 k, L)$ where the constants $c_{1}$ and $c_{2}$ depend only on $L$. It follows that for any bounded increasing continuous function $f: \mathbb{R} \rightarrow \mathbb{R}$, one has

$$
\nu_{12(q L+r), L}(f) \leq \nu_{12(q+1) L, L}(f)+o(1)
$$

where $o(1) \rightarrow 0$ as $q \rightarrow \infty$. Hence

$$
\limsup _{q \rightarrow \infty} \nu_{12(q L+r), L}(f) \leq \nu_{\infty, L}(f)
$$

From (3.24) we also have

$$
\begin{equation*}
\left(\Delta^{k} j^{k-\ell-1}\right)=\Delta^{L q} j^{L q-\ell} \cdot\left(\Delta^{r} j^{r-1}\right) \tag{3.26}
\end{equation*}
$$

In a similar way, this shows that multiplication by $\Delta^{r} j^{r-1} \in S_{12 r}(\Gamma, \mathbb{Z})$ defines an injection from $B(12 L q, L)$ to $B(12 k, L)$. The dimension of the cokernel of this injection is $r$, which is bounded independently of $q$. By arguments similar to the one above, we obtain from (3.26) that

$$
\liminf _{q \rightarrow \infty} \nu_{12(q L+r), L}(f) \geq \nu_{\infty, L}(f)
$$

This completes the proof of Lemma 3.6.2,
3.7. Proof of parts (i) and (ii) of Theorem 3.2.2, In order to prove the weak convergence of the $\nu_{12 k}$ stated in part (i) of the Proposition, we will use the limit measures $\left(\nu_{\infty, L}\right)_{L}$ introduced in Lemma 3.6.2, The Lipschitz norm of a bounded Lipschitz function $h: \mathbb{R} \rightarrow \mathbb{R}$ is defined to be

$$
|h|_{L i p}=\sup _{x}|h(x)|+\sup _{x \neq y} \frac{|h(x)-h(y)|}{|x-y|} .
$$

Lemma 3.7.1. For every pair of positive real constants $\varepsilon$ and $M$ there is a constant $L_{0}=L_{0}(\varepsilon, M)$ for which the following is true. Let $h: \mathbb{R} \rightarrow \mathbb{R}$ be a bounded Lipschitz function with Lipschitz norm $|h|_{\text {Lip }} \leq M$. Suppose $L \geq L_{0}(\varepsilon, M)$. Then there exists $k_{0}=k_{0}(L, \varepsilon, h)$ such that for any $k \geq k_{0}$, we have

$$
\left|\nu_{12 k}(h)-\nu_{12 k, L}(h)\right| \leq \varepsilon .
$$

Proof. Let $k \geq L \geq 2$ be integers, and let $k^{\prime}=k+1-\lceil k / L\rceil$ be the rank of $B(12 k, L)$. We denote by $\left(\lambda_{j, k}\right)_{1 \leq j \leq k}$ and $\left(\lambda_{j, k, L}\right)_{1 \leq j \leq k^{\prime}}$ the successive maxima of $S_{12 k}(\Gamma, \mathbb{Q})$ and $B(12 k, L)$ respectively. Let us write

$$
\nu_{12 k}(h)-\nu_{12 k, L}(h)=S_{1}+S_{2}+S_{3}+S_{4}
$$

where we have set

$$
\begin{aligned}
& S_{1}=\frac{1}{k} \sum_{k^{\prime}<j \leq k} h\left(\frac{\lambda_{j, k}}{k}\right), \\
& S_{2}=\frac{1}{k} \sum_{j \leq k^{\prime}}\left(h\left(\frac{\lambda_{j, k}}{k}\right)-h\left(\frac{\lambda_{j, k, L}}{k}\right)\right), \\
& S_{3}=\frac{1}{k} \sum_{j \leq k^{\prime}}\left(h\left(\frac{\lambda_{j, k, L}}{k}\right)-h\left(\frac{\lambda_{j, k, L}}{k^{\prime}}\right)\right), \\
& S_{4}=\left(\frac{1}{k}-\frac{1}{k^{\prime}}\right) \sum_{j \leq k^{\prime}} h\left(\frac{\lambda_{j, k, L}}{k^{\prime}}\right) .
\end{aligned}
$$

For $S_{1}$, we have the simple estimate

$$
\left|S_{1}\right| \leq \frac{1}{k} \sum_{k^{\prime}<j \leq k} M \leq \frac{M}{L} .
$$

A similar estimate holds for $S_{4}$ :

$$
\left|S_{4}\right| \leq \frac{k-k^{\prime}}{k k^{\prime}} \sum_{j \leq k^{\prime}} M \leq \frac{M}{L} .
$$

In order to estimate $S_{3}$, we first notice that an argument similar to the proof of Lemma 3.4.4 yields

$$
\frac{\lambda_{j, k, L}}{k}=O\left(\left|\log \left(1-\frac{k^{\prime}}{k}\right)\right|+1\right)=O(\log (3 L))
$$

Thus there exists an absolute constant $c_{1}$ such that $\left|\lambda_{j, k, L}\right| \leq c_{1} k \log (3 L)$. This implies

$$
\left|S_{3}\right| \leq \frac{M}{k} \sum_{j \leq k^{\prime}} \frac{k-k^{\prime}}{k k^{\prime}}\left|\lambda_{j, k, L}\right| \leq \frac{c_{1} M \log (3 L)}{L} .
$$

It remains to estimate $S_{2}$. The inclusion homomorphism of $B(12 k, L)$ into $S_{12 k}(\Gamma, \mathbb{Q})$ preserves slopes, hence $\lambda_{j, k, L} \leq \lambda_{j, k}$ for any $j \leq k^{\prime}$. We therefore have

$$
\begin{aligned}
\left|S_{2}\right| & \leq \frac{M}{k^{2}} \sum_{j \leq k^{\prime}}\left(\lambda_{j, k}-\lambda_{j, k, L}\right) \\
& =\frac{M}{k^{2}}\left(\sum_{j \leq k^{\prime}} \lambda_{j, k}\right)-M\left(\frac{k^{\prime}}{k}\right)^{2} \nu_{12 k, L}(\mathrm{id}) \\
& \leq \frac{M}{k^{2}}\left(\sum_{j \leq k^{\prime}} \lambda_{j, k}\right)-M \nu_{12 k, L}(\mathrm{id})+\frac{2 c_{1} M \log (3 L)}{L} .
\end{aligned}
$$

Let us consider the isomorphism $S_{12 k}(\Gamma, \mathbb{Q}) \rightarrow B(12(k+s), L)$ induced by multiplication by $\Delta^{s}$, where $s=\left\lfloor\frac{k-1}{L-1}\right\rfloor \geq 1$. Lemma 3.4.6 yields

$$
\lambda\left(\Delta^{s} g\right) \geq \lambda(g)+s \lambda(\Delta)-\psi(k)-\psi(s)
$$

for any non zero element $g$ of $S_{12 k}(\Gamma, \mathbb{Q})$. Correspondingly, we have

$$
\lambda_{j, k+s, L} \geq \lambda_{j, k}+s \lambda(\Delta)-\psi(k)-\psi(s)
$$

for any $j \leq k$. We thus have

$$
\begin{aligned}
\frac{1}{k^{2}} \sum_{j \leq k^{\prime}} \lambda_{j, k} & \leq \frac{1}{k^{2}} \sum_{j \leq k^{\prime}} \lambda_{j, k+s, L}+\frac{\psi(k)+\psi(s)-s \lambda(\Delta)}{k} \\
& \leq\left(\frac{1}{k^{2}} \sum_{j \leq k} \lambda_{j, k+s, L}\right)+\frac{2 c_{1} \log (3 L)}{L}+\frac{\psi(k)+\psi(s)-s \lambda(\Delta)}{k}
\end{aligned}
$$

This implies

$$
\left|S_{2}\right| \leq M\left(\nu_{12(k+s), L}(\mathrm{id})-\nu_{12 k, L}(\mathrm{id})\right)+\frac{c_{2} M \log (3 L)}{L}
$$

for some absolute constant $c_{2}$. Gathering our estimates, we obtain the existence of $L_{0}=L_{0}(\varepsilon, M)$ such that for any $k \geq L \geq L_{0}$, we have

$$
\left|S_{1}\right|+\left|S_{3}\right|+\left|S_{4}\right| \leq \frac{\varepsilon}{2}
$$

and

$$
\left|S_{2}\right| \leq M\left(\nu_{12(k+s), L}(\mathrm{id})-\nu_{12 k, L}(\mathrm{id})\right)+\frac{\varepsilon}{4} .
$$

Since the sequence $\left(\nu_{12 k, L}(\mathrm{id})\right)_{k}$ is convergent by Lemma 3.6.2, we further obtain the existence, for any $L \geq L_{0}$ of $k_{0}=k_{0}(L, \varepsilon, M)$ such that for any $k \geq k_{0}$, we have $\left|S_{2}\right| \leq \frac{\varepsilon}{2}$, hence the result.

Corollary 3.7.2. Let $h$ be a bounded Lipschitz function from $\mathbb{R}$ to $\mathbb{R}$. Then the sequences $\left(\nu_{12 k}(h)\right)_{k}$ and $\left(\nu_{\infty, L}(h)\right)_{L}$ are convergent and have the same limit.

Proof. Let $\varepsilon>0$ be a positive real number. Let $L_{0}=L_{0}(\varepsilon, h)$ be as in Lemma 3.7.1. For any $L \geq L_{0}$, we have

$$
\limsup _{k \rightarrow \infty} \nu_{12 k}(h) \leq \nu_{\infty, L}(h)+\varepsilon,
$$

and

$$
\liminf _{k \rightarrow \infty} \nu_{12 k}(h) \geq \nu_{\infty, L}(h)-\varepsilon
$$

In particular, we have

$$
\limsup _{k \rightarrow \infty} \nu_{12 k}(h) \leq \liminf _{k \rightarrow \infty} \nu_{12 k}(h)+2 \varepsilon .
$$

Since $\varepsilon$ is arbitrary small, this yields the convergence of the sequence $\left(\nu_{12 k}(h)\right)_{k}$. Moreover, for any $L \geq L_{0}$ we have

$$
\left|\nu_{\infty, L}(h)-\lim _{k \rightarrow \infty} \nu_{12 k}(h)\right| \leq \varepsilon,
$$

hence the convergence of the sequence $\left(\nu_{\infty, L}(h)\right)_{L}$ to the limit $\lim _{k \rightarrow \infty} \nu_{12 k}(h)$.

There exists a finite Borel measure $\nu$ on $\mathbb{R}$ such that for any continuous function $h$ with compact support,

$$
\begin{equation*}
\nu(h)=\lim _{k \rightarrow \infty} \nu_{12 k}(h)=\lim _{L \rightarrow \infty} \lim _{k \rightarrow \infty} \nu_{12 k, L}(h) . \tag{3.27}
\end{equation*}
$$

A limit of a weakly convergent sequence of probability measures on $\mathbb{R}$ might not be a probability measure. However, it is true in our case that the weak limit $\nu$ is a probability measure. Indeed, we have the following result, which shows that the sets of measures $\left\{\nu_{12 k}\right\}_{k}$ and $\left\{\mu_{12 k, L}\right\}_{k \geq L}$ are uniformly tight.

Lemma 3.7.3. The equalities (3.27) hold for every bounded continuous function $h$. In particular, $\nu$ is a probability measure, and the sequences of probability measures $\left\{\nu_{\infty}, L\right\}_{L}$ and $\left\{\nu_{12 k}\right\}_{k}$ converge weakly to $\nu$.
Proof. It sufficient to prove that (3.27) holds for any bounded Lipschitz function on $\mathbb{R}$. Let $h: \mathbb{R} \rightarrow \mathbb{R}$ be such a function. Let $a, b>0$ be real numbers such that the supports of the measures $\left(\nu_{12 k}\right)_{k}$ and $\left(\nu_{12 k, L}\right)$ are all contained in the interval $\left.]-\infty, b\right]$, and let $\chi: \mathbb{R} \rightarrow[0,1]$ be a continuous function with compact support, whose restriction to the interval $[-a, b]$ is equal to 1 . Lemma 3.4.4 implies that we have

$$
\left.\left.\nu_{12 k, L}(]-\infty,-a\right]\right) \leq c e^{-\frac{a}{6}}
$$

for all $k \geq L \geq 1$, where $c$ is an absolute constant. The same estimate holds as well for the measure $\nu$. In particular, we have

$$
\left|\nu_{12 k, L}(h)-\nu_{12 k, L}(\chi h)\right|=\left|\nu_{12 k, L}((1-\chi) h)\right| \leq c \left\lvert\,\|h\|_{\infty} e^{-\frac{a}{6}}\right.
$$

Letting $k$, and then $L$, tend to infinity, we obtain by Corollary 3.7.2 that

$$
\left|\lim _{k \rightarrow \infty} \nu_{12 k}(h)-\nu(\chi h)\right| \leq c\|h\|_{\infty} e^{-\frac{a}{6}} .
$$

Since we also have

$$
|\nu(h)-\nu(\chi h)| \leq c\|h\|_{\infty} e^{-\frac{a}{6}},
$$

this yields

$$
\left|\nu(h)-\lim _{k \rightarrow \infty} \nu_{12 k}(h)\right| \leq 2 c\|h\|_{\infty} e^{-\frac{a}{6}} .
$$

Letting $a$ tend to infinity, we obtain that the common limit of the sequences $\left(\nu_{12 k}(h)\right)_{k}$ and $\left(\nu_{\infty, L}(h)\right)_{L}$ is $\nu(h)$, hence the result.

Part (i) of Theorem 3.2.2 is shown by Corollary 3.7.2, Part (ii) of this Theorem concerns the support of $\nu$ now follows directly from this and Theorem 3.4.1.
3.8. Proof of part (iii) of Theorem 3.2.2, We suppose $0 \neq f \in \mathcal{S}_{12 k}(\Gamma, \mathbb{Z})$ and that $f$ does not arise from a congruence between eigenforms, in the sense of Definition 3.2.1. We will develop an upper bound on $\lambda(f)$. We have $\lambda(f)=\lambda(f / m)$ when $m$ is the g.c.d. in $\mathbb{Z}$ of the Fourier coefficients of $f$. In view of Definition 3.2.1 we can replace $f$ by $f / m$ in order to be able to assume that

$$
\begin{equation*}
f=\sum_{i} c_{i} f_{i} \tag{3.28}
\end{equation*}
$$

in which the $c_{i}$ are non-zero algebraic algebraic integers and the $f_{i}$ are distinct normalized Hecke eigenforms in $\mathcal{S}_{12 k}(\Gamma, \mathbb{C})$. The Fourier coefficients of each $f_{i}$ are algebraic integers. Since $f$ is fixed by $\operatorname{Gal}(\overline{\mathbb{Q}} / \mathbb{Q})$, the terms on the right side of (3.28) break into orbits under $\operatorname{Gal}(\overline{\mathbb{Q}} / \mathbb{Q})$ in the following sense. If $\sigma \in \operatorname{Gal}(\overline{\mathbb{Q}} / \mathbb{Q})$ and $f_{i}$ is given, then $\sigma\left(f_{i}\right)=f_{j}$ and $c_{j}=\sigma\left(c_{i}\right)$ for a unique $j$.

Since the g.c.d. of the Fourier coefficients of $f$ is now 1, we have

$$
\begin{equation*}
2 \lambda(f)=-\ln (\langle f, f\rangle) \tag{3.29}
\end{equation*}
$$

where $\langle f, f\rangle$ is the Petersson norm. The Petersson inner product $\left\langle f_{i}, f_{j}\right\rangle$ is 0 if $i$ is not $j$ since then $f_{i}$ and $f_{j}$ have distinct Hecke eigenvalues and the Petersson inner product is Hermitian with respect to Hecke operators. So

$$
\begin{equation*}
\langle f, f\rangle=\sum_{i}\left|c_{i}\right|^{2}\left\langle f_{i}, f_{i}\right\rangle \tag{3.30}
\end{equation*}
$$

Since each $0 \neq c_{i}$ is by assumption an algebraic integer, and we have shown that every Galois conjugate of $c_{i}$ arises as $c_{j}$ for some $j$, we conclude there must be an $i$ for which $\left|c_{i}\right| \geq 1$. Thus (3.30) gives

$$
\begin{equation*}
\langle f, f\rangle \geq\left\langle f_{i}, f_{i}\right\rangle \tag{3.31}
\end{equation*}
$$

Recall now that since $f_{i}$ is a normalized eigenform, $f_{i}=\sum_{n=1}^{\infty} a_{n} q^{n}$ has $a_{1}=1$. So $N=1$ in Lemma 3.3.1. Combining Lemma 3.3.1 with (3.29), (3.30) and (3.31) gives

$$
\begin{equation*}
2 \lambda(f)=-\ln (\langle f, f\rangle) \leq-\ln \left(\left\langle f_{i}, f_{i}\right\rangle\right) \leq-\ln \left(4 \pi e^{-4 \pi}(12 k-2)!\right) \tag{3.32}
\end{equation*}
$$

It follows that $\lambda(f) / k$ is bounded above by $-c \ln (k)$ for some constant $c$. Since the measure $\nu$ in part (i) of Theorem 3.4.1 is a probability measure on the real line, it follows that as $k \rightarrow \infty$ the proportion of successive maxima arising from $f$ of the above kind among all the successive maxima associated to $\mathcal{S}_{12 k}(\Gamma, \mathbb{Z})$ must go to 0 .

## 4. A Result from Arakelov theory

Let $X$ be a projective smooth curve over $K$. We assume that $X$ is geometrically irreducible, of positive genus $g$. Let $L$ be a line bundle on $X$ of degree $d \geq 2 g+1$. Assume $\mathcal{X}$ is a regular model of $X$, and $\mathcal{L}$ a line bundle extending $L$ to $\mathcal{X}$. Denote by $\omega$ the relative dualizing sheaf of $\mathcal{X}$ over $\operatorname{Spec}(\mathbb{Z})$. Choose a positive metric $h$ on the restriction $L_{\mathbb{C}}$ of $L$ to the Riemann surface $X(\mathbb{C})$. We equip $X(\mathbb{C})$ with the Kähler form $c_{1}\left(L_{\mathbb{C}}, h\right)$, and $\omega$ with the associated metric.

Fix a positive integer $n$. We endow

$$
\mathcal{E}=H^{0}\left(\mathcal{X}, \mathcal{L}^{\otimes n}\right)
$$

with the $L^{2}$-norm $h_{L^{2}}$. Let $E=H^{0}\left(X, L^{\otimes n}\right)$.
Given two hermitian line bundles $\bar{L}_{1}$ and $\bar{L}_{2}$ over $\mathcal{X}$, we denote by $\bar{L}_{1} \cdot \bar{L}_{2} \in \mathbb{R}$ the arithmetic intersection number of the first Chern classes of $\bar{L}_{1}$ and $\bar{L}_{2}$ [2] [13]. Let $\Delta_{K}$ be the absolute discriminant of $K$, and $r=[K: \mathbb{Q}]$ its absolute degree. We let $B V \in \mathbb{R}$ be the value on $X(\mathbb{C})$ of the real number defined by Bismut and Vasserot in [4], Theorem 8 (see [15], p. 536).

Theorem 4.0.1. Let $s \in H^{0}\left(\mathcal{X}, \mathcal{L}^{\otimes n}\right)$ be a nonzero global section of $\mathcal{L}^{\otimes n}$. Then

$$
\begin{align*}
\lambda(s) & \leq n \log (n) \frac{3 r d}{4 g}+n \frac{\bar{L}^{2}+d \bar{\omega} \cdot \bar{L}}{2 g d}+n d \frac{\log \left(\left|\Delta_{K}\right|\right)}{2 g}-n \frac{B V}{4 g} \\
& +\frac{n d}{g}\left(r_{1}+r_{2}\right) \log (2)+\frac{n r d}{2 g}(1+\log (2 \pi))+\varepsilon \tag{4.1}
\end{align*}
$$

where $\varepsilon$ is a function of $n, \bar{L}^{2}, \bar{\omega} \cdot \bar{L}, \bar{\omega}^{2}, L_{\mathbb{C}}$, and of the metric $h$. When $\bar{L}^{2}, \bar{\omega} \cdot \bar{L}, \bar{\omega}^{2}$, $L_{\mathbb{C}}$ and $h$ are fixed, if $n$ tends to infinity, $\varepsilon / n$ goes to zero.
4.1. To prove Theorem4.0.1, we let $\mathbb{P}(E)$ be the (Grothendieck) projective space of $E$ and $X \subset \mathbb{P}(E)$ the canonical embedding of $X$ in $\mathbb{P}(E)$. Denote by $h(X)$ the projective height of $X$. Let $N=r_{n}=n d+1-g$ be the rank of $E$ and, for every $k$ between 1 and $N$, let $\mu_{k}=-\lambda_{k, n}$ be the $k$-th successive minimum of $\left(\mathcal{E}, h_{L^{2}}\right)$. Define

$$
\mu=\frac{\mu_{1}+\ldots+\mu_{N}}{N}
$$

If $C$ is the constant

$$
\begin{equation*}
C=\frac{2 d n g(n d-2 g)}{n^{2} d^{2}+n d-2 g^{2}} \tag{4.2}
\end{equation*}
$$

it is proved in [27], Theorem 4, that

$$
\begin{equation*}
\frac{h(X)}{r}+2 n d \mu \geq C\left(\mu-\mu_{1}\right) \tag{4.3}
\end{equation*}
$$

4.2. If $\overline{O(1)}$ is the restriction to $X$ of the canonical hermitian line bundle on $\mathbb{P}(E)$, the height $h(X)$ is, by definition, the number

$$
\begin{equation*}
h(X)=\overline{O(1)} \cdot \overline{O(1)} \tag{4.4}
\end{equation*}
$$

We denote by $h_{F S}$ the metric on $L^{\otimes n}$ induced by the canonical isomorphism $L^{\otimes n} \simeq$ $O(1)$. Let $s_{1}, \ldots, s_{N}$ be an orthonormal basis of $\left(E, h_{L^{2}}\right)$, and let

$$
B(x)=\sum_{j=1}^{N}\left\|s_{j}(x)\right\|^{2}
$$

be the Bergman kernel. For any global section $s \in H^{0}\left(X, L^{\otimes n}\right)$ we have

$$
\|s\|^{2}=B(x)\|s\|_{F S}^{2}
$$

Therefore, if $\varphi(x)=\log B(x)$, we get

$$
\begin{equation*}
n^{2} \bar{L}^{2}=\overline{O(1)}^{2}-\frac{1}{2} \int_{X(\mathbb{C})} \varphi\left(c_{1}(\overline{O(1)})+n c_{1}(\bar{L})\right) \tag{4.5}
\end{equation*}
$$

(see, for example, [5] (3.2.3)). Bouche [7] and Tian [28] proved that, when $n$ goes to infinity,

$$
B(x)=n+\eta(x)
$$

where the function $x \rightarrow \eta(x)$ depends only on the restriction to $X(\mathbb{C})$ of $\overline{O(1)}$ and $\bar{L}$. Therefore $\varphi(x)=\log (n)+O\left(\frac{1}{n}\right)$.

Using (4.4) and (4.5) we conclude that

$$
\begin{equation*}
h(X)=n^{2} \bar{L}^{2}+r d n \log (n)+O(1) \tag{4.6}
\end{equation*}
$$

4.3. Let $\widehat{\operatorname{deg}}(\overline{\mathcal{E}})$ be the arithmetic degree of $\overline{\mathcal{E}}=\left(\mathcal{E}, h_{L^{2}}\right)$, and $r_{1}$ (resp. $r_{2}$ ) the number of real (resp. complex) places of $K$. The second Minkowski theorem, extended to number fields by Bombieri and Vaaler, says that

$$
\begin{equation*}
r \mu \leq-\frac{\widehat{\operatorname{deg}}(\overline{\mathcal{E}})}{N}+C(N, K), \tag{4.7}
\end{equation*}
$$

where

$$
C(N, K)=\frac{\log \left(\left|\Delta_{K}\right|\right)}{2}+\left(r_{1}+r_{2}\right) \log (2)-\frac{1}{N}\left(r_{1} \log V_{N}+r_{2} \log \left(V_{2 N}\right)\right)
$$

$V_{N}$ being the volume of the standard euclidean unit ball in $\mathbb{R}^{N}$.
By the Stirling formula, when $N$ goes to infinity,

$$
\log \left(V_{N}\right)=-\frac{N}{2} \log (N)+\frac{N}{2}(1+\log (2 \pi))+O(\log (N))
$$

Therefore

$$
-\frac{1}{N}\left(r_{1} \log \left(V_{N}\right)+r_{2} \log \left(V_{2 N}\right)\right)=r\left(\frac{\log (N)}{2}-\frac{1+\log (2 \pi)}{2}+O(\log (N) / N)\right),
$$

with an absolute constant appearing in $O(\log (N) / N$. Thus

$$
\begin{align*}
C(N, K) & =\frac{\log \left(\left|\Delta_{K}\right|\right)}{2}+\left(r_{1}+r_{2}\right) \log (2) \\
& +r\left(\frac{\log (N)}{2}-\frac{1+\log (2 \pi)}{2}+o(N)\right) \tag{4.8}
\end{align*}
$$

4.4. According to [15, Theorem 8 , as $n$ goes to infinity

$$
\widehat{\operatorname{deg}}(\overline{\mathcal{E}})=\frac{n^{2} \bar{L}^{2}}{2}+n\left(-\frac{\bar{\omega} \cdot \bar{L}}{2}+\frac{B V}{4}\right)+\frac{r d}{4} n \log (n)+o(n),
$$

where $o(n)$ depends only on the restriction to $X(\mathbb{C})$ of $\overline{O(1)}$ and $\bar{L}$. Using (4.7) we get

$$
\begin{aligned}
n^{2} \bar{L}^{2}+2 n d r \mu \leq & n^{2} \bar{L}^{2}-\frac{2 n d}{n d+1-g} \\
& \left(\frac{n^{2} \bar{L}^{2}}{2}+\frac{r d}{4} n \log (n)+n\left(-\frac{\bar{\omega} \cdot \bar{L}}{2}+\frac{B V}{4}\right)+o(n)\right) \\
+ & 2 n d C(N, K) \\
= & -\frac{n(g-1)}{d} \bar{L}^{2}+n \bar{\omega} \cdot \bar{L}-\frac{n B V}{2}-\frac{r d}{2} n \log (n) \\
+ & 2 n d C(N, K)+o(n) .
\end{aligned}
$$

From (4.2) we deduce that, when $n \geq g$,

$$
C \geq 2 g(1-(2 g+1) /(n d))
$$

Therefore (4.3) and (4.6) imply that

$$
r \mu_{1} \geq-\frac{n^{2} \bar{L}^{2}}{2 n d}-\frac{n^{2} \bar{L}^{2}}{2 g}-\frac{r d n \mu}{g}+\frac{r d}{2 g} n \log (n)+o(n)
$$

and, using (4.9) and (4.8), we deduce that

$$
\begin{align*}
r \mu_{1} & \geq n \frac{-\bar{L}^{2}-d \bar{\omega} \cdot \bar{L}}{2 g d}-n d \frac{\log \left(\left|\Delta_{K}\right|\right)}{2 g}-\frac{3 r d}{4 g} n \log (n)+\frac{n B V}{4 g} \\
& -\frac{n d}{g}\left(r_{1}+r_{2}\right) \log (2)-\frac{r d n}{2 g}(1+\log (2 \pi))+o(n) \tag{4.10}
\end{align*}
$$

Theorem 4.0.1 follows.
4.5. One can also get an upper bound for $r \mu_{1}$ when $g>1$ as follows. Since $\mu_{k} \leq \mu_{k+1}$ we have

$$
r \mu_{1} \leq r \mu \leq-\frac{\widehat{\operatorname{deg}}(\overline{\mathcal{E}})}{N}+C(N, K)=-n \frac{\bar{L}^{2}}{2 d}+O(\log n)
$$

The difference between this upper bound of $r \mu_{1}$ with its lower bound (4.10) is bounded from below because of the following lemma.

Lemma 4.5.1. Suppose $g>1$. Then

$$
-n \frac{\bar{L}^{2}}{2 d}+n \frac{\bar{L}^{2}+d \bar{\omega} \bar{L}}{2 g d} \geq \frac{n d}{8 g(g-1)} \bar{\omega}^{2}
$$

4.6. To prove Lemma 4.5.1 we note that the hermitian line bundle $d \bar{\omega}-2(g-1) \bar{L}$ has degree zero on $X$. Therefore, by the Hodge index theorem of Faltings and Hriljac, its square is non positive:

$$
0 \geq(d \bar{\omega}-2(g-1) \bar{L})^{2}
$$

i.e.

$$
-(g-1) \bar{L}^{2}+d \bar{\omega} \bar{L} \geq \frac{d^{2}}{4(g-1)} \bar{\omega}^{2}
$$

and Lemma 4.5.1 follows.

## 5. Chebyshev transforms

5.1. Overview. Let $X$ be a projective variety of arbitrary dimension $d$ over a number field $K$, and let $L$ be a metrized line bundle on $X$. We will assume that $L$ is big, in the sense that $\operatorname{dim}_{K} H^{0}\left(X, L^{\otimes m}\right)>c m^{d}$ for some $c>0$ and all $m \gg 0$. In this section we will develop a Chebyshev transform method for obtaining an upper bound on the height $\lambda(s)$ defined in (2.1). We need lower bounds on the sup norms $\|s\|_{v}$ as $v$ varies. We obtain such lower bounds by considering the behavior of $s$ near a regular point $x \in X(K)$. Consider the first non-vanishing coefficient $a=a(s, x)$ in a suitably defined Taylor expansion of $s$ at $x$. This $a$ lies in $K$. The product formula shows there is some
place $v$ where $|a|_{v}$ is not too close to 0 . At this $v$ we will obtain a lower bound for $\|s\|_{v}$ which leads to a useful lower bound for $\lambda(s)$.

To illustrate the details involved in this method, let us first consider the case $d=1$, so that $X$ is a curve. Choosing a local parameter $t$ for the local ring $\mathcal{O}_{X, x}$ and a local trivialization $\sigma_{x}$ of the stalk $L_{x}$, we find that $s$ has a local expansion at $x$ given by

$$
s_{x}=\left(\sum_{n=\operatorname{ord}_{x}(s)}^{\infty} a_{n} t^{n}\right) \cdot \sigma_{x}
$$

where $a_{n} \in K$ and $a_{\operatorname{ord}_{x}(s)} \neq 0$. Here the $a_{n}$ depend on the choice of $\sigma_{x}$, but $\operatorname{ord}_{x}(s)$ does not.

The integer $\alpha=\operatorname{ord}_{x}(s)$ lies in the interval $[0, \operatorname{deg}(L)]$. To bound

$$
\lambda(s):=-\sum_{v} k_{v} \log \|s\|_{v}
$$

from above, we define the local Chebychev constant $c_{L, v}^{x, \sigma, t}(\alpha)$ to be the supremum over all non-zero sections $s$ of $L$ with $\operatorname{ord}_{x}(s)=\alpha$ of

$$
\begin{equation*}
-\log \|s\|_{v}+\log \left|a_{\operatorname{ord}_{x}(s)}\right|_{v}=\log \left|\frac{\left|a_{\operatorname{ord}_{x}(s)}\right|_{v}}{\|s\|_{v}}\right| \tag{5.1}
\end{equation*}
$$

This may be studied by $v$-adic analysis. We obtain an upper bound

$$
\begin{equation*}
\lambda(s) \leq \sum_{v} k_{v} c_{L, v}^{x, \sigma, t}(\alpha)=c_{L}^{x, t}(\alpha) \tag{5.2}
\end{equation*}
$$

if $s$ is a section of $L$ vanishing to order $\alpha$ at $x$, since $\sum_{v} k_{v} \log \left|a_{\text {ord }_{x}(s)}\right|_{v}=0$ by the product formula.

The function $c_{L}^{x, t}:[0, \operatorname{deg}(L)] \rightarrow \mathbf{R}$ defined by $\alpha \rightarrow c_{L}^{x, t}(\alpha)$ is a global Chebychev transform. Since we know that $\alpha$ lands in $[0, \operatorname{deg}(L)]$ for all $s$, we obtain finally a bound of the form

$$
\lambda(s) \leq \sup _{0 \leq \alpha \leq \operatorname{deg}(L)} c_{L}^{x, t}(\alpha)
$$

We now generalize the above approach to regular varieties $X$ of arbitrary dimension $d$ over $K$ using Okounkov bodies. Following Witt-Nystrôm [20] and Yuan [30], we take a regular point $x \in X(K)$, and $t_{1}, \ldots, t_{d} \in \mathcal{O}_{X, x}$ a system of parameters of the regular local ring $\mathcal{O}_{X, x}$, which identifies the completion $\widehat{\mathcal{O}_{X, x}}$ to the ring of power series $K\left[\left[t_{1}, \ldots, t_{d}\right]\right]$ in $d$ variables over $K$. We also choose a local trivialization $\sigma \in L_{x}$ of $L$ around $x$.

Any section $s \in H^{0}\left(X, L^{\otimes n}\right)$ has a germ at $x$ in $\widehat{L_{x}}{ }^{\otimes n}=L_{x}^{\otimes n} \otimes \mathcal{O}_{X, x} \widehat{\mathcal{O}_{X, x}}=\widehat{\mathcal{O}_{X, x}} \sigma^{\otimes n}$, which can be uniquely written as a a power series

$$
s_{x}=\left(\sum_{\alpha \in \mathbb{N}^{d}} a_{\alpha} t^{\alpha}\right) \sigma^{\otimes n}
$$

with $a_{\alpha} \in K$. Here we have set $t^{\alpha}=t_{1}^{\alpha_{1}} \ldots t_{d}^{\alpha_{d}}$. The order of vanishing of $s$ at $x$ is defined by the formula

$$
\operatorname{ord}_{x, t}(s)=\min \left\{\alpha \in \mathbb{N}^{d} \mid a_{\alpha} \neq 0\right\},
$$

where the minimum is taken with respect to the lexicographic order on $\mathbb{N}^{d}$ : this does not depend on $\sigma$. Likewise, we define the leading coefficient of $s$ at $x$ as

$$
\operatorname{lead}_{x, \sigma, t}(s)=a_{\text {ord }_{x, t}(s)} \neq 0
$$

This depends in general on the choices of $t$ and $\sigma$.
One strategy for upper bounding the height $\lambda(s)$ of a section $s$ is to apply the product formula

$$
1=\prod_{v}\left|\operatorname{lead}_{x, \sigma, t}(s)\right|_{v}^{k_{v}}
$$

and to give an upper bound of $\left|\operatorname{lead}_{x, \sigma, t}(s)\right|_{v}$ in terms of $\|s\|_{L^{\otimes n}, v}$, which is a problem of local nature; namely it only depends on the $v$-adic metric on $L$. This motivates the introduction of the local quantities

$$
F_{L, v}^{x, \sigma, t}(\alpha)=\sup _{\substack{s \in H^{0}(X, L)_{v} \\ \operatorname{ord}_{x, t}(s)=\alpha}} \frac{\|\left.\operatorname{lead}_{x, \sigma, t}(s)\right|_{v}}{\|s\|_{L, v}},
$$

where $\alpha$ belongs to the finite set $\operatorname{ord}_{x, t}\left(H^{0}(X, L) \backslash\{0\}\right)$. It is shown in 30 that the quantity

$$
c_{L, v}^{x, \sigma, t}(\alpha)=\lim _{n \rightarrow \infty} \frac{1}{n} \log F_{L}^{x, \sigma^{\otimes n}, v}, t\left(\alpha_{n}\right)
$$

where $\left(\alpha_{n}\right)_{n}$ is a sequence such that $\alpha_{n} \in \operatorname{ord}_{x, t}\left(H^{0}\left(X, L^{\otimes n}\right) \backslash\{0\}\right)$, and such that $\frac{1}{n} \alpha_{n}$ converges to $\alpha$, is well-defined for any $\alpha$ in the interior of the closure $\Delta_{x, t}(L)$ of the set

$$
\bigcup_{n \geq 1} \frac{1}{n} \operatorname{ord}_{x, t}\left(H^{0}\left(X, L^{\otimes n}\right) \backslash\{0\}\right) .
$$

The set $\Delta_{x, t}(L)$ is a convex body in $\mathbb{R}^{d}$ : this is the Okounkov body of $L$, which depends on the choice of $t=\left(t_{1}, \ldots, t_{d}\right)$. For example, if $X$ is a curve then $\Delta_{x, t}(L)$ is the interval $[0, \operatorname{deg}(L)]$. Also, if $(X, L)=\left(\mathbb{P}_{K}^{d}, \mathcal{O}(1)\right)$, then $\Delta_{x, t}(L)$ is a $d$-dimensional simplex, as can be seen be reducing to the case in which $x$ is the origin of $\mathbb{A}_{K}^{d}$ and $t$ is the vector of standard coordinate functions of $\mathbb{A}_{K}^{d}$.

The concave function

$$
c_{L, v}^{x, \sigma, t}: \alpha \in \Delta_{x, t}^{\circ}(L) \longmapsto c_{L, v}^{x, \sigma, t}(\alpha) \in \mathbb{R}
$$

is called the local Chebychev transform of $L$ at $x$. The domain $\Delta_{x, t}^{\circ}(L)$ of $c_{L, v}$ does not depend on the metric on $L$, but $c_{L, v}^{x, \sigma, t}$ itself does.

Example 5.1.1. Consider the particular case $(X, L)=\left(\mathbb{P}_{\mathbb{Q}}^{1}, \mathcal{O}(1)\right)$, with the line bundle metric

$$
\left|s\left(\left[x_{0}: x_{1}\right]\right)\right|_{L, v}=\frac{\left|s\left(x_{0}, x_{1}\right)\right|_{v}}{\max \left(\left|x_{0}\right|_{v}, r_{v}^{-1}\left|x_{1}\right|_{v}\right)},
$$

for some $r_{v}>0$. The maximum modulus principle if $v$ is archimedean, and a direct computation otherwise, shows that when $\infty$ is the archimedean place of $\mathbb{Q}$, we have

$$
\|s\|_{L^{\otimes n}, \infty}=\sup _{|z|_{v}=r_{v}}|s(1, z)|_{\infty} .
$$

Let us consider the regular point $x=[1: 0]$ with a local parameter $t=\frac{X_{1}}{X_{0}}$, and a local trivialization $\sigma=X_{0}$. We have

$$
F_{L^{\otimes n}, v}^{x, \sigma^{\otimes n}, t}(\alpha)=\sup _{s \in \mathbb{C}\left[X_{0}, X_{1}\right]_{n-\alpha}} \frac{|s(1,0)|_{v}}{\left\|X_{1}^{\alpha} s\right\|_{L^{\otimes n}, v}},
$$

with

$$
\left\|X_{1}^{\alpha} s\right\|_{L^{\otimes n}, v}=\sup _{|z|_{\infty}=r_{v}}\left|z^{\alpha} s(1, z)\right|_{\infty}=r_{v}^{\alpha}\|s\|_{L^{\otimes n-\alpha}, v}
$$

so that $F_{L \otimes n, v}^{x, \sigma^{\otimes n}, t}(\alpha)$ equals $r_{v}^{-\alpha}$. In particular, we have

$$
c_{L, v}^{x, \sigma, t}(\alpha)=-\alpha \log r_{v}
$$

for $\alpha \in[0,1]=\Delta_{x, t}(L)$.
We now define the global Chebychev transform as the sum

$$
c_{L}^{x, t}=\sum_{v} k_{v} c_{L, v}^{x, \sigma, t}
$$

which still depends on $t$, but not on the choice of the local trivialization $\sigma$ any more. While this global Chebychev transform breaks down into a sum of local components, it allows to control global invariants, such as the heights of nonzero sections :

Proposition 5.1.2. The height of a nonzero global section s of $L^{\otimes n}$ satisfies

$$
\lambda(s) \leq n \sup _{\beta \in \Delta_{x}(L)} c_{L}^{x, t}(\beta)
$$

Proof. If a section $s \in H^{0}\left(X, L^{\otimes n}\right) \backslash\{0\}$ vanishes at order $\alpha$ at $x$, then one has

$$
\left|\operatorname{lead}_{x, \sigma, t}(s)\right|_{v} \leq F_{L^{\otimes n}, v}^{x, \sigma^{\otimes n}, t}(\alpha)\|s\|_{L^{\otimes n}, v} \leq e^{n c_{L, v}^{x, \sigma, t}\left(\frac{1}{n} \alpha\right)}\|s\|_{L^{\otimes n}, v} .
$$

Raising this inequality to the power $k_{v}$, and taking the product over all places $v$ yields

$$
1=\prod_{v}\left|\operatorname{lead}_{x, \sigma, t}(s)\right|_{v}^{k_{v}} \leq e^{n c_{L}^{x, t}\left(\frac{1}{n} \alpha\right)} \prod_{v}\|s\|_{L^{\otimes n}, v}^{k_{v}}=e^{n c_{L}^{x, t}\left(\frac{1}{n} \alpha\right)-\lambda(s)},
$$

so that $\lambda(s) \leq n c_{L}^{x, t}\left(\frac{1}{n} \alpha\right) \leq n \sup _{\beta \in \Delta_{x, t}(L)} c_{L}^{x, t}(\beta)$.

Likewise, a theorem of Yuan 30 ensures that under the hypotheses of Theorem 2.1.3, the mean value of $c_{L}^{x, t}$ computes the expectation of the limit distribution $\nu$ appearing in Theorem 2.1.3:

$$
\frac{1}{\operatorname{vol}\left(\Delta_{x, t}(L)\right)} \int_{\Delta_{x, t}(L)} c_{L}^{x, t}(\alpha) \mathrm{d} \alpha=\int_{\mathbb{R}} x \mathrm{~d} \nu
$$

In particular, if $c_{L}^{x, t}$ is a constant function, then by the preceding proposition, the left hand side is an upper bound for the support of $\nu$, so that the expectation of $\nu$ is an upper bound for its support. This proves:

Corollary 5.1.0.1. If the global Chebychev transform $c_{L}^{x, t}$ is a constant function, then the limit distribution $\nu$ is a Dirac measure supported at one point.

Intuitively, the limit distribution $\nu$ is expected to be completely described by $c_{L}^{x, t}$ when the zeroes of sections of large height concentrate at the point $x$. Since this is not the case in general (see for instance the introductory paragraph of Section (6), we should obtain better results by considering

$$
\sup _{\substack{s \in H^{0}(X, L)_{v} \\ \operatorname{ord}_{x_{1}, t}(s)=\alpha_{1}, \ldots, \operatorname{ord}_{x_{r}, t}(s)=\alpha_{r}}} \frac{\left|\operatorname{lead}_{x_{1}, \sigma, t}(s)\right|_{v}}{\|s\|_{L, v}},
$$

where $x_{1}, \ldots, x_{r}$ are distinct rational regular points (with a choice of local parameters at each of these points).
5.2. Computation of Chebychev local transforms at archimedean places : the $L^{2}$ method. Here we assume for simplicity that $X$ is a curve, i.e. $d=1$, so that $\Delta_{x, t}(L)=[0, D]$ where $D=\operatorname{deg}(L)$, and we focus on a particular archimedean place $v$. We choose a volume form $\mathrm{d} V$ on $X\left(\mathbb{C}_{v}\right)$, so that $H^{0}\left(X, L^{\otimes n}\right)_{v}$ is endowed with the hermitian norm

$$
\|s\|_{L^{\otimes n}, v, \text { herm }}^{2}=\int_{X\left(\mathbb{C}_{v}\right)}|s(x)|_{L^{\otimes n}, v}^{2} \mathrm{~d} V(x) .
$$

One can show using Gromov's lemma (see [30, Lemma 2.7] and [29, Prop. 2.13]) that the Chebychev local transform $c_{L}^{x, t}(\alpha)$ can be computed using

$$
F_{L^{\otimes n}, v, \text { herm }}^{x, \sigma^{\otimes n}, t}(\alpha)=\sup _{\substack{s \in H^{0}\left(X, L^{\otimes n}\right)_{v} \\ \text { ord } x, t(s)=\alpha}} \frac{\left|\operatorname{lead}_{x, \sigma^{\otimes n}, t}(s)\right|_{v}}{\|s\|_{L^{\otimes n}, v, \text { herm }}}
$$

instead of $F_{L^{\otimes n}, v}^{x, \sigma^{\otimes n}, t}(\alpha)$. Let us denote by $[\alpha]$ the linear form on $H^{0}\left(X, L^{\otimes n}(-\alpha x)\right)_{v}$ which takes a section $s$ to the coefficient of $t^{\alpha}$ in its Taylor series expansion around $x$, so that

$$
F_{L \neq, ~}^{x, \sigma^{\otimes n}, t, \text { herm }}(\alpha)=\sup _{s \in H^{0}\left(X, L^{\otimes n}(-\alpha x)\right)_{v}} \frac{|[\alpha](s)|_{v}}{\|s\|_{L^{\otimes n}, v, \text { herm }}}
$$

is the operator norm of $[\alpha]$ on the hermitian space $H^{0}\left(X, L^{\otimes n}(-\alpha x)\right)_{v}$. In particular, if $\left(s_{x, \alpha, j}\right)_{j}$ is an orthonormal basis of $H^{0}\left(X, L^{\otimes n}(-\alpha x)\right)_{v}$, then we have

$$
F_{L^{\otimes n}, v, \text { herm }}^{x, \sigma^{\otimes n}, t}(\alpha)^{2}=\sum_{j}\left|[\alpha]\left(s_{x, \alpha, j}\right)\right|_{v}^{2}
$$

For $\alpha=0$, this equals the value of the $n$-th Bergman kernel at $x$, for which precise asymptotics are known. The case $\alpha>0$ is much more elusive in general, but we will see in the remaining of this section how to handle completely the case of the Fubini-Study metric, and partially the case of the capacity metric of a disc on the projective line, by computing $F_{L \neq n, v, \text { herm }}^{x, \sigma^{\otimes n}}(\alpha)$ with an explicit orthonormal basis.

### 5.3. The $L^{2}$ method in use : the Chebychev local transform of the capacity

 metric of a disc. Let us consider $\left(X\left(\mathbb{C}_{v}\right), L\right)=\left(\mathbb{P}^{1}\left(\mathbb{C}_{v}\right), \mathcal{O}(1)\right.$, with the line bundle metric$$
\left|s\left(\left[x_{0}: x_{1}\right]\right)\right|_{L, v}=\frac{\left|s\left(x_{0}, x_{1}\right)\right|_{v}}{\max \left(\left|x_{0}\right|_{v}, r_{v}^{-1}\left|x_{1}\right| v\right)},
$$

at an archimedean place $v$, which is the capacity metric associated to a disc of radius $r_{v}$ in the complex projective line, just as in example 5.1.1 Contrary to the situation considered in 5.1.1, we choose the point $x=\left[1: r_{v}\right]$ with a local parameter $t=\frac{X_{1}-r_{v} X_{0}}{X_{0}}$, and a local trivialization $\sigma=X_{0}$. Instead of considering a volume form $\mathrm{d} V$ as above, we rather use the distribution $\mathrm{d} V$ defined by

$$
\int_{\mathbb{P}^{1}\left(\mathbb{C}_{v}\right)} f \mathrm{~d} V=\frac{1}{4} \int_{-\pi}^{\pi} f\left(\left[1: r_{v} e^{i \theta}\right]\right)|\sin (\theta)| \mathrm{d} \theta .
$$

By approximating this distribution by volume forms, one can check that the corresponding $F_{L^{\otimes n}, v, \text { herm }}$ still computes $c_{L, v}$. We now show that we have the formula

$$
F_{L}^{x, \sigma^{\otimes 2 n}, v, \text { herm }}(2 \alpha)^{2}=4^{-2 \alpha} r_{v}^{-4 \alpha} \sum_{j=0}^{n-\alpha}(2 j+2 \alpha+1)\binom{j+2 \alpha}{j}^{2}
$$

Using Stirling's formula, this will imply the following :
Proposition 5.3.1. With $x, \sigma, t$ as above, the local Chebychev transform of the capacity metric associated to a disc of radius $r_{v}$ on the complex projective line, as defined above, with respect to a point on the boundary of the disc, is given by the formula

$$
c_{L, v}^{x, \sigma, t}(\alpha)=-\alpha \log \left(4 r_{v}\right)+\frac{1}{2}(1+\alpha) \log (1+\alpha)-\frac{1}{2}(1-\alpha) \log (1-\alpha)-\alpha \log (\alpha) .
$$

for $\alpha \in[0,1]$.
In order to compute $F_{L^{\otimes 2 n}, v, \text { herm }}^{x, \sigma^{\otimes 2 n}}(2 \alpha)$, let us consider the orthogonal decomposition

$$
\mathbb{C}_{v}\left[X_{0}, X_{1}\right]_{2 n-2 k}=V^{+} \oplus V^{-}
$$

where $V^{ \pm}$is the space of polynomials $s \in \mathbb{C}_{v}\left[X_{0}, X_{1}\right]_{2 n-2 k}$ such that $s\left(X_{0}, X_{1}\right)=$ $\pm s\left(r_{v}^{-1} X_{1}, r_{v} X_{0}\right)$. Since any $s$ in $V^{-}$satisfies $s\left(1, r_{v}\right)=0$, we get

$$
F_{L^{\otimes 2 n}, v, \text { herm }}^{x, \sigma^{\otimes 2 n}}(2 \alpha)=\sup _{s \in V^{+}} \frac{\left|s\left(1, r_{v}\right)\right|_{v}}{\left\|\left(X_{1}-r_{v} X_{0}\right)^{2 \alpha} s\right\|_{L^{\otimes n}, v, \text { herm }}}
$$

However, the linear map

$$
\Psi: T=T\left(Y_{0}, Y_{1}\right) \in \mathbb{C}_{v}\left[Y_{0}, Y_{1}\right]_{n-k} \longmapsto T\left(r_{v} X_{0} X_{1}, r_{v}^{2} X_{0}^{2}+X_{1}^{2}\right) \in V^{+}
$$

is an isomorphism, with

$$
\begin{aligned}
\left\|\left(X_{1}-r_{v} X_{0}\right)^{2 \alpha} \Psi(T)\right\|_{L \otimes,}^{2}, v, \text { herm } & =\frac{r_{v}^{4 n}}{4} \int_{-\pi}^{\pi}|T(1,2 \cos (\theta))|^{2}\left|\sin (\theta) \| e^{i \theta}-1\right|^{4 \alpha} \mathrm{~d} \theta \\
& =\frac{r_{v}^{4 n}}{4} \int_{-2}^{2}|T(1, y)|^{2}(2-y)^{2 \alpha} \mathrm{~d} y
\end{aligned}
$$

by using the substitution $y=2 \cos (\theta)$. There is an explicit orthogonal basis of $\mathbb{C}_{v}\left[Y_{0}, Y_{1}\right]_{n-\alpha}$ for this scalar product, given by the Jacobi polynomials

$$
\operatorname{Jac}_{\alpha, j}\left(Y_{0}, Y_{1}\right)=\left(2 Y_{0}-Y_{1}\right)^{-2 \alpha} \frac{\partial^{j}}{j!\partial Y_{1}^{j}} Y_{0}^{n-\alpha-j}\left(2 Y_{0}+Y_{1}\right)^{j}\left(2 Y_{0}-2 Y_{1}\right)^{j+2 \alpha}
$$

for $0 \leq j \leq n-\alpha$. The explicit formulae

$$
\begin{aligned}
\Psi\left(\operatorname{Jac}_{\alpha, j}\right)\left(1, r_{v}\right) & =r_{v}^{2 n-2 \alpha}(-4)^{j}\binom{j+2 \alpha}{j}, \\
\left\|\left(X_{1}-r_{v} X_{0}\right)^{2 \alpha} \Psi\left(\operatorname{Jac}_{\alpha, j}\right)\right\|_{L^{\otimes n}, v, \text { herm }} & =r_{v}^{2 n} 4^{j+\alpha}(2 j+2 \alpha+1)^{-\frac{1}{2}}
\end{aligned}
$$

yield

$$
\begin{aligned}
& F_{L \neq 2 n}^{x, v, \text { herm }} \\
& x, \sigma^{\otimes 2 n}, t \\
&(2 \alpha)^{2}=\sum_{j=0}^{n-\alpha} \frac{\left|\Psi\left(\mathrm{Jac}_{\alpha, j}\right)\left(1, r_{v}\right)\right|_{v}^{2}}{\left\|\left(X_{1}-r_{v} X_{0}\right)^{2 \alpha} \Psi\left(\operatorname{Jac}_{\alpha, j}\right)\right\|_{L \otimes n, v, \text { herm }}^{2}} \\
&=4^{-2 \alpha} r_{v}^{-4 \alpha} \sum_{j=0}^{n-\alpha}(2 j+2 \alpha+1)\binom{j+2 \alpha}{j}^{2}
\end{aligned}
$$

hence the result.
Example 5.3.2. Let us consider $(X, L)=\left(\mathbb{P}_{\mathbb{Q}}^{1}, \mathcal{O}(1)\right)$, with the line bundle metric

$$
\left|s\left(\left[x_{0}: x_{1}\right]\right)\right|_{L, v}=\frac{\left|s\left(x_{0}, x_{1}\right)\right|_{v}}{\max \left(\left|x_{0}\right|_{v},\left|x_{1}\right|_{v}\right)},
$$

for non-archimedean $v$, and

$$
\left|s\left(\left[x_{0}: x_{1}\right]\right)\right|_{L, v}=\frac{\left|s\left(x_{0}, x_{1}\right)\right|_{v}}{\max \left(\left|x_{0}\right|_{v},\left|4 x_{1}-1\right|_{v}\right)},
$$

at the archimedean place. We pick the point $x=[1: 0]$, with the parameter $t=\frac{x_{1}}{x_{0}}$. Then Proposition 5.3.1 yields

$$
c_{L, v}^{x, \sigma, t}(\alpha)=\frac{1}{2}(1+\alpha) \log (1+\alpha)-\frac{1}{2}(1-\alpha) \log (1-\alpha)-\alpha \log (\alpha),
$$

which attains its maximum $\log (1+\sqrt{2})=0,881 \ldots$ at $\alpha=\frac{1}{\sqrt{2}}$. By Proposition 5.1.2 and by using Example 5.1.1 for the archimedean places, we obtain that any nonzero global section $s$ of $\mathcal{O}(n)$ satisfies

$$
\frac{1}{n} \lambda(s) \leq \log (1+\sqrt{2})<0,89 .
$$

On the other hand, the section
$s=X_{1}^{34}\left(2 X_{1}-X_{0}\right)^{6}\left(5 X_{1}^{2}-4 X_{1} X_{0}+X_{0}^{2}\right)^{3}\left(29 X_{1}^{4}-44 X_{1}^{3} X_{0}+27 X_{1}^{2} X_{0}^{2}-8 X_{1} X_{0}^{3}+X_{0}^{4}\right)$,
of $\mathcal{O}(50)$, labeled as $s_{50}$ in the introductory paragraph of Section 6, satisfies

$$
\frac{1}{n} \lambda(s)>0,82 .
$$

By taking logarithms, we obtain that for large $n$ the smallest supremum norm on the disc of radius $\frac{1}{4}$ and center $\frac{1}{4}$, of a nonzero polynomial of degree $n$ with integer coefficients is a quantity between $0,42^{n}$ and $0,44^{n}$. The change of variable $\left(X_{0}^{\prime}, X_{1}^{\prime}\right)=$ $\left(X_{0}^{2}, X_{1}\left(X_{0}-X_{1}\right)\right)$ yields that the corresponding quantity for a disc of radius $\frac{1}{2}$ and center $\frac{1}{2}$ is between $0,64^{n}$ and $0,67^{n}$.
5.4. The $L^{2}$ method in use : the Chebychev local transform of the Fubini-Study-metric. Let us consider the complex projective space $\left(X\left(\mathbb{C}_{v}\right), L\right)=\left(\mathbb{P}^{d}\left(\mathbb{C}_{v}\right), \mathcal{O}(1)\right)$, with the Fubini-Study metric

$$
\left|s\left(\left[x_{0}: x_{1}\right]\right)\right|_{L, v}=\frac{\left|s\left(x_{0}, x_{1}\right)\right|_{v}}{\sqrt{\left|x_{0}\right|_{v}^{2}+\ldots\left|x_{d}\right|_{v}^{2}}},
$$

at an archimedean place $v$. We pick a point $x=\left[x_{0}: \cdots: x_{d}\right]$ of $\mathbb{P}^{d}\left(\mathbb{C}_{v}\right)$. We have a natural identification

$$
\mathrm{T}_{x} \mathbb{P}^{d}\left(\mathbb{C}_{v}\right)=\left\{T \in \mathbb{C}_{v}\left[X_{0}, \ldots, X_{d}\right]_{1} \mid T\left(x_{0}, \ldots, x_{d}\right)=0\right\}
$$

Let $Y_{1}, \ldots, Y_{d+1}$ be a linear basis of $\mathbb{C}_{v}\left[X_{0}, \ldots, X_{d}\right]_{1}$, such that $Y_{1}, \ldots, Y_{d}$ span $\mathrm{T}_{x} \mathbb{P}^{d}\left(\mathbb{C}_{v}\right)$ under the identification above. The functions $t_{j}=\frac{Y_{j}}{Y_{d+1}}$, for $j=1, \ldots, d$, then form a system of local parameters at $x$, while $\sigma=Y_{d+1}$ is a local trivialization of $L$ around $x$. We proceed as in section 5.3, using the Fubini-Study volume form $d V=\frac{\omega_{F S}^{d}}{d!}$, where

$$
\omega_{F S}=i \partial \bar{\partial} \log \left(\left|X_{0}\right|^{2}+\cdots+\left|X_{d}\right|^{2}\right)
$$

Let $U_{1}, \ldots, U_{d+1}$ be the output of the Gram-Schmidt orthonormalization process applied to the basis $Y_{1}, \ldots, Y_{d+1}$. In particular, $U_{1}, \ldots, U_{d+1}$ form an orthonormal basis of $\mathbb{C}_{v}\left[X_{0}, \ldots, X_{d}\right]_{1}$, and each coefficient

$$
\gamma_{j}=\left\langle Y_{j} \mid U_{j}\right\rangle^{-1}
$$

is strictly positive. Again, the functions $u_{j}=\frac{U_{j}}{U_{d+1}}$, for $j=1, \ldots, d$, form a system of local parameters at $x$, and $\tau=U_{d+1}$ is a local trivialization of $L$ around $x$. One can check the formulae

$$
\begin{aligned}
\operatorname{ord}_{x, t}(s) & =\operatorname{ord}_{x, u}(s) \\
\operatorname{lead}_{x, \sigma^{\otimes n}, t}(s) & =\gamma^{\alpha} \gamma_{d+1}^{\alpha_{d+1}} \operatorname{lead}_{x, \tau^{\otimes n}, u}(s) \text { if } \alpha=\operatorname{ord}_{x, t}(s) \in \mathbb{N}^{d}
\end{aligned}
$$

with $\alpha_{d+1}=1-\sum_{j=1}^{d} \alpha_{j}$. In particular, we have,

$$
F_{L \otimes n, v, \text { herm }}^{x, \sigma^{\otimes n}, t}(\alpha)=\gamma^{\alpha} \gamma_{d+1}^{\alpha_{d+1}} F_{L \otimes n, v, \text { herm }}^{x, \tau^{\otimes n}, u}(\alpha) .
$$

Since the sections $U_{1}^{\alpha_{1}} \ldots U_{d}^{\alpha_{d}} U_{d+1}^{n-\alpha_{1}-\cdots-\alpha_{d}}=u^{\alpha} \tau^{n}$, for $\alpha_{1}+\ldots \alpha_{d} \leq n$, form an orthogonal basis of the hermitian space

$$
\mathbb{C}_{v}\left[X_{0}, \ldots, X_{d}\right]_{n}=H^{0}\left(X, L^{\otimes n}\right),
$$

we have by an elementary computation

$$
F_{L^{\otimes n}, v, \text { herm }}^{x, \tau^{\otimes n}, u}(\alpha)=\left\|U_{1}^{\alpha_{1}} \ldots U_{d}^{\alpha_{d}} U_{d+1}^{n-\alpha_{1}-\cdots-\alpha_{d}}\right\|_{L^{\otimes n}, v, \text { herm }}^{-1}=V^{-\frac{1}{2}}\binom{n+d}{d, \alpha_{1}, \ldots, \alpha_{d}}^{\frac{1}{2}}
$$

where $V=\frac{\pi^{d}}{d!}$ is the volume of $\mathbb{P}^{d}\left(\mathbb{C}_{v}\right)$ with respect to $d V$. Using Stirling's formula, we get the following result :

Proposition 5.4.1. With $x, \sigma, t, \beta, \gamma$ as above, the Chebychev local transform of the Fubini-Study metric on the d-dimensional projective space is given by the formula

$$
c_{L, v}^{x, \sigma, t}(\alpha)=\sum_{j=1}^{d+1} \alpha_{i} \log \left(\gamma_{j}\right)+\frac{1}{2} h_{d}(\alpha)
$$

on the Okounkov body

$$
\Delta_{x, t}(L)=\left\{\alpha \in \mathbb{R}_{+}^{d} \mid \alpha_{1}+\ldots \alpha_{d} \leq 1\right\},
$$

where $h_{d}$ is the entropy functional, defined by

$$
h_{d}: \alpha \in \Delta_{x, t}(L) \longmapsto \sum_{j=1}^{d+1} \alpha_{j} \log \left(\frac{1}{\alpha_{j}}\right) \quad \text { where } \alpha_{d+1}=1-\sum_{j=1}^{d} \alpha_{j} .
$$

## 6. Measures associated to zeros of sections

6.1. An Example. Recall from $\$ 2.1$ that $H^{0}\left(X, L^{\otimes n}\right)^{\geq \lambda}$ denotes the set of of sections of $L^{\otimes n}$ of slope at least $\lambda$. In $₫ 6$ and $\S 7$ we will study the zeros of the non-zero elements of $\cup_{n=1}^{\infty} H^{0}\left(X, L^{\otimes n}\right) \geq \lambda$. To motivate this we first discuss an example.

Let $X=\mathbb{P}_{\mathbb{Q}}^{1}$ and $L=\mathcal{O}(1)$. As in Example 5.3.2, we endow $L$ with the non archimedean metrics coming from the integral model $\left(\mathbb{P}_{\mathbb{Z}}^{1}, \mathcal{O}(1)\right)$, and the archimedean metric given in affine coordinates by

$$
|s(z)|_{L, \infty}=\frac{|s(z)|}{\max (1,|4 z-1|)} .
$$

This is the capacity metric associated to the disc of center $\frac{1}{4}$ and radius $\frac{1}{4}$. For the sake of the computation, we rather use the $L^{2}$ metric on the boundary of this disc, rather than the supremum norm : this does not affect the asymptotic slopes.

Let $s_{n}$ denote a degree $n$ nonzero integer polynomial of smallest norm. A computation performed with Magma yields a small list of explicit irreducible integer polynomials $f_{1}, f_{2}, f_{3}, \ldots$, starting with

$$
\begin{aligned}
& f_{1}=z \\
& f_{2}=2 z-1 \\
& f_{3}=5 z^{2}-4 z+1 \\
& f_{4}=29 z^{4}-44 z^{3}+27 z^{2}-8 z+1,
\end{aligned}
$$

such that

$$
\begin{aligned}
s_{50} & = \pm f_{1}^{34} f_{2}^{6} f_{3}^{3} f_{4}, \\
s_{100} & = \pm f_{1}^{63} f_{2}^{11} f_{3}^{4} f_{4} f_{5} f_{6}, \\
s_{200} & = \pm f_{1}^{127} f_{2}^{23} f_{3}^{8} f_{4}^{3} f_{5} f_{6} f_{7}, \\
s_{300} & = \pm f_{1}^{190} f_{2}^{34} f_{3}^{12} f_{4}^{4} f_{5}^{2} f_{6}^{2} f_{7} .
\end{aligned}
$$

The polynomials $f_{5}, f_{6}, f_{7}, f_{8}$ have degree $6,8,8$ and 2 respectively. Numerically, the quantity $\frac{1}{n} \operatorname{ord}_{f_{1}}\left(s_{n}\right)$ seems to converge to a limit (close to 0,63 ) as $n$ grows. Similarly, $\lim _{n \rightarrow \infty} \frac{1}{n} \operatorname{ord}_{f_{j}}\left(s_{n}\right)$ appears to exist for higher $j$. This suggests the existence of a limit distribution of zeros associated to sections of maximal norm which is discrete.

However, replacing the disc of center $\frac{1}{4}$ and radius $\frac{1}{4}$ by a the disc of center 0 and radius 1 , the corresponding lattices become asymptotically semistable, and one doesn't expect such a discreteness result, but rather a uniform distribution of the zeros of small sections along the boundary of the unit disk.

In 6.2 below we recall some work of Serre in [25] which is useful for quantifying the intuition that the general case must interpolate between these two situations.
6.2. Measures. Let $Z$ be a compact metrizable topological space. Define $C(Z)$ to be the set of continuous real valued functions $f$ on $Z$. A positive Radon measure on $Z$ is an $\mathbb{R}$-linear $\mathbb{R}$-valued function $\mu$ on $C(Z)$ such that $\mu(f) \geq 0$ if $f(x) \geq 0$ for all $x \in Z$. We will sometimes write $\int_{Z} f(x) \mu(x)$ or $\int_{Z} f \mu$ for $\mu(f)$. The weak topology on the space of positive Radon measures is defined by saying $\lim _{n \rightarrow \infty} \mu_{n}=\mu$ if $\lim _{n \rightarrow \infty} \mu_{n}(f)=\mu(f)$ for all $f \in C(Z)$. The mass of a measure $\mu$ is the value $\mu(1)$. The space $M(Z)$ of positive Radon measures of mass 1 is compact for the weak topology (c.f. [25, §1.1]).

Suppose now that $X$ is a smooth projective curve over a global field $K$. For each place $v$ of $K$ of $X$ we let $\mathbb{C}_{v}$ be the completion of an algebraic closure $\bar{K}_{v}$ of $K_{v}$. If $v$ is archimedean, we let the topological space $Z=Z_{v}$ in the above discussion be $X\left(\mathbb{C}_{v}\right)=X(\mathbb{C})$ with the archimedean topology. If $v$ is non-archimedean, we let $Z=Z_{v}$ be the Berkovich space $X_{B e r k, \mathbb{C}_{v}}$ described in [3], which is compact and metrizable by [8, §1]. There is a canonical inclusion of sets $X\left(\mathbb{C}_{v}\right) \subset X_{B e r k, \mathbb{C}_{v}}$. For all $v$ we define $M_{v}=M\left(Z_{v}\right)$.

Let $v$ be an arbitrary place of $K$ and suppose $x \in X\left(\mathbb{C}_{v}\right)$. If $v$ is archimedean, let $\delta_{x} \in M_{v}$ be the Dirac measure associated to $x$. If $v$ is non-archimedean, we view $x$ as a point of $X_{B e r k, \mathbb{C}_{v}}$ and we again let $\delta_{x} \in M_{v}$ be the associated Dirac measure. Suppose $D=\sum_{x \in X\left(\mathbb{C}_{v}\right)} m_{x} x$ is a non-zero effective divisor of $X\left(\mathbb{C}_{v}\right)$ that is stable under the action of $\operatorname{Aut}\left(\mathbb{C}_{v} / K\right)$, so that $m_{x}=0$ for almost all $x$. We define the Dirac measure of $D$ to be

$$
\mu(D)=\frac{1}{\operatorname{deg}(D)} \sum_{x \in X\left(\mathbb{C}_{v}\right)} m_{x} \delta_{x}
$$

Let $T$ be a non-empty collection of such $D$ which is closed under taking sums. Note that $T$ is countable. We define $M_{v}(T)$ to be the closure of $\{\mu(D): D \in T\}$ in $M_{v}$ with respect to the weak topology. The argument of [25, Prop. 1.2.2] shows that $M_{v}(T)$ is
convex and compact. Let $I_{T}$ be the set of irreducible $K$-divisors which are components of some element of $T$. Suppose $S$ is a finite subset of $I_{T}$. If $S \neq I_{T}$, define $M_{v}(T, S)$ be the closed convex envelope in $M_{v}$ of the measures $\left\{\mu(D): D \in I_{T}-S\right\}$. If $S=I_{T}$ define $M_{v}\left(T, I_{T}\right)$ to be the one element set consisting of the zero measure $\mu_{0}$ on $Z_{v}$. Define

$$
\begin{equation*}
M_{v}(T, \infty)=\cap_{S} M_{v}(T, S) \tag{6.1}
\end{equation*}
$$

where the intersection is over all finite subsets $S$ of $I_{T}$. Then $M_{v}(T, \infty)$ is a compact, convex subset of $M_{v}$ if $I_{T}$ is infinite, and $M_{v}(T, \infty)=\left\{\mu_{0}\right\}$ if $I_{T}$ is finite.

The following Theorem can be proved the same way as [25, Thm. 1.2.11].
Theorem 6.2.1. Suppose $\mu \in M_{v}(T)$. There is a unique set of non-negative real numbers $\left\{c_{0}\right\} \cup\left\{c_{D}: D \in I_{T}\right\}$ such that $c_{0}+\sum_{D \in I_{T}} c_{D}=1$ and

$$
\begin{equation*}
\mu=\sum_{D \in I_{T}} c_{D} \mu(D)+\nu \quad \text { with } \quad \nu \in c_{0} M_{v}(T, \infty) \tag{6.2}
\end{equation*}
$$

where $c_{0}=0$ if $I_{T}$ is finite
In [25], the sum $\sum_{D \in I_{T}} c_{D} \mu(D)$ is called the atomic part $\mu_{a t}$ of $\mu$, and $\nu$ is called the diffuse part of $\mu$.

We can apply these notions to the zeros of sections of a metrized line bundle $L$ on $X$ in the following way.

Definition 6.2.2. Suppose $\lambda \in \mathbb{R} \cup\{-\infty\}$. Let $T(L, \lambda)$ be the set of divisors zer $(f)$ of zeros associated to non-constant elements $f$ of $\cup_{n \geq 1} H^{0}\left(X, L^{\otimes n}\right) \geq \lambda$.

Fix a place $v$ of $K$. It is a natural question whether all the elements of $T(L, \lambda)$ must contain particular irreducible divisors with at least a certain multiplicity. We can approach this question by considering the set $M_{v}(T(L, \lambda))$ of measures which are limits of Dirac measures associated to zer $(f)$ as above.

Serre's Theorem 6.2.1 shows that such limits will have atomic parts and diffuse parts. The example discussed in 6.1 suggests the following question.

Question 6.2.3. Fix a place $v$ of $K$. Suppose that for each $n \geq 1, H^{0}\left(X, L^{\otimes n}\right)^{\geq \lambda}$ has non-constant elements, and $f_{n} \in H^{0}\left(X, L^{\otimes n}\right) \geq \lambda$ has maximal slope among all such elements. Since $M_{v}(T(L, \lambda))$ is compact, there is an infinite subsequence of the measures $\left\{\mu\left(\operatorname{zer}\left(f_{n}\right)\right)\right\}_{n \geq 1}$ which has a limit $\mu \in M_{v}(T(L, \lambda))$. For all such limits $\mu$, does the atomic part $\mu_{a t}$ of $\mu$ depend only on $L$ ? Which measures arise as the diffuse parts of such $\mu$ ?

In Theorems 7.1.3 and 7.1.4 we will show that some particular diffuse measures arise as limit measures $\mu$ of the sort in this question.

## 7. Adelic sets of capacity one

7.1. Statement of results. In this section we assume $X$ is a smooth projective geometrically irreducible curve over a number field $K$. Let $\bar{K}$ be an algebraic closure of $K$,
and let $\mathcal{X}$ be a finite $\operatorname{Gal}(\bar{K} / K)$-stable subset of $X(\bar{K})$. By an adelic subset of $X$ we will mean a product $\mathcal{E}=\prod_{v} E_{v}$ over all the places $v$ of $K$ of subsets $E_{v}$ of $X\left(\bar{K}_{v}\right)-\mathcal{X}$ when $\bar{K}_{v}$ is an algebraic closure of $K_{v}$. As noted in at the beginning of [22, §4.1], subsets of $X\left(\bar{K}_{v}\right)$ are better suited for global capacity theory than those of $X\left(\mathbb{C}_{v}\right)$.

We will assume that the $E_{v}$ satisfy the standard hypotheses described in [22, Def. 5.1.3] relative to $\mathcal{X}$. In particular, each $E_{v}$ is algebraically capacitifiable with respect to $\mathcal{X}$. We will assume each $E_{v}$ has positive inner capacity $\underline{\gamma}_{\zeta}\left(E_{v}\right)$ with respect to every point $\zeta \in X\left(\bar{K}_{v}\right)-E_{v}$ in the sense of [22, p. 134-135, 196].

In [22, Def. 5.1.5], Rumely defined a capacity $\gamma(\mathcal{E}, \mathcal{X})$ of such an $\mathcal{E}$ relative to $\mathcal{X}$. For each ample effective divisor $D=\sum_{\zeta \in \mathcal{X}} a_{\zeta} \zeta$ supported on $\mathcal{X}$ one has the sectional capacity $S_{\gamma}(\mathcal{E}, D)$ of $\mathcal{E}$ relative to $D$ ( 10 , [19]). We will show in Lemma 7.3.1] below that Rumely's results in [24] imply that $\gamma(\mathcal{E}, \mathcal{X})$ is the infimum of $S_{\gamma}(\mathcal{E}, D)^{1 / \operatorname{deg}(D)^{2}}$ as $D$ ranges over all ample effective divisors supported on $\mathcal{X}$ provided $\gamma(\mathcal{E}, \mathcal{X}) \geq 1$.

We will recall in the next section Rumely's definition in [22] of the Green's function $G\left(z, \zeta ; E_{v}\right) \in \mathbb{R} \cup\{\infty\}$ of pairs $z, \zeta \in X\left(\bar{K}_{v}\right)$. Define $G\left(z, D ; E_{v}\right)=\sum_{\zeta \in \mathcal{X}} a_{\zeta} G\left(z, \zeta ; E_{v}\right)$. We will regard meromorphic sections of powers of $L=\mathcal{O}_{X}(D)$ as elements of the function field $K(X)$. Then 1 is an element of $H^{0}(X, L)$ with divisor $D$. Define a $v$-adic metric on $L$ via

$$
\begin{equation*}
|1|_{v}(z)=\exp \left(-G\left(z, D ; E_{v}\right)\right) \quad \text { for } \quad z \in X\left(\bar{K}_{v}\right) \tag{7.1}
\end{equation*}
$$

We will call these the Green's metrics on $L$ associated to $\mathcal{E}$.
We will show the following result.
Theorem 7.1.1. Suppose that $D$ is an ample effective divisor with support $\mathcal{X}$ such that

$$
\begin{equation*}
\gamma(\mathcal{E}, \mathcal{X})=S_{\gamma}(\mathcal{E}, D)^{1 / \operatorname{deg}(D)^{2}}=1 \tag{7.2}
\end{equation*}
$$

Give $L=\mathcal{O}_{X}(D)$ the Green's metrics associated to $\mathcal{E}$, and suppose $E_{v}$ is compact if $v$ is archimedean. Let $\left\{\lambda_{n, i}\right\}_{i=1}^{r_{n}}$ be the set of successive maxima of $H^{0}\left(X, L^{\otimes n}\right)$. Let $\nu$ be the limiting distribution associated to the sets $\left\{\lambda_{n, i} / n\right\}_{i=1}^{r_{n}}$ as $n \rightarrow \infty$. Then $\nu$ is the Dirac measure supported on 0 .

Thus lattices associated to metrized line bundles associated to adelic sets of capacity one are asymptotically semi-stable, in the sense that all of their successive maxima are approximately equal.

Corollary 7.1.2. Suppose there is a non-constant morphism $h: X \rightarrow \mathbb{P}^{1}$ over $K$ all of whose poles are at one point $\zeta \in X(K)$. Write $\mathbb{P}^{1}=\mathbb{A}^{1} \cup\{\infty\}$ and $N=\operatorname{deg}(h)$, and let $D=N \zeta=h^{*}(\infty)$. Suppose $E_{v}=\left\{z \in X\left(\bar{K}_{v}\right):|h(z)|_{v} \leq 1\right\}$ for all $v$. Then the hypotheses of Theorem 7.1.1 hold, so that $\nu$ is the Dirac measure supported at 0 .

Proof. The equality (7.2) in this case is a consequence of Rumely's pullback formula [22, Thm. 5.1.14] together with the computation of capacities of adelic disks in $\mathbb{P}^{1}$ given in [22, §5.2].

We will discuss zeros of successive maxima in the case described in Corollary 7.1.2, Identify the morphism $h: X \rightarrow \mathbb{P}^{1}$ of this Corollary with an element of the function field $K(X)$. Let $z$ be the affine coordinate for $\mathbb{P}^{1}$ which has image $h$ under the induced map $K\left(\mathbb{P}^{1}\right)=K(z) \rightarrow K(X)$ of function fields.

Theorem 7.1.3. Let $v$ be an archimedean place of $K$. Let $\mu_{0}$ be the uniform measure on the boundary of the unit disk $B_{v}=\left\{z \in \mathbb{P}^{1}\left(\bar{K}_{v}\right)=\mathbb{P}^{1}(\mathbb{C}):|z|_{v}=1\right\}$. Then $\frac{1}{N} h^{-1}\left(\mu_{0}\right)$ is the equilibrium measure $\mu\left(E_{v}, D\right)$ of $E_{v}=\bar{E}_{v}=h^{-1}\left(B_{v}\right)$ in the sense of [22, p. 214-215] with respect to the polar divisor $D=N \zeta$ of $h$. The measure $\mu\left(E_{v}, D\right)$ is an element of $\cap_{\lambda<0} M_{v}(T(L, \lambda), \infty)$ where $M_{v}(T(L, \lambda), \infty)$ is the set of diffuse probability measures associated by (6.1) and Theorem 6.2.1 to the set $T(L, \lambda)$ of divisors of zeros of non-constant sections of $\cup_{n \geq 1} H^{0}\left(X, L^{\otimes n}\right)^{\geq \lambda}$.

We now state a version of this result for a non-archimedean place $v$ of $K$. Define $\bar{E}_{v}$ to be the closure of $E_{v}=\left\{z \in X\left(\bar{K}_{v}\right):|h(z)|_{v} \leq 1\right\}$ in $X_{B e r k, \mathbb{C}_{v}}$. Let $\mathbf{h}: \mathcal{X} \rightarrow \mathbb{P}_{\mathcal{O}_{K}}^{1}$ be the minimal regular model of the morphism $h: X \rightarrow \mathbb{P}_{K}^{1}$ (see [12]). Let $\bar{\infty}$ be the section of $\mathbb{P}_{\mathcal{O}_{K}}^{1} \rightarrow \operatorname{Spec}\left(\mathcal{O}_{K}\right)$ defined by the point at infinity. Then $\mathbf{h}^{*}(\bar{\infty})=N \bar{\zeta}+J$ for some vertical divisor $J$ when $\bar{\zeta}$ is the closure in $\mathcal{X}$ of the point $\zeta \in X(K)$. Let $\left\{Y_{i}\right\}_{i=1}^{\ell}$ be the set of reduced irreducible components of the special fiber $\mathcal{X}_{v}$ of $\mathcal{X}$, and let $m_{i}$ be the multiplicity of $Y_{i}$ in $\mathcal{X}_{v}$. There is a unique point $\xi_{i} \in X_{B e r k, \mathbb{C}_{v}}$ whose reduction is the generic point of $Y_{i}$. Let $\delta_{i}$ be the delta measure supported on $\xi_{i}$ on $X_{B e r k, \mathbb{C}_{v}}$, and let $\left(\mathbf{h}^{*}(\bar{\infty}), Y_{i}\right)$ be the intersection number of $\mathbf{h}^{*}(\bar{\infty})$ and $Y_{i}$. Writing $D=N \zeta$, we have a measure

$$
\begin{equation*}
\mu\left(\bar{E}_{v}, D\right)=\frac{1}{N} \sum_{i=1}^{\ell} m_{i}\left(\mathbf{h}^{*}(\bar{\infty}), Y_{i}\right) \delta_{i} \tag{7.3}
\end{equation*}
$$

on $X_{B e r k, \mathbb{C}_{v}}$.
Theorem 7.1.4. Suppose $v$ is a non-archimedean place of $K$. The measure $\mu\left(\bar{E}_{v}, D\right)$ in 7.3) is a probability measure lying in $\cap_{\lambda<0} M_{v}(T(L, \lambda), \infty)$ where $M_{v}(T(L, \lambda), \infty)$ is the set of diffuse probability measures associated by (6.1) and Theorem 6.2.1 to the set $T(L, \lambda)$ of divisors of zeros of non-constant sections of $\cup_{n \geq 1} H^{0}\left(X, L^{\otimes n}\right)^{\geq \lambda}$.

Thus under the hypotheses of Theorems 7.1.3 and 7.1.4, to achieve sections that demonstrate semi-stability, one can use sections whose zeros approach the measures $\mu\left(\bar{E}_{v}, D\right)$ while avoiding any prescribed finite set of points. The measure in Theorem 7.1.4 was defined by Chambert-Loir in [8], and we will use his results in the proof.
7.2. Green's functions in Rumely's capacity theory. Following [22], let $q_{v}$ be the order of the residue field of a finite place $v$ of $K$. If $v$ is a real place, let $q_{v}=e$, while if $v$ is complex let $q_{v}=e^{2}$. Define a $v$-adic $\log$ by $\ln _{v}(r)=\ln (r) / \ln \left(q_{v}\right)$ for $0<r \in \mathbb{R}$. We let $\left\|\|_{v}\right.$ be the standard absolute value $\left|\left.\right|_{v}\right.$ if $v$ is finite, and we let $\left\|\|_{v}\right.$ be the Euclidean absolute value if $v$ is archimedean. The product formula then becomes

$$
\sum_{v} \ln _{v}\|\alpha\|_{v} \cdot \ln \left(q_{v}\right)=0
$$

for $\alpha \in K-\{0\}$.
Suppose now that $\zeta \in X\left(\bar{K}_{v}\right)-E_{v}$. In [22, §3-§4] Rumely defines a real valued canonical distance function $[z, w]_{\zeta}$ of pairs of points $z, w \in X\left(\bar{K}_{v}\right)-\{\zeta\}$. He then defines a Green's function $G\left(z, \zeta ; E_{v}\right)$ in the following way.

Suppose first that $E_{v}$ is compact. Rumely shows that there is a unique positive Borel measure $\mu_{v}=\mu_{v}\left(E_{v}, \zeta\right)$ supported on $E_{v}$ that minimizes the energy integral

$$
\begin{equation*}
V_{\zeta}\left(E_{v}\right)=-\int_{E_{v} \times E_{v}} \ln _{v}[x, w]_{\zeta} \mu_{v}(x) \mu_{v}(w) \tag{7.4}
\end{equation*}
$$

One then has a conductor potential

$$
\begin{equation*}
u_{E}(z, \zeta)=-\int_{E_{v}} \ln _{v}[x, w]_{\zeta} \mu_{v}(w) \tag{7.5}
\end{equation*}
$$

This function vanishes at almost all $z \in E_{v}$. One lets

$$
G\left(z, \zeta ; E_{v}\right)=\left\{\begin{array}{ccc}
V_{\zeta}\left(E_{v}\right)-u_{E}(z, \zeta) & \text { if } & z \notin E_{v} \cup\{\zeta\}  \tag{7.6}\\
\infty & \text { if } & z=\zeta \\
0 & \text { if } & z \in E_{v}
\end{array}\right\}
$$

Suppose now that $v$ is a finite place. ${\mathrm{A} \mathrm{PL}_{\zeta} \text { domain (see [22, Def. 4.2.6]) is a subset }{ }^{\text {d }} \text {, }}^{\text {d }}$, of the form

$$
\begin{equation*}
U_{v}=\left\{z \in X\left(\bar{K}_{v}\right):|f(z)|_{v} \leq 1\right\} \tag{7.7}
\end{equation*}
$$

for a non-constant function $f(z) \in \bar{K}_{v}(X)$ having poles only at $\zeta$. Define

$$
G\left(z, \zeta ; U_{v}\right)=\left\{\begin{array}{ccc}
\frac{1}{\operatorname{deg}(f(z))} \ln _{v}|f(z)|_{v} & \text { if } & z \notin U_{v} \cup\{\zeta\}  \tag{7.8}\\
\infty & \text { if } & z=\zeta \\
0 & \text { if } & z \in U_{v}
\end{array}\right\}
$$

Suppose now that $v$ is finite and that $E_{v}$ is an arbitrary algebraically capacitifiable subset of $X\left(\bar{K}_{v}\right)-\{\zeta\}$ in the sense of [22]. In [22, $\left.\S 3-\S 4\right]$, Rumely shows that there is there exist an infinite increasing sequence $\left\{E_{v, i}^{\prime}\right\}_{i=1}^{\infty}$ of compact subsets of $E_{v}$ and an infinite decreasing sequence $\left\{U_{v, j}\right\}_{j=1}^{\infty}$ of $P L_{\zeta}$ domains containing $E_{v}$ with the property that

$$
\begin{equation*}
\lim _{i \rightarrow \infty} \gamma_{\zeta}\left(E_{v, i}^{\prime}\right)=\gamma_{\zeta}\left(E_{v}\right)=\lim _{j \rightarrow \infty} \gamma_{\zeta}\left(U_{v, j}\right) \tag{7.9}
\end{equation*}
$$

when $\gamma_{\zeta}\left(E_{v}\right)$ is the local capacity of $E_{v}$ with respect to $\zeta$. It is shown in 22, Thm. 4.4.4] that the fact that $E_{v}$ is algebraically capacitable implies

$$
\begin{equation*}
\lim _{i \rightarrow \infty} G\left(z, \zeta ; E_{v, i}^{\prime}\right)=\lim _{j \rightarrow \infty} G\left(z, \zeta ; U_{v, j}\right) \tag{7.10}
\end{equation*}
$$

except for a set $\Delta$ of $z$ of inner capacity zero contained in $E_{v}$, and the left hand limit in (7.10) is 0 for all $z \in E_{v}$. By [22, Prop. 4.4.1], $G\left(z, \zeta ; E_{v, i}^{\prime}\right)$ is non-increasing with $i$,
$G\left(z, \zeta ; U_{v, j}\right)$ is non-decreasing with $j, G\left(z, \zeta ; E_{v, i}^{\prime}\right) \geq G\left(z, \zeta ; U_{v, j}\right)$ for all $i$ and $j$. The convergence in (7.10) is uniform over $z$ in compact subsets of $X\left(\bar{K}_{v}\right)-\{\zeta\}-\Delta$.

We now define

$$
G\left(z, \zeta ; E_{v}\right)=\left\{\begin{array}{ccc}
\lim _{i \rightarrow \infty} G\left(z, \zeta ; E_{v, i}^{\prime}\right) & \text { if } & z \neq \zeta  \tag{7.11}\\
\infty & \text { if } & z=\zeta
\end{array}\right\}
$$

Suppose now that $D=\sum_{\zeta} n_{\zeta} \zeta$ an effective divisor of degree $\operatorname{deg}(D)=\sum_{\zeta} n_{\zeta}>0$. Let

$$
\begin{equation*}
G\left(z, D ; E_{v}\right)=\sum_{\zeta} n_{\zeta} G\left(z, \zeta ; E_{v}\right) \tag{7.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu_{v}\left(E_{v, i}^{\prime}, D\right)=\frac{1}{\operatorname{deg}(D)} \sum_{\zeta} n_{\zeta} \mu_{v}\left(E_{v, i}^{\prime}, \zeta\right) \tag{7.13}
\end{equation*}
$$

7.3. Successive maxima for adelic sets of capacity one. The object of this section is to prove Theorem 7.1.1. We must first make a slight extension of Lemma 4.9 of [11].
Lemma 7.3.1. Suppose $\gamma(\mathcal{E}, \mathcal{X}) \geq 1$. Then $\gamma(\mathcal{E}, \mathcal{X})$ is the infimum of $S_{\gamma}\left(\mathcal{E}, D^{\prime}\right)^{1 / \operatorname{deg}\left(D^{\prime}\right)^{2}}$ as $D^{\prime}$ ranges over all ample effective divisors supported on $\mathcal{X}$.

Proof. This result is shown in [11, Lemma 4.9] if $\gamma(\mathcal{E}, \mathcal{X})>1$. We now suppose $\gamma(\mathcal{E}, \mathcal{X})=1$, so the Green's matrix $\Gamma(\mathcal{E}, \mathcal{X})$ has $\operatorname{val}(\Gamma(\mathcal{E}, \mathcal{X}))=0$. By [22, Prop. 5.1.8, Prop. 5.1.9], $\Gamma(\mathcal{E}, \mathcal{X})$ is a symmetric real matrix with non-negative off diagonal entries that has all non-positive eigenvalues and at least one eigenvalue equal to 0 . Let $I$ be the identity matrix of the same size as $\Gamma(\mathcal{E}, \mathcal{X})$. For all $\epsilon>0$, the matrix $\Gamma_{\epsilon}=\Gamma(\mathcal{E}, \mathcal{X})-\epsilon I$ is negative definite, symmetric and has non-negative off diagonal entries. We now apply the arguments of [11, Lemma 4.9] to $\Gamma_{\epsilon}$ and let $\epsilon \rightarrow 0$. Since the space of probability vectors of a prescribed size is compact, this implies Lemma 7.3.1.

Lemma 7.3.2. Let $\left.\left|\left.\right|_{v}\right.$ be the Green's metric (7.1) on $L_{v}$, and let $|\right|_{v} ^{\otimes n}$ be the resulting metric on $L_{v}^{\otimes n}$. For $f_{v} \in H^{0}\left(X, L^{\otimes n}\right)$ and $z \in X\left(\bar{K}_{v}\right)$ let $\left|f_{v}\right|_{v}^{\otimes n}(z)$ be the norm with respect to $\left|\left.\right|_{v} ^{\otimes n}\right.$ of the image of $f_{v}$ in the fiber of $L_{v}^{\otimes n}$ at $z$. Regarding $f_{v}$ as an element of the function field $K_{v}(X)$, let $f_{v}(z) \in \bar{K}_{v} \cup\{\infty\}$ be the value of $f_{v}$ at $z$. Then

$$
\begin{equation*}
\left\|f_{v}\right\|_{L^{\otimes n}, v}=\sup _{z \in X\left(\bar{K}_{v}\right)}\left|f_{v}\right|^{\otimes n}(z) \quad \text { equals } \quad \sup \left(f_{v}, E_{v}\right)=\sup _{z \in E_{v}}\left|f_{v}(z)\right|_{v} \tag{7.14}
\end{equation*}
$$

Proof. In view of (7.1), the Green's metric on $f_{v} \in H^{0}\left(X, L^{\otimes n}\right)$ is specified by

$$
\begin{equation*}
\ln \left|f_{v}\right|_{v}^{\otimes n}(z)=\ln \left(\left|f_{v}(z)\right|_{v}\right)+\ln \left(|1|_{v}^{\otimes n}(z)\right)=\ln \left|f_{v}(z)\right|_{v}-n G\left(z, D ; E_{v}\right) . \tag{7.15}
\end{equation*}
$$

Suppose first that $v$ is archimedean. We have supposed in this case that $E_{v}$ is compact. Then $\ln \left|f_{v}(z)\right|_{v}-n G\left(z, D ; E_{v}\right)$ is a well defined harmonic function on the open set $X\left(\bar{K}_{v}\right)-E_{v}=X(\mathbb{C})-E_{v}$, so it achieves its maximum on the boundary of $X\left(\bar{K}_{v}\right)-E_{v}$. This boundary lies in $E_{v}$ and $G\left(z, D ; E_{v}\right)=0$ for $z \in E_{v}$ by [22, Def. 3.2.1], so (7.14) holds. Suppose now that $v$ is non-archimedean. By [22, p. 282, Def. 4.4.12], $G\left(z, D ; E_{v}\right)$ is the supremum of $G\left(z, D ; U_{v}\right)$ over RL domains $U_{v} \supset E_{v}$ defined by
functions having poles in $\mathcal{X}$. The fact that (7.14) holds is now a consequence of the formula for $G\left(z, D ; U_{v}\right)$ when $U_{v}$ is RL-domain in ([22, p. 277, eq. (2)]) together with the maximum modulus principle of [22, Thm. 1.4.2].
Lemma 7.3.3. There is no section $f \in H^{0}\left(X, L^{\otimes n}\right)$ that has height $\lambda(f)>0$.
Proof. Suppose $f \in H^{0}\left(X, L^{\otimes n}\right)$ is a section with $\lambda(f)=-\sum_{v} k_{v} \log \|f\|_{L^{\otimes n}, v}>0$. Then $f$ defines a morphism $X \rightarrow \mathbb{P}^{1}$ such that $f^{-1}(\infty)=D^{\prime}$ is supported on $\mathcal{X}$, since $f$ is a section of $L^{\otimes n}=\mathcal{O}_{X}(n D)$ and $D$ is supported on $\mathcal{X}$. Write $r_{v}=\sup \left(f, E_{v}\right)$. We let $\mathcal{E}^{\prime}=\prod_{v} E_{v}^{\prime}$ be the adelic polydisc of the projective line $\mathbb{P}^{1}$ such that each $E_{v}^{\prime} \subset A^{1}\left(\bar{K}_{v}\right)=P^{1}(\bar{K})-\{\infty\}$ is the disc around the origin with radius $r_{v}>0$ with respect to $\left|\left.\right|_{v}\right.$. By the definition of the $r_{v}$, we have $\mathcal{E} \subset f^{-1}\left(\mathcal{E}^{\prime}\right)$. This and Rumely's pullback formula [24, Prop. 4.1] give

$$
\begin{equation*}
S_{\gamma}\left(\mathcal{E}, D^{\prime}\right) \leq S_{\gamma}\left(f^{-1}\left(\mathcal{E}^{\prime}\right), D^{\prime}\right)=S_{\gamma}\left(\mathcal{E}^{\prime}, \infty\right)^{\operatorname{deg}\left(D^{\prime}\right)} \tag{7.16}
\end{equation*}
$$

By Lemma 7.3.2, $\lambda(f)=-\sum_{v} k_{v} \log \|f\|_{L^{\otimes n}, v}=-\sum_{v}\left[K_{v}: \mathbb{Q}_{p}\right] \ln \left(r_{v}\right)$ and this is $-\ln \left(S_{\gamma}\left(\mathcal{E}^{\prime}, \infty\right)\right)$ by [24, Prop. 3.1] and [22, p. 339]. Because $\lambda(f)>0$ we conclude from (7.16) that $S_{\gamma}\left(\mathcal{E}, D^{\prime}\right)<1$. Hence $S_{\gamma}\left(\mathcal{E}, D^{\prime}\right)^{1 / \operatorname{deg}\left(D^{\prime}\right)^{2}}<1$. This contradicts the hypothesis in (7.2) because of Lemma 7.3.1.
Lemma 7.3.4. Suppose $\epsilon>0$. There is a finite place $v_{0}$ of $K$ and a subset $E_{v_{0}}^{\prime}$ of $E_{v_{0}}$ with the following properties:

1. $E_{v_{0}}^{\prime}$ is capacitifiable with respect to $D$, and $\left|G\left(z, D ; E_{v_{0}}^{\prime}\right)-G\left(z, D ; E_{v_{0}}\right)\right|<\epsilon$ for all $z \in X\left(\mathbb{C}_{v}\right)$.
2. The set $\mathcal{E}^{\prime}=E_{v_{0}}^{\prime} \times\left(\prod_{v \neq v_{0}} E_{v}\right)$ has capacity $S_{\gamma}\left(\mathcal{E}^{\prime}, D\right)<S_{\gamma}(\mathcal{E}, D)=1$.
3. Let $\lambda(s)=-\sum_{v} k_{v} \log \|s\|_{L^{\otimes n}, v}$ be the height of a section $s \in H^{0}\left(X, L^{\otimes n}\right)$ associated to the Green's metrics for $\mathcal{E}$, and let $\lambda^{\prime}(s)$ is the corresponding height for $\mathcal{E}^{\prime}$. Then $\left|\lambda(s)-\lambda^{\prime}(s)\right| / n<k_{v_{0}} \epsilon$.
4. There is a rational function $f \in K(X)$ whose divisor of poles is a positive integral multiple of $D$ with the following properties: we have $\sup \left(f, E_{v}\right) \leq 1$ for all finite $v \neq v_{0}, \sup \left(f, E_{v_{0}}^{\prime}\right) \leq 1$ and $\sup \left(f, E_{v}\right)<1$ for all archimedean $v$.
Proof. Choose a place $v_{0}$ where $E_{v_{0}}$ is $\mathcal{X}$-trivial in the sense of [22, Def. 5.1.1] By [22, Prop. 4.4.13], the Green's function $G\left(z, \zeta ; E_{v_{0}}\right)$ for any $z \in X\left(\bar{K}_{v_{0}}\right)$ and any $\zeta \in X\left(\bar{K}_{v_{0}}\right)-E_{v_{0}}$ is the infimum of $G\left(z, \zeta ; E_{v_{0}}^{\prime}\right)$ over compact subsets $E_{v_{0}}^{\prime}$ of $E_{v_{0}}$. Furthermore, we have $G\left(z, \zeta ; E_{v_{0}}\right)<G\left(z, \zeta ; E_{v_{0}}^{\prime}\right)$ for $z \in X\left(\bar{K}_{v_{0}}\right)-E_{v_{0}}$ by the computations in [22, $\S 5.2 . \mathrm{B}]$ since we took $E_{v_{0}}$ to be $\mathcal{X}$-trivial. So we can take $E_{v_{0}}^{\prime}$ to be a compact subset of $E_{v_{0}}$ such that the global Green's matrix $\Gamma(\mathcal{X}, \mathcal{E})$ defined in [22, Theorem 5.1.4] differs from $\Gamma\left(\mathcal{X}, \mathcal{E}^{\prime}\right)$ by a matrix with positive entries that are arbitrarily close to 0 . Then $E_{v_{0}}^{\prime}$ is capacitifiable by [22, Theorem 4.3.4], so (1) holds. The value of the game defined by $\Gamma\left(\mathcal{X}, \mathcal{E}^{\prime}\right)$ is larger than that defined by $\Gamma(\mathcal{X}, \mathcal{E})$, so we get (2); see [22, p. 327-328]. The log of the Green's metric on $L$ at $v_{0}$ associated with $E_{v_{0}}^{\prime}$ and with $E_{v_{0}}$ differs by a constant we can make arbitrarily close to 0 , so we get (3) from (7.1). To prove (4), we first note that hypothesis (7.2) in Theorem 7.1.1 implies the following. When we write $D=\sum_{x \in \mathcal{X}} n_{x} x$, then $n_{x}>0$ for all $x$ and the probability
vector $P=\left(n_{x} / \operatorname{deg}(D)\right)_{x \in \mathcal{X}}$ must define an optimum strategy for the game associated to $\Gamma(\mathcal{X}, \mathcal{E})$. Furthermore $S_{\gamma}(\mathcal{E}, D)=0$ says that this optimum strategy achieves value 0 . Since $\Gamma\left(\mathcal{X}, \mathcal{E}^{\prime}\right)-\Gamma(\mathcal{X}, \mathcal{E})$ has all positive entries, playing $P$ in the game defined by $\Gamma\left(\mathcal{X}, \mathcal{E}^{\prime}\right)$ leads to a positive value. This means that the construction of Rumely in [22, $\S 6$, Corollary 6.2.7] produces a function with the properties in (4).

Lemma 7.3.5. Let $\mathcal{E}^{\prime}$ be as in Lemma 7.3.4. There is a constant $c$ independent of $n$ such $H^{0}\left(X, L^{\otimes n}\right)$ has a basis of sections $s$ for which $\lambda^{\prime}(s) \geq c$.

Proof. Let $f$ in part (4) of Lemma 7.3.4 have divisor $m D$ for some $m>0$. By RiemannRoch, we can find a finite subset $\left\{h_{j}\right\}_{j \in J}$ of elements of the function field $K(X)$ with the following properties. The poles of the $h_{j}$ are supported on $\mathcal{X}=\operatorname{supp}(D)$, and the height $\lambda\left(h_{j}\right)$ of $h_{j}$ with respect to the Green's metrics associated to $\mathcal{E}^{\prime}$ is finite. Further, for all $n$, the collection of functions $\left\{h_{j} f^{i}\right\}_{j \in J, 0 \leq i}$ contains a basis for $H^{0}\left(X, L^{\otimes n}\right)=$ $H^{0}\left(X, \mathcal{O}_{X}(n D)\right)$. Now Lemma 7.3.2 gives

$$
\lambda^{\prime}\left(h_{j} f^{i}\right)=-\sum_{v} k_{v} \ln \left(\sup \left(h_{j} f^{i}, E_{v}^{\prime}\right)\right) \geq-\sum_{v} k_{v} \ln \left(\sup \left(h_{j}, E_{v}^{\prime}\right)\right)=\lambda^{\prime}\left(h_{j}\right)
$$

because $\sup \left(f^{i}, E_{v}^{\prime}\right) \leq 1$ for all $i$ by Lemma 7.3.4. Since there are finitely many $h_{j}$, this proves the Lemma.

Remark 7.3.6. Lemma 7.3.5 could be deduced from a result of Zhang in [31, Thm. 4.2] about arithmetic ampleness by verifying that the capacity theoretic metrics involved satisfy the hypotheses of this result.

## Proof of Theorem 7.1.1

Let $c$ be as in Lemma 7.3.5. In view of Lemmas 7.3.5 and 7.3.4, for each $\epsilon>0$, there is a basis of sections $s$ of $H^{0}\left(X, L^{\otimes n}\right)$ such that when $\lambda(s)$ is the height function associated to the Green's metrics coming from $\mathcal{E}$, we have $\lambda(s) / n \geq c / n-\epsilon$. Letting $n \rightarrow \infty$ shows that the limiting measure $\nu$ associated to the ratios $\lambda_{i} / n$ as $\lambda_{i}$ ranges over the successive maxima of $H^{0}\left(X, L^{\otimes n}\right)$ can have no support on the negative real axis. On the other hand, Lemma 7.3 .3 shows the support is also trivial on the positive real axis. So $\nu$ must be the Dirac measure supported at 0 .
7.4. Measures associated to zeros of small sections. The object of this subsection is to prove Theorems 7.1.3 and 7.1.4 Accordingly we suppose there is a morphism $h: X \rightarrow \mathbb{P}^{1}$ such that $D=h^{*}(\infty)=N \zeta$ for some point $\zeta \in X(K)$, where $N=\operatorname{deg}(h)$. We also suppose

$$
E_{v}=\left\{z \in X\left(\bar{K}_{v}\right):|h(z)|_{v} \leq 1\right\}=h^{-1}\left(B_{v}\right)
$$

for all $v$ when

$$
B_{v}=\left\{z \in \bar{K}_{v}:|z|_{v} \leq 1\right\} \subset \mathbb{P}^{1}\left(\bar{K}_{v}\right)-\{\infty\} .
$$

Here $h^{*} \mathcal{O}_{\mathbb{P}^{1}}(\infty)=\mathcal{O}_{X}(D)$ and for all $n>0$ we have a global section $\Phi_{n}(z)$ in $H^{0}\left(\mathbb{P}^{1}, \mathcal{O}_{\mathbb{P}^{1}}(n \infty)\right)$ for any integer $a$ when $\Phi_{n}(z)$ is the $n^{\text {th }}$ cyclotomic polynomial. The set $\operatorname{zer}\left(\Phi_{n}(z)\right)$ of zeros of $\Phi_{n}(z)$ is just the set of all primitive $n^{\text {th }}$ roots of unity.

We now fix a place $v$ of $K$. Define $\bar{B}_{v}=B_{v}$ and $\bar{E}_{v}=E_{v}$ if $v$ is archimedean. If $v$ is non-archimedean, we let $\bar{B}_{v}$ be the closure of $B_{v}$ in $\mathbb{P}_{\text {Berk }}^{1}$ and we let $\bar{E}_{v}$ be the closure of $E_{v}$ in $X_{B e r k, \mathbb{C}_{v}}$.

Suppose first that $v$ is archimedean. In Theorem [7.1.3 we let $\mu_{0}$ be the uniform measure on the boundary of the unit disk $B_{v}=\left\{z \in \mathbb{P}^{1}\left(\bar{K}_{v}\right)=\mathbb{P}^{1}(\mathbb{C}):|z|_{v}=1\right\}$, and we defined $\mu\left(E_{v}, D\right)$ to be $\frac{1}{N} h^{-1}\left(\mu_{0}\right)$, where $D=N \zeta$ is the polar divisor of $h$. By [22, Prop. 4.1.25], $\mu\left(E_{v}, D\right)$ is the equilibrium measure of $E_{v}$ with respect to $D$.

Suppose now that $v$ is non-archimedean. The probability measure $\mu\left(E_{v}, D\right)$ on $X_{B e r k, \mathbb{C}_{v}}$ described in Theorem 7.1.4 is well defined by [8, §2.3] and the paragraph following [8, Theorem 3.1].

We claim that for all $v$,

$$
\begin{equation*}
\mu\left(\bar{E}_{v}, D\right)=\lim _{m \rightarrow \infty} \delta_{\operatorname{zer}\left(h^{*}\left(\Phi_{2^{m}}(z)\right)\right.} \tag{7.17}
\end{equation*}
$$

where $h^{*}\left(\Phi_{2^{m}}(z)\right)$ is a section of $H^{0}\left(X, h^{*} \mathcal{O}_{\mathbb{P}^{1}}\left(2^{m} \infty\right)\right)=H^{0}\left(X, \mathcal{O}_{X}(n D)\right)$ and $\delta_{\operatorname{zer}\left(h^{*}\left(\Phi_{2^{m}}(z)\right)\right.}$ is the Dirac measure associated to the zeros of this section.

Suppose first that $v$ is archimedean and that $h: X \rightarrow \mathbb{P}^{1}$ is the identity map. The zeros of $h^{*}\left(\Phi_{2^{m}}(z)\right)$ are simply all the odd powers of a primitive root of unity of order $2^{m}$. Then (7.17) is clear from the fact that in this case, $\bar{E}_{v}=\bar{B}_{v}$ is the unit disc about the origin, so $\mu\left(\bar{E}_{v}, D\right)$ is the uniform measure on the boundary of the unit disc. For archimedean $v$, the case of all $h: X \rightarrow \mathbb{P}^{1}$ satisfying our hypotheses follows from this and the the fact that $\mu\left(E_{v}, D\right)=\frac{1}{N} h^{-1}\left(\mu_{0}\right)$.

Suppose now that $v$ is non-archimedean. As in Theorem 7.1.4 let $\mathbf{h}: \mathcal{X} \rightarrow \mathbb{P}_{\mathcal{O}_{K}}^{1}$ be the minimal regular model of the finite morphism $h: X \rightarrow \mathbb{P}_{K}^{1}$. We give the line bundle $\mathcal{O}_{\mathbb{P}_{\mathcal{O}_{K}}^{1}}(\bar{\infty})=\mathcal{L}$ on $\mathbb{P}_{\mathcal{O}_{K}}^{1}$ the adelic metric associated to the Weil height. Then $\mathbb{P}_{\mathcal{O}_{K}}^{1}$ and the divisors defined by the zeros of $\Phi_{2^{m}}(z)$ have height equal to 0 . We give $\mathbf{h}^{*} \mathcal{L}$ the pull back of the adelic metric of $\mathcal{L}$. For any cycle $Z$ on $\mathcal{X}$ we have from [5, Prop. 3.2.1] that

$$
\begin{equation*}
H_{\mathbf{h}^{*} \mathcal{L}}(Z)=H_{\mathcal{L}}\left(\mathbf{h}_{*} Z\right) \tag{7.18}
\end{equation*}
$$

where $H_{\mathcal{L}}$ here is the height before normalization that is defined in [5, §3.1.1]. If $Z$ is the cycle $\mathcal{X}=\mathbf{h}^{*} \mathbb{P}^{1}$ we have $\mathbf{h}_{*} \mathbf{h}^{*} \mathbb{P}^{1}=N \cdot \mathbb{P}^{1}$ by the projection formula so we conclude $H_{\mathbf{h}^{*} \mathcal{L}}(X)=0$ Suppose now that $Z$ is a cycle contained in the divisor of zeros of $h^{*}\left(\Phi_{2^{m}}(z)\right)$. Then $\mathbf{h}_{*} Z$ is contained in the divisor of zeros of $\Phi_{2^{m}}(z)$, and so $\left.H_{\mathcal{L}}\left(\mathbf{h}_{*} Z\right)\right)=0$. Thus $H_{\mathbf{h}^{*} \mathcal{L}}(Z)=0$ by (7.18). By [5, §3.1.4], the same is now true if we replace $Z$ by by any cycle contained in the base change of $Z$ by a morphism $\operatorname{Spec}\left(\mathcal{O}_{K^{\prime}}\right) \rightarrow \operatorname{Spec}\left(\mathcal{O}_{K}\right)$ associated to a finite extension $K^{\prime}$ of $K$. We conclude that the Galois conjugates of any zero of $h^{*}\left(\Phi_{2^{m}}(z)\right)$ have adelic height 0 with respect to the above adelic metric on $\mathbf{h}^{*}(\mathcal{L})$, and this is also the height of $\mathcal{X}$ with respect to this metric. So these zeros as $m \rightarrow \infty$ form a generic sequence of points of $X\left(\bar{K}_{v}\right)$ in the sense of [8, Thm. 3.1]. Now [8, Thm. 3.1] shows that the limit on the right hand side of (7.17) equals the Berkovich measure described in just before [8, Example 3.2], and
this equals the measure $\mu\left(\bar{E}_{v}, D\right)$ defined in Theorem 7.1.4. We have now shown (7.17) in all cases.

Consider the normalized height $\lambda\left(h^{*}\left(\Phi_{2^{m}}(z)\right)\right)$ of $h^{*}\left(\Phi_{2^{m}}(z)\right)$ with respect to the Green's metrics on $\mathcal{O}_{X}\left(2^{m} D\right)=h^{*} \mathcal{O}_{\mathbb{P}^{1}}\left(2^{m} \infty\right)$ associated to $\mathcal{E}=\prod_{v} E_{v}$. We have $\lambda\left(h^{*}\left(\Phi_{2^{m}}(z)\right)\right) \rightarrow 0$ as $m \rightarrow \infty$ because $\Phi_{2^{m}}(z)=\left(z^{2^{m}}-1\right) /\left(z^{2^{m-1}}-1\right)$ has normalized height tending toward 0 with respect to the Green's metrics on $\mathcal{O}_{P^{1}}(\infty)$ which are associated to $\mathcal{B}=\prod_{w} B_{w}$. Since the zero sets of the $\Phi_{2^{m}}(z)$ are disjoint for different $m$, for sufficiently large $m$ the zeros of $h^{*}\left(\Phi_{2^{m}}(z)\right)$ will avoid any prescribed finite subset of $X\left(\bar{K}_{v}\right)$. Hence the limit measure $\mu\left(\bar{E}_{v}, D\right)$ in (7.17) has mass 0 at every point of $X\left(\bar{K}_{v}\right)$, so Theorem 6.2.1 shows $\mu\left(\bar{E}_{v}, D\right)$ lies in $\cap_{\lambda<0} M_{v}(T(L, \lambda), \infty)$. This completes the proof of Theorems 7.1 .3 and 7.1 .4 .
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