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FOREWORD 
 

The Undergraduate Research Conference in Mechanics is open to all UIUC undergraduates 
pursuing independent and faculty-supervised research on any topic in the mechanical sciences. 
 
The conference is sponsored by the UIUC Department of Theoretical and Applied Mechanics 
and the Richard G. and Sandra S. Carlson Fund. 
 
 
“My wife, Sandra, and I believe strongly in supporting continuing education, both in engineering 
and the wider academic community.  The future our state, country, and community depends on 
continued aspiration for excellence in the education of our youth.  We actively champion 
improvements in educational programs at the university and high school level.  It is our pleasure 
to nurture efforts in the TAM department such as the Undergraduate Research Conference.  The 
conference provides an excellent addition to the undergraduate experience in mechanics.” 

—Richard G. Carlson, March 13, 2003, Conference Sponsor 
TAM Alumnus (M.S. 1965, Ph.D. 1967) 

 
 
“The most important thing about doing research is the realization that there is exciting, 
unknown, but still accessible stuff that’s being done all around you.  I’m working on things that 
nobody else in the world is working on, things that could be in the next generation of software, 
and I’m sitting there in the midst of it.” 

—Ryan J. Giordano, 2002 UGRC first place winner, best project and best presentation 
 TAM Alumnus (B.S. 2002) 

 
 
The papers in this volume were presented on April 25, 2003, at the University of Illinois at the 
Fifth Undergraduate Research Conference in Mechanics.  The conference was organized by Prof. 
Kimberly M. Hill and Prof. James W. Phillips.  The editor wishes to thank all the faculty 
members from various departments who advised the individual students and aided in the writing 
of these papers. 

—Eric N. Brown, Editor 
(Ph.D. 2003) 

 
 
 

UNDERGRADUATE RESEARCH CONFERENCE AWARDS 
 
The Theoretical and Applied Mechanics department awards prizes to recognize excellent 
projects and presentations.  The recipients of the 2003 award for undergraduate research are: 
 

Clarence E. Dienberg and Stephanie E. Ott-Monsivais. 
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EFFECTS OF AN UNDERBODY DIFFUSER 
ON AUTOMOBILE LIFT AND DRAG CHARACTERISTICS 

 
 

Clarence E. Dienberg 
Senior in Engineering Mechanics, UIUC 
Kimberly M. Hill 
Faculty Sponsor and Professor in Theoretical & Applied Mechanics, UIUC  

 
Several technological developments that have improved racecar performance have begun 

to trickle down to passenger cars.  The underbody diffuser is an example of a modification that 
greatly improves lift and drag characteristics of automobiles.  The diffuser counteracts an inherit 
lift force that occurs on automobiles at high speeds, resulting in better handling and control.  The 
configuration of the diffuser, however, is critical.  The objective of this study was to examine the 
effect of the diffuser orientation on lift and drag coefficients as it varies with both wind speed 
and ride height.  This was done using a simplified model car and a tabletop wind tunnel. 
 
1. INTRODUCTION 
 

Lowering lift and drag is one of the traditional goals of the auto industry.  It is easy to see 
why this is true.  Lowering drag increases fuel economy, lowers wind noise, and allows for 
higher top speeds and better acceleration.  Reducing lift results in more secure high-speed 
handling.  Due to limitations such as traditional styling [1], manufacturing processes, and 
industry trends, many restrictions are placed on the upper body design of modern automobiles.  
Therefore, in order to lower drag and obtain better lift characteristics, automobile manufacturers 
are focusing attention on the automobile underbody. 

 
Of particular interest lately is the underbody diffuser.  A diffuser is a device shaped to 

accelerate or decelerate a fluid.  Low-velocity flows are associated with high-pressure and high-
velocity flows with low-pressure.  The diffuser in the experiment creates a high-velocity, low-
pressure distribution along the bottom of the car underbody.  This configuration can help 
produce a net downward force [2].  This diffuser, while seemingly simple in concept, is difficult 
to analyze because of the limited understanding in this area of nonlinear fluid mechanics.  For 
example, drag on a cylinder for high velocity (high Reynolds number) flow is known 
experimentally, however, detailed analysis is lacking [2].  The complexity of the geometry also 
makes wind tunnel measurements and numerical simulations expensive and difficult to conduct 
[3].  The experiment described in the paper, which uses a simplified model car, was designed to 
measure the effect of a simplified diffuser.  The experiment closely follows work by Cooper, 
Sovran, and Syms [4]. 
 
2. EXPERIMENTAL PROCEDURE 
 

The simplified model car, shown in Figure 1, was developed in order to create a less 
complex problem and isolate the effects of the diffuser [2].  The rectangular boxed car was 
constructed with cardboard and duck tape due to time constraints and in order to facilitate 
modification.  The car was 147 mm (5.8 inches) long, 53 mm (2.1 inches) high, and 55 mm (2.3 
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inches) wide.  These ratios were taken from a typical full size car and scaled to fit the tabletop 
wind tunnel (manufactured by Klinger Educational Products).  The front of the car had two 
configurations (see Figure 1): a flat front, similar to a diesel bus, or a sloped front, similar to a 
full size van.  The cornered sides on the sloped front configuration (Figure 2a) were included to 
channel the flow of air over the vehicle and to ease modification of the diffuser angle and the 
front of the car.  The back of the car was constructed to allow pieces to be added in order to close 
the gaps in the car, which would have otherwise let air in when the angle of the diffuser was 
changed.  The diffuser, which measured approximately 25% of the length of the car, was hinged 
in order to allow for changes in the diffuser angle.  
  

A diagram of the experimental setup is shown in Figure 2 to illustrate important 
variables.  As shown in Figure 2, the drag force is parallel to the average direction of the wind.  
Lift is the force that is perpendicular to wind, and will be defined positive upward.  The variable 
angle of the diffuser (θ) was measured as shown. 

 
Figure 2.  The Length of the car (L) was 147 mm (5.8 inches).  The length of the diffuser (x) was 
38 mm (1.50 inches).  The variable angle of the diffuser (θ) ranged from 0 to 18 degrees in two-
degree increments.  The five ride heights (h) were 48 mm (1.88 inches), 38 mm (1.50 inches), 29 
mm (1.13 inches), 19 mm (0.75 inches), and 10 mm (0.38 inches).  The angle φ was either 35 
degrees for the sloped configuration, or zero degrees for the flat front configuration.  The height 
of the car (H) was 53 mm (2.10 inches). 

   
 (a) (b) 
Figure 1.  Front of model car with sloped front configuration (a) and back of model car 
showing underbody diffuser at 18 degrees (b). 
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The variable φ (approximately 35 degrees) was the angle of the front of the model car in 

the sloped (diesel bus) configuration.  The length of the model car was L (147 mm, 5.8 inches) 
and x was the length of the diffuser (38.1 mm, 1.5 inches).  Ride height (h) was the distance from 
the bottom of the wind tunnel to the bottom of the model car.  The ride height is similar in 
concept to the ground clearance of a real automobile, however, due to the scaling from the real 
car to the model, a comparable h value would be too small to measure accurately. 

 
The angle of the diffuser varied in two-degree increments from 0 to 18 degrees.  The car 

was then placed in a tabletop wind tunnel as shown in Figure 3.  For each diffuser angle, five 
ride heights (48 mm (1.88 inches), 38 mm (1.50 inches), 29 mm (1.13 inches), 19 mm (0.75 
inches), and 10 mm (0.375 inches)) and four speeds (7.1 m/s, 9.3 m/s, 9.8 m/s, and 10.3 m/s) 
were measured.  The average wind velocity was measured with a manometer as well as an 
electronic data acquisition system for time-averaged measurements [5].  A side velocity Profile 
of the wind tunnel is provided in Figure 3. 
 

 
 

Figure 3.  Side velocity profile of the wind tunnel. 
 
For each diffuser angle, ride height, and fan setting the lift and drag on the model were 

measured using simple mechanical devices shown in Figure 4.  The mechanical devices 
consisted essentially of a linear spring for the lift measurements (Figure 4c) and a torsional 
spring for the drag measurements (Figure 4d).  After the measurements were taken, the car was 
removed from the wind tunnel and the diffuser angle was changed.  The procedure was then 
repeated for all of the diffuser angles. 
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 (a) (b) 
 

   
 (c) (d) 
 
Figure 4.  Tabletop wind tunnel set up (a and b).  The measurements of lift and drag were 
obtained using mechanical devices consisting essentially of a linear spring for the lift 
measurements (c) and a torsional spring for the drag measurements (d). 
 
3. RESULTS 
 

Figures 5 through 8 show typical results from the experiment.  The graphs selected were 
chosen for clarity of presentation, however all graphs in each category exhibited similar trends.  
Figure 5a shows drag as a function of ride height for different wind speeds for a diffuser angle of 
8 degrees, but all other diffuser angles yield similar results.  Figure 5a illustrates two trends; drag 
increased as the wind speed was increased and drag increased with decreasing ride height.  
Figure 5b shows the effect of diffuser angle on drag.  As the angle of the diffuser increased, drag 
decreased.  Even though Figure 5b is for a wind speed of 10.3 m/s, a similar trend was shown to 
hold for the other velocities in the experiment. 
 

Figure 6 shows how lift decreased (i.e. more downward force) as the angle of the diffuser 
was increased.  As the diffuser angle passed through approximately 6 degrees, the sign of the lift 
went from positive to negative.  Figure 6 is for a wind speed of 9.8 m/s.  Other wind speeds 
showed a similar trend, however the magnitude of the downward force becomes greater as the 
velocity was increased.  An interesting trend in Figure 6 is that the lift decreased until an angle of 
16 degrees is reached, at which point the lift started to increase.  Sixteen degrees seemed to be a 
special angle, however further investigation showed that this trend is due to other factors, as will 
be discussed below.  The effects of ride height on lift were inconclusive in the experiment. 
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(a) 

 

 
(b) 

 
Figure 5.  (a) Drag vs. ride height (h) for different wind speeds for a diffuser angle of 8 degrees, 
and (b) drag vs. angle of diffuser for different ride heights with a wind speed of 10.3 m/s. 
 

 
 
Figure 6.  Lift vs. angle of diffuser for different ride heights with a wind speed of 9.8 m/s. 
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4. DISCUSSION 
 

Some of the results mentioned above are intuitive, however some are not.  First, as we 
might expect from everyday experiences, drag increased as the wind speed was increased (Figure 
5a).  This is particularly noticeable when walking or biking into the wind.  For the situation at 
hand (velocities above 0.01 m/s), an approximation given by [6] concludes drag force is 
proportional to velocity squared.  Drag also increased with decreasing ride height.  This 
observation was less intuitive, and was most likely do to the complicated interaction between the 
bottom of the wind tunnel and the bottom of the model car.  As Figure 5b shows, an increase in 
the angle of the diffuser lowered drag.  This effect was not as prominent as the others in the 
experiment, and is not intuitive.  More downward force was applied to the model car as wind 
speeds increased.  This trend was also not intuitive and less prominent than other trends in the 
experiment. 
 
4.1. SENSITIVITY TO DETAILS 
 

Figure 6 raised many questions.  Was 16 degrees the angle where lift once again changed 
signs from positive to negative?  Was 16 degrees the angle that produced the maximum negative 
lift?  It turns out that the configuration at 18 degrees was different from the other angles in the 
experiment.  The original model car had a fixed piece in the back that was used to connect to the 
diffuser at an angle of 18 degrees.  This fixed piece allowed no air into the inside of the model 
car.  All smaller angles utilized the original 18 degree piece in the back as well as an additional 
piece that was added on to allow connection between the diffuser and the back of the model car 
(Figure 7).  The results of this design were that ultimately 18 degrees was qualitatively different 
than the other angles in the experiment. 

 
To test the effect this construction had on lift, a new back was added to the car so that 

measurements could be taken with the diffuser angle at 18 degrees and the back of the car 
consisting of two pieces.  Figure 8 shows this slight change in the construction of the model car 
had a large effect on the results. 

 
The results in Figure 8 are identical to those in Figure 6, except for the difference in lift 
measured at 18 degrees.  When 18 degrees was constructed like the other angles, the trends in the 
graph changed from Figure 6 to those shown in Figure 8.  These results showed that 16 degrees 
was not a special angle, but rather how susceptible this type of experiment was to small details.  
These conclusions show the experimental results are very sensitive to small fluctuations in the 
car design, so care needs to be taken in developing a reproducible testing model.  
 

 
 
Figure 7.  The figure on the left shows the 18 degree configuration.  The figure on the right 
shows an angle of 14 degrees.  Notice how the bold lined 18 degree back piece is still there, and 
the additional piece is added onto the original 18 degree piece in order to close gaps. 
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Figure 8.  Lift vs. angle of diffuser for different ride heights with a wind speed of 9.8 m/s with 
new back piece. 
 
4.2. WINDSHIELD (SLOPED FRONT) MODIFICATION 
 

The measurements presented above were obtained using a flat front model car (no sloped 
front), which one could compare to a diesel bus.  Data were also taken for a sloped front model 
car, which could be likened to a full size van.  The trends of the results were the same overall, 
however adding the sloped front decreased drag and also increased negative lift.  These results 
were expected, however, because the sloped front made it easier for the wind to pass over the 
front of the car resulting in less drag.  The sloped front also created a force that generated a 
vertical component that increased negative lift (Figure 9). 
 

The Reynolds number (Re) was calculated for the different wind speeds of the model car 
and for a real automobile at 24.6 m/s (55 mph).  The Reynolds number was calculated using: 

 

 Re =
ρ ×υ × l

µ
, (1) 

 
 

 
 
Figure 9.  The circle represents an air particle.  The net force on A (flat front model) was 
completely horizontal, while the net force on B (sloped front model) was split into vertical and 
horizontal components. 
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where the density of air ρ is 1.23 kg/m3, the velocity of wind is υ, the characteristic length l is 
0.146 m, and the viscosity of air µ is 1.79× 10−5 N⋅s/m2.  Table 1 shows the Reynolds number 
corresponding to different velocities in the experiment.  All of the Re numbers were in the 
moderate range, which resulted in complex flow behavior.  Because the Re for the real car and 
the experimental setup were both in the moderate region, general similarities in behavior may be 
considered. 

 
Table 1.  Reynolds number for different wind speeds used in experiment and for a real car. 

 
Wind Velocity (m/s) Re [2] 

7.1 1.7 × 104 
9.3 9.3 × 104 
9.8 9.8 × 104 
10.3 10.3 × 105 

Velocity of real car              
(i.e. relative wind velocity) 

Re (with characteristic length of 4.14 m 
(163 inches)) 

24.6 m/s (55 mph) 7 × 106 
 
5. CONCLUSIONS 

 
Experimental studies were performed on a model car with an adjustable diffuser.  It was 

found that negative lift increases with increasing angle of the diffuser.  As the diffuser angle 
passed through approximately 6 degrees, the sign of the lift went from positive to negative.  It 
was found that lift and drag increased with increasing wind speeds.  Most likely do to the 
complex interaction between the bottom of the wind tunnel and the bottom of the car, drag 
increased as the ride height decreased.  Minute details also had great effects on the experiment.  
Perhaps most significantly it was found that small changes in the physical construction of the car 
can have dramatic effects on the lift and drag forces.  This was shown with a slight change to the 
back of the car and the corresponding changes in the trends that the new data presented. 

 
In order to improve future experiments, materials other than cardboard should be used in 

the construction of the model car.  Cardboard had an inconsistent surface finish, and the cutting 
and taping of the model did not allow perfect construction.  An epoxy would be better for the 
application.  Pressure taps should also be used throughout the surfaces of the car in order to 
integrate the pressure as a function of position.  Pressure taps would allow for the use of 
analytical models that have been developed [2].  Finite Element Analysis, which is described in 
[1], [3], and [4], would also be a useful tool in analyzing the effects of the diffuser.  Much more 
testing is needed in this area, and as automobile manufacturers start to use more underbody 
diffusers on their production cars, more testing of this phenomenon is likely to follow. 
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When the slope of a sandpile is tipped beyond a critical angle (of about 30 degrees for 

dry particles) the grains of sand in a thin surficial boundary layer will begin to flow.  Here, 
boundary layer granular flow was studied in a slowly rotated drum using different rotation 
speeds and bead sizes.  A high-speed digital camera was used to locate and track the beads in the 
flowing layer.  The results were used to obtain bead trajectories as well as average velocities and 
velocity fluctuation correlations as functionS of the depth across the flowing layer.  The 
trajectories were used to show that the flowing layer is strongly stratified. The stratified structure 
of the flow was used as a basis for a simple model relating the velocity fluctuations to the 
structure of the flow. 

 
1. INTRODUCTION 

 
Granular materials are everywhere and the study of their flow can have numerous 

practical benefits.  Most studies to date have focused on highly energetic, low-density granular 
flows, similar to a dense gas.  (See, for example, Ref. [1].)  The research described here focuses 
instead on dense granular flow, where the volume fraction approaches that of random close 
packing [2].  This type of flow is important geologically (e.g. in landslides) and industrially (e.g. 
in the transportation of grains, ores and powders) [3].  However, this flow is not well-understood; 
dense granular flow is very different from that of a conventional fluid in that granular flow is 
limited to a thin boundary layer [2, 4, 5].   

 
The absence of a thorough understanding of dense granular flow reduces the efficiency of 

many industrial processes.  Estimates show that even in the highly industrialized United States 
60% of granular materials are wasted or contaminated in factories because of complications 
related to moving products from one part of an assembly line to another [3].  The lack of 
understanding of dense granular flow also impedes the prediction of natural disasters such as 
landslides.  In the United States alone, landslides cause a minimum of $1.5 billion dollars in 
property damage, as well as incalculable personal suffering [3].  In summary, a better 
understanding of granular flow has significant potential practical benefit. 

 
In the research described here, dense free surface boundary layer granular flow was 

studied experimentally in a slowly rotated drum for different rotation speeds and bead sizes.  The 
results shed light on the structure of dense granular flow and were used to formulate a simple 
model relating the flow structure to the kinematics of the flow, in particular, to the correlation of 
the velocity fluctuations. 
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 (a) (b) 
 
Figure 1.  (a) Schematic drawing and (b) photographs of the rotated drum with coordinate axes 
and thin surficial boundary layer (flowing layer) indicated in the drawing.  The photograph to the 
right is a side view of the drum.  The depth of the flowing layer is δ.  In the flowing layer, the 
beads flow primarily parallel to the free surface.  The drum is rotated slowly at a small angular 
velocity: ω.  The boxed area shows the approximate area of the images obtained in the 
experiments.    
 
2. EXPERIMENTAL PROCEDURE 

 
For these granular flow experiments, a thin Plexiglas drum was partially filled with 

spherical plastic beads and rotated slowly about its axis.  The beads used were either plastic or 
steel and either 2 mm or 3 mm in diameter (d).  The drum was approximately 300 mm in 
diameter (D) and about 2.5 bead diameters deep.  The drum was rotated at a constant angular 
velocity ω between 0.5 and 5 rotations per minute using a stepper motor (Compumotor).  When 
the drum is rotated, only beads in a thin boundary layer (indicated with A in Figure 1a) actually 
flow (i.e., move relative to one another).  Outside the flowing layer (indicated with B in Figure 
1a) the beads rotate with the drum in a solid-like state.   
 

Digital images were taken of the center of the flowing layer (See Fig. 1b) with a high-
speed, high-resolution Photron Fastcam digital camera.  A single experiment consisted of taking 
1,024 images at 2 ms intervals.  The resolution of the images was 1280 × 1024 pixels.  A single 
video lighting source was used to illuminate the beads creating one reflection point on each bead 
(see Figure 2a).   

 
A computer program [6] was used to locate each bead to within 1/100 of a bead diameter.  

The program was also used to remove artifacts such as that found in the upper left hand corner of 
Figure 2b.  (For details, please see Ref. [6].)  After locating all the beads in all the images, the 
same computer program was used to track each individual bead from image to image using a 
distance-minimization algorithm [6].  The resulting data was used to obtain individual bead 
trajectories, instantaneous velocity vectors (e.g., Fig. 3), average velocities (parallel and 
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perpendicular to the flowing layer), velocity fluctuations (parallel and perpendicular to the 
flowing layer), and velocity fluctuation correlations, as discussed below. 

 

   
 (a) (b) 
 

Figure 2.  (a) Because the beads are spherical and there is only a single light source, each bead 
has a single reflection point.  (b) The image processing program [6] locates the reflection points 
on the beads and is later used to remove any stray and possible erroneous points. 
 
 
 
 

 
 

Figure 3.  This is a picture of the flowing layer with overlaid instantaneous velocity vectors.  
Several qualitative details are apparent.  For example, the velocity is primarily parallel to the free 
surface.  It is greatest near the top of the flowing layer and then decreases to zero within about 
ten bead diameters from the free surface. 
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3. AVERAGE AND FLUCTUATING VELOCITIES  
 

To compute the average velocity fields, each measured bead velocity was first corrected 
for the rotation of the drum as follows,  
 rmeasured

vvvv ×−= ωvv , (1) 
 
where rv  is the distance from the center of rotation of the drum to the bead.  Then, the corrected 
velocity was broken up into a component v perpendicular to the free surface and a component u 
parallel to the free surface as follows (Fig. 4): 
 
  

v 
v = u ˆ x + v ˆ z . (2) 

 
Figure 5 shows plots of v(t) and u(t) for an individual bead throughout one experiment, as 

well as the average velocities 0=v  and 0>u  (bold lines in Fig. 5).  To calculate the 
average velocity fields, each frame from a single experiment was partitioned into bins of equal 
width, parallel to the free-surface boundary layer.  The value of the mean velocity within a bin 
centered at a depth z (Bz) was calculated using the velocities of any bead with a portion of its 
volume in the bin:  
 

 u Bz
=

ui
bVi

b
b∑i∑

Vi
b

b∑i∑ , (4) 

 
where the index i spans over all of the 1,024 images, and the index b spans over all the particles.  
In these equations, b

iu  denotes the instantaneous velocity of a bead b parallel to the free surface 
in the ith frame, and b

iV  denotes the fraction of the volume of the bead b that falls within a bin 
centered at a depth z (Bz) in image i (Fig. 6).  In order to obtain the mean velocity profiles, 
u(z) ,  Equation (4) was applied to each bin across the boundary layer to obtain 

zB
u , and then 

the assignment 
zB

uu(z) = was made.  For the graphs discussed below a bin size of  1/100th of a 

bead diameter was used.   
 

 
 
Figure 4.  The net velocity of each bead is broken up into a component parallel to the free surface 
and a component perpendicular the free surface. 
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 (a) (b) 
 
Figure 5.  (a) This is a plot of v (m/s) versus time (in ms) for an individual bead.  The average 
value of v is zero (bold line).  (b) This is a plot of u (m/s) versus time (in ms) for the same bead.  
The average value of u is about 2 m/s for this experiment (bold line).   
 
 The average velocities can be used to define the fluctuating velocities ( )tv'  and ( )tu' : 

( ) ( ) ( )tvvtvtv =−=' , and 

( ) ( ) ututu −=' . 

By definition, the average values of ( )tv'  and ( )tu'  are zero, 0'' == uv .  The fluctuating 
velocities may be characterized by computing the so-called velocity fluctuation correlations, 

''uu , ''vu , and ''vv .  (These average fields are calculated in the same manner as described 
above and characterized by Equation (4).)  
  

Section 4.1 is devoted to the study of the average velocities u  and v  as functions of 
the depth z (See Fig. 1a), whereas section 4.2 is devoted to the study of the velocity fluctuation 
correlations as functions of z.  

 
 
Figure 6.  This diagram illustrates the method used to calculate the average fields. 
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0.6 rpm 
rpm 0.9 rpm 

4. EXPERIMENTAL RESULTS 
 
4.1. AVERAGE VELOCITIES 
 

Figure 7 shows plots of the mean velocity profiles u  and v  as functions of the depth z 
for beads of two different sizes (2 mm and 3 mm beads) rotated at two different angular 
velocities.  The maximum value of u  occurs near the free surface and then declines smoothly, 
vanishing at approximately 10 bead diameters below the free surface. As shown in Figure 7, 
when the angular velocity (ω) is increased both umax and δmax increase.  If the bead size increases, 
umax decreases and the depth of the flowing layer (δ) increases given that ω is held constant. 
(Note that in Figure 7 the depth is shown in bead diameters rather than in mm.) 

 
4.2. VELOCITY FLUCTUATION CORRELATIONS 

 
Figure 8 shows plots of ''uu , ''vu , and ''vv  versus the depth z for a bead size of 2mm and 
for two different angular velocities of the drum.  As was true for the velocities, the fluctuations 
are highest near the top of the flowing layer, and they increase with the speed of rotation of the 
drum.  The results for the 3 mm beads are not shown, but their velocity fluctuation correlation 
graphs are similar to that of the 2 mm beads (Figure 7).  As the bead size increases, the 
maximum velocity fluctuation correlations decrease, and the depth at which then correlations 
vanish increases. 
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Figure 7.  The mean velocity profiles for two different bead sizes and two different angular 
velocities, as indicated.  (a) <u> versus z for d = 2 mm (b) <u> versus z for d = 3 mm (c) <v> 
versus z for d = 2 mm (d) <v> versus z for d = 3.  
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Figure 8.  Velocity fluctuation correlations (a) ''uu  (b) ''vv  and (c) ''vu  versus z for 2mm 
beads and at two different angular velocities, as indicated.   
 
5. DISCUSSION – BEAD TRAJECTORIES AND FLOW STRUCTURE 

 
In this section a simple model is developed that relates the velocity fluctuations to the 

average velocity parallel to the free surface u  using the stratified structure of the flow reported 
in Ref. [2].  Figure 9 shows the trajectory of each bead from a single experiment superposed in a 
single image.  This plot of the bead trajectories shows that most of the flow is stratified.  In other 
words, the trajectories are grouped in bundles parallel to the flowing layer and at a distance of 
about one bead diameter from one another [3].  The beads appear to flow in lanes that are 
parallel to the free surface with some relatively small random movements perpendicular to the 
overall direction of the flow. 

 
Thus at a given depth (i in bead diameters from the surface), one can consider a particular layer 
of beads to be stationary while the layer directly above moves with a relative velocity of the 
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Figure 9.  The particle trajectories are layered in a form of laminar flow. 
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difference between the velocity of these two layers.  In other words, the average velocity of layer 
i relative to the layer 1+i  immediately below relu  can be written as 
 
 1+−= iirel uuu , (5) 
 
where iu  is the absolute velocity of layer i and 1+iu  is the absolute velocity of the layer 1+i .  
Note that one can also relate the relative velocity to the shear rate γ& : 
 
 irel du γ&= , (6) 
 
where d is the bead diameter.  Imagine now a bead in layer i moving on the bumpy surface of 
layer 1+i  (Fig. 10).  Because of the bumpiness of layer 1+i , the bead will oscillate up and 
down with a fluctuating velocity reliv '  that can be modeled in the form:  
 
 )2cos(' tAv ireli γπ &= , (7) 
 
where A is the amplitude of the oscillation.  The model approximates the relative movement of 
the bead as a sinusoidal path over the layer below (Fig.10).  The amplitude should be 
proportional to the relative velocity between the two layers, so reliv '  can be written in the form: 
 
 )2cos(' tvv irelvreli γπξ &=  
 )2cos( td iiv γπγξ &&= , (8) 
 
where ξv  is a dimensionless constant.   
 
 

 
(a) (b) 
 

Figure 10.  (a) A bead moving relative to the layer below it.  (b) Visual representation of average 
relative parallel velocity. 
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Similarly one can write 
 
 )2cos(' φγπγξ += tdu iiureli && , (9) 
 
where ξu is another dimensionless constant, and φ is a phase angle allowing for a phase 
difference between the fluctuations in the directions parallel and perpendicular to the top surface. 
 

To derive expressions for the total velocity fluctuations, note that just as layer i moves 
relative to layer 1+i , layer 1+i  moves relative to layer 2+i , and so on, to the bottom of the 
flowing layer.  Associated with layer i, a sum must be performed over all the layers beneath layer 
i in the form: 
 

 )2cos('' tdvv
i

j

i

j
vji γπγξ &&∑ ∑

∞= ∞=

=∆=  

 
and 

 ( )∑ ∑
∞= ∞=

+=∆=
i

j

i

j
uji tduu φγπγξ && 2cos'' . (10) 

 
The fluctuation correlation ''vv  then follows as 
 
 ( ) ( ) ( )dtttddtvvvv

i j
jijivji ∫ ∑∑∫ == γπγπγγξ &&&& 2cos2cos'''' 2 . (11) 

 
Noting that ( ) ( ) 2/2cos2cos ijji dttt δγπγπ =∫ &&  where ijδ  is the Kroenecker delta function, this 
simplifies to  
 

 ( )∑
∞=

=
i

j
jvdvv 222 5.0'' γξ & . (12) 

Similarly, 

 ( )∑
∞=

=
i

j
juduu 222 5.0'' γξ &  

and 

 ( ) ∑
∞=

=
i

j
jvudvv 22 cos5.0'' γϕξξ & . (13) 

 
These equations establish relationships between the shear rate dzud /=γ&  and each of the 

velocity fluctuation correlations ''uu , ''vv , and ''vu .  Because γ& , ''uu , ''vv , and ''vu  
have been caluclated from the experimental data as functions of z, the equations can be tested.  
Some results, shown in Fig. 11, demonstrate that the model works reasonably well for depths 
greater than approximately one bead diameter. 
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Figure 11.  Using the same values 10/1=uξ , ( )2101=vξ , and °= 5.98ϕ  to scale the model to 
the experimental data worked equally well for a variety of bead sizes and angular velocities.  
Here the results are shown for d = 2mm, ω = 0.9 rpm (first column) and d = 3mm, ω = 0.6 rpm 
(second column).   
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7. CONCLUSIONS 
 
In this paper a dense free surface granular flow has been investigated by performing 

experiments in a rotating drum.  By means of particle tracking it was possible to obtain the 
average velocity fluctuation correlations as functions of the depth across the flowing layer.  It 
was also possible to obtain the particle trajectories and to use the particle trajectories to reveal 
the structure of the flow, which was shown to be layered parallel to the free surface.  A simple 
model of the velocity fluctuations was proposed based on the layered structure of the flow.  The 
predictions of the model were shown to be in good agreement with the experimental 
measurements.   
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Many non-destructive evaluation (NDE) techniques make use of mechanical waves 
(vibration and wave pulse propagation) to verify dimension, identify gross defects, and estimate 
strength of concrete.  However, fundamental questions about wave propagation in concrete 
remain unanswered, especially with regard to the relation between wave propagation behavior 
and material properties.  For example, differences between concrete Young’s modulus derived 
from vibration, wave propagation and mechanical phenomena have been noted, although the 
reasons and precise nature of these differences are not clearly understood.  A test series was 
carried out in order to shed light on these issues.  A series of concrete test samples were 
subjected to wave propagation, vibration and mechanical tests, and material parameters (Young’s 
Modulus, Poisson’s ratio, density and P-wave velocity) are determined from each.  The results 
are compared and the nature of the behaviors are analyzed.  The differences in the observed 
behavior were interpreted with regard to two mechanisms; (i) differences owing to composite 
nature of the concrete and (ii) differences owing to the inherent mechanics of the tests (stress 
level, etc.).  Preliminary conclusions regarding the relation between material properties and wave 
behavior are presented. 
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This project investigates the effect of microcapsule concentration on tensile properties of 
self-healing epoxy.  The self-healing material under investigation is an epoxy matrix composite, 
which incorporates microencapsulated healing agent that is released by crack intrusion.  
Polymerization of the healing agent is triggered by contact with an embedded catalyst.  Uniaxial 
tensile tests were performed on standard dogbone samples to measure Young’s modulus and 
ultimate strength.  Both the modulus and ultimate tensile strength decreased with increasing 
capsule concentration.  Moreover, recent testing revealed that the Young’s modulus of self-
healing epoxy at low concentrations of microcapsules, specifically from 0 to 30 wt%, decreased 
linearly.  This behavior follows a rule-of-mixtures model assuming the microcapsules behave as 
voids. 
 
1. INTRODUCTION 

 
Thermosetting polymers are used in a wide variety 

of applications ranging from structural composites to 
microelectronics.  Due to the low strain-to-failure 
exhibited by these polymers, they are highly susceptible 
to damage in the form of cracks.  These cracks 
frequently initiate deep within a structure where 
detection is difficult and repair often impossible, 
ultimately leading to catastrophic failure.  White et al. 
[1] have introduced a novel approach to recover the 
fracture properties of thermosetting polymers following 
crack propagation through the addition of self-healing 
functionality.  Healing is achieved through the inclusion 
of urea-formaldehyde microcapsules that contain 
dicyclopentadiene (DCPD) healing agent.  The 
composite with an initial crack is illustrated in Figure 
1a.  A propagating crack ruptures the microcapsules and 
exposes Grubbs catalyst particles embedded in the 
matrix.  The opening of the crack draws the healing 
agent into the crack plane, exhibited in Figure 1b.  
Contact with the catalyst phase initiates polymerization, 
as shown in Figure 1c.   

 
Figure 1. Crack propagation through a
self-healing composite: i) crack
initiation, ii) healing agent release, iii)
polymerization of healing agent [1]. 
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This self-healing material has been reported to recover up to 90% of its virgin fracture 
toughness [2].  Moreover, the inclusion of microcapsules increases the fracture toughness of the 
matrix material by up to 127% [3].  This paper investigated the effect of the microcapsules on the 
Young’s modulus and ultimate stress of the composite material.  Material properties were 
measured experimentally performing uniaxial tensile tests on dogbone samples [4] while 
incrementally increasing the amount of 180 µm diameter microcapsules added, from 0 to 30 
wt%.  A special consideration was made at 5 wt%, where two capsule sizes were tested (50 and 
180µm).  Micromechanical relationships as well as experimental studies [5] predict that the 
Young’s modulus of the composite material will decrease with the volume fraction of the added 
filler if the modulus of the filler is lower than that of the resin. 

 
2. EXPERIMENTAL PROCEDURE 
 

Dogbone samples were manufactured from EPON 828 epoxy resin (diglycidyl ether of 
bisphenol A, DGEBA) with 12 pph Anacmine DETA (Diethylenetriamine) curing agent and 
with embedded microcapsules as outlined in Brown et al. [2].  Two microcapsule sizes (50 and 
180µm average diameter) and incremental concentrations (0 to 30 wt%) were investigated.  
Microcapsule concentration defines the weight fraction of microcapsules in the self-healing 
polymer composite.  The standard deviation for microcapsule diameter is less than 35% of the 
mean value over the two diameters investigated.  Urea-formaldehyde microcapsules containing 
DCPD monomer were manufactured in-house, by the emulsion microencapsulation method [6].  
Shell wall thickness of the urea-formaldehyde microcapsules ranges between 160 to 220 nm for 
both of the microcapsule diameters studied. 

An aluminum mold was manufactured to make the silicon-rubber dogbone molds, as shown 
in Figure 2a and Figure 2b, respectively.  EPON 828 and Anacmine DETA were first 
manually mixed together and then degassed to eliminate air pockets, or voids.  The 
microcapsules were then manually stirred into the mixture. The three raw components of the 
mixture are shown in Figure 2c.   

 
 

 
                           (a)                                                 (b)                                           (c)       

 
Figure 2. The molds to manufacture the samples and the ingredients: (a) aluminum mold, (b) 

silicon-rubber mold, and (c) mixture components. 
 

As the amount of microcapsules added increased, the viscosity of the pre-cured mixture 
also increased.  While stirring highly viscous batches, a second degassing procedure was 
necessary to remove any further air bubbles.  The final mixture was poured into an open 
silicon-rubber dogbone mold.  Occasionally, the vacuum chamber would fail to remove all of the 
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air bubbles.  After pouring the mixture into the silicon-rubber molds, the air bubbles would rise 
to the top of the sample.  A sharp toothpick was used to burst the remaining pockets of air.  
Removing all voids possible is necessary because a stress concentration is induced at the surface 
of the void location, and failure may occur at an artificially low load [7].  Steps of the 
manufacturing process are shown in Figure 3.  

 
 

 
                           (a)                                            (b)                                             (c)       
 

Figure 3. Steps of the manufacturing process in sequential order: (a) degassing, (b) pouring of 
mixture, and (c) cured specimens. 

 
Samples were cured at room temperature for 24 hr followed by 24 hr at 30°C.  Holes 

were cast in the samples to allow for pin loading in the Instron 8500 testing machine, as shown 
in Figure 4.  The crosshead displacement rate was 0.05 mm s−1.  LabVIEW data acquisition 
software calculated values of engineering stress using the initial cross-sectional area.  A clip-on 
extensometer was applied to the gage length of the dogbone specimen to measure strain.  Values 
of the Young’s modulus were calculated from a least-squares regression fit of the linear region of 
the stress–strain data, as shown in Figure 5.  The last data point prior to fracture was recorded as 
the tensile strength, σult. 

 

 
 

Figure 4.  Instron hydraulic test frame with clip-on extensometer  
used to measure Young’s modulus. 
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Figure 5.  Representative stress–strain data for neat epoxy. 
 

3. RESULTS AND DISCUSION 
 

Each series of tensile specimens were tested to failure.  Some of the samples failed at the 
grips rather than in the gage section.  As expected with a brittle material, there was significant 
scatter in the ultimate tensile stress and strain data.  However, the calculated Young’s modulus of 
the material was more consistent within each volume fraction series.  The data in Figure 6 show 
that the modulus decreases as the volume fraction of embedded microcapsules increases.  The 
error bars in the figure are plus and minus one standard deviation.  Each data point on the graph 
represents between 7 to 11 samples, where there is an average of 9.4 samples per data point.   
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Figure 6. Young’s modulus vs. volume fraction plotted against the rule-of-mixtures model. 

 
If the microcapsules are assumed to have a negligible Young’s modulus, such as a void, 

the behavior of the experimental data is captured exactly by the micromechanical 
rule-of-mixtures method [8].  The rule of mixtures is plotted in Figure 6 and given by 
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    Ecomposite =  VmicrocapsuleEmicrocapsule +  VmatrixEmatrix =  Vmatrix Ematrix , (1)

where the Vmicrocapsule and the Vmatrix  are the volume fractions of microcapsules and the matrix, 
respectively. The Emicrocapsule and the Ematrix are the Young’s moduli of the microcapsule, and 
matrix, respectively.  All samples were manufactured according to a pre-defined microcapsule 
weight increment (0 to 35 wt%).  However, volume fraction is reported in Figure 6.  The 
conversion from weight to volume fraction [8] is given by  

    
Vmicrocapsule = 1+

1
wmicrocapsule

−1
 

 
  

 

 
  

ρmicrocapsule

ρmatrix

 

 
 
 

 

 
 
 

−1

, 
(2)

where wmicrocapsule is the weight fraction of the microcapsules (0.00 to 0.30).  The density of the 
microcapsule, ρmicrocapsule, is approximately 1000 g/m2.  The density of the matrix, ρmatrix, is 
approximately 1160 g/m2. 

The epoxy is nearly an ideal brittle material, exhibiting almost no ductility.  The linear 
severity of each specimen’s stress versus strain data prohibited the use of the 0.002 strain offset 
method to determine a yield stress value, σYS.  Yield is a local phenomenon in these polymers.  
The yield stress is equivalent to the ultimate stress for every specimen.  The load at which 
dogbone samples failed decreased significantly with the addition of microcapsules, as shown in 
Figure 7.  Moreover, most of the neat epoxy and the 5 wt% samples failed in the gage length, 
while an increasing number of samples failed at the pin as the percentage of embedded 
microcapsules was augmented (Figure 8).  The tensile strength of neat epoxy is 39 MPa, while 
the value for epoxy with microcapsules decreases to as low as 12 MPa for 30 vol% capsules. 
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Figure 7.  Ultimate stress vs. volume fraction of embedded microcapsules. 
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Figure 8.  Break locations in dogbone specimens. 
 

4. CONCLUSIONS 
 

The effect on Young’s modulus and ultimate stress of dogbone epoxy samples were studied 
under the incremental addition of embedded microcapsules.  The samples underwent uniaxial-
tensile tests.  The viscosity of the pre-cured mixture increased with the addition of 
microcapsules.  Elimination of air bubbles, or voids, in the samples became difficult, requiring a 
second degassing step in the manufacturing process.  A void, if present, could introduce an 
increase in stress concentration at the void’s location, possibly causing failure to occur earlier 
than expected. Both the Young’s modulus and ultimate stress decreased as capsule 
concentrations increased from 0 to 30 wt%.  In tension, the rule-of-mixtures model accurately 
captured the modulus data when the microcapsules were assumed to be voids.  Two different 
sized diameter microcapsules, 50 and 180 µm, were tested at 5 wt%.  Analysis confirmed that 
microcapsule size did not have a significant effect on tensile properties. 
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Granular materials, such as powders and sand, tend to segregate due to differences in 
particle properties.  In a dense flowing layer, small particles tend to sink, and large particles tend 
to rise.  In a slowly rotated cylindrical drum partially filled with both small and large particles, 
this leads to a semi-circular radial segregation pattern, in which the smaller particles concentrate 
near the center of rotation and the larger particles concentrate near the outside walls of the drum.  
For fill levels of the drum close to 50% the radial segregation further develops into a striped 
pattern in which distinct stripes of the smaller particles spread toward the outer walls of the 
drum.  If the speed of rotation of the drum is increased, the number of stripes decreases.  In this 
paper, we study these phenomena experimentally and show that they may be explained with a 
simple model of the sheared interface between the two types of particles in the flowing layer. 

 
1. INTRODUCTION 

 
Mixtures of granular materials tend to segregate when shaken or otherwise disturbed.  In 

nature, granular segregation might explain why the gravelly bed of a piedmont stream is 
frequently topped with a self-organized, stabilizing armour layer composed of the larger rocks in 
the bed.  Granular segregation also occurs in many industrial processes, usually with undesirable 
effects.  For example, segregation is a problem in the pharmaceutical industry, where the 
components of pills must be well mixed to ensure uniform distribution of medication.  
Understanding the mechanisms of granular segregation would allow us interpret related 
phenomena observed in nature and to prevent problems associated with many industrial 
processes. 

 
Granular segregation has frequently been studied using a rotating drum (Figure 1a).  

When a granular material is rotated slowly in a drum, the particles flow (i.e., they move relative 
to each other) only in a thin surficial layer – the flowing layer (marked A in Figure 1a).  Outside 
the flowing layer, in the region marked B in Figure 1a, the beads move in solid-like rotation with 
the drum.  The flowing layer exchanges beads with the underlying substratum through the 
shallow arc PMQ of Fig. 1b.  The beads positioned along the arc PM can be said to be thawing as 
they enter the flowing layer (and cease to move in solid-like rotation with the drum).  Thus we 
can call PM the thawing arc.  Similarly, the beads positioned along the arc MQ can be said to be 
freezing as they exit the flowing layer (and begin again to move in solid-like rotation with the 
drum).  Thus we can call MQ the freezing arc.   
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Figure 1. (a) Sketch of the drum.  (The free surface is shown horizontal.)  A is the thin flowing 
layer, B is the frozen substratum, and ω is the angular velocity.  (b) Illustration of the freezing 
and thawing arcs (see text). (c) and (d) Cartoon of the formation of a semi-circular radial 
segregation pattern.  (See text.) 

 
Consider now the cartoon of Figure 1b-d.  Because the black beads and white beads are 

initially well mixed, they enter the flowing layer through the thawing arc in a flux of constant 
composition (i.e., in a flux whose average composition is constant in time, Fig. 1b).  As they 
move in the flowing layer, the larger, black beads segregate to the upper part of the layer and the 
smaller, white beads segregate to the lower part.  Later, when these beads start to leave the 
flowing layer through the freezing arc, they begin to form a semi-circular radial segregation 
pattern (Fig. 1c).  Last, when the beads frozen in the partially formed pattern reenter the flowing 
layer (again in a flux of constant composition), the semi-circular pattern becomes complete (Fig. 
1d).  In experiments, semicircular radial segregation patterns are observed to form just as in Figs. 
1b-d, that is to say, within one rotation of the drum and for all fill levels. (See, for example, Refs. 
[1–3].)  Figures 2a, b, and c show experimental results which correspond roughly to Figs. 1.b, c, 
and d, respectively.   

 
For most fill levels, this semi-circular radial segregation pattern persists as the drum 

continues to rotate.  However, when the fill level is near 50%, the semi-circular radial 
segregation does not remain steady [4].  Instead, the pattern evolves into a striped segregation 
pattern (Fig. 2.d).  In a recent paper [5], it was studied why the striped segregation patterns form 
only in a narrow range of fill levels close to 50%. Here, we limit our studies to fill levels in that 
range and investigate how the striped segregation patterns evolve starting from semi-circular 
patterns and how the number of stripes varies with the angular velocity of the drum. 

 

 
 (a) (b) (c) (d) 
Figure 2.  Experimental observations of granular segregation patterns in a ~50% full rotating 
drum.  (a) Photograph of the initial condition: the small (white) and large (black beads are well 
mixed.  (The large beads are black and small beads are white.) (b) Photograph of a partially 
formed semi-circular radial segregation pattern.  (c) Photograph of a complete radial segregation 
pattern.  (d) Picture of a striped segregation pattern. 

(a) (b) (c)  
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2. EXPERIMENTAL PROCEDURES 
 
In our experiments we rotate a cylindrical drum partially filled with a mixture of glass 

beads of two different sizes (Fig. 1a).  The mixture consists of black beads with a diameter of 
2mm (40% by weight) and white beads with a diameter of 0.8 mm (60% by weight).  The drum 
has a diameter of ~300 mm and a thickness (perpendicular to the drawing in Figure 1a) of ~6.4 
mm. 

 
Throughout the experiments, we rotate the drum at a constant angular velocity (ω in 

Figure 1) that varies from experiment to experiment between 0.45 to 5.4 revolutions per minute 
(rpm). We control the angular velocity with a stepper motor (Compumotor) and take digital 
pictures at regular intervals in time during each experiment using a digital camera (Cohu) and a 
frame grabber board (Scion LG3). 

 
3. EXPERIMENTAL OBSERVATIONS ON STRIPED PATTERN FORMATION 
 

Figure 3 shows the evolution of the striped pattern starting from the semi-circular 
segregation pattern when the fill level of the drum is slightly more than 50% and ω = 0.45 rpm.  
(The results are qualitatively similar for different mixtures, at other fill levels close to 50%, and  
for other angular velocities.)  Figure 3a shows the same semi-circular radial segregation pattern 

Figure 3.  This shows the development of the striped segregation pattern from a radial
segregation pattern.  (a) A photograph of the semi-circular radial segregation pattern formed
after one rotation.  (b)-(e) Photographs of the pattern taken after two, three, four, and five
rotations, as the striped segregation pattern evolves.  (f) A photograph of the pattern after ten
rotations, when the striped pattern has become steady. 

a b c 

d e f 



 38

as Fig. 2c.  Note that the edge of this pattern is slightly wavy.  If the drum rotates further, this 
waviness becomes amplified (Fig. 3b), leading to the development of a striped segregation 
pattern (Fig. 3c-e). With continued rotation, the segregation pattern reaches a steady state (Fig. 
3f). 
 
4. DISCUSSION 
 
Consider the idealized semi-circular radial segregation pattern of Fig. 4a.  In this pattern, the flux 
of beads entering the flowing layer through the thawing arc is of constant composition.  That is 
to say, the rate at which both the small and the large beads enter the flowing layer is steady.  
Under these idealized conditions, the semi-circular radial segregation pattern may persist in time 
as the drum rotates.  To see this, let us focus on the small portion of the boundary layer boxed in 
Fig. 4a.  The flowing layer is segregated parallel to the free surface with the larger beads 
concentrated in the upper portion of the flowing layer and the smaller beads concentrated in the 
lower portion of the flowing layer (Fig. 4b).  The velocity in the flowing layer decreases from 
top to bottom as sketched in Fig. 4b.  (The measured velocity field is shown in Fig. 4c.)  All 
these velocities are parallel to the free surface and therefore also parallel to the interface between 
the large and small beads.   Because the velocity at the interface is parallel to the interface itself, 
the interface remains unaffected by the flow and therefore invariant under the idealized 
conditions of Fig. 4a. 
 
The experiments of section 3 indicate that in actuality the semi-circular radial segregation pattern 
is not geometrically perfect as in Fig. 1d, but instead it is slightly wavy as in Fig. 3a.  Because of 
this slight waviness, the flux of beads entering the flowing layer through the thawing arc is no 
longer of constant composition.  Instead, the percentage of large beads entering the flowing layer 
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Fig. 4 (a) Illustration of an idealized semi-circular radial segregation pattern.  (b) Detail of the
small portion of the flowing layer boxed in 4a showing the horizontal interface between small
and large beads. The arrows indicate the velocity at five different depths within the flowing
layer. (c) Measured velocity field. 
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increases and decreases periodically in time (and the same is true of the percentage of small 
beads).  Therefore, the interface between the small and large beads does not remain parallel to 
the free surface.  Instead, the slope of the interface alternates between a positive value when the 
percentage of large beads is increasing in time (Fig. 5a) and a negative value when the 
percentage of large beads is decreasing in time (Fig. 5b).  Because the velocity is always parallel 
to the free surface, it is clear in both Fig. 5a and Fig. 5b that regardless of the sign of its slope, 
the interface is not parallel to the velocity.   Furthermore, because the velocity changes with 
depth, the interface may be advected resulting in an evolving interface.   
 
Figure 5c shows a sketch of how the interface of Fig. 5a evolves.  In this case, we can roughly 
say that the slope of the interface becomes less and less steep as the interface is advected by the 
velocity field.  Figure 5d shows a sketch of how the interface of Fig. 5b evolves.  In this case, a 
phenomenon that we can term wave breaking occurs, whereby the upper portion of the interface, 
advected at a higher velocity, overtakes the lower portion of the interface.  The upper portion of 
the flowing layer is projected forward eventually to be frozen into an amplified stripe.  The wave 
breaking is clearly apparent in the sequence of photographs of Fig. 6. 

  

a b 

c d 
Fig. 5 Cartoons illustrating how the interface between large (black) and small (white) beads is
advected by the velocity field when the slope of the interface is positive (5a) and negative (5b).
A positive slope corresponds to an increasing percentage of large beads in time, whereas a
negative slope corresponds to a decreasing percentage of large beads in time.  The interface with
a positive slope is advected down to a horizontal position (5c), while the interface with a
negative slope undergoes wave breaking (5d), as described in the text.   
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Fig. 6  A series of photographs of showing the wave breaking of an interface between large
and small beads.  The numbers refer to frames in a video taken at 30 frames per second.  The
free surface is visible at the top of each photograph.  The upper half of the photograph
corresponds approximately to the flowing layer.  The dark beads are large (dia ~2mm) and
the white beads are small (dia ~0.8mm) 
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Now we consider how the thickness of the stripes varies with the angular velocity of the drum.  
The preceding discussion indicates that the stripes originate in wave-breaking events within the 
flowing layer and, therefore, that the thickness of the stripes is bound by the thickness of the 
flowing layer. Since the thickness of the flowing layer increases with the angular velocity of the 
drum [4, 6], it follows that the thickness of the stripes should increase (and therefore the number 
of stripes decrease) as a result of an increase in the angular velocity.  This trend is indeed 
confirmed by the experimental results shown in the first column of Fig. 7.  The photographs in 
this column show the steady patterns for five angular velocities at a single fill level of about 
50%.  The same trend is observed at other fill levels close to 50% as shown in the second and 
third columns of Fig. 7.   
 
5. CONCLUSIONS 

 
We have studied experimentally the evolution of striped patterns starting from semi-

circular segregation patterns in rotating granular mixtures.  The stripes appear to form by 
amplification of the marginal waviness of semi-circular radial segregation patterns over a time 
span of tens of rotations.  Further, if the angular velocity of the drum increases then the thickness 
of the stripes increases as well.  To gain some insight into the evolution and the characteristics of 
the striped segregation patterns, we have focused on the flowing layer in whose narrow domain 
all relative motion between beads is confined.  The flowing layer is segregated parallel to the 
free surface, with the large beads in the upper part and the small beads in the lower part.  By 
studying how the interface between the small and large beads is advected by the velocity field in 
the flowing layer, we concluded that the formation of stripes may be ascribed to a wave-breaking 
phenomenon whereby the upper portion of the interface overtakes the lower portion to rush 
forward and freeze as a stripe upon leaving the boundary layer.  We have documented 
experimentally one of these wave-breaking events in a series of photographs.  This series of 
photographs indicates that the thickness of the stripes is bounded above by the thickness of the 
flowing layer.  This fact, together with the fact that a higher angular velocity leads to an increase 
in the thickness of the flowing layer, explains the correlation observed in our experiments 
between the angular velocity and the thickness of the stripes. 
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Figure 7.  The pictures in this chart show the steady striped segregation pattern as they vary 
with angular velocities.  The first column in this chart shows how the steady striped radial 
segregation patterns vary with angular velocity for a fill level of about 50%.   Experiments at
different fill levels, the second and third columns (60% and 70%, respectively), show that 
the same trend occurs regardless of fill level. 
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