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The Set-Based Hypervolume Newton Method for
B1-Objective Optimization

Victor Adrian Sosa Hernandez

Abstract—In this paper, we propagate the use of a set-based
Newton method that enables computing a finite size approxi-
mation of the Pareto front (PF) of a given twice continuously
differentiable bi-objective optimization problem (BOP). To this
end, we first derive analytically the Hessian matrix of the hyper-
volume indicator, a widely used performance indicator for PF
approximation sets. Based on this, we propose the hypervolume
Newton method (HNM) for hypervolume maximization of a given
set of candidate solutions. We first address unconstrained BOPs
and focus further on first attempts for the treatment of inequality
constrained problems. The resulting method may even converge
quadratically to the optimal solution, however, this property is—
as for all Newton methods—of local nature. We hence propose
as a next step a hybrid of HNM and an evolutionary strat-
egy in order to obtain a fast and reliable algorithm for the
treatment of such problems. The strengths of both HNM and
hybrid are tested on several benchmark problems and compar-
isons of the hybrid to state-of-the-art evolutionary algorithms for
hypervolume maximization are presented.

Index Terms—Hessian matrix, hypervolume indicator, memetic
algorithms, Newton method, set-based local search.

I. INTRODUCTION

N MANY applications, the problem arises where several
Iobjectives have to be optimized concurrently leading to a
multiobjective optimization problem (MOP). One important
characteristic of MOPs is that their solutions sets, the Pareto
sets (PSs), typically (under certain conditions when the MOP
is continuous and nondegenerate) form objects of dimension
(k — 1), where k is the number of objectives involved in the
problem. In many cases, the decision maker is interested in a
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suitable finite size approximation of the entire PS, namely,
its image, and the Pareto front (PF) [1]. To address this
problem, specialized evolutionary algorithms are predomi-
nantly used [2]-[8]. Such methods are capable of returning
a finite size approximation of the entire set of interest in one
single run of the algorithm, and as they are very robust and
of global nature [9], [10]. One major drawback of all such
methods, however, is that they are quite costly in terms of
function evaluations. That is, they typically require quite a
few function evaluations in order to obtain suitable approxi-
mations. Moreover, they do not converge toward the optimal
solution in the mathematical sense, instead, their populations
may get stuck in nonoptimal (but in most cases in nearly
optimal) regions.

The inclusion of gradient information has long been con-
sidered as a remedy to imprecision [11], [12]. However, the
initially proposed methods were only able to improve the
closeness to the PF, but not the diversity of approximations.
To also include the diversity in gradient-based search for PFs,
directed search methods were proposed in [13] and [14], which
allow not only to move toward the PF based on local gradi-
ent information but also along this set in order to increase
diversity. Alternatively, it proposed the use of the hypervol-
ume gradient defined on an entire population to find diverse
set approximations to the PF (see [15], [16]).

In this paper, we first present the hypervolume Newton
method (HNM) for hypervolume maximization. The hyper-
volume [17] is a widely used indicator to measure the
approximation quality of a set. The method allows for a finite
size approximation of the PF of a bi-objective optimization
problem (BOP) in one run of the algorithm. To this end, we
first derive an analytical expression of the Hessian matrix of
the hypervolume indicator (which is being considered as a par-
ticular scalar optimization problem defined on sets). Based on
this, we formulate the set-based HNM first for unconstrained
and later on for inequality constrained BOP. The resulting
method is defined on entire sets and yields up to quadratic
convergence rates. The method, however, is as all Newton
methods of local nature and requires good starting sets. That is
why in the second step of this paper, we propose a hybrid evo-
lutionary algorithm that utilizes HNM as a local search engine.
Numerical results against state-of-the-art evolutionary algo-
rithms for hypervolume indicator maximization demonstrate
the benefit of the novel approach.

A first study of this paper can be found in [18], where an
HNM is proposed for unconstrained BOPS, albeit using finite
difference approximations of the Hessians. The idea to use the
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Newton method for general convex sets has been proposed
in [19], however, the work does not deal with multiobjective
optimization.

This paper is structured as follows. In Section II, we intro-
duce important mathematical definitions and preliminaries. In
Section III, the Hessian matrix of the hypervolume indicator is
derived and based on it, the HNM is described in Section IV.
Section V deals with the hybrid evolutionary algorithm and
Section VI shows and discusses the results of this algo-
rithm on common bi-objective benchmark problems. Finally,
Section VII concludes this paper with a brief discussion of the
main results and possible future work.

II. PRELIMINARIES AND BACKGROUND
A. Set-Based Multiobjective Optimization

In this paper, continuous MOPs are considered

minf(x), f:Q0QCR"—>R" (1)
xeQ
where the vector-valued function is defined as the
concatenation of m objective functions: f(x) =
(fi(X), (%), ..., fu(X))T. Throughout this paper, it is

assumed that each objective function, f; : Q0 € R" — R
(i=1,2,...,m), is twice continuously differentiable almost
everywhere in Q.

Optimality is based on the concept of dominance.

1) Letv=(Vi,...,vm) , W= (Wi,...,wn) €R" Then

the vector v is less than w (v <, w), if and only if
vi <wjforallie {1,..., m}. The relation <, is defined
analogously.

2) Dominance: A vector x € Q dominates another vector
x' € R" (x < x) with respect to the vector-valued func-
tion f (1) if f(x) <, f(x') and f(x) # f(xX') [i.e., there
exists a j € {1, ..., m} such that fj(x) < fj(x)].

Pareto Optimality: A point x € Q is called a Pareto
optimal or a Pareto point if there is no X' € Q which
dominates x. The set of all Pareto optimal solutions

3)

X = {x € Q| x is Pareto optimal with respect to f}

is called the PS and the PF is the image of it under f:

Py ={f(x) | x e A}
We adhere to the set-based approach for MOPs. Moreover,
as discussed in [16], the finite approximation sets of size u
to the efficient set X' are represented by vectors X in R*™”,
Each of the search points can be obtained as follows: the first
point x(V' € Q is represented by the first n consecutive com-
ponents of X, the second one by the following n consecutive
components, etc.,

T .
X = (X(l)T,X(z)T,...,X(M)T) y X(l) € Q, = 1,...,/,L.

In addition, a mapping F : R*" — R*"™ is obtained from the
objective function f

o= (1(x) " o(x) () )

Approximation sets (which we represent by vectors X) to the
efficient set give rise to the vector-representations of approxi-
mation sets Y to the PF by defining Y := F(X). Note that the

2
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PF approximation set Y can be obtained from the p - m vector
Y by the same segmentation operation on X as above

T .
Y = (y(l)T’y(z)T’_._’y(M)T> Ly R,

The benefits of such a treatment will become clear in the
sequel, where the hypervolume indicator is related to the deci-
sion space through the mapping F and it is differentiated with
respect to the u - n-vector X.

=1,...,u.

B. Multiobjective Evolutionary Algorithms

These days, apart from mathematical techniques,
multiobjective  evolutionary algorithms (MOEAs) have
been successful in solving MOPs. Algorithms of this type are
able to obtain good (finite) approximations of the efficient
set. In the last decade, several MOEAs have integrated
performance indicators as selection criteria. For instance,
a framework for designing indicator-based evolutionary
algorithms (IBEAs) is proposed in [20] by using any arbi-
trary indicator. Another example is the S metric selection
EMOA (SMS-EMOA) [2] which takes the contribution of
the hypervolume indicator into the selection operator. A one
point steady-selection strategy is used, in order to guarantee
a sequence of populations that is nondecreasing with respect
to hypervolume and at the same time keep the computational
cost of selection small. One more example can be found
in [3]. There are also some other algorithms that have been
designed using different performance indicators, for instance
Ap [21] and R2 [22], for more information see [23], [24].

C. Hypervolume Indicator

The hypervolume indicator [17] is a common indicator to
assess the quality of an approximation to the PF. In terms of
minimization, the hypervolume indicator of the PF approxi-
mation Y is defined as the Lebesgue measure of the subspace
dominated by Y, that is cut from above by a reference point
r e R”

HY)=A{peR"lp<,rAdyeY:y<,p})

with A being the Lebesgue measure in R™. Moreover, such a
definition can be extended to the w-m-vector Y by introducing
the notation H(Y) := H(Y). Based on the mapping stated in
(2), the hypervolume indicator of H(Y) can also be further
related to the w - n-vector X by function composition

Hr(X) = HEF X)) = H(Y).

Note that the reformulation of the hypervolume indica-
tor defines a mapping: R*"” — R. Furthermore, such a
performance indicator allows us to transform an MOP into the
following scalar optimization problem in higher dimension:

max Hp(X)
XeRun

st. xXPeQ, i=1,.. (3)

The hypervolume indicator has been successfully exploited
also as a selection criterion in evolutionary multiobjective
optimization algorithms (see [2], [3]).

M
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D. Hypervolume Gradient Field

The hypervolume gradient is defined in [15], where it
is stated that for the function Hp, the gradient field VHp
is defined as (the denominator layout is adopted for the
calculation of the derivatives in this paper)

VHr(X)

~ (aHF(X) HE(X)  9Hp(X) 8HF(X)>T
I I N I

_ (aHF<X>T OHE(X) T)T "
ax(H T ax(w

Note that each term in the right-hand side of the above
equation is called subgradient, which is the local hyper-
volume change rate by moving only one decision vector
infinitesimally. Moreover, the subgradients can be computed
by applying the chain rule [16], [25]

IHr(X)

Y BHF(X) ”
ax® Z

o ax®

HF((?) Vi (X(,')) )

(&)

E. Hypervolume-Based Local Search Techniques Within
MOEAs

In recent years, different local search techniques have been
designed for improving the performance of some evolutionary
algorithms by using first- or second-order derivative meth-
ods (see [13], [26]-[29]). However, it is not clearly specified
how these improvements can (or should) be measured. The
integration of an indicator can steer the local search in
better directions and also be more effective for improving
points. In the following, we describe some hypervolume-based
local search algorithms that have been developed to construct
memetic strategies. The hypervolume gradient was used as
a gradient-ascent method for maximizing the hypervolume.
Such a local search procedure was applied after performing
one run of the SMS-EMOA [2]. The results showed how
gradient-based indicator methods can improve the convergence
rate of evolutionary algorithms. In [16], the definition of the
hypervolume gradient was extended to m > 2 and also an effi-
cient algorithm for its computation for m < 4 was provided.
Sosa Hernandez et al. [18] proposed the multiobjective HVDS.
This local search procedure is based on the directed search
method (see [14]) to improve the hypervolume contribution
for a selected point or points in the current population. HVDS
divides the objective space into three regions and for each
region another local search strategy is proposed. The effect of
the integration of the local searcher pushes the population to
converge faster, which reduces the number of function evalu-
ations to obtain a desirable approximation of the efficient set.
Recently, the use of Newton method for sets based on the
hypervolume indicator has been proposed [18]. This method
uses the hypervolume gradient and an approximation of the
Hessian matrix by using finite differences to compute a search
direction. First, the results showed the potential of this method

IEEE TRANSACTIONS ON CYBERNETICS, VOL. 50, NO. 5, MAY 2020

even by using an approximation, however, the exact computa-
tion of the hypervolume Hessian matrix and the extension of
the usability of this method are called for.

III. HYPERVOLUME HESSIAN MATRIX
A. Derivation of the Hessian Matrix

We first derive the Hessian matrix of the hypervolume indi-
cator for the general multiobjective optimization scenario. The
Hessian matrix in bi-objective cases is treated in Section III-D.
The hypervolume Hessian matrix is the Jacobian of the
hypervolume gradient defined as follows:

0 (oHp(X)
VHpX) = —
FrX) ax( 9X )
| 9 (oHFX) 3 (IHr(X)
Sl ax U oax®M )T X\ ax(w
—_—
n-nxn
3 (8HF(X)) 3 (aHF(X))
axM \ “axM ax(D \ ax(w)
L(aHF(X)) L(aHF(X)>
ax \ " 9x(M o axm U axw

(6)

where each subgradient is differentiated with respect to X.
This results in ,u,2 block partitions (nxn) of the Hessian matrix.
The (i, j)-block matrix can be further expressed as follows:

o (oHp(X)\ 9 [(0dy? oHp(X)

_i 3 [ 0fi(x?) aHE(X)
S =axO\ ax0) gfi(x0)

Ajj
N i i (x9) aHEp(X)
axD9xV) ofi(x)

Bj

According to the differentiation above, each (i, j)-block
matrix is a combination of two components: A; and By.
Note that in matrix A, [3/(@xD)]([(OHFr(X))/(@fi(x))]) is
a column vector of size n and stands for the subgradient of
[(OHF (X)) / (afk(x(ﬁ))] at x_ In the following, we abbreviate
fi(xD) as fk and its gradient Vfi(x?)) as Vf('

B. First Component Matrix: Ajj

Matrix A;; has size n x n and can be expressed as a sum of
outer products

m
M—;@% o )V

o

rank 1

)
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Due to the fact that it is a sum of m outer products, this term
has at most rank m. It is possible to make A; to have full
rank only if m > n. In other cases, A;; is always rank defi-
cient (rank(A;) < m < n). This indicates that in the “usual”
multiobjective optimization case, where the number of objec-
tive functions is smaller than the number of decision variables,
such a matrix A;; is always singular.

In the following lemma, a detailed expression of A;; is given
for the bi-objective case (m = 2). Without loss of generality,
we assume that the objective vectors (and corresponding deci-
sion vectors) are arranged according to the ascending order of
the first objective values.

Lemma I: Let m = 2 and all vectors x, i = 1..., u,
be mutually nondominated, the first component A;; is nonzero
only if the block matrix is located on the main diagonal (i =
J) or the first diagonal above/below the main diagonal (|i —

jl = 1), and it can be written as
vV 4 TVfl(’)sz(’) if i =]
i+1 j e .
—vpvrD ifi=j—1
0 otherwise.
Proof: Assume a fixed reference point r = (r1,r2)T.
To simplify the formulation, we denote fl(“ = 4 and

2(0) := rp. The partial derivative of the hypervolume indicator
with respect to the objective value is derived in [16], which

corresponds to the length of the steps of the attainment curve
IHrX) _ ) -» IHFX) _ )

_ g+
j —J2 2 ’ j —J1 1 :
of® o9

©))

It is clear that [(0HF (X))/(afl(]))] is a function of only x and
xU~D (similar argument holds for [(9Hg(X))/(8f)]). The
gradient of the partial derivatives can be given, for example:
[8/(0xM)([OHrX)/@f]) = VY. Such a gradient is
nonzero for at least one objective function, when i = j, i =
j+ 1, or i =j— 1. By substituting the required gradients into
(7), the expression of A;; can be obtained. [ |

C. Second Component Matrix: Bj;

B;; is a weighted sum of second-order derivatives of the
objective functions, where the weights are partial derivatives
of the hypervolume indicator at each objective value [see (5)].
Note that the second-order derivative [(32 k(’)) /(0xD9xM)] is
not zero if and only if i =

W ._ k
Hk T N2
x)

is the Hessian matrix of objective function f; at point x\.
Consequently, matrix B;; can be written as

HEO () o
B S a;?g 'HY if i =
=

"o if i j.

Note that [(0HF(X))/ (afk(i))] can be obtained from (9). The
singularity of matrix B;; depends on the properties of the

(10)
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Hessian matrices of the objective functions. Under the assump-
tion that all objective functions are convex (the objective-wise
Hessian matrices are positive definite), matrix Bj; is also posi-
tive definite, under the condition that all the objective functions
are subject to maximization (for minimization, B;; is negative
definite). In general, if each objective function has nonsingu-
lar Hessian matrix almost everywhere, it is obvious that the
matrix B;; is nonsingular.

D. Hypervolume Hessian in Bi-Objective Case

For a BOP, the hypervolume Hessian matrix has the follow-
ing structure:

D; A
Al D, A,
ViHp(X) = AJ
T A[/L—l
A;,L—l Dl/«

- . . T
where D; = A; + B;; and A; = Ai(i+1) = —Vfél)Vfl(H_l)
according to (8). Note that the Hessian matrix V2Hg(X) is a
tridiagonal block matrix.

IV. HYPERVOLUME NEWTON METHOD

After having stated the hypervolume gradient and Hessian
matrix for a p - n-vector X for a given MOP, we are now
in the position to address the set-based Newton method for
hypervolume maximization. For this, we will first consider
the unconstrained case and later on discuss first attempts to
treat constrained problems.

Given an unconstrained MOP and a population of p indi-
viduals, the Newton step (or Newton function) is defined as
follows:

N : RAT > RIT

N(X) = X — V2HpX) "' VHp(X). (11)

The Newton direction for the entire population is given by
N = —V2PHEX) I VHE(X) € R4 (12)

and the according directions for each individual x® of X are
denoted by vl(\? e R", i =1,...,u. Since the hypervolume
indicator subgradient (4) for the strictly dominated subvector
x® of X is zero and also its corresponding Newton direction
will be zero. Consequently, such a point will remain stationary
when applying the set-based Newton method. In the following,
we restrict the approximation set X to the set of mutually
nondominated elements. For this purpose, we define the set X
as the subset of X that contains all its nondominated elements.
The HNM is thus defined as

X, € RE"

Xii1 = N(Xi), for i=0,1,2,... (13)

The pseudocode for HNM is shown in Algorithm 1. For
the step size control, we suggest to choose the initial step

7o = 1 together with quadratic backtracking to satisfy the
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9

oy
fa

© (d)

Fig. 1. Numerical result of HNM on MOP1 using (14) as initial population.
(a) and (b) Iterations in decision and objective space. (c) and (d) Optimal
solution and its image for © = 5 and r = (20, 20)T.

Wolfe conditions [30] on the hypervolume. If automatic dif-
ferentiation [30] is used to evaluate the (exact) gradient and
the Hessian matrix at the iterate X;, the cost for each Newton
step is given by 5u + (4 4+ 6n) . function evaluations.

Hence, if the hypervolume Hessian of the optimal set X* is
regular and the initial set Xy is close enough to X*, we can
expect local quadratic convergence of the sequence of sets X;,
i € N, toward X* [30]. The investigation of the regularity of
the Hessian at the optimal solution is subject of ongoing work.

Example 1: In order to demonstrate the performance of the
HNM we consider the following BOP:

fi= 1 = D24 (xp — 1)?

H=@+ D2+ o+ 1)2 (MOP1)

where we choose a reference point r = (20, 200 7.
1) We choose p =5 and the initial population Xg as

{X(()l)’ xéz), x(()3), x(()4), x(()5)}

A DL ED )

Fig. 1 shows the performance of HNM both in decision
and objective space. As it can be seen, the iterations
quickly approach the optimal solution for © = 5 and
a given reference point. This observation is confirmed
in Table I, where the hypervolume values, the norm of
the gradients, and the error—measured in terms of the
Hausdorff distance [21] of X; and the optimal solution—
are displayed for each iteration. The values indicate
quadratic convergence.

2) Next, we consider the same setting but using as initial
population

{x(()l), X(()z)’ x((f), x(()4), X(()S)]

TABLE I

IEEE TRANSACTIONS ON CYBERNETICS, VOL. 50, NO. 5, MAY 2020

HYPERVOLUME VALUES, ERROR, AND HYPERVOLUME GRADIENTS FOR
THE APPLICATION OF HNM ON MOP1 USING (14) (SEE FIG. 1)

Iter H Error (HNM) [IVHE|
0 306.500000000000 76.569536787325 48.826222462934
1 369.562245664015 13.507291123309 21.062836757428
2 379.065240846390 4.004295940935 13.997313947531
3 382.734095975048 0.335440812277 2.879962272550
4 383.068028174229 0.001508613095 0.199992009700
5 383.069536709027 0.000000078297 0.001265863184
6 383.069536787325 0.000000000000 0.000000101250
7 383.069536787325 0.000000000000 0.000000000000
10 £(x()
1 ®
8
0 S xl[xl/ 6
4
-1
2
2 0
2 1 0 1 2 3 0 5 10
T fi
(a) (b)
10
1
8
0 6
4
-1
2
-2 0
2 1 0 1 2 3 0 5 10
€ fl
(c) (d)

Fig. 2. Numerical result of HNM on MOP1 using (15) as initial population.
(a) and (b) Iterations in decision and objective space. (c) and (d) Optimal
solution and its image for u =4 and r = (20, 20)T.

{9 () () Came) o)}

15)

Fig. 2 and Table II show the numerical results of HNM.
In step 2, xél) gets dominated by X;3). The iteration
thus continues with 5(2 € R*2, that is, with a set of
4 2-D vectors. HNM converges (again quadratically)
toward the optimal hypervolume population, albeit for
population size u = 4.

Next, we consider inequality constrained MOPs of the form

min f(x)
xeR"

s.tt. g(x) <0, j=1,...,q. (16)
For the treatment of such problems we propose to utilize
a penalization approach that transforms the original (con-
strained) MOP into an auxiliary unconstrained one. In the

current context, the related unconstrained problem reads as

min f(x) + p(x)c a7
xeR”
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TABLE 11
HYPERVOLUME VALUES, ERROR, AND HYPERVOLUME GRADIENTS FOR

THE APPLICATION OF HNM ON MOP1 USING (15) FOR X(
(COMPARE TO FIG. 2)

Iter H Error (HNM) [IVHE||
nw=>5
0 321.548361341053 61.521175446272 52.900629002755
1 376.616155150423 6.453381636902 14.685530752574
n=4
2 373.544616989121 9.524919798204 2.013226644050
3 380.698229481420 2.371307305905 0.110423150875
4 380.698531798899 2.371004988425 0.000213267251
5 380.698531800725 2.371004986600 0.000000002021
6 380.698531800725 2.371004986600 0.000000000000
7 380.698531800725 2.371004986600 0.000000000000

Algorithm 1: HNM(Xg, /nax, toly)

Data: initial point Xy € R*", maximal number of

iterations Iy, tolerance fol, € R,.
Result: best found Newton iteration X(y) according to .

1 for i =0 to I,,4,c do

2 Compute X;, VHrX;), VZHp(X;)

3 Compute step size t; € Ry

4 Xiy1 = X; — ;VHrX) "' VHE(X))
5 if ||[VHr(Xi+1)|| < tol; then

6 ‘ Return X(N) = Xit+1

7 end

8 end

9 Return X(N) = Xit+1

2191

-0.25
-0.3
-0.35
-0.4
-0.45

-0.5

-0.55
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7 fi
(a) (b)

-0.25
-0.3
-0.35
-0.4
-0.45

-0.5

-0.55

-0.5 -0.4 -0.3 3 3.5 4 4.5
Ty ./Al
(c) @

Fig. 3. Numerical result of HNM on MOPI together with the box con-
straints (19) using (20) as initial population. (a) and (b) Iterations in decision
and objective space. (c) and (d) Optimal solution and its image for © = 5
and r = (20,20) .

TABLE III
HYPERVOLUME VALUES, ERROR, AND HYPERVOLUME GRADIENTS FOR
THE APPLICATION OF HNM ON MOP1 WITH CONSTRAINT (19)
USING (20) FOR X (COMPARE TO FIG. 3)

where ¢ = (c,...,c)T e R™, ¢>0a given (large) constant,
and

q
p(x) = Zmax(o, gj(x))2 (18)
j=1

the penalization function. To solve inequality constrained
MOPs of the form (16), HNM is thus applied on the uncon-
strained problem (17) as described above. To avoid conver-
gence toward spurious solutions, the value of ¢ cannot remain
fixed during the computations. Instead, we need a sequence
¢;i > 0 with lim;j_,» ¢; = oco. In our computations, we have
chosen cp = 10 and in each Newton step the value is increased
by a factor of 10, i.e., ¢; = 10°F],

Example 2: We reconsider the MOP from Example 1 but
additionally impose the box constraints

x; € [-0.5,-0.25], i=1,2. (19)
We have chosen r = (20, 20)7 and u =5 as before, and the
initial population as

M 2 (3) &) (5)
[XO JXg s Xg 0 Xg s X }

B (—0.46) (—0.41) (—0.36> (—0.31) (—0.26)
_{ —043)°\-0.38)"\-0.33)"\-0.28)" \-0.23 }
(20)

Fig. 3 shows a numerical result of HNM for this setting.
Table III indicates that the iterations converges, but that

Iter H Error (HNM) [IVHE||
1 325.901249212877 0.020663552304 1.212734648416
2 325.920707182928 0.001205582253 0.051243303186
3 325.921835652869 0.000077112312 0.004631644572
4 325.921906470408 0.000006294772 0.000422880099
5 325.921912146183 0.000000618997 0.000039564993
6 325.921912707233 0.000000057948 0.000003700931
7 325.921912759765 0.000000005415 0.000000346099

the convergence speed is only linear, which is due to the
penalization approach.

For equality constrained MOPs, one can proceed analo-
gously to “classical” equality constrained SOPs via adapting
the Lagrange multiplier method [30], the explicit description
is left out here due to space limitations. More advanced con-
straint handling techniques are certainly interesting but beyond
the scope of this paper.

Here, another important aspect to consider when using the
HNM is the choice of a reference point r. For the previous
examples, we have chosen r much larger than the nadir point
to consider all the possible elements by the HNM. Further,
this is for adjusting the extreme points of the approximation.
This strategy represents no problem for BOPs (see [31]), since
r can be infinitely large, however, in the case of m > 2, this
will not be appropriate anymore [32]. Different strategies have
to be explored for the choosing of the best r when m goes up,
but, for the moment, the choosing of a reference point greater
than each greatest f; in the final approximation is enough.
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V. MEMETIC STRATEGY

By the above discussion, we can expect linear convergence
for inequality constrained problems and is even quadratic
convergence for unconstrained problems. The convergence,
however, is only of local nature as it is the case for all
Newton variants. Thus, a carefully chosen starting population
is required or else the Newton iteration may fail to converge.
We propose thus in the next step to hybridize the HNM with
an evolutionary algorithm in order to obtain a fast and reli-
able memetic strategy. As an evolutionary algorithm we will
use the SMS-EMOA which is a state-of-the-art EMOA that
aims for hypervolume maximization [2]. Crucial for the effec-
tive realization of the hybrid is to decide when to switch
from the evolutionary strategy to HNM. We suggest to apply
the Newton method once: 1) the current population of SMS-
EMOA only consists of mutually nondominated elements and
2) the difference of the hypervolume values of two consecutive
populations is less than a given threshold. More precisely, the
hybrid method we propose here, SMS-EMOA-HNM, works
as follows (compare to Algorithm 2). First, an initial popula-
tion with u elements is chosen at random. In each iteration
step (steps 4-11), a new offspring is generated and added
to the current archive. Then, the new population is catego-
rized into s subfronts, G1, ..., G, according to the domination
grade. Next, the hypervolume contribution is computed for
each individual of the worst front G, and the individual with
the least contribution is deleted from the archive (denoted as
updated archive). This process is continued until the popula-
tion consists of only one subfront and the difference of the
hypervolume value of the current and the updated archive is
less than or equal to a threshold tolyny. Finally, HNM is per-
formed on the best-found population and the improved result
is returned by the algorithm.

VI. NUMERICAL RESULTS

All of the experiments conducted through this section were
performed on a computer with an Intel Core i7-2670QM 2.20
GHz CPU, 8 GB RAM, and Microsoft Windows 10 x64. As a
first step, we will empirically evaluate the performance of the
novel Newton method as well as the hybrid. To this end, we
investigate HNM as a stand-alone algorithm. One natural ques-
tion is the performance against the version presented in [18],
where the Hessian has been approximated via finite differences
(denoted by HNMA). Performance-wise, we have not observed
a noticeable difference in our computations. This changes,
however, when considering the computational times for both
methods due to the bandwidth structure of the Hessian. As
an example, Table IV shows the CPU times of the HNM and
HNMA on MOP1 for two different population sizes. As antic-
ipated, the CPU times are significantly less when computing
the exact Hessian, for increasing values of p and n. In our
example, the CPU times differ by 2 orders of magnitude for
@ = 100, where we only have n = 2 decision variables.

Next, we evaluate the potential of the novel memetic
strategy. As test problems, we selected unconstrained and
constrained MOPs that have different properties, such as the
shapes of the PF and the modalities of the objective functions.
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Algorithm 2: SMS-EMOA-HNM
Data: A reference point r € R™, a given tolerance
tolgny € Ry for SMS-EMOA, and a maximal
number of iterations /,,,, and a tolerance
tol, € Ry for HNM.
Result: Final population Xry.

1 Initialize a population X with p elements at random.
2 'Hy, = H{EX))
3 do
4 He =H, // HV value of current
archive
5 Generate an offspring x' € S from X.
6 Set X ==X U {x'}.
Build a ranking X = G1 U G, U ... U Gy according
the grade of dominance, where G denotes the worst
sub-front.
8 Compute the hypervolume contribution for each
x € Gg.
9 Denote by x* the element with least hypervolume
contribution in Gg.
10 X =X\ {x*}
11 ‘H, = H{EX)) // HV value of updated
archive

12 while |H, — H.| > tolgny or s > 1;
13 Construct a u - n-vector X from X
14 X == HNM(X, Lyay, toly)

15 Return X constructed from X

TABLE IV
CPU TIMES (IN SECONDS) OF HNMA AND HNM FOR DIFFERENT
POPULATION SIZES USING SEVEN ITERATIONS OVER 20 EXPERIMENTS

o Description Time (HNMA) Time (HNM)
20 Mean (Std) 52.1808 (0.5563) 4.2234 (0.0274)
100 Mean (Std) 3710.7411 (22.1876) 13.7274 (0.1342)

We select to test our algorithm over DTLZ [33], modified
ZDT [34], and UF [35] test functions among others. The
dimensions of the decision spaces vary from 2 to 30. For
this comparison, we choose to use SMS-EMOA [2], the base
algorithm of our memetic strategy; IBEA, where the selec-
tion mechanism is governed by the performance indicator [20];
NSGA-II, an algorithm based on dominance [4]; and finally,
we compare against MOEA/D-DRA, an approach based on
decomposition [6].

As design parameters, we have chosen tolyny = 1 X 10_3,
Imax = 6, tol, = 1 x 10710 and n = 50. As reference
point, we have chosen r = (11, 11)T for all problems and
have set a budget of 50000 function evaluations, however,
the SMS-EMOA-HNM can stop before. All experiments have
been repeated for 20 independent runs. The following compar-
ison is made at the point that the SMS-EMOA-HNM stops.
Table V shows the hypervolume values for all the five meth-
ods. In 17 of 21 test functions, SMS-EMOA-HNM achieves
the best values. Moreover, in 11 of 17 test functions, where
SMS-EMOA-HNM wins, it exists significant statistical differ-
ences [marked with an asterisk (*) in Table V]. Our approach
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TABLE V
STATISTICAL RESULTS (MEAN AND STANDARD DEVIATION) ACCORDING
To HYPERVOLUME FOR THE FIVE ALGORITHMS. THE MEASURES WERE
TAKEN WHEN THE SMS-EMOA-HNM STOPS TO USE THE SAME
BUDGET OF FUNCTION EVALUATIONS
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Convergence plot comparisons over the whole execution of SMS-
EMOA and SMS-EMOA-HNM for some test functions. (a) LSS o = 1.5.

and UF1), concave (Fonseca 1, DTLZ3, LSS, ZDT6M, and
UF4), linear (DTLZ1), and disconnected fronts (ZDT3M). The
performance of the HNM is invariant to the geometry of the
PF, nevertheless, the method has difficulties in dealing with
nonlinear and disconnected PSs. In most of the test functions
our memetic approach, the SMS-EMOA-HNM, seems to be
competitive and superior against the other approaches. It is
important to mention that the HNM has not been designed
for replacing evolutionary algorithms instead this paper shows
that the method can be used for obtaining better approxima-
tions of the PF with higher hypervolume values almost near
to the optimal. Finally, for other kind of problems, such as the
imbalance MOPs proposed in [36] and [37], the method as it
is will not perform well. This is since the final approximations
produced by commonly used evolutionary algorithms (NSGA-
II, MOEA/D, and SMS-EMOA) generally do not cover the
whole PF. Due to these, algorithms aim more for convergence
than diversity. Therefore, by using the HNM with a starting
point produced by SMS-EMOA will not be good since the
local nature of the Newton method only will allow to refine
the solution set locally. However, Liu et al. [36] developed
an approach called multiobjective to multiobjective that can
be coupled with any MOEA. This strategy can be helpful to

Problem NSGA-II MOEA/D-DRA IBEA SMS-EMOA | SMS+HNM
MOP 2 * 1519.8573 1521.4253 1489.2452 1524.5748 1530.5184 s
0.8424 0.3942 5.2421 0.4520 0.4928
Fons. 1 * 15.0014 15.0064 14.9865 15.0113 15.0616
0.0003 0.0002 0.0050 0.0034 0.0001
LSS * 15.3524 15.6347 15.2394 15.6420 15.9472
a=15 0.0034 0.0011 0.0845 0.0001 0.0001 Fig. 4.
ZDTIM * 109.5616 109.5591 109.5431 109.5650 109.6572
0.0010 0.0028 0.0201 0.0021 0.0001 (b) LSS « = 0.5.
ZDT2M 109.2270 109.2245 109.2306 109.2264 109.2340
0.0018 0.0056 0.0081 0.0002 0.0004
ZDT3M * 117.1980 117.6477 113.9760 117.6778 117.7758
1.1432 0.0157 3.5800 0.0117 0.0042
ZDTA4M * 109.3948 109.2322 100.4140 109.4266 109.5530
0.0879 0.47442 1.1027 0.7433 0.01100
ZDT6M * 102.1341 103.0401 102.0334 102.1739 103.8428
0.8281 0.5224 0.6328 0.6189 0.5643
DTLZI * 120.8701 120.8722 120.7640 120.8712 120.8735
0.0004 0.0001 0.0146 0.00020 0.0.00011
DTLZ2 120.2037 120.2054 120.2035 120.2074 120.2086
0.0006 0.00001 0.0003 0.0001 0.0001
DTLZ3 * 120.0483 119.1455 119.9853 119.8617 120.2004
0.5180 1.8524 0.0186 0.7603 0.00422
DTLZ4 120.2038 120.2047 120.2035 120.2074 120.2074
0.0005 0.0001 0.0002 0.0001 0.0001
DTLZ7 92.6981 93.34604 85.4129 94.6510 94.6514
4.6433 3.9004 6.0292 0.3523 0.0023
LSS * 118.3043 118.3485 118.3042 118.3495 118.4901
a=0.5 0.0034 0.0042 0.0001 0.0068 0.0040
UF1 * 120.0554 120.2095 119.5118 119.8055 120.2965
0.6714 0.8838 0.6193 0.6947 0.1866
UF2 120.4717 120.5766 120.1257 120.4244 120.5767
0.2024 0.0696 0.4277 0.1922 0.0260
UF3 * 115.5531 120.4099 1152628 115.3350 116.0815
1.9915 0.1094 1.6808 1.5367 1.4376
UF4 119.7310 119.8712 119.7509 119.6860 119.8728
0.1478 0.1658 0.1727 0.1252 0.1039
UF5 * 116.0595 116.0345 113.8333 116.5355 116.3029
2.4378 4.1337 2.8913 1.8056 1.8536
UF6 * 116.1578 114.5945 114.3792 115.3433 115.1701
2.1682 3.8867 2.6050 2.6149 2.7687
UF7 * 119.9853 120.4549 119.2574 120.1600 120.2817
1.6355 0.0586 2.3080 0.2954 0.2555

seems to be effective for linear PSs even in higher dimension
(DTLZ, ZDT, LSS, Fonseca 1, and MOP 2 test functions).
However, its performance is diminished when it tackles more
difficult PSs. See UF test functions results in Table V; our
algorithm only wins in 3 of 7 cases. We notice that HNM
depends on the starting population due to its local nature.
Then, the performance of HNM is affected when the pop-
ulation produced by the global approach, in this particular
case, the SMS-EMOA is not good like in UF3. In UF3,
the SMS-EMOA-HNM outperforms SMS-EMOA, however,
cannot reach the value obtained by MOEA/D-DRA. For non-
linear and disconnected PSs (see UF5 and UF6) the method is
clearly not effective. The refinement of the solutions in these
areas of the PS can be very difficult for our approach, since,
a slight movement can affect the hypervolume value. Then,
the method prefers to not move what causes that HNM gets
stuck. By considering the geometry of the PFs, the HNM has
worked well over convex (MOP2, ZDTIM, LSS, ZDT4M,

produce a good starting point for the HNM for tackling these
kind of problems.

Considering the computational time expended to compute
the local search, our algorithm use less time in most of
the cases than the SMS-EMOA (see Table VI). This means
that the switch between the global and the local approach
decreases the computational time spent using the same number
of function evaluations. However, NSGA-II, MOEA/D-DRA,
and IBEA are the algorithms that perform much faster than the
SMS-EMOA. Nevertheless, by selecting the one with the best
performance, we could apply the HNM also to refine the solu-
tion and decrease the computational time. To make the com-
parison fair, we use the implementation of these algorithms
provided by jMetal [38] using the default configuration.

Fig. 4 shows the convergence plots for SMS-EMOA against
SMS-EMOA-HNM in some test problems. The black lines
represent the means for every 100 function evaluations of
SMS-EMOA-HNM, it is important to emphasize that our
proposal stops before spending all the function evaluations
in the budget. The red dotted lines represent the means for
the competitor (SMS-EMOA) and the magenta dots represent
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TABLE VI
STATISTICAL RESULTS (MEAN AND STANDARD DEVIATION) ACCORDING
ToO TIME (SECONDS) FOR ALL ALGORITHMS

Problem | NSGA-II | MOEA/D-DRA IBEA SMS-EMOA | SMS+HNM
MOP2 0.1848 0.1383 0.1762 0.7285 0.4492
0.0615 0.0256 0.0520 0.0573 0.1353
Fons. 1 0.2132 0.1337 0.1877 0.6513 0.3527
0.0021 0.0186 0.0555 0.0646 0.0432
LSS 0.1977 0.1467 0.1827 0.7707 0.4799
a=1.5 0.0400 0.0343 0.0412 0.0073 0.0342
ZDTIM 0.1538 0.1612 0.2103 0.9525 0.6665
0.0656 0.0510 0.0675 0.0176 0.0244
ZDT2M 0.1967 0.1589 0.2077 0.9084 0.6089
0.0051 0.0585 0.0081 0.0573 0.0134
ZDT3M 0.1848 0.1769 0.2080 0.8535 0.5728
0.0391 0.0151 0.0643 0.0131 0.0525
ZDT4M 0.2132 0.1800 0.2170 0.8935 0.5941
0.0153 0.0294 0.0052 0.0549 0.0353
ZDT6M 0.1977 0.2051 0.2194 0.8801 0.5822
0.0155 0.0082 0.0633 0.0142 0.0242
DTLZ1 0.1538 0.1484 0.1908 0.8189 0.5211
0.0147 0.0110 0.0199 0.0399 0.1243
DTLZ2 0.1692 0.1127 0.1771 0.9715 0.6946
0.0335 0.0327 0.0630 0.0409 0.0243
DTLZ3 0.1733 0.1337 0.2059 0.8243 0.5349
0.0168 0.0234 0.0366 0.0036 0.0243
DTLZ4 0.1661 0.1477 0.1824 0.7815 0.4836
0.0498 0.0442 0.0033 0.0624 0.0353
DTLZ7 0.1814 0.1485 0.1881 0.9746 0.6855
0.0645 0.0450 0.0413 0.0593 0.0564
LSS 0.1871 0.1421 0.1523 0.6509 0.3561
a=0.5 0.0335 0.0071 0.0017 0.0574 0.0434
UF1 0.2056 0.1288 0.2347 0.8443 0.5488
0.0374 0.0118 0.0644 0.0382 0.0423
UF2 0.1862 0.1774 0.2043 0.9041 0.6084
0.0393 0.0087 0.0643 0.0380 0.0733
UF3 0.1730 0.1577 0.1825 0.8341 0.5525
0.0072 0.0147 0.0615 0.0047 0.1323
UF4 0.1733 0.1401 0.2039 0.9055 0.6151
0.0092 0.0609 0.0672 0.0115 0.0543
UF5 0.1427 0.1605 0.1979 0.7890 0.4940
0.0153 0.0504 0.0576 0.0465 0.0342
UF6 0.1360 0.1861 0.2043 0.7992 0.5105
0.0660 0.0645 0.0303 0.0325 0.0234
UF7 0.1382 0.1252 0.2072 0.8993 0.6111
0.0044 0.0528 0.0590 0.0247 0.0324
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Fig. 5. Final approximation in parameter space obtained by (a) SMS-EMOA
and (b) SMS-EMOA-HNM in the Lame Super Sphere problem with n = 2
and p = 100 after 20000 function evaluations.

the maximal hypervolume values for each problem. We can
observe that the new hybrid reaches the maximal hypervol-
ume values. Further, even if all algorithms converge toward

IEEE TRANSACTIONS ON CYBERNETICS, VOL. 50, NO. 5, MAY 2020

TABLE VII
A, VALUES BETWEEN THE FINAL APPROXIMATIONS AND THE PSS

Problem | NSGA-II | MOEA/D-DRA IBEA SMS-EMOA | SMS+HNM
MOP 2 0.0453 0.0436 0.0963 0.0436 0.0027
0.0023 0.0034 0.0004 0.0035 0.0008
Fons. 1 0.0642 0.0599 0.0853 0.0524 0.0503
0.0875 0.0064 0.0034 0.0098 0.0069
LSS 0.0911 0.0867 0.0982 0.0835 0.0633
a=1.5 0.0111 0.0087 0.0096 0.0099 0.0091
ZDTIM 0.1203 0.0995 0.1234 0.1131 0.0923
0.0023 0.0089 0.0022 0.0036 0.0002
ZDT2M 0.2342 0.2124 0.2113 0.1934 0.1289
0.0015 0.0032 0.0037 0.0025 0.0019
ZDT3M 0.1124 0.1024 0.1134 0.0998 0.0978
0.0071 0.0049 0.0084 0.0044 0.0043
ZDT4M 0.5353 0.5633 1.4235 0.5734 0.3101
0.0033 0.0073 0.0058 0.0044 0.0234
ZDT6M 5.32523 3.8567 4.0234 3.9424 3.2423
0.0028 0.0046 0.0016 0.0038 0.06214
DTLZ1 0.0946 0.0834 0.0643 0.0345 0.0103
0.0030 0.0015 0.0046 0.0071 0.0078
DTLZ2 0.0146 0.0104 0.0099 0.0092 0.0047
0.0039 0.0042 0.0024 0.0073 0.0014
DTLZ3 0.1325 0.4356 0.6435 0.5242 0.0987
0.0066 0.0031 0.0065 0.0088 0.2415
DTLZ4 0.8135 0.7342 0.8635 0.7235 0.8474
0.0022 0.0018 0.0067 0.0081 0.4514
DTLZ7 1.0353 0.8635 5.3523 0.5463 0.4071
0.0049 0.0023 0.0048 0.0041 0.0098
LSS 0.9355 0.7342 0.7354 0.83521 0.2027
a=0.5 0.0039 0.0010 0.0072 0.0067 0.0110
UF1 0.1024 0.1005 0.9422 0.1103 0.0924
0.0030 0.0074 0.0028 0.0052 0.0097
UF2 0.0824 0.0722 0.9242 0.0835 0.0624
0.0097 0.0095 0.0080 0.0023 0.0060
UF3 3.2532 0.0653 3.633 3.2453 2.3532
0.0038 0.0029 0.0061 0.0094 0.0055
UF4 0.9474 0.8462 0.9943 0.9463 0.7653
0.0043 0.0090 0.0041 0.0045 0.0042
UF5 1.3643 1.3533 5.2342 1.1242 1.2424
0.0025 0.0080 0.0053 0.0091 0.0086
UF6 0.8344 1.3542 1.6453 1.2425 1.3053
0.0067 0.0040 0.0074 0.0023 0.0018
UF7 1.2422 0.8342 1.1143 1.0242 0.9242
0.0054 0.0032 0.0080 0.0032 0.0025

the maximum, the convergence is significantly faster for SMS-
EMOA-HNM, saving about 20 000 function evaluations. Fig. 4
shows the advantage of using the HNM for the refinement
of the final approximations produced by a global approach
by saving function evaluations and reaching better hypervol-
ume values. The above-mentioned superiority does not only
hold when considering the hypervolume value but also the
approximation quality of the PS. Fig. 5 shows a numerical
result of SMS-EMOA-HNM and its base MOEA on the Lame
Super Sphere problem with n = 2 for a budget of 20000
function evaluations. The PS is the line segment connecting
the points (0,0)" and (1, 1)T. Apparently, the approximation
quality of SMS-EMOA-HNM is much better than the one from
SMS-EMOA. Remarkably, the approximation quality of the
latter cannot reach the other one even if the function eval-
uation budget is increased. This observation gets confirmed
in Table VII, where the approximation qualities (measured
via the averaged Hausdorff distance A, [21]) of the final
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populations for all problems and algorithms are displayed.
Then, SMS-EMOA-HNM significantly outperforms five other
MOEAs on our chosen benchmark functions.

The proposed HNM only works for BOPs. Such prob-
lems have to be continuous and second-order differentiable.
A problem for extending the applicability of the method for
m > 2 is the time complexity of the computation of the
hypervolume Hessian matrix. However, by using the same
framework and by adapting a quasi-Newton method, we could
tackle problems with m > 2. The adaptation of the HNM is
left for future work.

VII. CONCLUSION

In this paper, we have propagated the use of a population-
based Newton method for hypervolume maximization within
specialized memetic strategies for the treatment of sufficiently
smooth continuous MOPs. First of all, we have derived the
hypervolume Hessian matrix for a given MOP and popula-
tion analytically and have fully expressed the matrix for the
case of a BOP. Further, we have investigated under which
condition the matrix has full rank. Next, we have proposed
the population-based HNM for hypervolume maximization for
unconstrained MOPs and have made first attempts for the ade-
quate treatment of constraints. For the proposed method, we
could expect the following features:

1) local quadratic convergence in the unconstrained case;

2) set-based local search;

3) save function evaluations;

4) reach in most of the cases a near optimal H value;

5) invariant to different geometries of PFs;

6) not well performed over nonlinear and disconnect PSs;

7) necessity of a good starting point to avoid getting stuck;

8) necessity of the computation of the Hessian matrix.

Since the convergence holds only locally, we have proposed
in the sequel SMS-EMOA-HNM, a hybrid of HNM and SMS-
EMOA to obtain a fast and reliable solver for continuous
BOPs. Numerical results and comparisons have finally shown
the benefit of the novel memetic algorithm.

For future work, it would be desirable to develop and test
more advanced constrained handling techniques which would
increase the applicability of the method. Also, an adaptation
of HNM for m > 2 (quasi-Newton method) and a study
of the best choice of r will be pursued. Moreover, the sin-
gularity of the Hessian matrix will be inspected around the
stationary point of the hypervolume indicator and the singu-
larity conditions obtained in this paper should be generalized
to the scenario when p > 2. Finally, the application of
the novel hybrid to real-world problems would be of great
interest.
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