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OBJECTIVES This study designed and evaluated an end-to-end deep learning solution for cardiac segmentation and

quantification.

BACKGROUND Segmentation of cardiac structures from coronary computed tomography angiography (CCTA) images

is laborious. We designed an end-to-end deep-learning solution.

METHODS Scans were obtained from multicenter registries of 166 patients who underwent clinically indicated CCTA.

Left ventricular volume (LVV) and right ventricular volume (RVV), left atrial volume (LAV) and right atrial volume (RAV),

and left ventricular myocardial mass (LVM) were manually annotated as ground truth. A U-Net�inspired, deep-learning

model was trained, validated, and tested in a 70:20:10 split.

RESULTS Mean age was 61.1 � 8.4 years, and 49% were women. A combined overall median Dice score of 0.9246

(interquartile range: 0.8870 to 0.9475) was achieved. The median Dice scores for LVV, RVV, LAV, RAV, and LVM were

0.938 (interquartile range: 0.887 to 0.958), 0.927 (interquartile range: 0.916 to 0.946), 0.934 (interquartile range:

0.899 to 0.950), 0.915 (interquartile range: 0.890 to 0.920), and 0.920 (interquartile range: 0.811 to 0.944),

respectively. Model prediction correlated and agreed well with manual annotation for LVV (r ¼ 0.98), RVV (r ¼ 0.97),

LAV (r ¼ 0.78), RAV (r ¼ 0.97), and LVM (r ¼ 0.94) (p < 0.05 for all). Mean difference and limits of agreement for LVV,

RVV, LAV, RAV, and LVM were 1.20 ml (95% CI: �7.12 to 9.51), �0.78 ml (95% CI: �10.08 to 8.52), �3.75 ml

(95% CI: �21.53 to 14.03), 0.97 ml (95% CI: �6.14 to 8.09), and 6.41 g (95% CI: �8.71 to 21.52), respectively.

CONCLUSIONS A deep-learning model rapidly segmented and quantified cardiac structures. This was done with

high accuracy on a pixel level, with good agreement with manual annotation, facilitating its expansion into areas of research

and clinical import. (J Am Coll Cardiol Img 2020;13:1163–71) © 2020 by the American College of Cardiology Foundation.
N 1936-878X/$36.00 https://doi.org/10.1016/j.jcmg.2019.08.025
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CCTA = coronary computed

tomography angiography

CMR = cardiac magnetic
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CVD = cardiovascular disease

LAV = left atrial volume

LVM = left ventricular

myocardial mass

LVV = left ventricular volume

RAV = right atrial volume

RVV = right ventricular volume
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T he imaging of cardiac structures is
essential in the diagnosis and prog-
nosis of cardiovascular disease

(CVD) and is a useful tool in monitoring pro-
gression and therapeutic response. Coronary
computed tomography angiography (CCTA)
provides rapid, noninvasive, isotropic
whole-heart imaging with high-spatial reso-
lution. Structural and functional parameters
obtained from CCTA imaging correlate well
with those from echocardiographic and car-
diac magnetic resonance (CMR) (1,2).
Although commercial software packages
may provide semi-automated delineation
and quantification of cardiac structures, substantial
manual input is still required (3). This is time-
consuming and may be operator-dependent.

Machine learning develops novel algorithmic stra-
tegies for the construction of inferential predictive
models using large datasets, and its use in cardiac
imaging is expanding (4). Within machine learning,
deep learning is a subdomain that uses more sophis-
ticated frameworks to perform automated feature
(parameter) extraction. Using deep networks with
many intermediate layers of artificial “neurons,”
deep learning can model complex relationships be-
tween inputs and outputs. In this way, deep learning
can substantially outperform systems that are
dependent on experts or that are hand-crafted (5). In
this study, we developed and evaluated an auto-
mated, end-to-end, deep-learning model for the
identification and quantification of cardiovascular
structures from CCTAs.

METHODS

STUDY POPULATION. The study population con-
sisted of a randomly selected convenience sample
aggregation of 2 international, multicenter, prospec-
tive observational registries that were described in
detail elsewhere (6,7). Briefly, patients who under-
went clinically indicated CCTA were included, with
prospectively collected history, risk factors, and
symptoms at baseline. Inclusion criteria were pa-
tients undergoing clinically indicated CCTA and age
18 years or older. Exclusion criteria were known cor-
onary artery disease, hemodynamic instability,
inability to provide consent, pregnancy, known adult
s attest they are in compliance with human studies committees

nd Food and Drug Administration guidelines, including patient co

ardiovascular Imaging author instructions page.

received May 30, 2019; revised manuscript received August 8, 2
congenital heart disease, baseline irregular heart
rhythm, heart rate $100 beats/min, systolic blood
pressure #90 mm Hg, contraindications to beta-
blockers or nitroglycerin or adenosine, and uninter-
pretable CCTA. Each site obtained local institutional
review board or ethics board approval.

IMAGE ACQUISITION AND SEGMENTATION. Scans were
performed using $64 detector row scanners. Image
acquisition, image post-processing, and data inter-
pretation were performed according to current
guidelines (8,9). Images were obtained and recon-
structed at 0.50-mm intervals. Digital Imaging and
Communications in Medicine files for site CCTAs were
transmitted to a core laboratory, where annotation of
the cardiac structures was done by level III experi-
enced technologists who were blinded to all other
data. Five cardiac structures were annotated in total
using Adobe Photoshop (Adobe Systems, San Jose,
California): left and right ventricular volume (LVV,
RVV); left and right atrial volume (LAV, RAV); and left
ventricular myocardial mass (LVM). LVV and RVV
were delineated by the left and right ventricular
endocardial borders, respectively. These excluded
papillary muscles and trabeculations, and followed
the contours below the atrioventricular valve planes
on a 3-dimensional isotropic voxel level. LAV and
RAV measurements included the appendage, but
excluded adjacent veins, and were delineated by
identifying the endocardial borders. LVM was calcu-
lated as the left ventricular myocardial volume
derived by the delineation of its endocardial and
epicardial borders and multiplied with the specific
gravity of myocardial tissue (assuming a tissue density
of 1.05 g/ml) (3). These annotations, which were estab-
lished and verified by board-certified cardiologists, were
used as the “ground truth” for the deep-learning model.

SPLITTING OF DATASET AND PREPROCESSING.

The entire dataset containing 166 patients was split
into 3 parts so that no 2 parts contained images from
the same patient: training (70%, n ¼ 132, 9,156 im-
ages); validation (20%, n ¼ 34, 2,591 images); and
testing (10%, n ¼ 17, 1,477 images). The process of
extraction of the ground truth from the annotated
images was accomplished by an open source Python
library known as “psd_tools” (10). The annotated sli-
ces were extracted from the annotated Photoshop
files and were arranged according to the color coding
and animal welfare regulations of the authors’ in-

nsent where appropriate. For more information, visit

019, accepted August 23, 2019.
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CENTRAL ILLUSTRATION Deep Learning Architecture
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The deep-learning network architecture. Each green block consists of 2 consecutive sets of 3 � 3 Convolution layer, Rectified Linear Unit activation, and Batch

Normalization. The number of feature maps in each layer is indicated at the top of each box, whereas the size of each feature map per layer is on the left.

Colored arrows indicate separate operations as shown.
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assigned for each label. Because the Digital Imaging
and Communications in Medicine volumes were
converted to have an isotropic voxel spacing of
0.625 � 0.625 � 0.625 mm, the extracted labels would
also have the same isotropic resolution. As a pre-
processing step, the images were windowed with a
Hounsfield unit (HU) window (�300 to 500) so that all
structures to be segmented were sufficiently visible.
Each input image contained a pair of complementary
label images. All the images and labels were then
resized to 512 � 512 and passed to the model.

DEEP-LEARNING MODEL. The deep-learning archi-
tecture used was U-Net (11). This network was used for
biomedical image segmentation in the past and
demonstrated good performance on segmentation of
organs in chest images (12). It consists of 4 layers in
which the image is down sampled by a Conv3 � 3 layer
that consists of 2 runs through a set of component
operations (convolution with 3 � 3 kernel, rectified
linear unit, and a batch normalization layer) (Central
Illustration). The resultant feature maps are down
sampled by one-half the resolution by a 2� 2 Max-pool
layer. After 4 layers of this, the feature maps are up
sampled by transposed convolution using a kernel size
of 2 and a stride of 2, followed by successive Conv3 � 3
blocks. The feature maps from the contracting path
are concatenated with the up sampled feature maps of
the expanding path. At the last layer, the feature maps
are reduced from 128 to 2 using a Conv1 � 1 block that
consist of a 1 � 1 convolutional kernel; pixel-wise
probabilities for belonging to each class is obtained
once this is passed to a Softmax layer. Five separate
but similar networks were trained for each structure
(i.e., 1 network per structure).

TRAINING STRATEGY AND MODEL EVALUATION.

The images were randomly shuffled and passed to the
network with a batch size of 4 at a resolution of 512 �
512. The network was made to output binary masks
for 2 classes (i.e., the foreground and the back-
ground). Dice loss was used to train the network. The
Dice loss was calculated by subtracting the mean Dice
similarity score from 1 (13). An Adam optimizer was
used with a learning rate of 0.001 to carry out training
(14). The outputs were compared with the ground
truth that contained complimentary images of the
contour of interest using the Dice loss. The network
with the lowest Dice loss on the validation set was
selected and evaluated on the test set. Each model
was trained for 50 epochs. The model with the best
validation loss was chosen among these epochs. The
data were shuffled every epoch.

The image-based performance metric was based on
Dice loss, calculated by subtracting the mean Dice
similarity score from 1 (13). The Dice similarity score
quantifies the pixel-wise degree of similarity between
the model-predicted segmentation mask and the ground
truth, and ranges from 0 (no similarity) to 1 (identical).
Mathematically, it can be expressed as follows:



TABLE 1 Baseline Characteristics (N ¼ 166)

Age, yrs 61.14 � 8.38

Female 48.795

Diabetes mellitus 32.53

Dyslipidemia 45.18

Hypertension 53.61

Smoker 15.06

Values are mean � SD or %.

TABLE 2 Ground Truth Measurements

Structure/Category p Value

LVV (ml)

Overall 47.46 � 20.27 d

Male 46.65 � 15.53 0.815

Female 48.36 � 24.51

Age <65 yrs 39.01 � 13.38 0.200

Age $65 yrs 54.96 � 22.30

RVV (ml)

Overall 65.44 � 18.78 d

Male 63.91 � 14.94 0.749

Female 67.16 � 22.20

Age <65 yrs 59.78 � 12.38 0.481

Age $65 yrs 70.46 � 21.82

LAV (ml)

Overall 43.35 � 13.25 d

Male 40.60 � 12.92 0.423

Female 46.44 � 12.93

Age <65 yrs 42.59 � 11.87 0.963

Age $65 yrs 44.03 � 14.33

RAV (ml)

Overall 44.74 � 14.37 d

Male 41.78 � 11.47 0.541

Female 48.08 � 16.43

Age <65 yrs 41.37 � 10.41 0.277

Age $65 yrs 47.74 � 16.57

LVM (g)

Overall 69.95 � 21.35 d

Male 67.76 � 15.77 0.963

Female 72.40 � 26.03

Age <65 yrs 62.83 � 18.34 0.277

Age $65 yrs 76.27 � 21.84

Values are mean � SD.

LAV ¼ left atrial volume; LVM ¼ left ventricular myocardial mass;
LVV ¼ left ventricular volume, RAV ¼ right atrial volume; RVV ¼ right ventricular
volume.
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Dice similarity coefficient ¼
ð2 $ True PositiveÞ

ð2 $ True Positiveþ False Positiveþ False NegativeÞ

STATISTICAL ANALYSIS. Statistical analysis was
performed using R version 3.5.0 (R Core Team, R
Foundation, Vienna, Australia). Continuous and nor-
mally distributed variables were expressed by their
mean � SD and categorical data by their numbers
(percentages). Levels of agreement between the
model prediction and ground truth (manual annota-
tion) were assessed on the test set with the Bland–
Altman difference against mean plot. Pearson
correlation’s test of volumes and mass between
model prediction and ground truth were similarly
assessed. Dice scores were summarized as medians
and quartiles. Subgroup analysis of Dice scores by sex
and age were compared by Wilcoxon’s test. A p value
of <0.05 was considered significant.

RESULTS

The dataset consisted of 166 patients, with 13,224
images and 3.466 billion pixels. The cohort mean age
was 61.1 � 8.4 years, and 49% were women (Table 1).
There were no significant differences for patient
characteristics among the training, validation, and
test sets (Supplemental Table 1). Mean LVV was 47.46
� 20.27 ml, RVV was 65.44 � 18.78 ml, LAV was 43.35
� 13.25 ml, and RAV was 44.74 � 14.37 ml (Table 2).
Mean LVMwas 69.95� 21.35 g. There were no significant
differences between sexes or between ages younger than
65 years and 65 years or older for all parameters.

For all 5 structures (LVV, RVV, LAV, RAV, LVM), a
combined overall median Dice score of 0.9246
(interquartile range: 0.8870 to 0.9475) was achieved
on the validation set. Comparisons among the orig-
inal image, manual annotation, and model prediction
are shown in Figure 1. The median Dice scores for
LVV, RVV, LAV, RAV, and LVM were 0.938 (inter-
quartile range: 0.887 to 0.958), 0.927 (interquartile
range: 0.916 to 0.946), 0.934 (interquartile range:
0.899 to 0.950), 0.915 (interquartile range: 0.890 to
0.920), and 0.920 (interquartile range: 0.811 to
0.944), respectively (Table 3). For LVV, although
there was no significant difference in model predic-
tion performance between the scores for male (0.923)
and female (0.953) patients (p ¼ 0.200), there was a
difference between scores for ages younger than 65
years (0.958) and 65 years or older (0.834)
(p ¼ 0.002). For RVV, there were no significant
differences between sexes (men ¼ 0.916;
women ¼ 0.927) or age groups (age younger than 65
years ¼ 0.927, age 65 years or older ¼ 0.926). For the
LAV, there were no significant differences in Dice
scores between sex- or age-based subgroups
(men ¼ 0.918, women ¼ 0.943; age younger than 65
years ¼ 0.945, age 65 years or older ¼ 0.918), nor were
there differences for the RAV (men ¼ 0.892,
women ¼ 0.917; age younger than 65 years ¼ 0.915,
age 65 years or older ¼ 0.900) or the LVM
(men ¼ 0.855, women ¼ 0.938; age younger than 65
years ¼ 0.935, age 65 years or older ¼ 0.850) (p > 0.05
for all). Automated segmentation for all 5 structures

https://doi.org/10.1016/j.jcmg.2019.08.025


FIGURE 1 Model Prediction

Comparisons (left to right) between the original image, ground truth manual annotation (green) deep learning model mask (red) and pre-

diction overlaid on the image (red) are shown for the: (A) left ventricular volume (LVV), (B) right ventricular volume (RVV), (C) left atrial

volume (LAV), (D) right atrial volume (RAV), and (E) left ventricular myocardial mass (LVM).
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took 13.13 s/patient, at 0.124 s/slice, whereas manual
segmentation took approximately 1 h/patient. Intra-
reader agreement was high with correlation co-
efficients for the LVV, RVV, LAV, RAV, and LVM of
0.999, 0.999, 0.998, 0.985, and 0.993, respectively.
Correlation coefficients for inter-reader agreement
for LVV, RVV, LAV, RAV, and LVM were 0.999, 0.995,
0.980, 0.978, and 0.993, respectively.

Overall, the model prediction for all structures
correlated well with no significant differences
compared with manual annotation ground truth. LVV
as predicted by the model correlated well (r ¼ 0.98;
p < 0.05), with a difference in measurement of 1.19 �
4.12 ml or 5.0 � 13.0% (p ¼ 0.35), as did RVV predic-
tion (r ¼ 0.97; p < 0.05), with a volume difference of
0.78 � 4.60 ml or 1.3 � 9.0% (p ¼ 0.85). LAV corre-
lated marginally less well (r ¼ 0.78; p < 0.05), but
there was still no significant difference between the
model prediction and manual annotation (3.75 �
8.80 ml or 8.0 � 17.0%; p ¼ 0.28). RAV correlated



TABLE 3 Model Performance

Structure/Category p Value

LVV

Overall 0.938 (0.887–0.958) d

Male 0.923 (0.742–0.942) 0.200

Female 0.953 (0.922–0.960)

Age <65 yrs 0.958 (0.942–0.965) 0.002

Age $65 yrs 0.834 (0.712–0.926)

RVV

Overall 0.927 (0.916–0.946) d

Male 0.916 (0.741–0.934) 0.236

Female 0.927 (0.925–0.956)

Age <65 yrs 0.927 (0.916–0.946) 0.541

Age $65 yrs 0.926 (0.683–0.940)

LAV

Overall 0.934 (0.899–0.950) d

Male 0.918 (0.493–0.945) 0.167

Female 0.943 (0.93–0.952)

Age <65 yrs 0.945 (0.928–0.950) 0.167

Age $65 yrs 0.918 (0.467–0.940)

RAV

Overall 0.915 (0.890–0.920) d

Male 0.892 (0.687–0.920) 0.114

Female 0.917 (0.914–0.943)

Age <65 yrs 0.915 (0.914–0.920) 0.423

Age $65 yrs 0.900 (0.661–0.938)

LVM

Overall 0.920 (0.811–0.944) d

Male 0.855 (0.580–0.935) 0.093

Female 0.938 (0.915–0.947)

Age <65 yrs 0.935 (0.90–0.945) 0.139

Age $65 yrs 0.850 (0.558–0.935)

Values are median (25th to 75th quartiles).

Abbreviations as in Table 2.
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better ([r ¼ 0.97; p < 0.05]; difference: 0.97 � 3.52 ml
or 2.0 � 8.0%; p ¼ 0.31]). LVM correlated well
(r ¼ 0.94; p < 0.05) with a difference of 6.72 � 7.85 g
or 10.0 � 11.0% (p < 0.05). Bland-Altman and linear
regression plots are shown (Figure 2), with the mean
difference and limits of agreement for LVV, RVV,
LAV, RAV, and LVM being 1.20 ml (95% CI: �7.12 to
9.51), �0.78 ml (95% CI: �10.08 to 8.52), �3.75 ml
(95% CI: �21.53 to 14.03), 0.97 ml (95% CI: �6.14 to
8.09), and 6.41 g (95% CI: �8.71 to 21.52), respectively.

DISCUSSION

In this study, a deep-learning model provided rapid,
end-to-end, automated, pixel-wise identification of
the 4 cardiac chambers and LV wall in CCTAs, with
quantification of practically relevant parameters. The
model exhibited high accuracy and agreed well with
manual annotation across sex- and age-stratified
subgroups in this multicenter, international cohort.
On a pixel level, this model was able to identify
cardiac structures with high accuracy, as reflected by
high Dice scores. Although a previous study using
CCTA had a Dice score of 0.92, it used a thresholding,
rather than a deep-learning method, to segment the
LAA (15). A deep-learning method to segment the
same structure obtained a superior Dice score of 0.95,
as did one that segmented the LVM, with a score of
0.91 (16,17). However, in contradistinction to these
studies, the present study identified multiple struc-
tures. Although another study used deep learning for
multiple structures with comparable accuracies to the
present model, accuracy was evaluated on a lower
resolution patch-level basis, with a single patch
equivalent to 961 pixels (18). This might result in a
large difference when measuring volumes of struc-
tures. The present model’s pixel-based accuracy
translated with high correlation and narrow limits of
agreement for practically meaningful measurements
of cardiac structures. Although different in approach,
a 3-dimensional, mesh-based segmentation model of
the same structures performed more rapid segmen-
tation in 4 s (19). A similar study segmented 2 addi-
tional structures in 20 patients and obtained a Dice
score of 0.90 (20).

To have practical import, this model was evaluated
with regard to volume and mass quantification of
cardiac structures, with high correlation coefficients
and low measurement differences. These margins err
comparable or markedly narrower than those found
in other deep-learning studies. Compared with the
present study, a previous study using deep learning
to quantify LVV and LVM in CMR showed larger dif-
ferences, with wider limits of agreement (21). Another
deep-learning CMR study of 20 patients showed
comparable or lower agreement of LVV and LAV (22).
A larger deep-learning CMR study tested on 196 pa-
tients found higher correlation than the present study
(r ¼ 0.99), but with significant underestimation of
LVV and LVM, and with wider limits of agreement in
the study by Tao et al. (23). In echocardiography, a
larger study on LVV obtained a comparable correla-
tion of 0.95 and absolute mean error of 9.5 ml (24). A
nuclear myocardial perfusion feasibility study on 56
patients also obtained a comparable correlation of
0.91 (Dice score: 0.93) when segmenting the LVM (25).

In previous non-deep�learning studies, correlation
coefficients were lower, not only between modalities,
but between differing measurement methods within
the same modality (26). Furthermore, the agreement
between the present prediction model and the ground
truth was comparable to inter- and intra-reader
agreements in multiple other manual studies (3,27).
A deep-learning model reproduced the same result



FIGURE 2 Model Agreement and Correlation With Manual Annotation
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every time, giving a hypothetical intra-reader agree-
ment of 1.0.

This could benefit clinical workflow because it
raises the future possibility of a deep-learning “sec-
ond reader.” Double reading reduces variability and
FIGURE 3 Incorrect Model Prediction

An example of incorrect LAV prediction by the model (left to right): the

prediction overlaid on the image (red). Abbreviation as in Figure 1.
interpretative error, and results in clinically impactful
decision changes, but is still sparsely implemented
due to time and cost issues. The ability to segment
structures may also allow computer-aided detection
to evaluate abnormal cardiac structure morphology.
original image, ground truth manual annotation (green), deep-learning model mask (red), and



PERSPECTIVES

COMPETENCY IN MEDICAL KNOWLEDGE: We

developed and evaluated a rapid deep-learning

method to segment and measure the 4 cardiac

chambers and the left ventricular myocardium with

good correlation and agreement to manual methods.

TRANSLATIONAL OUTLOOK: Manual measure-

ment of cardiac structures is laborious. Deep learning

allows rapid and robust performance of this task,

allowing quicker and larger datasets and measure-

ments to be gathered for research and clinical use.
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In addition, the rapid 13s throughput could allow
future integration into clinical workflows with mini-
mal disruption, helping to reduce workload burden
for the imaging clinician and minimizing fatigue (28).
As such, this model tentatively portends clinical
integration that increases interpretive speed at
potentially low cost, while reducing sources of
interpretive error.

STUDY LIMITATIONS. A limitation of this study was
the cohort size. Although the study design included a
hold-out 10% test set that was never seen until the
final evaluation, this test set only included 17 pa-
tients. This hold-out set consisted of 1,477 images,
which was more than amply acceptable for medical
image-based, deep-learning applications (29). The
high Dice score attested to the model’s robustness
between these 2 groups, but overfitting could not be
ruled out. Nevertheless, the model did make incorrect
predictions (Figure 3). Furthermore, LVV wall pre-
diction was significantly better in the younger than 65
years age group. Because the training, validation, and
test sets were not significantly different, the differ-
ence in Dice score might perhaps be attributable to a
higher prevalence of comorbidities that might have
affected image quality (e.g., atrial fibrillation, respi-
ratory disorders). This was outside the scope of the
present study. A larger training and testing cohort
and external validation will address these issues and
improve real-world model performance. Integration
of additional structures into the model (e.g., valves)
will increase the applicability of the model. In addi-
tion, the scan timing of these images did not optimize
contrast opacification of the RVV and RAV. Last, for
image extraction and ease of integration into model
architecture, annotation was done using Photoshop,
instead of clinically conventional image annotation
software, a gap that needs to be bridged for clinical
integration.

CONCLUSIONS

An end-to-end, deep-learning model was able to
detect and segment cardiac structures from CCTA
images with high accuracy when evaluated on a pixel
level, as well as compared with manual measurement
values. This was done in a rapid manner, potentiating
expansion into areas of research and clinical import.

ADDRESS FOR CORRESPONDENCE: Dr. Lohendran
Baskaran, Weill Cornell Medical College and the Dalio
Institute of Cardiovascular Imaging, 413 East 69th
Street, Suite 108, New York, New York 10021. E-mail:
lob2008@med.cornell.edu.
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