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Computational approaches to dissociative
chemisorption on metals: towards chemical
accuracy

Geert-Jan Kroes

We review the state-of-the-art in the theory of dissociative chemisorption (DC) of small gas phase molecules

on metal surfaces, which is important to modeling heterogeneous catalysis for practical reasons, and for

achieving an understanding of the wealth of experimental information that exists for this topic, for fundamental

reasons. We first give a quick overview of the experimental state of the field. Turning to the theory, we address

the challenge that barrier heights (Eb, which are not observables) for DC on metals cannot yet be calculated

with chemical accuracy, although embedded correlated wave function theory and diffusion Monte-Carlo are

moving in this direction. For benchmarking, at present chemically accurate Eb can only be derived from

dynamics calculations based on a semi-empirically derived density functional (DF), by computing a sticking

curve and demonstrating that it is shifted from the curve measured in a supersonic beam experiment by no

more than 1 kcal mol�1. The approach capable of delivering this accuracy is called the specific reaction

parameter (SRP) approach to density functional theory (DFT). SRP-DFT relies on DFT and on dynamics

calculations, which are most efficiently performed if a potential energy surface (PES) is available. We therefore

present a brief review of the DFs that now exist, also considering their performance on databases for Eb for gas

phase reactions and DC on metals, and for adsorption to metals. We also consider expressions for SRP-DFs

and briefly discuss other electronic structure methods that have addressed the interaction of molecules with

metal surfaces. An overview is presented of dynamical models, which make a distinction as to whether or not,

and which dissipative channels are modeled, the dissipative channels being surface phonons and electronically

non-adiabatic channels such as electron–hole pair excitation. We also discuss the dynamical methods that have

been used, such as the quasi-classical trajectory method and quantum dynamical methods like the time-

dependent wave packet method and the reaction path Hamiltonian method. Limits on the accuracy of these

methods are discussed for DC of diatomic and polyatomic molecules on metal surfaces, paying particular

attention to reduced dimensionality approximations that still have to be invoked in wave packet calculations on

polyatomic molecules like CH4. We also address the accuracy of fitting methods, such as recent machine

learning methods (like neural network methods) and the corrugation reducing procedure. In discussing the

calculation of observables we emphasize the importance of modeling the properties of the supersonic beams

in simulating the sticking probability curves measured in the associated experiments. We show that chemically

accurate barrier heights have now been extracted for DC in 11 molecule–metal surface systems, some of which

form the most accurate core of the only existing database of Eb for DC reactions on metal surfaces (SBH10).

The SRP-DFs (or candidate SRP-DFs) that have been derived show transferability in many cases, i.e., they have

been shown also to yield chemically accurate Eb for chemically related systems. This can in principle be

exploited in simulating rates of catalyzed reactions on nano-particles containing facets and edges, as SRP-DFs

may be transferable among systems in which a molecule dissociates on low index and stepped surfaces of the

same metal. In many instances SRP-DFs have allowed important conclusions regarding the mechanisms under-

lying observed experimental trends. An important recent observation is that SRP-DFT based on semi-local

exchange DFs has so far only been successful for systems for which the difference of the metal work function

and the molecule’s electron affinity exceeds 7 eV. A main challenge to SRP-DFT is to extend its applicability to

the other systems, which involve a range of important DC reactions of e.g. O2, H2O, NH3, CO2, and CH3OH.

Recent calculations employing a PES based on a screened hybrid exchange functional suggest that the road to

success may be based on using exchange functionals of this category.
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1. Introduction

The accurate modeling of dissociative chemisorption (DC)
reactions on metal surfaces is of large practical importance to
the description of heterogeneous catalysis, by which the majority
of chemicals are made.1 DC reactions often constitute the
elementary reactions that control the rate of the catalyzed
process.2,3 Well known examples of such reactions include the
DC of methane in steam reforming,4 which is presently the
main commercial process for hydrogen production, and of N2 in
ammonia production,5,6 which helps feed a large part of the
world population. With the theoretical methods now existing
one can predict trends in transition metal (TM) catalysis,
and which materials should be good catalysts for producing
specific chemicals.7 However, theory is not yet very accurate for
computing rates, as illustrated by errors in the computed rate of
ammonia production still being as large as 1–2 orders of
magnitude.8 On the one hand, it is fortunate that in computing
rates of catalyzed processes one can focus on accurately modeling
the transition states (TSs) and reaction intermediates with a high
degree of rate control.9 On the other hand, the ability to accurately
compute rates depends crucially on the accuracy with which
reactions barrier heights,2,3 and more generally, the molecule–
surface interaction10 can be computed. As discussed further below,
this poses a major problem to the accurate calculation of rates of
heterogeneously catalyzed processes, and the catalysis literature
has emphasized the need for higher accuracy than afforded by
current density functionals (DFs) for achieving predictive power.11

Dissociative chemical reactions are also of interest for
fundamental reasons. Initial state selected reaction probabilities
may depend strongly on the initial vibrational and rotational
state of the molecule,12–14 and such findings provide information
on the geometry of the TS to the reaction.15,16 Experiments can
also determine how strongly the reaction probability depends on
the initial orientation of the molecule with respect to the surface,
and on whether the surface can act to reorient the molecule while
it travels to the barrier.17,18 Experiments on polyatomic molecules
have also shown that different vibrations may exhibit different

efficacies for promoting reaction,19 and that the dissociation
reaction may be bond selective.20 Reactions can be strongly
promoted by surface atom motion through increasing the surface
temperature (Ts),

21 and it has been argued that for specific systems
the DC can be affected by electron–hole pair (ehp) excitation.22,23

Experiments on vibrationally inelastic scattering24,25 and on
diffractive scattering26 (which has recently become measurable
also for polyatomic molecules like methane27) may also yield
information on the geometry of the TS. Modeling these experi-
ments to obtain a thorough understanding of the physics
underlying the trends revealed by the experiments requires an
accurate description of the molecule–surface interaction.28–30

The main challenge to theorists aiming for an accurate
description of DC reactions on metals is the present absence
of a first principles electronic structure method that can
compute molecule–metal surface interaction energies and the
corresponding reaction barriers with chemical accuracy (with a
generally accepted definition being 1 kcal mol�1 31). With the
semi-local DFs that are applicable in developing potential
energy surfaces (PESs) with density functional theory (DFT) or in
density functional theory molecular dynamics (DFMD) calculations
for DC on metals, the best available DF for gas phase reactions
(MN-15L, a meta-gradient approximation functional) shows a
mean unsigned error of 1.7 kcal mol�1 for barrier heights.32

However, this DF, which was obtained semi-empirically by
fitting to several databases,32 actually shows a mean unsigned
error (MUE) of 4.1 kcal mol�1 for molecular adsorption of
closed-shell molecules on metals.33 More importantly, first
principle methods that can at least compute chemically accurate
interaction energies for a few points have not yet been demon-
strated. Diffusion Monte-Carlo (DMC) calculations on the bench-
mark H2 + Cu(111) reaction underestimated the best available
value of the reaction barrier height (Eb) by 1.6 � 1.0 kcal mol�1.34

Dynamics calculations based on an embedded correlated wave
function (ECW) method were able to reproduce dissociation
probabilities of O2 scattering from Al(111) with high accuracy,
but not yet with chemical accuracy.35 While for gas phase reactions
of small molecules highly accurate CCSD(T)36 Eb are available in
several databases,37,38 databases for Eb based on accurate first
principles method are simply absent for DC on metals.

In the absence of chemically accurate first principles methods
for molecules interacting with metals, the fact that a reaction
barrier is not a direct observable poses an extra challenge.
Specifically, a reaction barrier can obviously be computed with
chemical accuracy using a TS search with a chemically accurate
electronic structure method, but in the absence of such an
accurate method this approach is not useful. An alternative
approach uses a dynamics method to compute a physical
quantity that is an observable (the reaction probability curve,
i.e., the initial sticking coefficient (S0) as a function of the
incidence energy (Ei), which can be measured in a supersonic
molecular beam (MB) experiment). Such an experiment is able
to probe the reactivity of well-defined, specific Miller index
surfaces, making it suitable for validation. In contrast, in kinetics
experiments performed under thermal conditions the reaction
often takes place at steps, kinks, vacancies or other defects,39,40
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making these experiments unsuitable for validation purposes,
as the computational determination of the barrier geometry
becomes ambiguous due to the surface geometry of the reaction
site(s) not being well defined.41

The solution to the problem posed by the two challenges
discussed above, which we will discuss in this review, is based
on the specific reaction parameter (SRP) approach to density
functional theory (SRP-DFT), which was first developed
by Truhlar and co-workers for reactions taking place in the
condensed phase.42 In the procedure used for DC on a metal
surface, a suitable trial DF is constructed, with usually one
adjustable parameter.43 Next, dynamics calculations are per-
formed, either on the basis of a PES43 or with direct dynamics,44

and the parameter (and possibly the form) of the DF is adjusted
until the measured S0 is reproduced to within chemical accuracy.
Once that has been achieved, and after it has been demonstrated
that dynamics calculations on the basis of the determined DF can
also reproduce another experiment on the same system with
chemical accuracy, the DF is called a SRP density functional
(SRP-DF).43,44 The procedure is obviously semi-empirical, and as
designed it is also specific to the system investigated. An
advantage of SRP-DFT is that it allows chemically accurate Eb

to be extracted, as can be argued43 on the basis of the so-called
hole model.45 Also, it has already been shown that SRP-DFs may
exhibit transferability, i.e., a SRP-DF designed to reproduce results
for a specific system may also yield chemically accurate results
for chemically related systems.46–48 As will be discussed below, the
SRP-DFT approach has now resulted in chemically accurate barriers
for 11 molecule–surface reactions. The SRP-DFT approach has
provided the most accurate core of the only existing database for
barriers for DC of small molecules on metal surfaces (SBH10),
which takes all its carefully chosen references from experiments.49

The need to compare with experiments based on dynamics
calculations leads to yet more challenges. While it may be
possible to accurately model dissociation of H2 on cold metal
surfaces with the static surface approximation,28 for accurate
results it is usually necessary to model surface atom motion for
molecules heavier than H2 and its isotopologues.50–53 Further-
more, DC on metals may be affected by ehp excitation,22,54 and
there is uncertainty about how to best model this effect on
reaction.55–59 Quantum dynamics (QD) calculations on reaction
of polyatomic molecules like CH4 or H2O on metal surfaces
necessarily involve approximations.50,60,61 Direct dynamics44,47

or quasi-classical trajectory (QCT) calculations62,63 can model
motion in all molecular degrees of freedom (DOFs) and in the
surface atom motion. However, the application of these methods
requires careful thought about the experimental conditions
for which they should produce valid results.44,47 Furthermore,
because the calculation of reaction probabilities o0.01 is not yet
within reach of direct dynamics methods, such calculations
require the presence of a PES also describing the dependence
of the molecule–surface interaction on the surface atom vibra-
tions (surface phonons).53,62,63

In the present state-of-the art in reaction dynamics, molecule–
metal surface reactions are still often modeled with standard DFs
at the generalized gradient approximation (GGA) level, like

PBE,21,51,53,58,62,64–97 its predecessor PW91,53,61,65,78,86,98–129 and
RPBE.59,65,74,78,85,86,93,101,110,116,117,124,130–142 However, GGA-
exchange DFs combined with correlation DFs approximately
describing the attractive van der Waals interaction are increasingly
used.101,143–151 Researchers are also starting to use meta-GGA
(mGGA) DFs.151,152 Goals of these calculations include validating
models,61,62,65,73,74,76,86,89,98,100,102,105,106,123,145,153 analyzing features
of the reaction mechanism,21,51,53,58,64–66,69–72,75,77,79–82,87,90–97,99,

103,104,108,109,111,114,118,119,121,122,124,126,128,129,131,135–137,140–143 making
recommendations for improved catalysts67,68,83,107,130 or for
better controlling the outcome of a reaction,144 and improving
the description of experiments.59,62,78,85,88,101,110,112,113,115–117,125,

127,132,134,138,139,146–151,154 However, increasingly studies are per-
formed with the aim of developing an SRP-DF,43,44,46,47,152,155–159

or in which an SRP-DF is used that was specifically designed for
the system under study,57,84,102,150,153,160–177 or an SRP-DF for a
closely related system is used.48,63,166,178–192 Also, increasingly
experiments are performed with the aim of testing the predictions
of calculations using SRP-DFs.23,193,194 Recently, the first study we
are aware of has been published35 that used a PES developed on the
basis of ECW calculations, i.e., for O2 + Al(111). While many studies
are still performed with the Born–Oppenheimer (BO) static surface
(BOSS) model,35,43,46,48,61,65,66,76,80,82,87,88,91,98,100,103–106,110–113,

115–117,119–121,123,132,134,137,143,144,148,150–152,156,158,159,163,169,176,177,186,187

increasingly studies explicitly take into account surface atom
motion44,47,51,63,70,83–86,89,92–94,96,101,107,118,124,136,139,141,153,157,164–166,

170–173,175,181–185,188–191 or ehp excitation,57,58,64,85,95,97,99,122,124,129,140,174

or both.59,69,74,109,114,138,142,143,146,147,168,180,192 In some cases,
ehp excitation as well as non-adiabatic electron transfer was
modeled.125–128

To give an idea of the kind of accuracy that can be achieved
with standard semi-local DFs, we consider three examples that
compare theory with experiment. S0 computed151 for H2 + Ru(0001)
on the basis of the PBE,195 RPBE,196 WC,197 HTBS,198 and revTPSS199

DFs are compared with experiment200 in Fig. 1. As often seen, PBE

Fig. 1 Experimental S0 are compared with computed S0
151 for MBs of H2

dissociating on Ru(0001), for the PBE,195 WC,197 RPBE,196 HTBS198 and
revTPSS199 DFs. Reprinted from [M. Wijzenbroek and G. J. Kroes, The effect
of the exchange–correlation functional on H2 dissociation on Ru(0001),
J. Chem. Phys. 2014, 140, 084702], with the permission of AIP Publishing.
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leads to overestimated reaction probabilities, and RPBE to under-
estimated S0. The WC DF developed for solid state applications
overestimates reaction even more than PBE, and the HTBS DF yields
a S0 curve with a slope that is too high. The mGGA revTPSS DF
improves over PBE but still largely overestimates the measured
S0. As the dynamics model used is basically not in doubt, PESs
were accurately fitted, and the properties of the MBs were
considered in the calculations, the comparison in Fig. 1 nicely
illustrates the difficulties one may encounter when attempting
to model the sticking of a molecule on a metal surface using
standard semi-local DFs.

S0 computed73 for CH4 + Ni(100) on the basis of the PBE
DF195 are compared to results from experiments201,202 in Fig. 2.
Here, the agreement between theory and experiment is quite
good. However, in the experiments a significant fraction of
methane in the beam should be in excited vibrational states at
high Ei, which should enhance the S0, but excited vibrational
states were not considered in the theory in Fig. 2. Furthermore,
the QD calculations only considered 8 of the 15 DOFs of methane
(see also Section 4). It is therefore quite possible that the good
agreement found results from cancellation of errors. DFMD
calculations on sticking of CHD3 on Pt(111) found that the use
of the PBE DF leads to a significant overestimation of the measured
S0.51 While the type of comparison made in Fig. 2 may be quite
informative, it does not yet allow rigorous conclusions to be drawn
on the quality of the DF used, due to uncertainties in the validity of
the dynamical model for making quantitative predictions.

Finally, S0 computed71 for DC of CO2 on Ni(100) on the basis
of the PBE DF195 with the reaction path Hamiltonian (RPH)
method,50,203 and with the quasi-classical trajectory (QCT) method,92

are compared to experimental results204 in Fig. 3. The problem
addressed is very challenging, as the PES is characterized by a
reaction path with two TSs, with a chemisorbed precursor

molecule in between.71 Ref. ref. 71 considered the effect of
surface atom motion and modeled all molecular DOFs with QD,
albeit with some dynamical approximations. Ref. ref. 92 treated
the surface as static and used QCT to likewise model motion in
all molecular DOFs. As can be seen, neither theoretical study
was able to reproduce the experiment. Using DFMD to additionally
model surface phonon motion led to a slight improvement70 over
the static surface QCT results,92 but still the experimental reaction
probability was overestimated. Like that in Fig. 2, the type of
comparison made in Fig. 3 may be informative, but it does not
yet allow rigorous conclusions to be drawn on the quality of the DF
used, due to uncertainties in the validity of the dynamical model,
and the complexity of the CO2–metal surface PES.

A large range of experiments is available on diatomic
molecules scattering from metal surfaces. Experiments that
have been performed during the last 5 years on H2 scattering
from metal surfaces investigate how elastic scattering depends on
the orientational alignment of H2 with respect to the metal
surface,169 how metal defects like steps166,194,205,206 and kinks206

affect the reactivity, and the extent to which DC may depend on the
incidence plane.193 The question has been addressed to what
extent associative desorption from Au(111)23 and from copper
surfaces194 may be affected by ehp excitation, and a new ‘‘slow’’
channel has been identified in associative desorption.194 Very
recently, experiments have emerged that address the fully initial
and final rotational-state resolved state-to-state scattering of ortho-
H2 from Cu(111), including the selection of the initial and final
magnetic rotational quantum numbers.207 This technique was also
demonstrated recently for H2 scattering from an insulator surface,
i.e., LiF(001).208 Older work has, amongst other things, addressed
the dependence of the reaction on the initial rovibrational state12

and reactant orientational alignment with respect to the surface;17

an overview is given in a recent review paper.28

Fig. 2 S0 computed73 with 8D QD calculations for CH4 initially in its
rovibrational ground state dissociating on Ni(100) (blue line). The theore-
tical results are compared with results of laser-off experiments performed
in the Utz group201 (red circles) and in the Beck group202 (black squares).
Reprinted with permission from (X. J. Shen, Z. J. Zhang and D. H. Zhang,
Eight-dimensional quantum dynamics strudy of CH4 and CD4 dissociation
on Ni(100) surface, J. Phys. Chem. C, 2016, 120, 20199–20205). Copyright
(2016) American Chemical Society.

Fig. 3 S0 computed71 with the RPH method for CO2 dissociating on
Ni(100), with (black line) and without (green line) a correction made for
desorption. The black circles show experimental results204 and the black
triangles results of QCT calculations.92 Reprinted from [A. Farjamnia, B.
Jackson, The dissociative chemisorption of CO2 on Ni(100): a quantum
dynamics study, J. Chem. Phys., 2017, 146, 074704], with the permission of
AIP Publishing.
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Other experiments on diatomic molecules reacting on or
scattering from metals have been performed on e.g. N2, O2, HCl,
CO, and NO. Recent experiments on N2 have looked at its
vibrationally inelastic scattering from Pt(111).209 Older experiments
have studied its DC on Ru(0001)210 and on tungsten surfaces.211–213

Recent experiments on O2 have investigated the effect of
orientational alignment214,215 and of the molecular spin
state215 on its DC on metals, and its DC on Ru/Cu(111) and
Cu(111).216 Older experiments have addressed its DC on, for
instance, Al(111)217 and Ag(111).218 The HCl + Au(111) system
has recently been investigated with challenging experiments on
DC219 and on vibrationally inelastic scattering,220 and recently
experiments have also been performed on vibrationally inelas-
tic scattering of HCl from Ag(111).221 A number of exciting
recent experiments have been performed on scattering of CO
from metal surfaces,222–225 and on oxidation of CO.226 The
experiments on vibrationally pre-excited CO scattering from
Au(111)224 have been analysed in terms of a quantitative energy
landscape involving both a physisorption and a chemisorption
state, and a barrier in between.227 This analysis was in large
part inspired by preceding, but very recent theoretical work
demonstrating a long vibrational lifetime of physisorbed CO
on Au(111)228 and fast vibrational relaxation of CO in the
chemisorption well.229 Vibrationally inelastic scattering of NO
from metal surfaces has become a benchmark system for
electronically non-adiabatic scattering from metal surfaces,230,231

which continues to receive attention.232–234

A host of experiments also exists on the reactive and inelastic
scattering of polyatomic molecules from metal surfaces. The DC
of methane and its isotopologues has become a paradigm for
non-statistical reactive scattering.14,18–20,201 New experiments chal-
lenging theory continue to evolve on DC21,44,47,162,165,181,182,235–239 as
well as vibrationally inelastic240 and diffractive27 scattering, and
physisorption.241 Recently initial-state selected DC of water (D2O)
was studied for the first time in a supersonic MB experiment.78

Experiments have also addressed reactions on stepped165,182,236,242

and kinked181 surfaces. Experiments have even determined sticking
probabilities for dissociative chemisorption at specific surface sites,
making distinctions between terrace and step sites,162,242,243 or
terrace and kink sites,243 sometimes with support from theory
helping to identify the reacted species.244 Of these experiments
the most recent ones also employed initial quantum state
selection.162,243 Older MB experiments exist on e.g. the DC
of NH3,245 CH3OH,246 CO2,204 and ethane247–251 and higher
alkanes.247,252 Recently quantum-state and velocity resolved
experiments have been performed on vibrational excitation of
acetylene scattering from Au(111),253 and experiments have also
addressed trapping-desorption and direct scattering of formal-
dehyde from Au(111).254,255

This review focuses on applications of SRP-DFT to reactions
of small molecules with metal surfaces at the gas solid interface,
with emphasis on DC reactions. We will also review electronic
structure methods and dynamical models and methods that are
applicable to these reactions, and methods for potential surface
fitting. However, in reviewing these methods and models we will
often refer to references for details. There are several excellent

recent reviews and perspective papers that are related to the
broader field of scattering of molecules from metal surfaces
at the gas solid interface. Topics addressed include DFT for
surface chemistry and catalysis,11 kinetics of chemical reactions
at gas–surface interfaces41 and in heterogeneous catalysis, with
emphasis on a new powerful pump–probe technique,256 surface
catalysis modeling,257 reactive and non-reactive scattering of
H2 from metal surfaces,28 O2 activation by metal surfaces,258

dissociation dynamics of methane on TM surfaces,259 energetics
and dynamics of methane and water dissociation on transition
metal surfaces,260 quantum state-resolved studies of chemi-
sorption reactions,261,262 electronically non-adiabatic effects in
surface chemistry and dynamics263–266 and how to address these
effects,255,267 effects of surface atom motion on dissociation
reactions,30,266 mode-specificity and bond-selectivity in QD
descriptions of reactions of polyatomic molecules on metals,29

and how experiments can test central assumptions made in
theory applied to the dynamics of molecular interactions and
chemical reactions at metal surfaces.268 A recent theoretical
perspective on the dynamics of reactions on metal surfaces was
published by Jiang and Guo.269

As noted this review focuses on dissociative chemisorption
of molecules on metal surfaces at the gas–solid interface. Of
course research is taking place in closely related areas, i.e.,
reactions of molecules at the gas–liquid interface, reactions at
the surface of metal clusters or nano particles, and gas phase
reactions. There is a growing body of work on interactions of
molecules with metal surfaces at the solid–liquid interface,
with important applications being electrochemistry and hetero-
geneous catalysis, and potentially incorporating research on
grand challenges.270 Review papers emphasizing theory that
can serve as an introduction to this area concern the structure
of water at metal interfaces,271 the modeling of electrochemical
interfaces,272–274 and heterogeneous catalysis.275 Some trends
in this area are to perform research on implicit solvent
models,276–279 to investigate the use of neural networks to
model the metal–liquid interface,280 and to investigate whether
scaling relationships found for the gas–solid interface also hold
for the gas–liquid interface.281 Reviews on reactions at inter-
faces (whether gaseous or solid) with metal clusters include
ref. 282–284; also in this area attention is being paid to282

developing affordable solvent models. Finally, there is a lot of
cross-fertilization between theoretical molecule–surface reaction
dynamics and gas phase reaction dynamics, e.g., concerning how
potential energy surfaces should be fitted, how dynamics cal-
culations should be performed, and how reaction mechanisms
can be interpreted. The review paper by Zhang and Guo285 and
the perspective paper of Guo and co-workers286 can serve as
useful introductions to this research area.

The outline of this review is as follows. Section 2 gives an
overview of electronic structure methods applicable to molecules
interacting with metal surfaces. Section 2.1 gives a brief description
of standard DFT, including the performance of standard DFs on
databases of reaction barriers and adsorption energies to
metals. In Section 2.2 we describe the SRP approach to DFT.
Section 2.3 very briefly discusses tight binding methods that are
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closely related to DFT, and Section 2.4 briefly describes methods
other than DFT that have been applied to molecules interacting
with metal surfaces. Section 3 discusses the fitting of PESs to
electronic structure results, which is necessary if a direct dynamics
method is not used. Section 3.1 discusses the use of neural network
potentials (NNPs), Section 3.2 briefly touches on the corrugation
reducing procedure (CRP), and Section 3.3 briefly discusses other
fitting methods. Section 4 gives a brief overview of dynamical
models and methods that can be employed to model reactive and
non-reactive scattering of molecules from metal surfaces. Section
4.1 describes dynamical models, which is related to the approxima-
tions that are made in scattering calculations. Section 4.2 discusses
the classical trajectory (CT) methods that are being used in
dynamics calculations. In Section 4.3 we briefly describe on the fly
dynamics methods, like DFMD. Section 4.4 describes QD methods,
including their performance on DC of H2O and CH4, and approx-
imations often invoked to deal with motion along the surface,
rotational motion, vibrational motion, and surface atom motion.
Section 4.5 gives a summary description of the ring polymer
molecular dynamics (RPMD) method. Section 4.6 discusses the
calculation of observables, and how the usefulness of comparing
computed S0 to experimental values depends on the availability of
accurate information regarding the molecular beams employed.

In Section 5 we turn to the results that have been obtained
with SRP-DFs. In Section 5.1 we describe the systems for which
SRP-DFs and in Section 5.2 the systems for which candidate
SRP-DFs have been derived. In Section 5.3 we describe systems
for which attempts to derive SRP-DFs have so far failed and in
Section 5.4 we present calculations using SRP-DFs for related
systems. Section 6 provides additional discussion. Topics con-
sidered are for which systems the SRP-DFT approach based on
GGA exchange DFs works, and why (Section 6.1), strategies for
deriving SRP-DFs, and why SRP-DFT works (Section 6.2). We
also consider to what extent SRP-DFs are transferable among
chemically similar systems and the potential use of transfer-
ability in modeling heterogeneous catalysis (Section 6.3), the
performance of general purpose DFs (Section 6.4), challenges
facing SRP-DFT (Section 6.5), the importance of using a correct
dynamical model (Section 6.6), how dynamics based on SRP-
DFs helps with interpreting dynamical effects (Section 6.7), and
predictions made with SRP-DFs that are in need of experi-
mental testing (Section 6.8). Section 7 presents conclusions.

2. Electronic structure theory

Dynamics calculations, which are needed to compute the reaction
probabilities for comparison with MB sticking experiments,
depend on electronic structure theory for either the PES or the
forces (the latter are obtained without the need for a PES in direct
dynamics calculations). Electronic structure methods we will dis-
cuss in this section include DFT, SRP-DFT, and other methods.

2.1. DFT

Most dynamics calculations on reactive scattering of molecules
from metal surfaces use a PES or forces taken from DFT.287,288

Most of these studies have relied on DFs at the GGA level of
theory, in which the DF only depends on the electron density
and its gradient, while some studies have used DFs at the mGGA
level, in which the DF also depends on the second derivative of
the density, or on the kinetic energy density.289,290 Below we will
discuss some much used DFs, with reference to the accuracy
achievable with these DFs for Eb for gas phase reactions, for
adsorption energies of molecules to TM surfaces, and for Eb for
DC of molecules on metal surfaces. Much of what will be stated
below on DFT is based on recent general reviews and perspectives
on DFT,290–294 recent reviews on DFT for van der Waals energies
and forces,295–297 and a recent review on random phase approxi-
mation methods298 (which may be viewed as rung 5 DFs,299 see
below).

DFs may be classified in several ways, for instance, according to
the ‘‘rung on Jacob’s ladder’’ they occupy299 (see Fig. 4), according
to whether they are based on non-empirical constraints or on
semi-empirical parameterization,293 or according to whether they
were developed to work on specific problems, or as general
purpose (‘‘universal’’) DF.293 We will discuss them by ‘‘rung’’ first,
also noting that the rung determines whether a DF is ‘‘semi-local’’
or ‘‘non-local’’. Specifically, DFs on the first three rungs (LDA,
GGA, and mGGA) are semi-local. This means that they can be
evaluated efficiently through a three-dimensional (3D, in this work
‘‘n-dimensional’’ will be abbreviated as ‘‘nD’’) integral over space,
evaluating the action of the DF on the density, and possibly its
gradient, and possibly the kinetic energy density at each point in
space.299 The DFs on rungs 4 and 5 are much harder to evaluate,

Fig. 4 Jacob’s ladder of DF approximations.299 The rung names are shown
on the left, and their ‘‘ingredients’’ on the right. Reprinted by permission from
Springer Nature Customer Service GmbH: Springer Nature, MRS Bull.,
Climbing the ladder of density functional approximations, J. P. Perdew, vol.
38, pp. 743–750, Copyright 2013.
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and take much more computer time.299 Within each rung we will
distinguish between non-empirical and semi-empirical DFs, and
in some cases discuss whether they were developed to be general
purpose DFs, or for a specific class of problems. In classifying the
DFs by their rung some of the functionals using correlation DFs for
an approximate description of the attractive van der Waals inter-
action which, strictly speaking, are non-local although they can
usually be efficiently evaluated, will be classified as semi-local.

2.1.1. Benchmarking DFT: databases. The accuracy of DFs
can be benchmarked by testing them on databases of properties
of for instance molecules, TM surfaces, and molecules interacting
with TM surfaces. Databases that are important in this context
concern Eb for gas phase reactions and for reactions of molecules
with TMs, and of adsorption energies of atoms and molecules to
TM surfaces. Databases that will be mentioned below include the
DBH24/08 database (24 diverse barrier heights for gas phase
reactions),37 the B76 database (38 barrier heights for hydrogen-atom
transfer (HTBH38/08), and 38 barrier heights for non-hydrogen
atom transfer reactions (NHTB38/08), see ref. 289 and references
therein), and the BH206 database (206 barrier heights for gas phase
reactions).31 The DBH24/08 Eb are either derived from accurate
experiments, or they come from high level theory (the Weizman-1 or
the multi-reference configuration interaction (MRCI) method300).

SBH10 is a recently developed database containing 10 barrier
heights for DC reactions on TM surfaces.301 The ADS41 data-
base302 contains 26 entries for chemisorption energies (disso-
ciative as well as molecular) on TMs (CE26) and 15 entries for
adsorption energies dominated by van der Waals interactions.
This is basically an extension with one chemisorption system
and one physisorption system of the CE39 database of Well-
endorff et al.,303 which contained 25 entries for chemisorption
energies on TMs (CE25303) and 14 physisorption energies.
In turn, the CE27 database304,305 is a predecessor of the CE25
database. The CE10 dataset306 is a subset of 10 chemisorption
energies chosen from the CE25 database. A variant of CE39
(which we call CE39b) exists in which the gas phase dissociation
of dissociatively adsorbing molecules is factored out, so that
only molecular and atomic chemisorption and physisorption
are considered.33 Similarly, the CE21b database is a subset of
the CE25 set with the gas phase dissociation of dissociatively
adsorbing molecules factored out.307 The CE39 and ADS41 data-
bases have recently been superseded by the CE81 database,308 which
contains dissociative adsorption and molecular adsorption energies
for 81 systems. This database has, to our knowledge, not yet been
used for benchmarking purposes. The estimated accuracy of the
CE39 and CE81 databases is about 3.0 kJ mol�1 per adsorbed
fragment.308

A further possibility for benchmarking that we have not yet
mentioned, and that we have not used in our review, is to
compare with measured vibrational frequencies of molecules
adsorbed to metal surfaces. Adsorbate vibrational frequencies
can be considered to be a fingerprint of the molecule–surface
interaction.309 Sophisticated methods like the vibrational self-
consistent field and the vibrational configuration-interaction
method,310 and collocation methods311 can be used to compute
accurate vibrational energies of molecules adsorbed to surfaces.

2.1.2. Rung 1: the local density approximation. At the
lowest or first rung299 the local density approximation (LDA)288

or local spin density approximation (LSDA) is found. There are
some variants according to how exactly the correlation energy is
computed from Quantum Monte-Carlo (QMC) data,31 but these
distinctions are not important within the present framework. As
can be seen from Tables 1 and 2, the LDA is not accurate for Eb of
gas phase reactions, nor is it accurate for adsorption energies.
The LDA satisfies a number of constraints and is good for some
aspects of solid state physics like lattice constants and surface
energies, but it is not good for chemistry.299

2.1.3. Rung 2: DFs based on GGA exchange. The second
rung contains the GGA DFs, which also use the gradient of the
electron density. Well-known examples of this class that have
been used as a basis for surface reaction dynamics calculations
include the PW91 DF,312 its successor PBE,195 the B88P86 DF,313

and the RPBE DF.196 The PBEsol DF314 is not usually used for
calculations on reaction dynamics or surface adsorption. The PBE,

Table 1 Mean signed errors (MSE), mean unsigned errors (MUE), and
root-mean-square errors (RMSE) for gas phase reaction barrier heights
computed for the DBH24/08, the combined HTBTH38/08 and NHTBH38/
08 (called B76 here), and the DBH206 databases are presented for
selected DFs of different types. All values are in kcal mol�1. DBH24/08
results are mostly from studies by Truhlar and co-workers738 and Well-
endorff et al.,304 the B76 results from a study by Peverati and Truhlar,289

and the DBH206 results from a study by Mardirossian and Head-Gordon31

DF

Database DBH24/08 B76 DBH206

Type DF MSE MUE RMSE MUE RMSE

LDA LDA �13.4 13.4 16.8 15.0 19.58
PBEsol GGA �10.4 10.4 — 11.3 13.2
PW91 GGA �8.5 8.5 — 9.2 9.56
B88P86 GGA �8.4 8.4 — 8.9 8.95
PBE GGA �8.2 8.2 9.9 8.9 9.17
RPBE GGA �6.3 6.3 7.8 6.6 7.62
N12 NGA — — — 6.9316 7.09
MOHLYP GGA �5.6 5.7 — 5.6 —
GAM NGA — — — 5.3317 7.22
RPBE-D3 GGA + LD — — — — 8.35
optB88-vdW GGA + NLD �8.5 8.5 10.4 — —
optPBE-vdW GGA + NLD �7.6 7.6 9.5 — —
vdW-DF2 GGA + NLD �6.9 7.1 8.5 — —
vdW-DF1 GGA + NLD �6.2 6.5 7.8 — —
BEEF-vdW GGA + NLD �6.0 6.0 7.6 — —
revTPSS mGGA �8.1 8.1 9.5 8.0 7.44
SCAN mGGA — — — — 7.57
M06-L mGGA �3.2 4.1 — 4.0 6.9
MS2 mGGA — — — 6.2739 6.20
mBEEF mGGA — — — — 5.43
MN12-L mNGA — — — 1.8 4.29
MN15-L mNGA — — — 1.732 4.78
B97M-V mGGA + NLD — — — — 4.35
B3LYP H GGA �4.1 4.2 — 4.4 5.96
HSE06 SH GGA — — — 4.0 —
M08-HX H mGGA 0.2 1.1 — 0.97 1.80
MN12-SX SH mGGA — — — 1.15 3.05
oB97M-V LCH mGGA +

NLD
— — — — 1.68

RPA rung 5 2.3364

HF WFT 8.4 8.7 — 16.1 16.6
MP2 WFT 4.7 5.0 — 4.9 —
QMC(PBE) Stochastic 1.2423,424

CCSD(T) WFT — 0.4637 — — —
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RPBE, and PBEsol DFs are examples of non-empirical, constraint-
based DFs. Of these, the PBE DF is usually considered a general
purpose DF. The RPBE DF was designed to work well for chemi-
sorption of molecules and atoms to metal surfaces,196 and the
PBEsol DF for the description of the solid state.314 In the words of
Perdew, there is an incompatibility within the GGA for constraints:
a subset of constraints can be obeyed by a GGA DF, but not all of
them at once by the same GGA DF.299 This yields some freedom in
which constraints to apply: constraint-based DFs may still be
designed with a specific class of problems in mind, even though
they are usually called ‘‘non-empirical’’.314 Examples of semi-
empirical gradient approximation (GA) DFs include MOHLYP,315

N12,316 and GAM.317 The latter two were called non-separable
gradient approximation (NGA) DFs by Truhlar and co-workers, by
which they meant that these second rung DFs could not be
written as a combination of a distinct exchange DF and a
distinct correlation DF.316 MOHLYP was designed to be good
for inorganometallic and organometallic chemistry, N12 to be
good for both structural and energetic properties, i.e., general
purpose, and GAM to be especially good for homogeneous
catalysis involving TMs.

The non-empirical GGA DFs PBE, RPBE, PBEsol, PW91 and
B88P86 all systematically underestimate Eb for gas phase reactions,
to the point that not only are the mean signed errors (MSEs) all
negative, but the mean unsigned errors equal the absolute values
of the MSEs for the DB24/08 database (see Table 1). The poor
performance of these and similar GGA DFs for gas phase reaction
Eb has been used to argue that they should be poor for surface
chemistry in general.318,319 However, as can be seen in Table 2

some of these GGA DFs perform reasonably well for surface
adsorption energies, and results of Garza et al.307 and of Well-
endorff et al.303 show that the PBE and RPBE DFs do not
systematically underestimate chemisorption energies on TMs
(see also Table 2 for the CE21b database). In fact, it is now well
known that the RPBE DF often overestimates Eb for DC on TMs,
while PW91 and PBE often underestimate Eb.43,116 These points
are important to SRP-DFT and we will discuss them further
below. We note that PBEsol does systematically underestimate
chemisorption energies, but this DF was designed for solid state
properties like lattice constants and surface energies. It is now
well known that GGAs that do well on these properties tend to
perform poorly on adsorption energies and gas phase Eb

314,320

(see also Fig. 5). Note finally that the MOHLYP, N12, and GAM
DFs of Truhlar and co-workers perform comparatively well on
Eb for gas phase reactions (see Table 1), with the GAM DF
exhibiting a MUE of 5.3 kcal mol�1 for the B76 database of Eb.
GAM also performs comparatively well for adsorption energies
(see Table 2), suggesting that this DF might also perform rather
well in surface reaction dynamics calculations.

GGA DFs are not capable of describing the van der Waals
dispersion interaction. The van der Waals interaction may be
added in a cost-effective manner in several ways. One of the
simplest methods is by adding pair potentials on the basis of
dispersion coefficients, which are dependent on the chemical
environment of the atoms in Grimme’s DFT-D3 method321

(in Tables 1–3 we call this ‘‘local dispersion’’ with acronym
LD, just to emphasize that the DF used can still be semi-local).
Another version of the DFT-D3 method322 uses a different

Table 2 Mean signed errors (MSE), mean unsigned errors (MUE), and root-mean-square errors (RMSE) for adsorption energies of atoms and molecules
to metal surfaces, computed for the databases CE10, CE21b, CE39b, CE26 and ADS41 are presented for selected DFs of different types. All values are in
kcal mol�1. CE10 results are taken from ref. 306, CE21b results from ref. 307, CE39b results from ref. 368, and the CE26 and the ADS41 results from
ref. 302. Boldfaced entries under the ADS41 and the CE26 headings refer to the very similar CE25303 and CE39303 datasets, respectively

DF

Database CE10 CE21b CE26 ADS41 CE39b

Type DF MUE MUE/MSE RMSE/MSE MUE MUE

LSDA LDA — — 21.8/�19.4c — 19.3
PBEsol GGA — 15.7/�15.7 13.7/�11.4c — 12.2
PW91 GGA — — 7.7/�4.8c 7.6a 9.3
PBE GGA 10.1 6.9/�6.5 7.1/�4.4/�2.7c 7.8/7.2a 9.6
RPBE GGA 5.3 3.5/1.4 5.3/2.1/1.0a 8.8/7.6a 8.7
GAM GGA — — — — 8.3
RPBE-D3 GGA + LD — — 7.8/�4.4b 5.1b —
optPBE-vdW GGA + NLD — — 12.5/�9.5 6.9 —
optB88-vdW GGA + NLD — — 9.3/�6.7a 6.0a —
vdW-DF2 GGA + NLD 6.7/3.5
vdW-DF1 GGA + NLD 4.8/2.1
BEEF-vdW GGA + NLD 4.4 — 4.8/0.0/0.3a 5.3/4.9a 5.8
SW-R88 sGGA + NLD — — 5.1/0.3a 3.4a —
SCAN/rVV10 mGGA + NLD — — 12.0/�10.6d 8.5 —
SCAN mGGA — 10.8/�10.6 10.4/�9.0d 7.8 —
MN15-L mGGA — — — — 6.8
M06-L mGGA — — — — 6.9
revTPSS mGGA — 6.9/�6.5 — — —
TPSS mGGA — 5.5/�5.1 — — —
MS2 mGGA — — 6.2/�3.5 5.8 —
RTPSS mGGA — 4.2/0.7 — — —
HSE06 SH GGA — — 9.2/�5.3 8.3 —
RPA rung 5 4.8 — — — —

a Boldfaced entries from ref. 338. b From ref. 740. c From ref. 303. d For the similar CE27 database, from ref. 717.
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damping function than the original DFT-D3 method, i.e., the
so-called Becke–Johnson damping function322 (DFT-D3(BJ)), and
the original version is sometimes called DFT-D3(0) to distin-
guish it from this newer version. In a newer version of DFT-D
(DFT-D4)323 the effect of charges in a molecule are also taken into
account. The method of Tkatchenko and Scheffler324,325 may be
viewed along similar lines as the Grimme DFT-D methods.295

Other methods for incorporating van der Waals dispersion
interactions use the non-local correlation DFs (non-local dispersion,
acronym NLD) of Lundqvist and Langreth and co-workers
(vdW-DF1,326 here abbreviated as vdW1, or vdW-DF2,327 here
abbreviated as vdW2, or a very recent follow-up version
(vdW-DF3)328), or non-local correlation DFs of Vydrov and

Van Voorhis (VV10329 or its slightly revised rVV10 form330).
These DFs are non-local in the sense that they use density-
dependent nonlocal correlation.293 Only the vdW1 and vdW2
correlation DFs are strictly non-empirical, in the sense that they
do not contain adjustable parameters.295 The vdW1 correlation
DF has been combined with several exchange DFs in a semi-
empirical spirit, e.g., in the optPBE-vdW1331 and the optB88-
vdW1 DFs331 to obtain good interaction energies of weakly
interacting dimers, and in the optB86b-vdW1332 DF to obtain
more accurate lattice constants of solids. The vdW1 correlation
DF has also been combined with improved exchange DFs based
on theoretical arguments,333,334 and the same is true for the
vdW2 DF.335 Calculations with the vdW1 DF326 correctly describe
the scaling of the adsorption energy of molecules on metals with
molecular size,295 whereas the standard PBE195 GGA DF fails to
do so.295 The vdW2 DF has been incorporated in a DF (called
BEEF-vdW) semi-empirically fitted to gas phase reaction barriers,
adsorption energies on TM surfaces, and other observables.304

Calculations with the vdW1 and vdW2 DFs have become com-
putationally tractable thanks to an efficient implementation by
Roman-Perez and Soler,336 which is also at the basis of the
computational efficiency of the rVV10 DF.330

Of the DF approaches incorporating van der Waals dispersion,
RPBE-D3 improves the description of the chemisorption and
physisorption energies combined in the ADS41 database
(Table 2). However, adding D3 dispersion to the RPBE DF
worsens the description of chemisorption energies (see the
CE26 database results in Table 2), and of gas phase reaction
Eb (Table 1), suggesting that adding dispersion in this manner
to a GGA might not be useful to surface reaction dynamics.
Similar findings concerning gas phase reaction barriers were
obtained for other cases were D3 dispersion was added to
existing GGA exchange–correlation functionals.31 It might be
tempting to relate this finding to the way D3 dispersion was
constructed321 and to conclude that adding D3 dispersion to an
existing functional might not work for barriers in general.
However, this is not necessarily correct. In fact, the fourth-
best performing functional31 for the DBH206 database simply
combined the hybrid Minnesota functional SOGGA11-X with
D3(BJ) dispersion,337 and performs better on the DBH206
database than SOGGA11-X itself,31 while also performing quite
well on non-covalent interactions.337 The vdW1 and vdW2 DFs
outperform the optPBE-vdW and optB88-vdW DFs for gas phase
reaction barriers (Table 1) and chemisorption energies on TMs
(Table 2). The BEEF-vdW DF is best for these properties, and
also gives a rather accurate description of barriers for DC on
TMs (with an MUE of only 2.8 kcal mol�1, see Table 3). Note that
BEEF-vdW has been fitted semi-empirically to chemisorption ener-
gies and gas phase reaction barriers, but not to DC barriers. Finally,
we note that adsorption energies can be computed very accurately
with an approach based on weighted averages of RPBE adsorp-
tion energies and optB86b energies (SW-R88 called here),338 but
this method is a DFT-based method rather than a DFT method.

2.1.4. Rung 3: DFs based on mGGA exchange. The third
rung of DFs also contains the kinetic energy density t (one
could also use the second derivative of the density, but this may

Fig. 5 The adsorption energy at the top site is plotted vs. the surface
energy per unit area for CO on Pt(111) (black triangles) and Rh(111) (red
squares).320 Semi-local functionals used were the AM05,726 PBEsol,314

PBE,195 RPBE,196 and BLYP313,353 DFs. Results are also shown for the hybrid
HSE356 DF. Results obtained with the RPA727 are shown as blue circles, and
experimental results (from ref. 320 and ref. 728) as yellow circles. Reprinted
by permission from Springer Nature Customer Service GmbH: Nature,
Nature Mater., Accurate surface and adsorption energies from many-body
perturbation theory, L. Schimka, J. Harl, A. Stroppa, A. Grüneis, M. Marsman,
F. Mittendorfer, G. Kresse, vol. 9, pp. 741–744, Copyright 2010.

Table 3 Mean signed errors (MSE), mean unsigned errors (MUE), and
root-mean-square errors (RMSE) for reaction barriers on transition metal
surfaces for three selected DFs of different types, as computed for the
database SBH10.301 Errors in adsorption energies of atoms and molecules
to transition metal surfaces are also presented, as computed for the
database CE26 per adsorbed fragment. All values are in kcal mol�1.
SBH10 results were taken from ref. 301 and the CE26 results from
ref. 301 and ref. 302

DF

Database SBH10 CE26

Type DF MSE MUE RMSE MSE MUE RMSE

BEEF-vdW GGA + NLD 0.7 2.8 3.2 �0.2 3.9 4.8
MS2 mGGA �7.8 8.3 9.7 �3.5 5.3 6.2
HSE06 rsHGGA �9.9 9.9 10.8 �5.3 7.8 9.5

PCCP Perspective

Pu
bl

is
he

d 
on

 3
0 

M
ar

ch
 2

02
1.

 D
ow

nl
oa

de
d 

by
 U

ni
ve

rs
ite

it 
L

ei
de

n 
/ L

U
M

C
 o

n 
10

/8
/2

02
1 

10
:2

9:
35

 A
M

. 
View Article Online

https://doi.org/10.1039/d1cp00044f


This journal is © the Owner Societies 2021 Phys. Chem. Chem. Phys., 2021, 23, 8962–9048 |  8971

lead to less stable calculations293). According to Perdew, with
constraint-based mGGAs good accuracy should be achievable
for chemistry at equilibrium, i.e., for typical solids and mole-
cules near their equilibrium geometries.299 By now well-known
examples of constraint-based mGGA DFs include the
revTPSS199 and the SCAN339 DFs, where the latter obeys all 17
known exact constraints that can be obeyed by a mGGA.339

An advantage of inclusion of t is that it can be used to
determine whether the bonding in a particular region is metal-
lic, covalent-like, or weak,340 or whether in a certain region
there is chemical bonding or a decaying electron density tail341

(see also ref. 293 and ref. 299). This can be done on the basis of
a so-called inhomogeneity parameter a,340 which is related to
the electron localization function (ELF)342 Z through Z = 1/(1 +
a2),343 where Z can be used to rigorously classify chemical
bonds, as noted by Sun et al.340 An empirical mGGA based on
this principle, which has been trained on heats of formation
and gas phase reaction barrier heights, is the MS2 DF.344 The
RTPSS DF307 is a constraint-based mGGA DF in which one
constraint was deliberately omitted to get a better description
of chemisorption energies. Examples of semi-empirical mGGA
DFs include M06-L,345 which was trained to describe main-
group thermochemistry, TM bonding, thermochemical
kinetics, and non-covalent interactions, and mBEEF,305 which
was trained to describe molecular formation and gas phase
reaction energies, chemisorption energies, and solid state
energetic and structural data. Examples of semi-empirical
meta-NGAs are the MN12-L346 and MN15-L32 DFs, which were
both trained on extensive data sets including gas phase Eb and
solid state lattice constants. Finally, the B97M-V347 and the
SCAN/rVV10330,339 DFs are examples of mGGAs incorporating
van der Waals correlation DFs. Of these, the B97M-V DF is a
semi-empirical DF trained on a large dataset concerning main
group chemistry.

We now turn to the performance of the rung 3 DFs on the
databases considered here. Of the non-empirical mGGAs,
revTPSS is a somewhat better than the PBE GGA DF but tends
to be worse than the GGA RPBE DF for gas phase barriers
(Table 1), and revTPSS is worse than the GGA RPBE DF for
chemisorption energies (Table 2). The SCAN DF does not
improve over revTPSS for gas phase reaction barriers
(Table 1), and is even worse for adsorption energies (Table 2).
Adding more constraints has therefore not resulted in
improved performance for these properties. In contrast, RTPSS
shows a better performance on chemisorption energies than
revTPSS. The MS2 DF does perform considerably better than all
considered GGAs and NGAs for gas phase reaction barriers, but
it is still outperformed by the RPBE DF for chemisorption
energies. We also note that the semi-empirical BEEF-vdW
GGA DF with van der Waals correlation DF shows a much
better performance than MS2 on the SBH10 database for DC
barriers, and on the CE26 chemisorption energy database
(Table 3). Of the semi-empirical mGGAs and meta-NGAs,
MN12-L and MN15-L show an excellent performance on the
B76 database for gas phase reactions. These two DFs, and the
mGGA DF B97M-V also containing non-local dispersion, also

show a good performance for the larger DBH206 database. It
should be interesting to test these DFs on DC reactions. These
three DFs slightly outperform the semi-empirical mBEEF
mGGA on gas phase Eb. MN15-L and MN06-L both perform
reasonably well for the CE39b database (chemisorption and
physisorption on metals), although BEEF-vdW does slightly
better. We note that adding t in semi-empirical DFs has
allowed bringing down the MUE for the B76 database for gas
phase reactions from 5.3 kcal mol�1 for the best semi-empirical
NGA to 1.7 kcal mol�1 for the MN15-L DF (Table 1), but that
such a low MUE has yet to be realized for DC reactions
(Table 3).

2.1.5. Rung 4: DFs based on exact exchange. Before we turn
to the hybrid DFs of rung 4, we first provide a brief discussion
of a second shortcoming of semi-local DFs (we already men-
tioned the problem that they are not able to describe the van
der Waals attractive or dispersion interaction). The second
problem concerns the so-called self-interaction, which may be
discussed with reference to the Hartree–Fock (HF) description
of the one-electron hydrogen atom (we follow ref. 31 in the
description of this problem). HF theory is exact for the H-atom,
because the classical Coulomb and the non-classical exchange
contributions to the electron–electron interaction cancel, as
they should for a one-electron atom. In other words, HF one-
electron theory is free of self-interaction error (SIE). In semi-
local DFT there is no exact exchange term, and the exchange
needs to be described within the framework of the exchange–
correlation (XC) term. As a consequence, most semi-local DFs
are not SIE free.

The pragmatic solution has been to mix in a fraction X of HF
exchange in the exchange term in the XC DF, and use a fraction
of (1 � X) semi-local exchange,293,299,347 which brings us to the
hybrid DFs on rung 4. Hybrid DFs include an exact exchange
(also often called HF exchange) component, and one could say
that the extra ingredient added is exact exchange, or, alterna-
tively, the occupied Kohn–Sham orbitals needed to compute it
(see also below). Often the term exact exchange (rather than HF
exchange) is used to avoid the impression that the exact
exchange energy should equal the exchange energy in HF
theory.293 To make this clearer, and to prepare the ground of
the description of range-separated hybrid DFs, we first provide
the expressions used for the exact exchange energy, which for
real orbitals reads:293

EX ¼
ð
dr

ð
r0
rXðr; r0Þj j2

r� r0j j (1a)

with

rX ¼
XNocc

1¼1
fi rð Þfi r

0ð Þ: (1b)

In eqn (1b), fi(r) is the Kohn–Sham (KS) orbital i evaluated at
the point r in 3D space. KS orbitals fi(r) differ from HF orbitals
ci(r) because the ci(r) orbitals are evaluated in a formalism in
which correlation is absent. As a result the exact exchange will
usually not equal the exchange energy computed in HF theory.
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According to Perdew, exact exchange is needed to describe
stretched bonds, as the XC hole can spread out over two or more
atomic centers, thereby requiring a non-local description.299 As
can be seen from eqn (1), the evaluation of exact exchange
requires a double integral over 3D space, and the DFs of rung
4 are therefore called non-local (NL). As a result, the DFT
calculation of a PES or DFMD calculations using hybrid DFs for
a molecule interacting with a metal surface are at present usually
considered computationally intractable. We will nevertheless
provide a brief discussion here, as researchers are starting to
use hybrid DFs in electronic structure calculations on molecules
interacting with metal surfaces in the hope of correcting at
least partially for the SIE (see e.g. ref. 348–350), and a screened
hybrid DF has already been used in dynamics calculations on
O2 + Al(111)351 (see below).

The B3LYP DF is the best known global hybrid DF352 in
which the exchange energy is a mixture of exact exchange (20%)
and GGA exchange,313 and GGA correlation353 (the DF is there-
fore called a hybrid GGA DF). By ‘‘global’’ we mean that X is
taken constant and not switched off depending on the distance
|r � r0| in eqn (1a).293,354 The MO8-HX355 DF is a global hybrid
mGGA DF, which combines a constant fraction of exact
exchange with mGGA exchange. This DF was fitted to databases
regarding main-group thermochemistry, chemical kinetics, and
non-covalent interactions.

Hybrid DFs in which X does depend on |r � r0| are called
range-separated hybrid (RSH) DFs.293,354 Here, an important
distinction needs to be made. In one type of RSH DF, the
fraction X of exact exchange decreases to zero at large distances
between two points in 3D space. Such DFs are often called
screened hybrid (SH) DFs.293 Examples of SH DFs are the
HSE06 DF,356 which is a SH GGA DF, and the MN12-SX DF,357

which is a SH mNGA DF. Using completely screened exact
exchange at large distances is appropriate when dealing with
metals, which have an infinite dielectric constant.293 For these
DFs an additional advantage is that the use of screened exact
exchange is computationally favorable in plane wave DFT codes.356

In the other type of RSH DFs, X increases with distance between
the electrons. This has the advantage that the exchange DF
becomes one-electron SIE free in the long range.354 These RSH
DFs are often called long range corrected range separated hybrid
DFs (abbreviated LCH DFs here). The recent oB97M-V DF354 is
an example of a LCH mGGA DF (mixing exact exchange with
semi-local mGGA exchange at long range), which also incorpo-
rates a van der Waals correlation DF. The vdW1326 and vdW2327

van der Waals correlation DFs have also been combined with
hybrid exchange DFs.358

The global hybrid GGA B3LYP DF performs reasonably well
on gas phase Eb (Table 1), but note that its performance on the
corresponding databases is not better, and in some cases poorer,
than that of the best mGGA DFs. The global hybrid mGGA DF
M08-HX already performs much better: on the basis of its MUE, it
shows chemical accuracy for the B76 database, and was in the top
3 list of performers on the DBH206 database (see Table 1 for its
RMSE). The M08-HX DF contains a large fraction of exact
exchange (52.23%), which is useful for a good description of

gas phase Eb.31 The rung 4 DF that performed best on the
DBH206 database is the LCH mGGA oB97M-V DF (Table 1),
which also incorporates a van der Waals DF. However, we note
that it may well be that none of these DFs is very useful for the
description of molecules interacting with metals, as these hybrid
DFs all contain long range exact exchange.

The SH GGA DF considered here, HSE06,356 has a maximum
of 25% exact exchange. Its performance on the B76 gas phase
reaction barrier database is similar to that of B3LYP (Table 1).
The SH mNGA DF considered here, MN12-SX, has a maximum
of 25% exact exchange like HSE06. However, MN12-SX clearly
outperforms HSE06 on gas phase Eb, possessing almost chemical
accuracy for the B76 database (Table 1). MN12-SX also shows
excellent accuracy on solid state physics properties, with a
performance for solid state lattice constants (including metals)
that is as good as that of the PBEsol DF.357

The performance of HSE06 on chemisorption energies (the
CE26 database) is rather disappointing, with GGA and GGA van
der Waals DFs like BEEF-vdW, RPBE, and even PBE outperforming
the HSE06 DF (Tables 2 and 3). The HSE06 DF systematically
underestimates both Eb for DC and chemisorption energies
(Table 3). The HSE06 DF is outperformed for DC barriers by
the semi-local BEEF-vdW and MS2 DFs (Table 3).

In ref. 301 only one GGA DF with NL correlation, one mGGA,
and one SH DF were tested on the SBH10 database for dis-
sociation barriers on metals. On the basis of this limited test, it
is too early to draw conclusions on which class of DFs should be
best for the description of reactions on metals. For instance, we
would very much like to see results for the MN12-SX DF, given
its excellent performance on gas phase Eb as well as lattice
constants. If this SH DF would also systematically underestimate
DC barriers, one might try fitting a SH DF with a larger fraction
of short-range exact exchange. Ref. ref. 301 noted that the
performance of the tested DFs mirrored that on chemisorption
energies, and attributed this to most of the TSs present in SBH10
having ‘‘late barriers’’, resembling final states. It is however
noteworthy that the semi-local GGA with NL van der Waals
correlation does not systematically underestimate DC barriers
on metals (Table 3), while it does systematically underestimate
the gas phase reaction barriers in the DBH24/08 database,
similar to the PBE and RPBE semi-local GGAs (see Table 1). This
point is relevant to the construction of SRP-DFs, and we will get
back to it below.

2.1.6. Rung 5 DFs and wave function theory. We finally
come to the DFs on rung 5.299 DFs on this rung also use virtual
Kohn–Sham orbitals (the extra ingredient added, Fig. 4) to
compute correlation energies with a formalism that is NL in
the orbitals, as opposed to methods that are NL in the densities,
such as the van der Waals correlation DFs.293,299 This makes
rung 5 DFs very expensive to use. A well-known example of rung 5
DFs is the random phase approximation (RPA),359–362 which uses
many-body perturbation theory for correlation in combination
with exact exchange, and, according to Truhlar and co-workers,
may therefore be considered as exchange-free perturbation
theory.293 Rung 5 DFs may also be mixtures of hybrid exchange
DFs with wave function theory (WFT) for correlation, which are
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also referred to as double hybrids.363 The RPA method was tested
on the B76 database for gas phase reaction barriers, for which it
showed a very good performance (MUE of 2.3 kcal mol�1), but
not yet chemical accuracy. The RPA method was also tested on
the CE10 database for chemisorption to metals, and was shown
to have a performance intermediate to RPBE and BEEF-vdW for
this database306 (Table 2).

On the basis of the rather large MUE calculated with the RPA
for the CE10 (4.8 kcal mol�1)306 and the B76 database (MUE =
2.3 kcal mol�1),364 we would argue that the authors306 have not
yet shown enough evidence that the theoretical method con-
sidered by them (i.e., the RPA method) rather than experiment
can be used as a benchmark to test other theoretical methods
against for their accuracy for chemisorption. This situation is
different for gas phase reaction barriers, with the CCSD(T)
method (a fifth order perturbation WFT method) exhibiting
chemical accuracy for the DBH24/08 database (Table 1).

A few comments regarding the performance of hybrid DFT
and WFT on gas phase reaction barriers are in order. As can be
seen from Table 1, HF systematically overestimates gas phase
Eb, while the LDA systematically underestimates them. This
may be used as an empirical argument for mixing in exact
exchange in DFT.31 Second, it is useful to consider the accuracy
of the MP2 method, as it has been implemented in several
periodic codes, e.g. the CRYSTAL code.365 While MP2 clearly
improves upon the HF method for the DB24 database, it
still considerably and systematically overestimates gas phase
reaction barriers (MSE = 4.7 kcal mol�1), making it unlikely that
periodic MP2 calculations will be able to deliver chemical
accuracy for Eb for DC on metals.

2.1.7. Computational points and benchmarking. We finish
this subsection with two computational points and a general
comment regarding benchmarking. First, it is important to
note that results of calculations with semi-empirical mGGA
or hybrid mGGA DFs may be quite sensitive to the integration
mesh used in the calculations. A problem of some of the
Minnesota DFs is that potential energy curves for weak non-
covalent interactions may display oscillatory behavior,366 and
this may carry over to van der Waals interactions in systems
where a molecule interacts with a metal at long range. Unfortu-
nately this is a problem with the MN12-SX DF, which also tends
to perform less well for non-covalent interactions in general.
These are real drawbacks, as it would obviously be advantageous
to have a good SH meta-gradient approximation DF available
that could outperform HSE06 on molecules interacting with
metals. Second, when working with the Lundqvist-Langreth van
der Waals correlation DFs326,327 one should be aware that some
observables or properties may be quite sensitive to the pseudo-
potential used.302

The databases being developed for adsorption to metals
and dissociation barriers on metals are obviously useful for
benchmarking DFT for these interactions. In a recent paper
Bligaard et al.367 have discussed best practices for bench-
marking in catalysis science. In this context, and after review-
ing the work on the databases referenced here, we note that,
while it may be useful to make small extensions to databases

(e.g. from CE39303 to ADS41302) or change a reference (e.g. to
chemisorption of fragments resulting from dissociation368),
better comparability with earlier work can be achieved if the results
for the earlier smaller database or reference are also presented.

2.2. The specific reaction parameter approach to DFT
(SRP-DFT)

The idea of using a specific reaction parameter (SRP) or a few
SRPs with electronic structure theory can be traced back to
work of Truhlar and co-workers.369 Their work was driven by
the wish to extend semi-empirical approaches to larger systems.
For a small system a semi-empirical approach can be imple-
mented by fitting an analytical PES and tuning one or more PES
parameters to fit to, for instance, a measured rate constant;
however, such an approach was deemed impractical for larger
systems. Instead, the idea was to use an electronic structure
method as a fitting tool, by adjusting one or more of its parameters
(the SRPs) to reproduce, for instance, a rate constant. As stated by
Truhlar and co-workers,369 the interest in the resulting method
was then not so much its ability to reproduce the rate constant it
was fitted to, but rather the resulting method’s usefulness for
studying details of dynamical processes, or the effect of solvation
on the reaction dynamics. The authors originally used an AM1
model and modified specific one-electron energies (which are
parameters in the AM1 model) to obtain agreement with
experiment. They also recognized that obtaining a reasonably
accurate, but computationally inexpensive method allowed
them to perform direct dynamics calculations. Subsequently,
calculations with semi-empirical electronic Hamiltonians using
SRPs were performed for a range of applications,370–375 including
an application to surface reaction dynamics by the Hase group (to
the reaction of O-atoms with an alkyl thiolate self-assembled
monolayer).376

Truhlar and co-workers were also the first to realize that the
concept of SRPs could be applied with DFT, by fitting one or more
of the coefficients occurring in a DF to a measured observable
(again, usually a rate constant).42 In their first application of
SRP-DFT, they varied two parameters of a three-parameter hybrid
DF due to Becke to obtain a good fit to the rate constant for the
gas-phase reaction of H with CH3OH, and used this DF in direct
dynamics studies of this reaction in the condensed phase.42 Later
applications of SRP-DFT concerned gas phase reactions.377–380

While these early studies all changed the parameter X in global
hybrid DFs to obtain better agreement with experiments on
reactions, a recent study on the H + H2 reaction obtained
excellent agreement with experiments by fine-tuning specific
parameters of a double hybrid DF.381

The SRP-DFT approach was first applied to a molecule–
metal surface reaction in 2009.43 Contrary to the treatment of
gas phase reactions, in the applications of SRP-DFT to mole-
cule–metal surface reactions hybrid DFs have not yet been used.
Reasons for this include the computational expense of plane
wave DFT calculations using hybrid DFs, and the tendency of
hybrid DFs to overestimate the bandwidth of the highest metal
band.348,349 Instead, the SRP-DFs that have been used to study
reactions of molecules with metal surfaces have mostly involved
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weighted averages of GGA DFs, or weighted averages of GGA
exchange DFs with NL correlation DFs added. Specifically, the
following generic expressions have been used:

ESRP
XC = aEGGA1

XC + (1 � a)EGGA2
XC (ref. 243) (2a)

ESRP
XC = aEGGA1

X + (1 � a)EGGA2
X + EGGA

C (ref. 175) (2b)

ESRP
XC = aEGGA1

X + (1 � a)EGGA2
X + ENL

C (ref. 44) (2c)

ESRP
XC = EPBEa

X + ENL
C (ref. 156) (2d)

Also, for H2 + Cu(111) it has been established that an SRP-DF
can be constructed of the form

ESRP
XC = aEmGGA1

X + (1 � a)EmGGA2
X + EmGGA

C (ref. 152). (2e)

A basic idea of all of these DFs is that the parameter a should be
tunable so that, with an appropriate dynamical model,
dynamics calculations using a PES or forces computed directly
with the SRP-DF can accurately reproduce measured S0 curves.
In the above equations, this was achieved by taking a weighted
average of two GGA XC DFs (eqn (2a)), by taking a weighted
average of two GGA exchange DFs and using the GGA correlation
DF shared by the corresponding GGAs (eqn (2b)) (for example,
PBE195 and RPBE,196 which share the PBE correlation DF), by
taking a weighted average of two GGA exchange DFs and a NL
correlation DF like vdW1326 (eqn (2c)), by combining a tunable
exchange DF (PBEa382) with a NL correlation DF (vdW2,327

eqn (2d)), or by taking a weighted average of two mGGAs
exchange DFs and using the mGGA correlation DF shared by
the corresponding mGGAs152 (eqn (2e)). When employing one of
the eqn (2a)–(2c) and (2e), it is desirable that using one of the
DFs effectively used leads to consistent overestimation of the
measured S0 curve, while the other DF consistently under-
estimates the measured S0. Note that the PBEa382 DF interpolates
between a DF that closely resembles the WC DF197 (a = 0.52), the
PBE DF195 (a = 1) and the RPBE DF196 (a = N).

The inspiration to take the first SRP-DF according to
eqn (2a) came from a comparison200 of experimental S0 with
theoretical S0 previously computed with the PW91 and RPBE
DFs for H2 + Ru(0001), from work on ammonia production,6

and from research on error estimation in DFT.383 The work on
H2 + Ru(0001)200 showed that, to a reasonable approximation, the
experimental S0 fell in between reaction probabilities predicted384

with the PW91 and RPBE DFs. Fig. 6 illustrates the principle for
H2 + Cu(111): QCT calculations based on the PW91 DF (the
RPBE DF) overestimated (underestimated) measured values of
S0. However, S0 calculated effectively with a DF that can be
written as ESRP

XC = 0.57EPW91
XC + 0.43ERPBE

XC were in excellent agree-
ment with experiment, as further discussed below. The work on
NH3 production computed production rates as a function
of stationary point energies interpolated between PW91 and
RPBE values, showing that error cancellation between PW91
and RPBE rates occurred due to a compensation effect.6 The
research on error estimation in DFT383 showed that a semi-
empirical GGA DF optimized by fitting molecular atomization
energies and cohesive energies had an exchange enhancement
factor intermediate between PBE and RPBE.

Because SRP-DFT operates essentially by computing S0

curves and comparing with experimental S0 curves, great care
has to be taken to model the experiment as accurately as
possible. In principle this requires knowledge about the MBs
used in the experiments. As further discussed below, these can
be characterized by the vibrational temperature (Tvib) of the
molecules in the beam (usually equal to the nozzle tempera-
ture, TN), the rotational temperature (Trot) in the beam (details
below), and the distribution of the velocities or the Ei in the
direction towards the surface. As will also be discussed below,
experiments greatly differ in terms of the amount of details in
which these beam properties are documented. Obviously, the
success of fitting an SRP-DF for a particular system will depend
to a large extent on the availability of this detailed information.
Sometimes this involves much guesswork,156 in other cases very
detailed information is available on experiments done quite
some time ago43 or velocity distributions can be fitted to
published time-of-flight (TOF) distributions of MBs,43 and in
other cases the information becomes available through a joint
theoretical-experimental effort aimed partly at deriving an
SRP-DF for the system investigated.44,47 For the latter case,
guidelines have been presented for the design of experiments
to be modeled with DFMD calculations aimed at developing an
SRP-DF (‘‘surface reaction barriometry’’47).

2.3. Tight binding methods based on DFT

To represent the interaction of H2 with Pd(100)385 and later of O2

with Pt(111) Groß and co-workers386,387 have used a total energy
tight-binding (TETB) method that was developed especially for
metals by Papaconstantopoulos and co-workers.388,389 With this
TTEB method, and after some fitting, they could reproduce a set
of previously computed PW91 DFT energies for H2 + Pd(100) with
an RMSE of about 100 meV, and the TTEB results were of higher
accuracy in regions where this was needed.385 A similarly low
RMSE was reported for O2 + Pt(111).387 The TTEB method could
subsequently be used in direct dynamics calculations where the
number of trajectories that could be computed was high enough
to allow important new conclusions regarding a seeming paradox
concerning experimental findings on sticking and scattering,

Fig. 6 S0 computed43 with the QCT method (QC in legend) using the
PW91,312 RPBE,196 and SRP4343 (SRP) DFs are compared with experimental12

values for D2 + Cu(111) (IBM exp). The computed S0 exhibit statistical errors
r0.005. Figure taken from ref. 43.
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on the basis of statistically relevant results.387 At the time, this
could not have been achieved with DFMD calculations.

The TTEB method388,389 used by Groß and co-workers bears
some similarities with the more generally known density func-
tional tight-binding (DFTB) method,390 but it is not equal to it,
and in some sense the TTEB method resembles a fitting
method, albeit that physical meaning can be attached to its
parameters.385 We are not aware of applications to molecule–
metal surface reactions after 2006. To our knowledge, DFTB390

has not been applied to molecule–metal surface reactions; how-
ever, it has been applied to large molecules, clusters and non-
oparticles, including metal clusters, metal clusters interacting with
molecules (functionalized clusters), adsorption of molecules on
metaloxide surfaces, etc. For a recent review see ref. 390.

2.4. Other electronic structure methods for molecules
interacting with metal surfaces

Researchers are increasingly looking at applying methods to
molecules interacting with metal surfaces of which the accuracy
and reliability may surpass that of DFT with the best DFs in
future, or already surpasses DFT, but which allow only a few
single point calculations rather than the mapping out of a
complete PES. Carter and coworkers have developed a density
functional embedded correlated wave function theory (the ECW
method) that is potentially very accurate for molecules interact-
ing with metals.391,392 In this method, the system is partitioned
into a cluster (containing the adsorbing molecule and a cluster
of metal atoms near to it) and a (possibly periodic) bulk
environment. An assumption made is that these subsystems
are non-degenerate, and for this case a unique global embedding
potential can be defined such that the embedding potential for
the cluster equals the embedding potential for the bulk environ-
ment. The total energy of the system Etot is calculated from the
energy of the total system computed with DFT EDFT

tot , the energy of
the embedded cluster computed with a high level ab initio (or
correlated wave function (CW)) method ECW

emb,cl, and the energy of
the embedded cluster computed with DFT EDFT

emb,cl as follows:392

Etot = EDFT
tot + (ECW

emb,cl � EDFT
emb,cl). (3)

The underlying assumption is that the CW correction to the
energy of the cluster improves the total energy computed for
the total system relative to the DFT results. The scheme does
not consider changes in the environment due to treating the
embedded cluster with a CW method, but the assumption is
made that this is not problematic due to the short screening
length in metals.392 Also, the method can be extended to lift the
limitation that the subsystems should be non-degenerate.393

CW methods that have been used in calculations on electronic
ground state systems consisting of a molecule interacting with a
metal surface include CASSCF,394 CASPT2,395,396 and CIS (configu-
ration interaction singles, or CI singles).397 Applications of the
ECW method to such systems include calculations on H2 +
Au(111)398 and on O2 + Al(111).35,399,400 In a recent successful
application, QCT calculations on the ECW PES were able to
reproduce experiments on the sticking of O2 on Al(111) semi-
quantitatively (albeit not yet with chemical accuracy, see Fig. 7).35

In the work on O2 + Al(111), in the construction of the PES the
CASPT2 method395,396 was used in the calculations on the
embedded cluster. The ECW method can also be applied to
excited states of systems consisting of a molecule interacting
with a metal surface.398,401–404 It can be expected that as computers
become more powerful the ECW approach will eventually achieve
chemical accuracy for barriers for molecule–metal surface reactions,
if large enough clusters can be treated with a high enough level CW
method.

With the ONIOM approach405 one can compute an improved
total energy of a system in which a molecule interacts with a
metal surface using an equation similar to eqn (3), i.e.,

EONIOM
tot = ELL

tot + (EHL
cl � ELL

cl ). (4)

In eqn (4), ‘‘LL’’ stands for a low-level method, and ‘‘HL’’ stands
for a high-level, i.e., more accurate method. A difference with
the ECW method is that calculations on bare clusters are done,
without the presence of an embedding potential representing the
effect of the environment. This may adversely affect the accuracy
for molecules interacting with metals, as the delocalized Bloch
states found in bulk metal are quite different from the wave
functions describing metal atoms in clusters.392 The ONIOM
approach has nevertheless been used to compute Eb for H2

dissociation over a surface atom in Cu(100),406 using PBE-DFT
as the LL method and both CCSD(T)407 and MRCI + Q408 (+Q
stands for the Davidson correction409) as the HL method. The
ONIOM calculation with MRCI + Q was in excellent agreement
(Eb = 0.873 eV) with the semi-empirical SRP-DFT result for H2 +
Cu(100) (Eb = 0.87 eV), but the ONIOM calculation with CCSD(T)
(Eb = 0.629 eV) was not. Calculations with the ONIOM approach
have also addressed the physisorption of H2 on Cu(100).410

These calculations employed the vdW2 method327 as the LL
method, and the CCSD(T) method407,411 as the HL method.
Transition energies between physisorbed states were in very good

Fig. 7 S0 computed with the QCT method using an adiabatic RPBE196

PES,570 a triplet RPBE PES computed with spin-constrained DFT,570 a
triplet and singlet RPBE PES with surface hopping using maximal (Vmax)
and minimal (Vmin) coupling,573 and an ECW FPLEPS PES35 are compared
with experimental S0.217 Figure taken from ref. 35 (https://pubs.acs.org/
doi/10.1021/acs.jpclett.8b01470). Further permission requests to be directed
to the ACS.
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agreement with experiment, and the agreement was somewhat
better than obtained using a bare cluster of Cu atoms modeling
the Cu(100) surface with CCSD(T).410 The above results suggest
that the ONIOM approach may work quite well for specific cases
of chemisorption and physisorption, but more tests are needed
to confirm this.

The method that is considered to be the ‘‘gold standard’’ for
gas phase chemistry, CCSD(T), is increasingly being used for
materials science applications.412 A periodic CCSD(T) calculation
has recently been performed on DC of H2 on a semi-conductor
surface, i.e., Si(100).413 For this one system, barrier heights
computed with CCSD(T) agreed with QMC results to within the
stochastic error bar of the QMC results. Comparison was made
with lower level CW approaches, and with results obtained with
several DF functions.413 While the CCSD(T) method shows a high
future promise for achieving chemical accuracy for molecules
reacting on metals, an application of periodic CCSD(T) to a
molecule reacting on a metal has yet to be demonstrated for a
simple metal, let alone a TM.

Finally, the stochastic DMC method414,415 also shows consid-
erable promise for achieving chemical accuracy for molecule–
metal surface reactions. A nice property of DMC is that its
computational cost scales favorably with the number of electrons
N (as O(N3)) if localized orbitals are used to expand the electronic
orbitals in.416,417 In contrast, CCSD(T) scales with N as O(N7).37 In
principle the DMC method is an exact method,415,416,418 and the
parallelizability of DMC makes the method very suitable for high-
performance computing.418 With DMC it is possible to reproduce
gas phase Eb measured in experiments or computed with ab initio
methods to within or close to chemical accuracy.419–424 The most
extensive information comes from two recent papers,423,424 the
results of which can be combined to compute the MUE for the
B76 gas phase reaction barrier heights, which leads to a MUE
value of 1.2 kcal mol�1; here a single determinant PBE trial wave
function was used (see also Table 1). The largest error is usually
made in the calculation of the transition state energy, and there is
some correlation between the approximate nodal error and the
HOMO–LUMO gap of the reactants.422,424 DMC calculations have
been used earlier to study molecular adsorption of CO and
H2O on Cu(100),425 and DC of N2 on Cu(111)426 and of H2 on
Mg(0001).427 Recent DMC calculations have reproduced semi-
empirical DC barrier heights for H2 + Cu(111)34 and for H2 +
Pt(111) to within 1.6� 1.0 and 0.9� 1.0 kcal mol�1, respectively.
Also, recent DMC calculations correctly predict the site-preference
for CO adsorption on Rh(111), Ir(111), Pt(111), and Cu(111), which
represents a challenging problem.428 An important recent result of
DMC and DFT calculations on H2 + Al(110) is that all eight tested
functionals that were tested against DMC accurately describe the
variation of the barrier height with impact site and molecular
orientation429 (see Fig. 8), which, as discussed later, is important to
the correct description of sticking by SRP-DFT. Very recently DMC
calculations have been published that very accurately (to within
1 kJ mol�1) reproduce the activation barrier for H2O addition of
H2O to CO on Pt(111).430

In view of its recent successes, it is likely that DMC calculations
start delivering chemical accuracy for reactions of molecules with

TMs in the not to distant future. Present sources of errors include
the locality error (due to the need to use pseudo-potentials), finite-
size errors, time-step errors, and fixed node errors due to the need
to use an approximate wave function to start the calculations.34 It
might be possible to reduce finite-size errors and locality errors by
using density functional embedding of DMC.431 While this
method has recently been shown to be applicable to a few
systems,431 more work is needed to demonstrate its accuracy for
molecules interacting with metals.

3. PES fitting

Dynamics calculations, which are needed to compute the
reaction probabilities for comparison with MB sticking experi-
ments, can be performed efficiently if a PES is available.
Obtaining a PES requires interpolating or fitting to electronic
structure data. Performing an accurate interpolation or fit of
electronic structure data is obviously important: dynamics
results obtained with a PES will only truly reflect the quality
of the underlying electronic structure method if the energies
obtained with it are accurately interpolated or fitted. Below, we
describe several methods for fitting PESs that have been used in
research on dynamics of reactions at metal surfaces.

3.1. Neural network (NN) methods

NN methods and other machine learning methods have been
covered in a recent tutorial review432 and in recent perspec-
tives433–435 and reviews,436,437 and we borrow extensively from
some of these papers432,433,436 in the below discussion. Artificial
NNs may be defined as follows: ‘‘Artificial NNs are massively
parallel interconnected networks of simple (usually adaptive)

Fig. 8 (a) Comparison of barrier heights Eb computed429 for H2 + Al(110),
for six geometries (TS1–TS6) sampling different impact sites and orienta-
tions with DMC and DFT using 8 different density functionals. (b) Similar as
in (a), but now plotting DEb(TSi) = Eb(TSi) � Eb(TS1) for i = 1–6, for each
method. (c) Similar to (b), but now plotting DEb(TSi) � DEb

DMC(TSi) for each
method. Reprinted from [A. Powell, G. J. Kroes and K. Doblhoff-Dier,
Quantum Monte Carlo calculations on dissociative chemisorption of H2 on
Al(110): minimum barrier heights and their comparison to DFT values,
J. Chem. Phys., 2020, 153, 224701], with the permission of AIP Publishing.
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elements and their hierarchical organizations which are
intended to interact with the objects of the real world in the
same way as biological nervous systems do’’.438 In potential
fitting, usually multilayer feed-forward (MLFF) NNs are used.
MLFF NNs are ‘‘universal approximators’’, i.e., in principle they
can be used to approximate unknown and arbitrary multi-
dimensional functions to arbitrary accuracy when presented
with a set of known function values (ref. 432 and references
therein). An advantage of NN potentials (NNPs) is that no
knowledge is needed regarding the functional form of the
PES.432 A disadvantage is that considerable effort may have to
be put into the ‘‘training’’ of the network.432

Essentially, for the most accurate PES fits, two types of NN
methods are used in recent applications to gas–surface scattering.
For molecules interacting with static surfaces, the permutation
invariant polynomial NN (PIP-NN) approach439,440 can be used,
and for molecules interacting with mobile surfaces, the high-
dimensional NN (HDNN) approach432,441–443 can be used.

In the PIP-NN approach to gas–surface scattering,439,440

polynomials are used that automatically incorporate the sym-
metry with respect to the permutation of the nuclei (PIPs).444–446

In the PIP-NN approach, in the first step the coordinates of the
atoms in the molecule are transformed to the values taken on by
polynomials incorporating the permutation symmetry. The
values of these polynomials are then used as inputs to MLFF
NNs.66 The method has been used to generate accurate fits for,
for instance, H2 + Cu(111) and Ag(111),439 H2 + Co(0001),104 H2O +
Ni(111),121 CO2 + Ni(100),92 CH4 + Ni(111),167 NH3 + Ru(0001)66

and CH3OH + Cu(111).144 The method allows accurate fits,
for example, RMSEs of 2.5 meV (using B4000 points), and
14.7 meV (using B18 000 points) have been reported for H2 +
Cu(111) and CO2 + Ni(100), respectively.440 A drawback of the
method is that the number of PIPs grows fast with the number
of DOFs in the system, making it hard to apply to complicated
systems containing, for example, more than 10 atoms of the
same element.447 Although this may be alleviated by removing
redundant PIPs,448,449 this fast growth of the number of PIPs in
practice limits its application to molecules interacting with
static surfaces.

In early applications NN methods were applied to fitting
PESs for molecules interacting with surfaces without using PIPs
as input to the NN.82,450–454 NN methods that do not use PIPs as
inputs are still used for fitting PESs for molecules interacting with
static surfaces while achieving quite high accuracy.61,73,98,455–457 A
special class of NN methods458–460 is constructed in such a way
that the resulting PES has a sum of products form, which is
advantageous when used in combination with specific quantum
dynamical methods, as will be discussed below.

The HDNN approach432,441–443 can be used for molecules
interacting with mobile surfaces. In this approach the total
energy of the system is constructed as the sum of Natom atomic
energy contributions, where Natom is the number of atoms in
the system. Each atom belonging to a specific chemical element
is described by the atomic NN for that element. These atomic
NNs describe the energy of the atom as it depends on its local
chemical environment to within a cut-off radius. This may

involve the use of atom-centered symmetry functions442 describing
two-body interactions depending on interatomic distances and
three-body interactions depending on interatomic distances and
the angle subtended by the three atoms whose interaction is
described.442 Later, some minor modifications to these symmetry
functions have been proposed.62,461 The values of the symmetry
functions are taken as the input parameters to the atomic NNs.
Advantages of the HDNN approach are that (i) the introduction of
cut-offs, which define the size of the chemical environments of the
atoms, limits the dimensionality of the fit, (ii) permutation sym-
metry is automatically obeyed, and (iii) the number of atoms of a
specific element already contained in the system can in principle
be changed without the need for retraining the NN. A fourth
advantage will be mentioned below. The method has already been
applied to the calculation of S0 for a few systems, i.e., N2 +
Ru(0001),139 HCl + Au(111),133 CO2 + Ni(100),62 CH4 + Cu(111),63

and to describe vibrational energy dissipation in scattering of CO
from Au(111),229 and dissociative chemisorption of CO2 on and its
recombinative desorption from Pt(111).462 Reasonably high accu-
racy was reported: RMSEs achieved for N2 + Ru(0001) and CO2 +
Ni(100) were 38139 and 1562 meV, respectively. Also, S0 computed
with the HDNN approach are in good agreement with values
obtained with DFMD calculations62,63,133 (see e.g. Fig. 9a and
Fig. 3 of ref. 133). The HDNN approach has been implemented463

in the LAMMPS464 MD code, and the training of the network can be
parallelized.465

Very recently, a new variety of the Behler–Parinello approach
to HDNN potentials was presented by Jiang and co-workers.466

In this version of the method the atomistic neural networks are
defined by descriptors consisting of L-dependent atomic electron
densities described by Gaussian type orbitals, where L is the
electronic angular momentum. The method implicitly incorpo-
rates three-body terms but does not require the explicit calculation
of these terms, which is thought to make the method efficient.466

The method has been applied to the interaction of H2 with
Cu(111), Cu(100), Cu(110), and Cu(211), in a paper which also
demonstrated that the same atomic networks trained on all these
systems could be used to compute accurate potential energy
surfaces for all four systems.467 This illustrates a fourth advantage
of atomic NNPs: in principle, and if well-trained, atomic NNPs can
be used to generate accurately fitted PESs for a molecule interacting
with a range of different surfaces of the same metal.467 The method
has also been applied to H2O interacting with Pt(110)-(1 � 2).468

Atom-centered symmetry functions have been tested against three
other local environment descriptors in calculations on solid state
materials.469 Other machine learning methods based on atomic
descriptors have also been applied to molecules interacting with
metals, e.g. to CH4 interacting with Pt(111).470 Finally, symmetry
adapted high-dimensional neural networks have also been used to
represent electronic friction tensors of adsorbates on metals.471

3.2. The CRP

The CRP is an interpolation method for describing the inter-
action of diatomic AB molecules with static metal surfaces and
generates PESs depending on six DOFs (six-dimensional, 6D). It
was developed early on by Busnengo et al.,472 and has been

Perspective PCCP

Pu
bl

is
he

d 
on

 3
0 

M
ar

ch
 2

02
1.

 D
ow

nl
oa

de
d 

by
 U

ni
ve

rs
ite

it 
L

ei
de

n 
/ L

U
M

C
 o

n 
10

/8
/2

02
1 

10
:2

9:
35

 A
M

. 
View Article Online

https://doi.org/10.1039/d1cp00044f


8978 |  Phys. Chem. Chem. Phys., 2021, 23, 8962–9048 This journal is © the Owner Societies 2021

discussed earlier in a review on H2 scattering from metal
surfaces.28 We will therefore be brief in our discussion.

The idea underlying the CRP is that it is easier to interpolate
a 6D function if it depends less strongly on the orientation and
the impact site of the molecule on the surface than the actual
PES. To reduce this dependence, i.e., to reduce the ‘‘corrugation’’,
in a first step the atom–surface potentials VA and VB of the loose A
and B atoms interacting with the static surface are computed and
fitted, and subtracted from the 6D potential V6D describing the
interaction of the AB molecule with respect to the surface. This
leads to a 6D interpolation function I6D that is much less
corrugated than the original PES (V6D), and I6D is then inter-
polated in a procedure more fully described in ref. 28 and
ref. 472. With the proper choice of angular functions, the method
is automatically permutationally invariant. In a second step, the
corrugation (i.e., dependence on surface impact site) is also
removed as much as possible from the potentials VA and VB of
the loose A and B atoms interacting with the static surface. This
is done by substracting from these potentials a sum of pair
potentials, with the pair potential usually fitted to the interaction

of the atom with the surface as it moves vertically above a surface
atom (above a top site). The subtraction of the sum of pair
potentials yields 3D interpolation functions IA and IB, which are
again easier to interpolate than the original 3D potentials VA and
VB. The CRP is similar in spirit to a procedure developed almost
simultaneously by Kresse,473 who omitted the reduction of the
corrugation of the atom–surface potentials by subtracting sums
of pair potentials.

The accuracy of the CRP is usually tested by comparison to
raw DFT data not included in the interpolation set. Usually,
errors no larger than 0.4–0.7 kcal mol�1 are obtained in the
coordinate regions relevant to reaction, so the method is quite
accurate. The accuracy of the CRP has been confirmed by
comparing CT results for sticking of H2 to Pd(100) to AIMD
data for the same system.474 The CRP can be generalized to an
AB molecule interacting with a pre-covered surface,118 and it can
also be used in a context where a diatomic molecule scatters from
a thermally distorted surface.171,475 Though perhaps somewhat
less accurate than the PIP-NN approach for diatomic molecules
interacting with static metals, the CRP is often the method of
choice for obtaining global PESs for diatomic molecules inter-
acting with static metal surfaces.132,156,476

3.3. Other fitting methods

Busnengo and co-workers have used a reactive force field (RFF)
method with a functional form similar to one originally devised
by Tersoff477 and fully described in Supporting Information (SI)
to their papers,53,478 and applied it to fit PBE-DFT data for CH4 +
Ni(111),53 CH4 + Pt(111)53,479 and CH4 + Ir(111).478 The expression
they use is almost identical to the reactive bond order (REBO)
expression used earlier by Busnengo and co-workers to simulate
reaction of H2 on Pd surfaces.480 In the latter paper, the REBO
expression used is attributed to Brenner et al.,481 although this is
not immediately evident from the equations presented in the
papers. A very thorough assessment of the fitting errors was not
yet presented for methane interacting with Ni(111) and Pt(111),
but for CH4 + Pt(111) the authors noted that Eb obtained with
their REBO force field differed from the raw DFT values by about
1.8 kcal mol�1 if the surface was allowed to relax in response to
the presence of CH4.479 This suggests that chemical accuracy was
not yet achieved with this type of classical force field method for
Ni(111) and Pt(111). However, for CH4 + Ir(111) the RMSE is
below a kcal mol�1 for interaction energies up to and including
the barrier height to dissociation (see Fig. S1 of ref. 478),
indicating that the method is accurate enough to achieve
chemical accuracy in fitting PESs.

The modified Shepard (MS) interpolation method uses
energies, gradients, and Hessians computed with electronic
structure theory to construct the PES as a weighted average over
second-order Taylor interpolants.482,483 In investigations of
reactive molecule–metal surface scattering the method was first
applied to H2 + Pt(111).484,485 The method is accurate enough to
yield a good description of observables that are sensitive to an
accurate representation of the PES, as shown for rotationally
and diffractionally inelastic scattering of H2 from Cu(111).117 In
its original formulation for molecule–surface scattering485 the

Fig. 9 S0 computed with a HD NNP (circles) and with DFMD (diamonds)
on the basis of the SRP32-vdW1 DF are compared for CHD3 + Cu(111),63

for laser-off conditions, for the molecule in its ground vibrational state,
and for the n1 CH-stretch vibration excited with one quantum and with two
quanta. The results are shown as a function of incidence energy (a) and of
total energy (incidence + vibrational energy, panel b). Figure taken from
ref. 63 (https://pubs.acs.org/doi/10.1021/acs.jpclett.9b00560). Further
permission requests to be directed to the ACS.
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MS scheme suffered from a problem with imposing translational
symmetry,486 but Frankcombe has shown that this problem can be
solved by imposing plane group symmetry.487 Frankcombe has
recently tested the thus modified method on a polyatomic
molecule (CH4) interacting with a model (100) surface of an fcc
metal.488 He has also shown that the new method can be efficiently
used for molecules interacting with thermally distorted surfaces
using approximate Hessians.489

The scattering of a diatomic molecule from a metal surface
can also be studied with LEPS PESs. McCreery and Wolken
modified an expression originally due to London, Eyring, Polanyi,
and Sato to obtain a LEPS potential for a molecule scattering from
a flat surface.490,491 This potential contains D, a, and r parameters
modeling Morse pair potentials, and Sato parameters D. The
description of the molecule–surface interaction can be improved
by making the D, a, and r parameters periodic functions of the
coordinates X and Y describing the projection of the atoms on the
surface,492,493 obtaining a periodic LEPS (PLEPS) potential.494 A
shortcoming of the PLEPS expression is that the Sato parameters
are taken independent of X and Y, so that the shape and position
of the barriers are restrained to be roughly the same over the
surface.494,495 A more flexible periodic LEPS (called FPLEPS)
potential is obtained if the Sato parameters are also made
dependent on X and Y.494,496 An advantage of the FPLEPS
method is that a fit of a PES for a diatomic molecule interacting
with a static surface can be obtained with an order of magnitude
less points (say 500) than needed for an accurate fit with the
CRP.494 However, the FPLEPS expression is also less accurate, as
was demonstrated for N2 + W(100) where the method could not
achieve chemical accuracy for the early barriers occurring far
away from the surface (errors B100 meV), and in a few cases
failed miserably for late barriers (errors B250 meV). Recently
the method has been used to fit a PES for, for example, O2 +
Cu(100)497 and O2 + Al(111).35 In the latter case, the advantage
that fewer points could be used to fit the PES came in handy, as
an expensive electronic structure method (the ECW method)
was used to compute electronic energies.35 However, the limited
accuracy of the FPLEPS method also led to some of the uncertainties
contained in the conclusions of this important work.35

As already noted, PIPs can be used in a NN approach to PES
fitting. PIPS have also been used briefly to fit molecule–surface
PESs in an approach not using NNs.498 In this approach,498 a
pseudo ‘‘surface atom’’ is introduced at a specific impact site, which
is usually chosen to correspond with the TS of the system. The PES
is then expanded in polynomials of Morse-like functions of the
interatomic distances between the ‘‘atoms’’ of the system, i.e., all the
atoms in the molecule and the pseudo-atom. The fitting expression
is made permutationally invariant in the atoms of the molecule
belonging to the same chemical elements, and least-squares fitting
of the coefficients is performed. In this approach, the flat surface
approximation (FSA) is invoked, i.e., the approximation is made that
the PES does not depend on the coordinates for translational
motion parallel to the surface, and on the azimuthal rotation
of the molecule about the surface normal.498 The method has
been applied to H2O + Cu(111),108,119,499 D2O + Ni(111),78 and
CH4 + Ni(111),60,500 and has been reviewed in ref. 498.

It is also possible to combine different methods. For instance, it
is possible to use the CRP, but to fit the 6D interpolation function
I6D with the NN approach, as has been done for a few systems.452,501

In calculations with the multi-configuration time-dependent
Hartree (MCTDH) method, it is computationally favorable to
use a PES that is in a sum of products form.502 Ideally, products
of 1D functions of the DOFs used in the MCTDH calculations
are used. The POTFIT method502–504 fits potentials to this form,
and has been used to describe for instance H2 + Pt(111)505 and
CH4 + Pt(111)87 (the latter in a reduced dimensionality frame-
work). A new method called canonical polyadic decomposition
also allows to bring the PES in a sum of products form, and
thanks to some of its features it can be used efficiently for high-
dimensional systems.506 As already mentioned in Section 3.1
there are also NN methods458–460 that result in PESs with a sum
of products form.

4. Dynamical models and methods
and computation of observables

Once an electronic structure model has been set up for the
system (whether implemented through a PES or direct dynamics),
a dynamical model and method are required to compute S0 (or
rate constants if kinetics results are required). The model used
determines whether (i) only motion in the molecular DOFs is
modeled (BOSS model) and which molecular DOFs are modeled
explicitly, or whether (ii) also surface atom motion is modeled
(BO moving surface or BOMS model), or whether instead
(iii) electronically non-adiabatic effects like ehp excitation are
modeled (non-BOSS or NBOSS model), or whether (iv) both non-
adiabatic effects and surface phonons are modeled (NBOMS). In
discussing these models and their use, we will closely follow a
recent review paper by Reuter and co-workers.266 It is good to
start with a caveat: As these authors note, still much is unclear
about the relative importance of the two energy dissipation
channels (ehp and surface phonon excitation) for molecule–
metal surface reactions.266 The topic is important not only
because these channels may require accurate modeling to
extract accurate reaction barriers from dynamics simulations
of MB sticking experiments.10 As Reuter and coworkers note, the
energy released in for instance DC reactions may well affect how
heterogeneously catalyzed processes proceed, which is usually
neglected in current microkinetic modeling of these important
processes.266

The dynamical method determines how the equations of
motion are solved, possibly in connection with how the electronic
structure calculations are implemented. Finally, a dynamics
calculation should result in observables, and we will also discuss
how these are computed.

4.1. Dynamical models

4.1.1. The BOSS model. Many molecule–metal surface
reactions can already be described with quantitative or semi-
quantitative accuracy while neglecting electronically non-adiabatic
effects and treating the metal surface as static, where the atoms
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occupy their ideal metal lattice positions. This is particularly true
for activated dissociation of H2 on cold (Ts r 300 K) metal surfaces,
and is illustrated by the achievement of chemically accurate results
with the BOSS model for sticking of H2 on Cu(111),43 Cu(100),46

and Pt(111),156 with the use of SRP-DFs. In attempts to develop
SRP-DFs highly accurate descriptions were likewise achieved
with the BOSS model for H2 + Ru(0001),151 Ni(111),476 Ag(111)152

and Pt(211).48

The available evidence also suggests that, in the absence of
SRP or candidate SRP DFs (c-SRP DFs), activated dissociation of
H2 on metals can be modeled with at least semi-quantitative
accuracy with the BOSS model,80,111,116,186,507–510 with deviations
from experiment usually stemming from the inaccuracy of the DF
employed. BOSS calculations on H2 scattering from metals have also
been used successfully to reproduce and explain mechanistic
trends,169,511 or to predict trends187 later confirmed in experi-
ments.23,166 Finally, BOSS calculations on H2–metal surface
scattering have also been performed to test whether specific
dynamical approximations may lead to accurate results. For
instance, several authors have found that full-dimensional (6D)
calculations on DC are accurately reproduced by an approximation
using site-averaging of explicit dynamics (SAED) results of 4D
calculations modeling only motion in the vibrational and rotational
coordinates of H2, and in its motion towards the surface.76,102

However, we note that calculations on scattering of H2 from metal
surfaces with the BOSS model may also fail rather badly for specific
observables in activated systems, as found for vibrationally inelastic
scattering of H2 from Cu(111).177 For more details on modeling of H2

reacting on metals, see a recent review paper.28

The BOSS model has also been used to study reactive
scattering of heavier diatomic molecules from metal surfaces.
For a few of these systems (i.e., HCl + Au(111) and Ag(111)) the
SAED approximation is accurate.106,457 In many cases using the
BOSS model leads to semi-quantitative agreement with experiment,
as found for e.g. O2 + Ag(111)82 and Al(111),35 N2 + W(110)512 and
Ru(0001).513 For HCl + Au(111) BOSS dynamics calculations are in
disagreement with experiments on sticking,134 but it is likely that
this is mostly due to the DF used.

The BOSS model has also been used to study reaction of
polyatomic molecules on metal surfaces. It has been successful
at describing the reaction of H2O,131 NH3

66 and CH4 with metal
surfaces with semi-quantitative accuracy for several systems. The
BOSS method has also been used to predict trends in reactivity of
such systems, for instance regarding the effect of pre-exciting
different vibrations,66,67,108,144 different rotational states,108,131 of
the incidence angle yi,

121 of rotational dynamics,87 and of steric
effects.131,137 Several studies have focused on the validity of
making reduced dimensionality approximations,100,123 and in
many cases site-averaging approximations were found to perform
well (e.g. for H2O + Ni(100),98 H2O + Cu(100),61 CH4 + Ni(111)145).

While the BOSS model has therefore also been used to study
reactive scattering of molecules heavier than H2 from metals,
we note that dynamics studies using this model have so far not
yet reached a chemically accurate description of these systems.
The reasons for this will be discussed in the subsequent
sections and concern the role of phonons and ehp excitation.

Furthermore, also in studies using the BOSS model, for achieving
quantitative accuracy it is essential to include all or most
molecular DOFs.61,513,514 As noted by Reuter and co-workers,266

the absence of dissipation in the model means that an ad hoc
criterion needs to be used whether sticking has occurred or not
(typically this is decided on the basis of a dissociating bond
achieving a critical value). Finally, as also noted by them,266 the
BOSS model implies an efficient two-step procedure to compute
S0: first a PES is computed, and then the dynamics is done.

4.1.2. The BOMS model. Quite a few implementations exist
of the BOMS model that can usefully be applied in the frame-
work of attempts to obtain a chemical accurate description of
sticking of molecules to metal surfaces. As will become clear below,
these implementations differ in which couplings of phonon and
projectile motion are taken into account (e.g. electronic and
mechanical, see below), and whether instantaneous couplings
between these motions are modeled. They also differ in the extent
to which motion in one, three, or many extra surface atom DOFs
needs to be modeled in the dynamics, which is relevant to the
computational expense. Some implementations are applied ‘‘a
posteriori’’, i.e., after the dynamics has been performed for a static
surface, making these implementations inexpensive to apply.
Implementations also differ in whether and to what extent they
can describe phonon energy dissipation away from the reaction
zone, and in whether and to what extent they can take into account
the phonon fine structure of the metal surface. Finally, implemen-
tations differ in their computational expense. In discussing the
implementations below, we attempt to address all of these issues.

One of the simplest models for describing the effect of
surface atom motion is the so-called surface oscillator (SO)
model.515,516 Assumptions underlying this model are that in the
TS the molecule dissociates above a top layer surface atom (a
‘‘top site’’), and that the interaction of the molecule with the
surface ‘‘moves’’ with this surface atom, i.e., the interaction
depends on the distance of the molecule to this atom instead of
the distance to the surface. The vibrational motion of the
surface is approximately represented by the motion of this
one independently vibrating surface atom (the Einstein model),
which may be taken in either one dimension (perpendicular to
the surface) or in three dimensions. The oscillating atom is
usually treated as a harmonic oscillator, but it can also be
treated as a Morse oscillator, thereby introducing anharmonicity.517

The barrier location moves with the vibrating atom, but not its
height. As shown early on by Busnengo and co-workers for H2

reacting on Pd surfaces,475,518 using the SO model to treat surface
motion may help with describing the effect of transient trapping
of the molecule on the S0, both in its dependence on Ei and Ts.
Holloway and co-workers showed that the SO-model helped
explain the Arrhenius like form of the Ts-dependence of inelastic
scattering probabilities for the activated dissociation system
H2 + Cu(111).519

The generalized Langevin oscillator (GLO) method475,520,521

extends the SO model by introducing energy dissipation and
(if Ts is taken greater than 0 K) thermal fluctuations, thereby
also modeling the surface as a bulk thermal bath. The GLO
method does this by coupling the motion of the oscillating surface
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atom to a ‘‘ghost oscillator’’, which is subject to ‘‘phononic friction’’,
while thermal fluctuations can be imposed in a way that ensures
that the fluctuation-dissipation theorem is obeyed. The GLO
method has been applied to e.g. sticking of H2 to Pd surfaces,475

vibrational excitation of H2 scattering from Cu(111),168 sticking of N2

to W surfaces,86,132 sticking of O2 to Pd(100)522 and Cu/Ru(0001),130

and scattering of O2 from Ag(111)94 and Pt(111).523

A more sophisticated treatment than the GLO is due to
Jackson and co-workers,524,525 and has been called various names,
including e.g. the lattice reconstruction sudden (LRS) model (the
term we will use) and the lattice sudden model. This model is not
only a refinement of the SO-model, it also is an important extension,
recognizing that for systems like CH4 interacting with a metal
surface Eb (and not just its location) may very strongly with
the displacement of the surface atom below the dissociating
molecule,50,524,525 as first noted for CH4 + Ir(111) by Jónsson and
coworkers.526 The refinement consists in recognizing that the
dependence of the barrier location Zb on the surface atom displace-
ment coordinate Q can to a good approximation be written as

Zb(Q) = Zb(0) + aQ (5)

where a is called the mechanical coupling (parameter), and is
taken as 1.0 in the SO method. The extension consists in taking
into account the dependence of Eb on Q through

Eb(Q) = Eb(0) � bQ (6)

where b is called the electronic coupling (parameter), and is
usually negative. The electronic coupling is taken into account30

by first computing an ‘‘intermediate’’ Ts-dependent S0 as

S
Qav
0 ðEi;TsÞ ¼

ð
PlatðQ;TsÞS0ðEi;QÞdQ; (7)

with the additional approximation30 that the S0 computed for a
static lattice with surface atom displacement Q is taken as

S0(Ei;Q) E S0(Ei + bQ;Q = 0). (8)

In eqn (7) Plat(Q;Ts) is the probability of finding a surface atom
displacement Q at the surface temperature Ts. The use of eqn (8)
implies that for positive Q the sticking probability computed for Q =
0 is simply shifted towards lower Ei with a ‘‘shifting energy’’ DEi(Q) =
bQ, thereby enhancing reaction. The mechanical coupling is taken
into account by modeling the surface atom through the surface
mass (SM) model.516 In this model, the surface atoms’ vibrations are
taken into account by assuming that the molecule collides with a
moving mass that obeys a momentum distribution as if the surface
atom it collides with were vibrating, so that the reaction probability
becomes dependent on the relative velocity of the molecule with
respect to the moving surface atom. This implies that the final
Ts-dependent S0 is computed as

S0ðEi;TsÞ ¼
ð
dECM

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M0

s

4pkTmTECM

s
exp �M0

s

2kT

ffiffiffiffiffiffiffiffiffiffiffiffi
2ECM

mT

s "

�
ffiffiffiffiffiffiffi
2Ei

M

r !2
3
5SQav

0 ðECMÞ

(9)

where the relative translational energy is given by

ECM ¼
1

2
mT

ffiffiffiffiffiffiffi
2Ei

M

r
� a

P0

Ms

 !2

: (10)

In eqn (9), M0
s ¼Ms

�
a2, Ms is the mass of the surface atom, and the

reduced mass mT ¼M0
sM
�

M0
s þM

� �
, with M equal to the mass of

the impinging molecule. While Jackson and co-workers originally
used an Einstein model to describe the coordinate and momentum
distribution of the surface atom, more recently they have turned to
using the Debye model (which describes a single atom vibrating in
the field of other vibrating surface atoms).527

Zhang and co-workers73,528 have proposed changes to the
electronic coupling model as provided by eqn (6). In their VTSR
model,528 the shifting energy (V, which is DEi(Q) in our notation
above) is computed based on the transition state (TS) for the
relaxed surface (R).529 That is, Eb is allowed to depend non-
linearly on Q, and a relaxation in Q is carried out to determine
the variation of Eb with Q, leading to DEi(Q) = Eb(Q = 0) �
Eb(Q).528 This gave improved agreement with phonon-sudden
calculations in which 7D S0 were explicitly computed with a
different DFT-PES for different Q with subsequent averaging.528

While they argue that their model represents an improved
model over eqn (6), is not clear whether the VTSR model is a
better a posteriori model than the LRS model: The VTSR
model does not take mechanical coupling into account.529

The ‘‘P-averaged’’ (i.e., mechanically coupled) energy-shifted
(according to eqn (6)) results of Jackson and co-workers were
in better agreement with calculations including explicit coupling
with phonons than their ‘‘P-averaged’’ sudden results.524 Therefore,
reproducing sudden results (as done by Zhang and co-workers528)
may not be a guarantee for obtaining a better a posteriori model to
describe phonon effects than the LRS model.

If the motion of the molecule is electronically coupled to more
than one surface atom, this can also be taken into account with
the LRS model.78 Finally, taking into account the mechanical
coupling implies that the ‘‘Q = 0’’ problem is solved while
replacing M by mT, next implementing the sudden approximation
to apply the electronic coupling (effectively averaging over Q), and
then completing the implementation of mechanical coupling by
averaging over the momentum distribution for relative motion.
This is usually done intertwined with averaging over the mole-
cule’s impact sites, as fully described in the ESI to ref. 78.

Fig. 10 shows how the mechanical coupling and the electronic
coupling impact the Ts-dependent reaction probabilities with the
approximations made for CH4 + Ni(111), with the parameters
taken as appropriate for this system.81 It is immediately obvious
that, for the Ts addressed (475 K), at low Ei the electronic coupling
(b = 1.16, a = 0) affects the sticking much more than the
mechanical coupling (a = 0.7, b = 0). Furthermore, turning on
the electronic coupling has the effect of increasing S0(Ei,Ts) for all
Ei, whereas turning on the mechanical coupling increases
S0(Ei,Ts) at low Ei but decreases it at high Ei compared to the
rigid surface case. The two effects reinforce each other at low Ei

where they both increase the reactivity. Using the actual value of a
rather than the simple SM model (a = 1) leads to distinct results
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but the effect is not very large. It is clear from Fig. 10 that it is
not a good idea to ignore the electronic coupling if Eb shows a
strong dependence on surface atom displacements, as often
found for polyatomic molecules like CH4 and H2O interacting
with TM surfaces.

The LRS model of Jackson and coworkers has been used
extensively in QD calculations with the RPH method50,203

on CH4 reacting with Ni(100),50,89 Ni(111),21,30,81 Ni(211),179

Pt(111),30,527 and with Pt(211),162 on H2O reacting with
Ni(111),72,77 Ni(110),72 and Ni(100),72 and on CO2 reacting on
Ni(100).71 It has also been used in conjunction with reduced
dimensional quantum wave packet calculations on dissociation
of CH4 on Ni surfaces73,528 and of H2O on Ni(111),155 and with
QCT calculations on CH4 + Ni(111).161,167 Calculations with the
LRS model have been in good agreement with the measured
Ts-dependence of the sticking of CH4 on Pt(111)30 and on
Ni(111);30 for the latter system good agreement with the experi-
mental trend was found for Ts ranging from 90 to 475 K
(see also Fig. 11).21 Likewise, applying the LRS model to results
of QCT calculations performed for a fixed lattice gave excellent
agreement with AIMD calculations for the mobile surface
for CH4 + Ni(111), although these calculations did raise the
question why the LRS model performed better with the use
of the Einstein than with the Debye model.167 Jackson’s LRS
model can also be used in conjunction with semi-classical
calculations.68

It is also possible to compute S0 based on a quantum sudden
approach (QD with the phonon sudden approximation, PSA). In
this case, initial internal state (i) selected reaction probabilities
for the SO in the initial phonon state n (we are assuming

the Einstein model is used) can be computed for fixed Ei

according to171

RinðEiÞ ¼
ð
dQ 1�

X
f n0

Sin;f n0 ðEi;QÞ
�� ��2" #

wnðQÞj j2: (11)

The S-matrix elements for the transition from the (in) state to
the ( fn0) state, where i( f ) is the initial rovibrational (final
rovibration-diffraction) state of the molecule and n0 the final
phonon state, can be computed from QD calculations for fixed
Q, and then averaging over fixed Q dynamics results.171 With
the averaging over Q (see also eqn (11)), the electronic coupling
(usually the most important) is taken into account. The method
has been tested by comparing phonon-sudden (6 + 1) QD with
full-dimensional (7D) QD calculations for H2 + Cu(111), showing
good agreement for low Ei and excellent agreement for high Ei,
for initial-phonon-state selected reaction probabilities.171 The
Ts-dependence of S0 can be incorporated by performing a
‘‘surface thermal average’’ of the Rin(E), and subsequently aver-
aging over the distributions of Ei and of the internal states of the
molecules in the MB. Compared to the LRS and VTSR models, in
taking into account the electronic coupling the variation of the
whole potential with Q is taken into account, and not just
the variation of Eb with Q. However, the PSA does not take
mechanical coupling into account. For H2 metal surface scatter-
ing, in principle it is possible to study the full effect of phonon
motion by simply adding surface DOFs, but in practice this has
so far only been done by adding one surface DOF, in 7D QD
calculations on H2 + Cu(111).171

Of the model implementations discussed above, none contains
explicit electronic coupling between the molecule and the surface.
More specifically, the SO cannot respond instantaneously to the
electronic coupling enacted by the incoming molecule, although in

Fig. 10 S0 computed81 for CH4 + Ni(111) with the RPH method using the
LRS model for phonon coupling are shown as a function of Ei for Ts = 475 K,
for the four combinations of the electronic and mechanical coupling
parameters indicated. Results obtained with the static surface approxi-
mation are presented for comparison. Reprinted from [The dissociative
chemisorption of methane on Ni(111): The effects of molecular vibration
and lattice motion. J. Chem. Phys., 2013, 138, 174705], with the permission
of AIP Publishing.

Fig. 11 Initial-state resolved S0 computed21 with the RPH method using
the LRS model for phonon coupling are shown for CH4 (n3,v = 1) + Ni(111)
as a function of Ei for the values of Ts indicated. Reprinted with permission
from (V. L. Campbell, N. Chen, H. Guo, B. Jackson and A. L. Utz, Substrate
vibrations as promoters of chemical reactivity on metal surfaces. J. Phys.
Chem. A, 2015, 119, 12434–12441). Copyright (2015) American Chemical
Society.
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the SO and GLO methods it can respond to the instantaneous
mechanical coupling. Zhou and Jiang153 have recently come up
with a modified GLO (MGLO) approach that solves this problem.
Instead of simply replacing the molecule surface interaction V(R)
by V(R–Q) (with R denoting the coordinates of the atoms in the
molecule, and Q those of the SO), V(R) is replaced by V(R–Q) +
Vc(ZCM,Q), where ZCM is the distance of the molecule’s centre-of-
mass to the surface. Following earlier work of Saalfrank and
co-workers,530 the electronic coupling potential Vc(ZCM,Q) is taken
as a linear coupling (as also done in the LRS model), which
however vanishes at large molecule–surface distances. The
possibility that the mechanical coupling parameter a differs
from 1 is additionally taken into account by scaling the mass of
the surface and ghost oscillators in the MGLO approach
accordingly.153 S0 computed using the MGLO approach for
CHD3 + Ni(111) were in remarkably good agreement153 with
DFMD calculations on the same system.44 While further testing
of the approach may be required, this approach looks very
promising for systems where the electronic and mechanical
coupling between molecule and lattice is mainly due to the
interaction of the molecule with a single surface atom, as
appears to be the case for many systems in which CH4 interacts
with a transition metal surface.

None of the methods discussed above really describes the
effects of the collective motion beyond perhaps taking into
account that the atoms’ vibrational amplitudes are taken from
the Debye model rather than the Einstein model. We now
discuss methods that do take additional effects of collective
surface phonon motion into account.

Perhaps the simplest of these methods is the static corrugation
model (SCM).531 In this model, the surface atoms are not
allowed to move during the dynamics calculation, but all atoms
are displaced from their ideal lattice positions with amplitudes
taken from the Debye model. The method describes electronic
coupling, but not mechanical coupling. The molecule-distorted
surface interaction energies are based on DFT calculations,
using fits to describe the coupling between the molecular and
the phonon motion.160,531 Calculations on H2 + Cu(111) established
that the model yields good agreement with initial-state selected
reaction probabilities up to Ts = 925 K if in addition to the static
surface atom displacements also the thermal expansion of the Cu
lattice was taken into account.160,531 The comparison with subse-
quent QCT calculations using a 0 K H2 + Cu(111) PES and a 925 K
expanded lattice PES and AIMD calculations suggested that the
following Ts-dependent factors affect the reaction of H2 on Cu(111)
through collective surface atom motion: surface expansion
(especially regarding the distance between the top two layers
of the surface) leads to enhanced reaction for all Ei, while static
surface atom displacements and allowing motion in the surface
during the dynamics taken together shift the reaction prob-
ability curve to higher Ei, and broaden this curve.172

The DFMD532 implementation of the BOMS model is in
principle able to model all effects of (collective) surface phonon
motion and of Ts on S0. The method has been applied to achieve
chemical accuracy for sticking of CHD3 to Ni(111),44 Pt(111),47 and
Pt(211),47,84 with Ts approximately equal to 500 K. More broadly,

DFMD has been used to study the following systems in which a
polyatomic molecule reacts with or is formed at a metal surface:
sticking of CHD3 on Ni(111),44 Pt(111),47,51,84,157,164 Pt(110)-
(2 � 1),182 Pt(211),47,164,165 Pt(210),181 Pd(111),533 Cu(111),63

Cu(211),185 and single atom surface alloys of Cu(111),185 of CH4 on
Ir(332),534 of CH3OH on Cu(111),183 of water on Ni(111),184 of NH3

on Ru(0001),535 of CO2 on Ni(100),62,69,70 CO2 formation through
recombinative desorption from Pt(111)462,534 and Pt(332),534 and
CO2 formation through oxidation of surface adsorbed CO by
impinging O-atoms on Pt(111).536 DFMD has also been used to
study systems in which a diatomic molecule reacts with a metal
surface. Topics addressed have been sticking of H2 on Cu(111),170,175

Cu(100),173 Cu(211),511 Pd single atom surface alloys of Cu(111),83

Pd(100),474,537 H-precovered Pd surfaces,532,538,539 sulfur-precovered
Pd(100),539 and CO-precovered Ru(0001),188 sticking of N2 on
W(110),86,88,101,149 sticking of O2 on Pt(111),93 and sticking of
HCl on Au(111).85,136

In principle, reflection of dissipated energy from the bottom
of the metal slab modeling the surface may be problematic for
non-direct dissociation in a DFMD simulation. If this is suspected,
an Andersen thermostat540 or a Nosé–Hoover thermostat541 can be
coupled to the atoms in the lower layer of the metal slab to allow
for energy dissipation while maintaining the modeled Ts in the
long term.93

Of course, with DFMD nuclear motion is treated classically.
The validity of a classical approach for the dynamics of a
molecule or atom scattering from a surface can be assessed
by computing the argument of the Debye–Waller (DW) factor542

2W ¼ 3p2Ts

MskYD
2

(12)

Experience543,544 suggests that the surface atoms can be treated
classically it T 4 YD (the surface Debye temperature), and if
2W 4 6 (in eqn (12)), p2 is the average of the square of the
change in momentum of the scattering molecule.

Although the DFMD (or AIMD) method in principle contains
all ingredients needed to model molecule–metal surface scattering
under conditions where classical mechanics is applicable, it is still
expensive to apply, with the number of DFMD trajectories to model
reaction at a specific experimental condition usually restricted
to E1000. At present, in practice this precludes calculations of
statistically accurate S0 o 0.01, and on systems in which the
sticking is considerably affected by long-time events like trapping.
It is therefore fortunate that reactive molecule–metal surface
scattering can now also be modeled139 with the Behler–Parinello
method441 and variants of this method466 for constructing
high-dimensional neural network potentials (HDNNPs, see also
Section 3.1). In this framework the QCT method has now been
applied successfully to sticking of N2 to Ru(0001),139 of HCl to
Au(111),133 of CO2 to Ni(100),62 of CHD3 on Cu(111),63 and of H2

to Cu(111), Cu(100), and Cu(110).467 In essence everything that
applies to DFMD also applies to QCT calculations using
HDNNPs. For instance, just like energy dissipation away from
the reaction zone can be modeled with DFMD using an Anderson
thermostat, the same should be possible with the QCT-HDNNP
approach.
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Finally, probably the best approach to the classical modeling
of the effect of surface atom dynamics and Ts is the QM/Me
embedding scheme of Meyer and Reuter.96 With this method, a
small DFMD cell containing the projectile and the nearest
surface atoms is embedded in a larger cell also containing
metal atoms, which interact through many-body classical
interatomic potentials.545 The QM/Me method enjoys all
the advantages of the DFMD and QCT-HDNNP approaches.
Additionally, energy dissipation away from the reaction zone is
modeled even more accurately with this approach, because the
surface unit cell can be taken large also in the directions
parallel to the surface. The QM/Me method has been used to
successfully study the energy dissipation accompanying DC of
O2 on Pd(100).96 An advantage of the QM/Me method is that the
phonon excitation spectrum can be modeled with much higher
energy resolution, making it possible to investigate the effect of
the specific type of surface phonon (for instance, Rayleigh or
other) on the reaction dynamics. This has recently been used
successfully to explain differences between the diffusion
dynamics of hot O-atoms on different Pd facets on the basis
of differences between the phonon-mode-specific energy transfer
to the different facets.546

The properties of the various implementations of the BOMS
model are summarized in Table 4. The SO, SM, GLO, VTSR,
MGLO, LRS, and PSA models in principle describe the molecule-
phonons coupling through a single atom oscillator, although
additive electronic couplings to the motion of more than one
surface atom have been taken into account with the LRS model.78

The SO, SM, and GLO models are only applicable to systems with
no or weak electronic coupling, while the VTSR and PSA models do
not describe mechanical coupling. When applied with QD, an
advantage of the a posteriori SM, VTSR, and LRS schemes is that
they do not add an extra DOF to be explicitly modeled in the
dynamics calculations. The SCM model treats electronic coupling
to several surface atom oscillators in a static way. The DFMD,
HDNNP, and QM/Me schemes also treat the phonon fine-structure
of the surface, and are capable of doing this to an increasing
extent. However, these three schemes add many DOFs to the
calculations, and cannot be used in conjunction with QD. QD
schemes in which phonons are either treated as a heat bath with

an open-system density matrix approach or a full wave function
approach are available, but the cost of especially the latter
approach scales unfavorably with the number of DOFs modeled
in the dynamics calculations (for a brief discussion of these
schemes and new approaches see ref. 547). This currently
precludes their use in schemes aimed at obtaining chemically
accurate Eb.

4.1.3. The NBOSS model. In the NBOSS model, the BO
approximation is abandoned, but the surface is treated as static.
Currently, two types of methods can be used with dynamics
calculations modeling motion in at least six DOFs (as appropriate
for DC of the smallest, i.e., diatomic molecule) to compute S0. The
first type of method is the electronic friction (EF) method,54,57,58

which may be viewed as an extreme version of the mean field
Ehrenfest method with the potential averaged over multiple
ehp states taken equal to the electronic ground state potential.
The second type of method is the independent electron surface
hopping (IESH) method,128 where the molecule can change its
electronic state and additionally ehp excitation is possible. In
the above two methods, energy dissipation is directly coupled
to nuclear motion, i.e., electronic excitation directly affects the
nuclear motion. Methods also exist in which the molecule’s
motion on the surface is propagated adiabatically and conclusions
are drawn about ehp excitation spectra and non-adiabatic energy
loss to the surface (e.g., ref. 548 and ref. 549). While these methods
may yield very useful insights (also regarding the importance of
ehp excitation for specific DC systems97), we will not consider
these methods in detail here.

EF theory550,551 can be derived using time-dependent perturba-
tion theory. Starting with a mixed quantum-classical description of
the electron-nuclear system, a formalism can be derived in which the
electrons are dealt with through a generalized Langevin treatment,
leading to a generalized Langevin equation for the nuclear DOFs.266

This scheme is valid if the weak coupling approximation is valid.266

In addition, the Markov approximation is invoked, thereby assuming
short electronic coherence times.266,549 In EF dynamics the system
conceptually moves on the BO ground state potential, and ehp
excitation is described through a dissipative friction force and
temperature dependent fluctuation forces, as mediated by friction
coefficients.266

Table 4 For the implementations of the BOMS model, shown is whether electronic coupling and/or mechanical coupling are described, and if and
which couplings are described instantaneously in the dynamics. Also provided is information on whether the implementation adds DOFs to the dynamical
model, and if so how many, on whether energy dissipation and local thermal fluctuations can be described, if and to what extent phonon fine structure
can be described, and on the computational expense of the implementation

Method El. coup. Mech. co. Instantaneous Extra DOF Dissipation fluctuations Fine structure Expensive

SO No Yes Mechanical 1–3 Yes No In QD
SM No Yes No No No No No
GLO No Yes Mechanical 2–6 Yes No No
VTSR Yes No No No No No No
MGLO Yes Yes Yes 2–6 Yes No No
LRS Yes Yes No No No No No
PSA Yes No No No No No Medium
6 + mD QD Yes Yes Yes 1 so far No No Very
SCM Yes No No No No No No
DFMD Yes Yes Yes Many Yes Medium Very
QCT on HDNNP Yes Yes Yes Many Yes Medium–high Medium
QM/Me Yes Yes Yes Many Yes High Very
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Presently, EF theory comes in two forms. The most straight-
forward version of EF theory is the local density friction
approximation (LDFA).54 In this approach, the isotropic friction
coefficient affecting motion of atom i at location r in the
molecule is written as

ZiðrÞ ¼
3�h

rs2ðrÞ
4

9p

� �1=3X1
l¼0
ðl þ 1Þ sin2½dl;iðrsÞ � dlþ1;iðrsÞ� (13)

In eqn (13), rs is the mean electron radius of the free electron
gas (which in turn is a function of the electron density of the
bare metal at�r), and the dl,i(rs) are the scattering phase shifts for
the atom moving through a jellium with the associated electron
density.54,552 eqn (13) can be used to compute a friction force
that is linearly proportional to the velocity of the atom and the
friction coefficient defined in eqn (13). Advantages of the LDFA
model are that it rests on a firm theoretical basis when applied
to atoms scattering from metals,553 and that friction coefficients
are readily available from the literature.552,554 The electron
density that is required to compute rs and the phase shifts
can be calculated with DFT and its dependence on the spatial
coordinates can be fitted with NNs.434 As noted by Alducin
et al.,264 the LDFA method can also be derived using a non-
perturbative approach. In this approach, one can use time-
dependent density functional theory (TDDFT) to describe non-
adiabatic interactions between a moving atom or molecule and
a metallic surface over the entire regime of atomic velocities (see
also ref. 95 and ref. 555). As noted by Alducin et al.264 Salin
et al.556 have proven that the approach based on eqn (13) and
the friction force discussed above constitutes the exact low
velocity limit of TDDFT for an atom moving through jellium.

A notable disadvantage of the LDFA method is that it does
not take into account the electronic structure of the molecule,
and how this changes along the reaction coordinate, because
the straightforward application of the LDFA implies the inde-
pendent atom approximation.55 An attempt to fix this with a
new approach within the LDFA framework has been made,557

but work on H2 + Cu(111) has shown that this approach may
not be applicable to all molecules interacting with metals.57

The electronic structure of the molecule (and of the metal) is
taken into account in so-called orbital dependent friction (ODF)
theory,57,551,558–560 and this is an advantage of the ODF method.
In the ODF method, the friction coefficients, which are elements
of a Nd � Nd friction tensor, where Nd is the number of nuclear
DOFs subject to electronic friction, are computed using

ZODF
iajb ðRÞ ¼ 2p�h

X
kab

giakabðRÞ� � g
jb
kabðRÞdðeka � eFÞdðekb � eFÞ

(14)

Here, the indexes i and j refer to atoms i and j, and a and b to
Cartesian directions. Furthermore, gia

kab(R) is an electron–
phonon matrix element describing the non-adiabatic coupling
between two electronic states of the system (the molecule plus
the metal) with band indices a and b at wave vector k due to the
motion of adsorbate atom i along direction a. Finally, theeka is
the energy of the electron with band index a at wave vector k,

and eF is the energy of the Fermi level. A disadvantage of the
ODF method is that it seems to be built on a contradiction. The
quasi-static limit invoked in the derivation of eqn (14) would
suggest to take the d-functions as narrow as possible, which
would however imply that the resulting friction coefficients
would go to zero.561 Maurer et al.58 have argued that a finite
width of the broadening functions can instead be used to include
non-Markovian effects due to finite coherence times of the excited
ehps.549 In practice the problem has been solved pragmatically by
performing the calculations with varying width parameters and
demonstrating that the results are rather insensitive to the widths
employed over a range including the width parameter used in the
actual calculations.57,58

Until recently ODF coefficients were only used in low-
dimensional scattering calculations562–565 because techniques
were lacking for their efficient evaluation. Only recently 6D
friction tensors have become available for dynamics simulations
on DC of diatomic molecules on metals (i.e., H2 + Ag(111)58,64

and Cu(111),57 and N2 + Ru(0001)59). Diagonal elements of the
friction tensor for motion of the molecule towards the surface
and for vibrational motion are presented in the upper and lower
panels of Fig. 12 for H2 + Cu(111)57 and N2 + Ru(0001),59

respectively. These figures clearly show that the friction coefficients
for vibrational motion show a much steeper increase going along
the reaction path to the TS in the ODF than in the LDFA method.
This steeper increase has in the past been the basis for making the
argument that electronic structure effects should be taken into
account when computing friction coefficients,55 and that ehp excita-
tion should have an important effect on reactive scattering.55,564

Molecular dynamics with electronic friction (MDEF)551,558

calculations using the LDFA have now been performed for a
number of DC systems, including H2 + Cu(110),54 Cu(111),57,174

Fig. 12 Diagonal elements of the friction tensor, Zqq (in meV ps Å�2), are
shown as a function of the reaction coordinate q (d is the bond distance of
the molecule, Z the distance to the surface) for the LDFA and the ODF
approximations, as computed for H2 + Cu(111)57 and N2 + Ru(0001).59 Data
taken from ref. 57 and ref. 59.
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Cu(211),511 Ag(111),58 Pt(211),48 and Ru(0001),140 N2 + W(110),54

HCl + Au(111),85 H2O + Ni(111),122 and CH4 + Ni(111).99 So far,
these calculations have suggested that ehp excitation can be
rather safely neglected when computing S0 (energy shifts of
sticking curves usually being smaller than 1 kcal mol�1). This is
not the case for hot-atom recombination of H-atoms on W(110),
where a hot H-atom may dissipate its energy quite fast when
ehp excitation is allowed, thereby making the hot-atom reaction
less efficient.566 The comparisons between NBOSS calculations
with the LDFA and with ODF that are now available suggest
that, at least for H2 + metal systems (H2 + Ag(111)58,64 and
Cu(111)57), it hardly matters whether the LDFA or ODF is used
when computing DC probabilities (see Fig. 13 for H2 + Cu(111)).
However, MDEF calculations with the LDFA and ODF show
marked differences in their predictions of probabilities for
vibrational de-excitation and accompanying non-adiabatic
energy loss to the surface for scattering of H2 + Cu(111).57 It
should also be of interest to test the LDFA and ODF approaches
on energy losses and vibrational de-excitation probabilities
measured for H2 scattering from Cu(100).567,568

Non-adiabatic transitions between different electronic states
of the molecule have also been implicated in DC of O2 on
Al(111),569,570 and in vibrationally inelastic scattering of NO
from Au(111)571 and from cesiated Au(111),230,231 with very
solid evidence having been presented in the latter case. The
evidence concerning the impact of electronically non-adiabatic
effects (i.e., surface induced spin-orbital coupling between the
triplet and singlet states of O2) on dissociation of O2 on Al(111)
is controversial.399 Therefore, efforts have been made to find
fingerprints of the non-adiabatic mechanism in the scattering of
singlet O2 from Al(111) studied with theory.572,573 Calculations572,573

employing the fewest switches surface hopping method of Tully574

have led to predictions573 that significant amounts of the O2

incident in the excited singlet state should be reflected in the
ground state triplet state. To our knowledge, this prediction has
not yet been tested in experiments.

Tully and co-workers128,575 have extended the fewest-switching
surface hopping method to deal with the case that ehp excitation

can accompany electronic transitions of the system (e.g. electron
transfer leads to the molecule becoming ionic). The resulting
IESH method128,575 has been used in numerous recent calculations
on scattering of molecules like NO from metal surfaces. However,
to our knowledge the method has not yet been used for DC
on a metal surface, for which the method’s accuracy remains to
be proven.

As noted in ref. 266 a clear influence of electronically non-
adiabatic effects on DC probabilities of molecules on metals remains
to be established, whereas pronounced surface phonon effects are
now known for a number of reactions (see above). A clear influence
of electronically non-adiabatic effects on scattering of molecules
back to the gas phase has been established (see above).230,231

Similarly, large non-adiabatic effects have been predicted189 and
measured for scattering of atoms from surfaces.192,265,576 However,
also due to the importance of heterogeneous catalysis the search
for non-adiabatic effects on reactions on metals continues.266

4.1.4. The NBOMS model. In the NBOMS model, both non-
adiabatic effects and surface atom motion are modeled. So far,
in the calculations that do not use a density matrix approach
and that we are aware of, the non-adiabatic effects have, with
few exceptions,59,577 been modeled exclusively with EF within
the LDFA approach.54 The calculations published differ with
respect to how surface atom motion was modeled. The first
publication studying both effects of surface atom motion and
ehp excitation that we are aware of used an empirical potential
model, and EF within the ODF approach.266,577 The paper577

addressed scattering of CO from Cu(100) and found the effects
of ehp excitation on the sticking and on energy loss in scattering
to be much smaller than the effects of surface phonon excitation.
The study employed the MDEF method, a high-dimensional PES,
and a generalized Langevin approach for describing dissipation
and thermal fluctuations associated with ehp excitation.

Calculations using a GLO approach to describe the surface
phonons and EF within the LDFA have addressed scattering of
N2 from W(110), dissociative and non-dissociative adsorption of N2

on W(100),143 scattering of N2 from W(100),146 reactive scattering
of CO2 from Ni(100),69 of N-atoms from Ag(111),109,578,579

vibrational excitation and sticking of H2 on Cu(111),168 and
the Eley–Rideal recombination of H2 and N2 on tungsten
surfaces.52,580 In most studies energy dissipation to phonons
was found to be more important than dissipation through ehp
excitation,69,109,143,146,578,579 with ehp excitation being the more
important channel only for H2 recombination.52,580 For H2 on
Cu(111) ehp excitation needed to be included to describe
the trend that the vibrational excitation probability from the
vibrational state v = 0 to v = 1 increases with Ts,

168 a trend also
found for scattering of CO from Cu(100) in the early work of
Tully and coworkers,577 and in experiments on H2 + Cu(111).581

However, allowing dissipation to ehps (and to phonons) diminished
the vibrational excitation probabilities relative to simulations with
the BOSS model for H2 + Cu(111).168

Calculations combining DFMD to describe surface atom
motion with LDFA electronic friction (DFMDEF) were performed
on vibrational excitation and sticking of H2 on Cu(111),168

DC on and scattering of HCl from Au(111),147 and DC of N2

Fig. 13 Calculated57 and measured (‘‘exp’’)12,641 S0 for sticking of normally
incident H2 (A) and D2 (B) on Cu(111) are shown as a function of average
normal incidence energy. Computed results are shown for electronically
adiabatic calculations (‘‘No Friction’’), and for calculations modeling ehp
excitation using the LDFA (‘‘LDFA’’) and ODF (‘‘ODF’’). Data taken from ref. 57.
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on Fe(110).74,582 DFMDEF calculations also addressed energy dis-
sipation upon DC of H2 on Pd(100).74,114,582 Another topic addressed
with DFMDEF is Eley–Rideal reactions, of H-atoms on Cu(111),583 of
D-atoms with CD3 pre-adsorbed to Cu(111),584 and of H with Cl pre-
adsorbed to Au(111).585 Finally, DFMDED calculations investigated
scattering of N-atoms from Ag(111),74,541,582 and dynamic displace-
ment of CO pre-adsorbed to Cu(111) by incident H-atoms.586

The DFMDEF calculations on vibrational excitation of H2 on
Cu(111) showed that the GLO + LDAF friction method is
remarkably accurate in its description of vibrational excitation,
at least within the limits of quasi-classical dynamics.168 The
DFMDEF calculations on energy dissipation upon dissociation
of H2 on Pd(100)74,114,582 showed that energy dissipation to
ehps may be quite important in DC of H2. However, it is mainly
important for the energy dissipation that occurs after the
dissociation, when the H-atoms separate. DFMDEFp calculations
on energy loss of hyperthermal H-atoms scattering from Cu(111)
and Au(111) predicted that H loses much more energy (E1 eV) to
ehp excitation than to phonons (0.38 eV on Cu(111), and 0.14 eV
to Au(111)189). In these calculations energy loss to ehp excitation
was computed a posteriori from DFMD calculations (hence the
‘‘p’’ in DFMDEFp).189 The prediction was later confirmed in
experiments of Bünermann et al.192

The tendency of H-atoms to lose energy to ehps also explains
the importance of ehp excitation to hot-atom recombination of
H-atoms on tungsten surfaces.52,566,580 Novko et al. worked
on surface electron density models for AIMDEF simulations,
asking the question of how to describe the effect of the electron
density associated with a mobile surface on ehp excitation
efficiently and accurately. They found74 that this is best done
with a Hirshfeld partitioning scheme first used for this purpose
by Reuter and coworkers.557 Comparison of DFMDEF to
DFMD results for DC of HCl on Au(111) showed only a small
difference, implying that ehp excitation does not greatly affect
the S0 for this system.147

Recently MDEF calculations have emerged in which the
HDNNP method describing the coupling of molecular and
phonon motion was combined with modeling ehp excitation
with EF. For molecules this was first done for HCl + Au(111)
using EF at the LDFA level.133 For this system, ehp excitation
was found to have only a small effect on reaction (similar to the
DFMDEF result147), vibrational excitation, and energy transfer
to the surface.133 A similar study of N2 on Ru(0001) only found a
small effect of LDFA friction on sticking and scattering.138

Interestingly, a much larger effect of ehp excitation on DC of
N2 on Ru(0001) was found using the ODF (Fig. 14).59 In contrast
to the H2 + Cu(111) case57 discussed in Section 4.1.3 (see
Fig. 13), now a big difference is found between the sticking
results depending on whether the LDFA or ODF friction is used:
for N2 + Ru(0001), adding ehp excitation to the model with the
ODF roughly halves S0, whereas little effect is found with the
LDFA. Using the ODF also led to better agreement with the best
experimental estimates of S0.59 The reason that ODF friction has
a much larger effect than LDFA friction on reactive scattering of
N2 from Ru(0001) is that the diagonal ODF friction coefficients
for motion towards the surface and in the molecular vibration

are both much larger than their LDFA counterparts, whereas this
is not the case for H2 + Cu(111) (see Fig. 12).

The MDEF method has been used also with a high-dimensional
PES describing the coupling to phonons for atom–metal surface
(H + Au(111)) scattering by Janke et al.180 and Bünermann
et al.192 To obtain a high-dimensional PES, they used effective
medium theory (EMT),180,190 basing the EMT fit on data
obtained with the SRP48 DF for H2 + Cu(111). Fitting the PES
with EMT does not allow one to reproduce raw DFT data with
chemical accuracy, but semi-quantitative accuracy can be
achieved190 and a considerable advantage of EMT for MDEF
calculations is that it also yields directly the electronic density of
the system, albeit it in this case for both the surface and the
projectile.180 However, Janke et al. found that the dynamics
results showed little dependence on whether the electron
density of H was included when calculating the system’s
electronic density.180 The EMT-LDFA results were in excellent
agreement with experiments for H + Au(111),192 suggesting that
LDFA friction is accurate enough for describing scattering of
hyperthermal H-atoms from late TMs.

Finally, in DFMDEF calculations the contribution of the
projectile to the system’s electronic density can be removed
with the Hirshfeld partitioning scheme557 mentioned earlier.
This way, the effect of surface atom motion on the EF coefficient
can be efficiently and accurately computed.74 As far as we know,
this has not yet been implemented in a MDEF scheme based on
HDNNPs, where the assumption made so far has been that the
electronic density of the mobile surface equals that of the static
surface.

Fig. 14 S0 computed for N2 + Ru(0001) with MDEF and the RPBE DF
using the BOSS model,139 the BOMS model,139 and the NBOMS model with
the LDFA and the ODF approximations59 are shown as a function of Ei.
Experimental results are also shown. Taken from ref. 59 (https://pubs.acs.
org/doi/10.1021/acs.jpclett.9b00523). Further permission requests to be
directed to the ACS.
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As also reviewed by Alducin et al.,264 the conclusions from
dynamics studies employing EF as obtained from the LDFA to
study the effects of ehp excitation (and in some cases phonons)
on molecule–metal surface reactions are that: (i) the effect of
LDFA friction on sticking through DC tends to be small, as the
fate of the molecule (dissociation or not) is usually decided
before ehp excitation becomes important (ii) for activated
dissociation ehp excitation inhibits dissociation, (iii) for trapping
mediated dissociation ehp excitation may promote sticking,
(iv) ehp excitation dominates energy dissipation by dissociated
H-atoms and is still important (though less so than phonons) for
dissipation by heavier dissociated atoms, such as N-atoms.
Finally, (v) the energy loss to ehp excitation is determined by
the electron density in the regions the atoms travel through with
high velocity, and the extent of these regions, and more generally
(vi) ehp excitation usually becomes the more important the
lighter the atoms in the molecule are.264 As noted above, at least
one example has been found in which it matters whether ODF or
the LDFA is used in calculations on sticking.59 More research is
needed to investigate how conclusions i–v are affected if ehp
excitation is modeled with ODF instead of with the LDFA.

4.2. CT methods

In the CT method587–589 the classical equations of motion

dx

dt
¼ @H
@p

(15a)

dp

dt
¼ �@H

dq
¼ �@V

dq
(15b)

are solved. Several versions of the method have been applied to
molecule–surface scattering. In the simplest method, the ordin-
ary CT method, no zero-point vibrational energy (zpe) is given
to the molecule at the onset of the trajectory. Initial zpe is
however given to the molecule in the QCT method. Finally, in
applications to diatomic molecules scattering from surfaces an
amount of zpe in the vibration of the diatomic molecule that
depends on the molecule–surface distance can be added to
what becomes a 5D potential,590 in what has been called the
CZPE method, to account for the softening of the bond when
the molecule approaches the surface and to avoid zpe leakage.

In most applications to molecule–metal surface scattering,
the QCT method is used rather than the CT or CZPE method.
However, comparisons to QD results have shown that the CT
method sometimes outperforms the QCT method for non-
activated reaction,591,592 and the CZPE method may work best
for trapping-mediated reaction.590 Over the last decade, the CT
method has been used to study DC of H2 on a tungsten surface
partly covered by Cu,111 for reactive scattering of H2 from
metals at grazing incidence,593 and for non-reactive scattering
of N2 from the W(110) surface.110 In the study of reaction of H2

on a tungsten surface partly covered by Cu the CZPE method
has been used as well.111

The QCT method can also be used to study state-to-state
scattering. In this case a method needs to be used to assign a
final rotational and vibrational state at the end of the scattered

trajectory. This can be done using ‘‘histogram binning’’ (also
called ‘‘standard binning’’), in which the final state is assigned
on the basis of the closest vibrational energy, rotational energy
or vibrational action or angular momentum of the quantum
state, and this is the method that is most often used (ref. 168
and ref. 174). It has been argued that a better method is to use
the so-called Gaussian binning procedure (for details see
e.g. ref. 594–596), and this method has also been used in
applications to molecule–metal surface scattering.133,596

There are now numerous instances in which initial-state
resolved reaction probabilities computed with QCT have been
compared with QD results for a diatomic molecule reacting
on a metal surface to assess the accuracy of QCT. Examples
include H2 + Cu(111),159,597 Ru(0001),151 Ni(111),476 Pd(111),158

Pt(111),156 Pt(211),48 and D2 + Ag(111).186 Generally, very good
agreement is obtained. As an example we show very recent
results for H2 + Cu(111)597 in Fig. 15, which also addressed Ei

much lower than the zpe corrected barrier height Ec
b. For these

energies, the QCT reaction probabilities should be zero. As can
be seen, the agreement between the QCT and QD reaction
probabilities for the (v = 0, j = 0) rovibrational ground state is
excellent even for energies somewhat below Ec

b (0.65 eV for the
PES used in ref. 597). Only near 0.50 eV the QCT and QD results
started to deviate, which the authors attributed to the neglect of
tunneling effects in the QCT calculations.597

The recent work also compared QD and QCT ‘‘sticking
probabilities’’ that were computed for a gas temperature of
300 K. In Fig. 15 these results also show substantial differences
for Ei = 0.5 eV,597 which might be taken to suggest that the QCT
method is not accurate for simulating experimental S0 for
systems like H2 + Cu(111). However, this is not correct. The
quantities plotted for 300 K are not true S0 in the sense that

Fig. 15 S0 computed597 for H2 + Cu(111) with QD for the ground
rovibrational state (GS, red solid line), with QD using Boltzmann averaging
for a gas temperature (Tg) of 300 K (blue solid line), with QCT for
the ground rovibrational state (GS, red upper triangle), with QCT using
Boltzmann averaging for a Tg = 300 K (blue lower triangle), and with RPMD
for Tg = 300 K (black squares) are shown as a function of En. Reprinted with
permission from (Q. H. Liu, L. Zhang, Y. Li, B. Jiang, Ring polymer molecular
dynamics in gas–surface reactions: Inclusion of quantum effects made
simple, J. Phys. Chem. Lett., 2019, 10, 7475–7481). Copyright (2019)
American Chemical Society.
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they do not represent measurable quantities. As noted by the
authors,597 achieving an Ei of 0.50 eV requires a TN or gas
temperature of 2100 K rather than 300 K. Under high TN,
but low Ei conditions the sticking is usually dominated by
vibrational states with v 4 0, for which QCT calculations
accurately predict reaction probabilities. For this reason QCT
usually accurately predicts S0 under actual experimental condi-
tions, as can be seen by the QD vs. QCT comparison for H2 +
Cu(211),511 for conditions under which experiments were
carried out for H2 + Cu(111) (see Fig. 16). As can be seen, for
the ‘‘simulated experiments’’, excellent agreement is achieved
between QCT and QD S0.

It is much harder to assess the accuracy of the QCT method
(also as it is used in the framework of DFMD calculations) for
polyatomic molecules, but as we will now discuss in some detail
such efforts have been made for CH4 + Ni(111)500,598 and
Ni(100),598 CHD3 + Ni(111),161 and H2O + Ni(111).121,597 We
start with a QD vs. QCT comparison for CH4 on Ni(111), as
made in the framework of a RPH model50,203 by Jackson and
coworkers.598 QD and QCT results are compared in Fig. 17 for
the vibrational ground state, and for the 1n3 and 2n3 states,
respectively. The results were computed by carrying out a
calculation for the impact site corresponding to the TS, and
then averaging over impact sites and phonon coordinates and
momenta using the LRS method discussed above.598 As can be
seen, the QD and QCT results for the vibrationally excited states
are in rather good agreement, but the agreement for the
vibrational ground state is somewhat poorer, especially for
Ei o Ec

b (0.94 eV in this case598). The disagreement between
the QD and QCT results was attributed to zpe violation, a problem
that may be especially severe in this case as the methane molecule
is carrying about 1.2 eV of initial zpe with it.598

In practice, the agreement between QD and QCT results for
an actual ‘‘sticking probability’’ is likely to be much better than
suggested by Fig. 17, for two reasons: (i) the molecular ‘‘laser
off’’ beam also contains vibrationally excited molecules, and
their contribution to the S0 should be more accurately evaluated

with QCT, as also clearly suggested by Fig. 17, and (ii) neither
the QCT nor the QD calculations of Fig. 17 are full-dimensional.
For instance, the individual QCT calculations are effectively
10D, as the X and Y DOFs for motion along the surface were
taken out of the problem and later averaged over, and the
rotational DOFs were treated with the rotationally adiabatic
approximation (RAA) using QD. It is well known that the QCT
method in principle produces increasingly more accurate
results the more DOFs are taken into account and averaged
over in the actual dynamics calculations.588 DFMD calculations
on CHD3 + Pt(111) for Ei somewhat above Ec

b found that in
practice zpe violation contributed to reaction very rarely, so that
in practice zpe violation is not expected to present a problem for
CH4 + metal systems under conditions at which Ei 4 Ec

b.51

In the same paper on CHD3 + Pt(111),51 the possible effect of
the neglect of tunneling in QCT or DFMD calculations on CH4

dissociation on metals was also addressed. Early calculations
employing a 1D model599 had suggested such effects to be quite
large. On the basis of RPH calculations discussed in the SI to
ref. 51 it was possible to show that effects of tunneling should
be minor for CH4 dissociating on Pt(111) even for Ts as low as
120 K (see also Fig. 18).

In the above QCT/QD comparison for CH4 + Ni(111), the
same dynamical models were used in the QCT and QD calculations,
thereby comparing results of 10D dynamical calculations with
additional but identical averaging procedures.598 This has the
advantage of comparing ‘‘apples’’ with ‘‘apples’’, but in this case

Fig. 16 S0 computed511 with the SRP48 DF for H2 + Cu(211) using QD
(blue lines) and QCT (green lines), for beam conditions used in
experiments641,649 on H2 + Cu(111). Data taken from ref. 511.

Fig. 17 S0 computed598 for CH4 + Ni(111) using the LRS model for
phonon coupling are shown as a function of incidence energy. Results
are shown for methane initially in its rovibrational ground state (black), in its
1n3 state (red) and in its 2n3 state (green), also comparing to experimental
results (same color coding) from the Utz group (A)14 and the Beck group
(R).635 The theoretical results were obtained with the RPH method (thick
solid lines), the QCT method (thin solid lines), and the QCT method using a
perturbative Hamiltonian (dashed lines). Reprinted from [M. Mastromatteo
and B. Jackson, The dissociative chemisorption of methane on Ni(100)
and Ni(111): classical and quantum studies based on the reaction path
Hamiltonian, J. Chem. Phys., 2013, 139, 194701], with the permission of
AIP Publishing.
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‘‘stacks the deck’’ against QCT by limiting the number of dynamical
DOFs, thereby worsening the performance of QCT.588 On the other
hand, a full-dimensional QD vs. QCT comparison is presently
not possible for CH4 + metal surface systems. Zhou and Jiang
circumvented this issue by performing a comparison of QCT
with experimental S0 for CHD3 + Ni(111),161 using a PES167

obtained with a SRP-DF that was shown to yield chemical
accuracy for conditions under which the QCT method was
expected to be accurate.44 Zhou and Jiang tested the perfor-
mance of the QCT method for conditions under which Ei was
below or just barely above Ec

b for CHD3 + Ni(111) (85.9 and
89.9 kJ mol�1 for CH and CD bond breaking, respectively). The
calculations used a 15D dynamical model and PES, and the LRS
method was used to take into account the effect of surface
phonons and temperature.161 Results of the calculations are
compared in Fig. 19. The mean distance (MD) from the com-
puted S0 to a fitted curve (not shown) through the experimental
S0 (Fig. 19) was 8 kJ mol�1, meaning that chemical accuracy was
not achieved.

The authors attributed the discrepancy noted in Fig. 19 to
zpe leakage causing too much reaction in the QCT calculations.
However, it should be noted that the discrepancies get larger
with increasing Ei, whereas better agreement would be expected
instead. This is likely due to artificial intramolecular vibrational
redistribution (IVR) that can already occur in vibrationally
excited molecules while they fly through the gas phase with
the use of QCT. Specifically, a problem not considered by the

authors was that He-seeded beams were used in the experi-
ments they compared to.20 This meant that nozzle temperatures
of 550, 600, 700, 730, and 900 K had to be used20 to achieve
the Ei for which experimental results are shown in Fig. 19 (the
authors did take the velocity distribution of the MBs into
account, using the data presented in Table S1 of ref. 44). For
TN Z 650 K the artificial IVR from D-atom excited vibrational
states noted above may occur and enhance the computed S0 for
CHD3 reacting on metals.44 Artificial IVR (as it may occur in the
gas phase with QCT) was not a problem in the previously
discussed QCT-QD comparison in which the RPH method50,203

was used, as energy will not flow between pure harmonic
oscillator states if the PES is expanded harmonically with respect
to the reaction path, as was done.598 The above means that the
QD-QCT comparison of Fig. 19161 might have been more favor-
able had the comparison been to experiments in which H2 seeded
CHD3 beams were used, in which lower TN can be used to achieve
given Ei.

44

Finally, a very recent comparison between 7 + 2D QD and 9D
QCT results was made for DC of D2O on Ni(111).597 With
‘‘7 + 2D QD’’, we mean that a 9D PES was used, and that 7D
QD calculations performed for 15 impact sites were used to
obtain approximate 9D QD results using the SAED approxi-
mation. As can be seen from Fig. 20, QCT calculations of the
reaction probability of the rovibrational ground state of D2O
considerably overestimated the QD result for the same state,
even for reaction probabilities considerably greater than 0.01
and Ei c Ec

b (which is 0.58 eV with the PES used597).
The discrepancy noted above was attributed to zpe leakage.597

It is not clear why the discrepancy is so large for D2O + Ni(111),
while much better agreement was obtained for CHD3 + Ni(111)
(see Fig. 19). Possible reasons are that (i) there is no averaging588

Fig. 18 Dissociative sticking probability as a function of normal incidence
energy for vibrational ground state CH4 reacting with Ni(100) at 120 K51

and at 475 K.50 The results were obtained50 with the reaction path method,
for the case where the vibrationally non-adiabatic coupling are set equal
to zero. The dashed lines exclude contributions to the sticking from
tunneling. Reprinted with permission from (F. Nattino, H. Ueta, H. Chadwick,
M. E. van Reijzen, R. D. Beck, B. Jackson, M. C. van Hemert and G. J. Kroes,
Ab Initio Molecular Dynamics Calculations versus Quantum-State-Resolved
Experiments on CHD3 + Pt(111): New Insights into a Prototypical Gas–
Surface Reaction, J. Phys. Chem. Lett., 2014, 5, 1294–1299). Copyright
(2014) American Chemical Society.

Fig. 19 Sticking probabilities computed161 for CHD3 + Ni(111) with the
QCT method and using the LRS model for surface atom motion for laser
off reaction (black solid circles) and for reaction of n1 = 1 CHD3 (red solid
circles) are compared with experiment20 (black and red squares) for Ts =
90 K. Also shown are results obtained for the same system and conditions
using the RPH method.729 Reprinted by permission from Springer Nature
Customer Service GmbH: Springer Nature, Sci. China Chem., Mode-
specific and bond-selective dissociative chemisorption of CHD3 and
CH2D2 revisited using a new potential energy surface, X. Y. Zhou and B.
Jiang, vol. 61, pp. 1134–1142, Copyright 2018.
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over initial states of the molecule and surface phonons in the
calculation on D2O + Ni(111), (ii) the SAED approximation may
not work for D2O + Ni(111) (this approximation has only been
shown to work for reaction probabilities 40.01 in comparisons
with actual 9D QD results for H2O + Cu(111)61 and Ni(100)). In the
framework of this comparison, a point of confusion may be that
6D reaction probabilities for the vibrational ground state and the
three fundamental vibrationally excited states seemed to come
out larger with QD than with QCT for D2O + Ni(111) (see Fig. S6 of
ref. 121). However, it turns out that the 6D QCT dynamics results
shown in Fig. S6 of ref. 121 were obtained with the more
repulsive, empirically scaled PES developed for D2O + Ni(111),
while the QD calculations shown were done with a PW91 PES.600

In any case we suggest that more research be done on comparing
QCT with QD for DC of H2O on metals, preferably comparing 9D
QCT to 9D QD results for systems for which the latter results are
available.61,98 For the moment we note that the present results for
D2O + Ni(111) (Fig. 20) cast doubt on the ability of the QCT and
DFMD methods to reliably model DC of water on metals.

As already noted Gaussian binning can be used to improve
the accuracy of QCT calculated state-to-state scattering prob-
abilities. Interestingly, recent work has shown that this method
may also be used to improve the accuracy of computed S0, for
H2 + Pd(111).596 In this procedure, the sticking probability is
calculated according to weighting scheme X using

SX
0 ¼

NS

NS þ SX
R

: (16)

In eqn (16), NS is the number of trajectories counted as reactive,
and SX

R is the total weight of the N–Ns nonreactive trajectories
according to weighting scheme X. In the weighting scheme used,

weights may be assigned according to the final actions (for
vibration, rotation, and diffraction, called ‘‘GB’’ in Fig. 21), or
on the basis of the final total internal and parallel translational
energy (called ‘‘1GB’’ in Fig. 21). In addition it is necessary to
apply a so-called adiabaticity correction for reactions that may be
trapping mediated (‘‘AC’’ in Fig. 21), as explained in ref. 596,
ref. 601 and ref. 602. Especially calculations using the GB-AC-QCT
scheme are in excellent agreement with QD results for the initial-
state resolved reaction probability of (v = 0, j = 0) H2 with Pd(111)
(see Fig. 21b, j is the rotational quantum number of H2).596 In
contrast, reaction probabilities computed with the ordinary QCT
method decreased monotonically with Ei (see Fig. 1 of ref. 596).
Probabilities for rotationally (in)elastic scattering from v = 0,
j = 0 to v = 0, j = 0, 2, and 4 were in excellent agreement with QD
results using the 1GB-AC-QCT scheme (see Fig. 3 of ref. 596). The
1GB-AC-QCT scheme describes sticking of H2 on and rotationally
inelastic scattering of H2 from Pd(111) just as well as or even
better for (v = 0, j 4 0) than for (v = 0, j = 0) H2.603 It would be
nice if this scheme could be extended to polyatomic molecules
reacting on metal surfaces.

Finally, it is also possible to compare vibrational efficacies,
which measure how efficiently pre-exciting to a vibrational state
promotes reaction relative to putting the excitation energy
in translational motion. Comparisons of vibrational efficacies

Fig. 20 S0 computed with QD for the ground rovibrational state (GS, red
line), with QCT for the ground rovibrational state (GS, red triangles and
dashed red lines), with QCT for a gas temperature of 300 K (green circles,
dashed lines), with QD for a gas temperature of 300 K assuming a
vibrational efficacy of 1.0 (blue line), with QD at a gas temperature of
300 K assuming the difference with QD at 0 K to be the same as with QCT
(blue circles and blue dashed lines) are compared to values computed with
the RPMD method.597 Reprinted with permission from (Q. H. Liu, L. Zhang,
Y. Li and B. Jiang, Ring polymer molecular dynamics in gas–surface
reactions: Inclusion of quantum effects made simple, J. Phys. Chem. Lett.,
2019, 10, 7475–7481). Copyright (2019) American Chemical Society.

Fig. 21 Sticking probabilities computed596 with QCT dynamics using
different Gaussian binning schemes (‘‘GB’’ and ‘‘1GB’’, see the text) without
(panel a) and with (panel B) the adiabaticity correction (‘‘AC’’) are compared
with values computed using QD (i.e., with the TDWP method). Taken from
ref. 596 (https://pubs.acs.org/doi/10.1021/acs.jpclett.9b02742). Further
permission requests to be directed to the ACS.
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computed with QCT and QD tend to yield mixed results. For
reaction of CH4 on metals Mastromatteo and Jackson598 and
Jiang and Guo500 found larger vibrational efficacies from QD
than from QCT calculations, where the dimensionality of the
QD and QCT results differed in the latter case. Mastromatteo
and Jackson explained this result on the basis of the raw QCT
method overestimating the ground state reactivity due to zpe
leakage.598 On the other hand, Jiang and coworkers note350 that
QCT121 and QD120 calculations find comparable vibrational
efficacies for dissociation of water on Ni(111). More research
is needed into these trends, and also whether perhaps the use
of Gaussian weighting can help diminish discrepancies
between QCT and QD calculations. Finally, with the present
reduced dimensionality models used in the wave packet
calculations on DC of CH4 on metals, such as the ones
compared to in ref. 500, these wave packet calculations
are not expected to yield accurate vibrational efficacies (see
Section 4.4.3 below).

The QCT method is still very much used in studies of diatomic
molecules scattering from reactive metal surfaces. Recent studies
have addressed reaction of H2 on Cu(111),43,57,150,152,159,160,531,597

Cu(100),150,172,597 Cu(211),166,511 Ru(0001),150,151 Ni(111),476

Pd(111),158,596,602 Pt(111),150,156,163 Pt(211),48 Au(111),187 and
Ag(111),58,64,152,186 reaction of N2 on Ru(0001),59,138,139 on
W(110),86 and on W(100),132,143 reaction of O2 on Al(111),35

Ag(111),82 and Cu covered Ru(0001),130 and reaction of HCl on
Au(111).85,133 Additionally, recent QCT studies have addressed
vibrationally inelastic scattering of H2 from Cu(111)57 and of HCl
from Au(111),133 rotationally inelastic diffraction of H2 from
NiAl(110),112 scattering of N2 from W(110)109 and from
W(100),146 and scattering of O2 from Ag(111).94

The QCT method is also much used in research on reaction
of polyatomic molecules on metal surfaces, for systems such as
CH4 + Ni(111)99,137,167,500,598 and Ni(100),598 CHD3 + Ni(111)99,153,161

and Cu(111),63 CH2D2 + Ni(111),161 CH3D + Ni(111),99 CH4 + Ir(111)
and Ir(332),604 D2O + Ni(111),121,122,597 CO2 + Ni(100),62,69 CH3OH +
Cu(111),144 and NH3 + Ru(0001).66

4.3. On the fly dynamics methods

The DFMD method can be used to model the DC of a molecule
on a mobile metal surface, and to study the influence of Ts on
the dissociation (see also Section 4.1.2). A considerable advan-
tage of the method is that the fitting of a high-dimensional PES
can be skipped. A disadvantage of the method is that it is
computationally expensive to use, with the statistically accurate
calculation of sticking or scattering probabilities o0.01 cur-
rently out of reach. Furthermore, the DFMD method is subject
to all the pitfalls of the QCT method, except fitting errors in the
PES. An overview of the systems to which the method has been
applied has been given in Section 4.1.2.

The effects of ehp excitation and of phonon motion can be
taken into account simultaneously with the DFMDEF method
(Section 4.1.4). The DFMDEF method has the same advantages
and disadvantages as the DFMD method. An overview of the
systems to which the method has been applied has been given
in Section 4.1.4.

4.4. QD methods

Most applications of QD methods to reactive molecule–metal
surface scattering use the time-dependent wave packet (TDWP)
method605 as implemented for molecule–surface scattering.508,509,591

In this method, the wave function is expanded in time-independent
basis functions, and typically taken in a direct product form of basis
functions for different DOFs. The time-dependence is included via
time-dependent expansion coefficients. The initial wave function is
usually taken as a Gaussian wave packet for motion towards the
surface times a wave function describing parallel translational
motion, rotational, and vibrational motion. The wave function is
propagated in time by acting with the evolution operator on the
initial wave function, using a suitable propagation algorithm.
State-to-state scattering probabilities can be computed by applying
asymptotic boundary conditions in the entrance channel, which
involves time-to-energy Fourier transforms. Reaction probabilities
can be computed by summing and subtracting the state-to-state
scattering probabilities from one, or by computing the reactive flux
through a surface positioned in the exit channel. Below, we will
discuss applications of this method to diatomic molecules reacting
on metals, and to H2O and CH4 reacting on metals.

In the time-independent wave packet method606 as implemented
for molecule–surface reactions607 one acts with the Green’s function
on the initial wave function instead. This method may be viewed as
acting with the evolution operator on the initial wave function while
simultaneously performing the time-to-energy Fourier transforms
required for the asymptotic analysis. Applications of this method are
rare, possibly because the propagators are not as efficient as the
split-operator method608 that can be used in the TDWP method.

In the multi-configuration time-dependent Hartree (MCTDH)
method502,609 the time-dependence of the wave functions is
contained in both the expansion functions and in the basis
functions. While this method is in principle highly suitable for
studying high-dimensional reactive systems,610,611 in practice it
has so far only been used to study a few molecule–metal surface
reactions.87,505,612–614

On the contrary, the RPH method50,203 has been used to a far
greater extent to study reactive scattering of polyatomic molecules
from metal surfaces. This method is similar in spirit to the TDWP
method, but propagates the wave function along the reaction
coordinate.50,203 The wave function is expanded in the local
normal mode vibrational states (in vibrationally adiabatic states,
taken in the harmonic approximation). Approximations are
applied to the asymptotically unbound motions of the polyatomic
molecule, i.e., the parallel translational motion and the rotational
motion. All vibrations of the molecule can be included for the
molecules studied so far (H2O,77 CH4,50,203 and CO2

71). The effect
of Ts can be taken into account with the LRS model in a rather
accurate, albeit a posteriori fashion (Section 4.1.2).21,30 The method
is capable of producing semi-quantitative results, and of explain-
ing several of the trends found in experiments. Below we mention
and discuss several applications of the RPH method.

Finally, Groß and co-workers have developed a time-independent
coupled-channel method that also uses reaction path coordinates,
and has been implemented to study the reactive scattering of
diatomic molecules from metal surfaces.507
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4.4.1. Wave packet calculations on diatomic molecules
interacting with metal surfaces. Systems studied in recent
QD calculations on diatomic molecules reacting on metal
surfaces while modeling all six molecular DOFs include H2 +
Cu(111),43,102,117,159,169,174,177 Cu(100),46 Cu(211),511 Ag(111),76,80,186

Co(0001),76 Ni(111),476 NiAl(110),112 Pd(111),158 Pt(111),156,163,615

Pt(211),48 and Ru(0001).116,148,151 6D QD calculations have also been
performed on reaction of HCl106,134 and DCl105 on Au(111), and of
HCl on Ag(111),65,457,616 and on Ag(100) and Ag(110).616,617

Finally, 7D QD calculations also considering phonon motion
have been performed on sticking of H2 to Cu(111).171

An important finding from the calculations on diatomic
molecules dissociating on metals is that it is usually possible
to accurately compute S0 by averaging the S0 computed with 4D
QD calculations over the impact sites X and Y kept fixed in the
4D dynamics (the SAED approximation, Section 4.1.1). The 4D
calculations model motion in the internal coordinates of the
diatomic molecule and of the motion towards the surface. This
result was first obtained by Zhang and co-workers for HCl +
Au(111),106 who also found that it was not necessary to make a
correction for different zpes in the averaged 4D calculations
and the 6D calculations,106 as used earlier by Dai and Light in
calculations on H2 + Cu(111).509 The finding that the SAED
approximation works well was subsequently confirmed for HCl +
Ag(111) and Ag(100),617 H2 + Cu(111),102 and for H2 interacting
with Ag(111) and Co(0001),76 though the SAED approximation
works less well for HCl + Ag(110).617 This approximation and
variants of it have been used in several high-dimensional
QD calculations on polyatomic molecules reacting with metal
surfaces (see below).

4.4.2. Wave packet calculations on H2O interacting with
metal surfaces. Polyatomic molecule–metal surface systems
that have recently received a lot of attention include systems
where H2O or one of its isotopologues interacts with a metal
surface. As shown in Fig. 22 for the example of HOD interacting
with rigid Cu(111), this problem can be characterized by nine
DOFs, and full 9D QD calculations have just become possible.61

The first QD calculations on a H2O–metal surface system
addressed H2O + Cu(111).119 Copper is a good low temperature
water-gas shift catalyst (producing H2 and CO2 from H2O and
CO), while Ni (discussed below) has the disadvantage that it is
easily poisoned by carbon following CO dissociation.618 The
pioneering calculations by Jiang, Guo, and co-workers treated
this system with the FSA (in which the PES does not depend on X,
Y, and the azimuthal angle a in Fig. 22).119 The 6D calculations
considered motion in the remaining six DOFs (see Fig. 22) for
impact on the site at which the TS was located (the minimum
barrier height is about 1.1 eV as computed119 with the PW91
DF312). They found that putting energy initially in any of the
three vibrations of H2O promotes reaction more efficiently than
enhancing the Ei by the same amount. At roughly the same time
Tiwari and co-workers published calculations modeling motion
in 3 DOFs explicitly (i.e., y2, Z, and the distance of the dissociating
H-atom to O). Their calculations also took into account different
projections of the molecule’s angular momentum j on the surface
normal (i.e., mj, which is a conserved quantum number in the flat

surface approximation) while addressing the effect of the initial
rotational state of H2O.619 Jiang, Guo and coworkers also
addressed vibrationally mediated bond selective dissociation of
HOD on Cu(111) with their 6D model,499 and very recently their
6D model was used in predictive calculations on vibrationally
inelastic scattering of HOD and H2O from Cu(111).620 Further-
more they considered the effect of initially rotationally excited
states on dissociation of H2O on Cu(111) with 6 + 1D
calculations,108 which were performed for different (conserved)
M states for J 4 0, where M is the projection of the rotational
angular momentum quantum number J of H2O on the surface.

The H2O + Cu(111) system was next studied by Zhang and
co-workers in 7D calculations performed for different fixed
sites.100 These calculations also considered the dependence of
the molecule–surface interaction on a (Fig. 22). Zhang and
coworkers found this dependence to be quite strong on most
impact sites.100 In particular, they showed that for quantitative
accuracy the use of a 6D model (where the calculation is either
performed for a corresponding to the global TS, or the value
corresponding to the minimum barrier for the specific site
considered) does not suffice. However, quite accurate results
could be obtained for the rovibrational ground state of H2O by
performing 6D calculations for 18 equally spaced values of a, and
averaging the resulting reaction probabilities (the azimuthal
averaging (AA) approximation).100 Subsequent work showed that
this also holds for initially vibrationally excited states of H2O.621

This work set the stage for the first full-dimensional (9D) QD
calculations on H2O dissociating on a static metal surface,
which were also performed for the Cu(111) surface.61 This work

Fig. 22 Coordinate system for H2O reacting on a (111) surface of an fcc
metal. Z is the distance of the molecule’s COM to the surface, and X and Y
define its projection on the surface unit cell. r1 is the OH distance of the
non-dissociating OH bond, r2 is the distance of the leaving H atom to the
COM of the OH remaining behind, and y1 is the angle between the r1 and
the r2 vectors. a, y, and f are the Euler angles defining the orientation of
the molecule, where a is the azimuthal angle for the rotation of the
molecule about the Z-axis, and f is the angle for the rotation of the
molecule about the body fixed axis taken along r2. Reproduced from
ref. 103 with permission from the PCCP Owner Societies.
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also showed that accurate results can be obtained for reaction
probabilities Z0.001 using the SAED approximation, by performing
explicit 7D QD calculations for 25 sites and averaging the computed
reaction probabilities (called ‘‘SAEP’’ in Fig. 23).61 Accurate results
could also be obtained using 15 sites contained in half the
irreducible triangle of the surface unit cell, amounting to the
approximation that the H2O interaction with the fcc site equals
that with the hcp site (‘‘SAEP (15 sites)’’ in Fig. 23). In contrast, the
approximation of shifting the reaction probability curve computed
for the TS by an energy difference obtained from a harmonic
approximation to the change of the site-dependent Eb with X and
Y, which was introduced to model reaction of CH4 with metals in
the RPH method,50 was found not to work well for H2O + Cu(111).
Results obtained with this approximation (abbreviated ‘‘SAHP’’ for
‘‘site-averaging with harmonic potential’’ approximation) are also
shown in Fig. 23. In the SAHP approximation, a reaction probability
curve is computed with dynamics for just one site (usually the TS
site or a site close to it), and for the other sites this reaction
probability curve is shifted with the difference in Eb between the
sites, after which averaging is performed. The difference between
the SAHP and SAED results shows that it is not just Eb that
determines the reactivity at a given site. Instead, the full topology
of the PES at the site (e.g. the tightness of the reduced dimen-
sionality TS) needs to be taken into account, as this strongly
affects the energy dependence of the S0 at the site.61 This work
set a standard for accurate QD calculations on H2O dissociating
on metals:61 such calculations should either be full-dimensional
(9D), or they should use the SAED approximation averaging over
7D QD calculations performed for enough fixed surface sites.
Using the SAED approximation, Zhang and co-workers also
published results for HOD103 and D2O622 DC on Cu(111).

The first water–metal system for which supersonic MB
experiments were performed is the D2O + Ni(111) system, with
D2O chosen because the lasers owned by the experimentalists

could be used to pre-excite its anti-symmetric stretch vibration.78

This system has a minimum Eb of about 0.77 eV as computed78

with the PW91 DF.312 The experimental results were published
along with QD calculations on the basis of a PW91 PES and a semi-
empirically corrected PES, and the latter gave a semi-quantitative
description of the experimental results.78 In this pioneering work,
a 6D QD calculation was done for reaction at the TS values of X, Y,
and a (see Fig. 22). Next, the SAHP approach was used to average
the computed reaction probability curve over X and Y, computing
the barriers for the a-value of the TS. The work of Jiang and Huo
went beyond the later work of Zhang and coworkers62 in one
important aspect: the impact of Ts and surface atom motion was
addressed with the LRS model524,525 discussed in Section 4.1.2.
However, hindsight suggests the use of the SAHP approach and of
a single value of a to be severe approximations.

Jiang and Guo next investigated the influence of the SAHP
and SAED approaches on the sticking of D2O to Ni(111) by
averaging 6D QD calculations (performed for one value of a)
and 7D QCT calculations (also modeling the dynamics in a).623

Their work confirmed that for obtaining accurate results for
water–metal systems the SAED method needs to be used.623 They
also tested an approach in which the same energy dependence of
site-dependent reaction probability curves was assumed as for
the TS, but the difference in the site-dependent Eb was explicitly
computed with DFT rather than obtained using a harmonic
expansion around the TS. This approach (which they called ‘‘site
averaging by explicit energy shifting’’, which may be abbreviated
as ‘‘SAEES’’) gave results that hardly differed from the SAHP
results. The authors concluded that it is incorrect to assume the
same energy dependence of the S0 at all surface sites, as their
shape is controlled by the detailed topology of the PES when
calculated with dynamics, and not just by the Eb.623 In contrast to
results discussed in Section 4.2 (see Fig. 20), they found the
results of 9D QCT calculations to be in rather good agreement
with the site-averaged 6D QD results obtained with the SAED
approach.623 However, the likely cause of this is that the QD S0

were obtained by averaging over S0 obtained for the a-value most
favorable to reaction, while the QCT calculations also took into
account the dynamics at a-values that are unfavorable to reaction.
This underlines the importance of the use of the same dynamical
model when assessing the quality of the QCT approach (see also
Section 4.2).

Jiang and Guo and co-workers next introduced motion in a
in their QD model, and obtained approximate 9D results for
D2O + Ni(111) with the SAED approach using a PW91 PES.120

Their work showed the convergence of approximate 9D (7 + 2D
SAED) results with the number of sites averaged over, as
previously found for H2O + Cu(111).61 However, they did not
yet test whether the converged SAED results compare well with
9D QD results for D2O + Ni(111). 9D QD calculations for D2O +
Ni(111) should be harder to perform than for H2O + Cu(111), as
modeling the QD of D2O rather than H2O should require a
larger number of basis functions. Their work120 also confirmed
the validity of the AA approximation found earlier for H2O +
Cu(111)100 for D2O + Ni(111), by averaging 6D results of calculations
performed for a large number of angles a to obtain approximate 7D

Fig. 23 S0 computed61 in 9D QD calculations for H2O in its rovibrational
ground state colliding with Cu(111) are compared with values computed
using different sudden approximations for molecular motion along the
surface, i.e., using the SAED approximation employing 9 and 25 sites
(called SAEP here), using the SAED approximation employing 15 sites in
half the irreducible triangle of the surface unit cell and assuming symmetry
(called SAEP 15 sites here), and using the SAHP approximation. Reprinted from
Z. J. Zhang, T. H. Liu, B. N. Fu, X. M. Yang and D. H. Zhang, First-principles
quantum dynamical theory for the dissociative chemisorption of H2O on rigid
Cu(111), Nat. Commun., 2016, 7, 11953, licensed under CC-BY 4.0.
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QD results, and comparing these to exact 7D results. Jiang and
Guo155 also obtained approximate 9D QD results for a thermal
surface based on site-averaged 7D QD calculations, the SAED
approach, and the LRS model using a PES obtained with the
RPBE196 DF. The RPBE S0 they computed were in reasonable
agreement with the experimental values for the 1n3 and 2n3 states
(see Fig. 24). The implications of the differences with the PW91
results120 (see also Fig. 24) will be discussed below.

Jiang considered the effect of the initial rotational state of
D2O on sticking on Ni(111) with approximate 9D calculations.131

The topic addressed is important as the original experiment78

modeled by Jiang pre-excited D2O to specific JKaKc
rotational

states (212 for 1n3 and 313 for 2n3). Jiang131 found that the
approximate 9D results hardly differed from the approximate
9D results for the (000,1n3) and (000,2n3) states when also
averaging over the magnetic rotational quantum number.
Therefor the differences between the approximate 9D results
and experiment in Fig. 24 are not related to an incorrect
modeling of the initial rotational state of D2O.131 According to
Jiang steric effects may be observable in an experiment using
polarized laser light to pre-excite the 1n3 or 2n3 states, as site-
averaged results do depend on the initial rotational state if the
magnetic rotational quantum number is not averaged over.131

Zhang and co-workers98 also obtained full 9D QD results for
H2O + Ni(100), based on a PW91 PES. Their PW91 PES has a TS
near the bridge site, with a barrier of only 0.31 eV,98 which is
much lower than obtained before for H2O + Ni(111) (0.77 eV).78

Their QD results for H2O + Ni(100) again confirmed the validity
of the SAED approach, and showed that SAHP results are more
approximate.98

Finally, a word of caution is in order concerning the accuracy
of the QD calculations on DC of H2O on metals. The high
dimensionality of the calculations by itself does not guarantee
their accuracy. The 7D and 9D QD calculations typically use the
split-operator method608 to propagate the wave function in time,
with a fairly large time step (10 atomic units of time61,120).
Results of convergence tests have been shown for the number
of points used for motion in X and Y and for the rotational

basis set,61 but no such tests have been shown for the number of
vibrational basis functions used for r1 and r2 (see Fig. 22), and
convergence tests have not been shown for S0 lower than 10�3.
The calculations use optical potentials defined over small ranges
of r and Z,61,120 and the parameters of these potentials have to be
chosen carefully to avoid reflection of the wave function.624 Flux
analysis to obtain reaction probabilities is performed at values of
r2 such that the minimum energy path for a given site has not yet
decayed to the asymptotic energy (see for instance Fig. 2b of
ref. 155). Papers presenting high-dimensional QD results may
present reaction probabilities as low as 10�5 61 or even 10�7,155

but it is not clear how well converged such results really are.
4.4.3. Wave packet calculations on CH4 interacting with

metal surfaces. Another class of polyatomic molecule–metal
surface reactions that have recently received a lot of attention in
high-dimensional QD calculations consists of systems where
CH4 interacts with a metal surface. The DOFs that have been
treated in such calculations (excepting calculations with the
RPH method to be discussed below) are visualized in Fig. 25.
Motion in the DOFs shown can be modeled with a quantum
Hamiltonian that is based on a dynamical model proposed by
Palma and Clary625 but extended for gas–surface reactions.60,145

In the dynamical model implicit in Fig. 25, the C3v symmetry of
the methyl fragment is preserved. The internal coordinates
shown for CH4 are r, s, w, y2, and j2, while the coordinates

Fig. 24 S0 measured78 for D2O + Ni(111) are compared to QD S0 computed155

by site-averaging 7D results and correcting for surface temperature effects
using the LRS model, using a PW91 PES (dashed lines) and using an RPBE PES
(solid lines), for the three initial vibrational states indicated. Reproduced from
ref. 155 with permission from the PCCP Owner Societies.

Fig. 25 Coordinate system for CH4 reacting on a (111) surface of an fcc
metal, where the remaining CH3 moiety is restricted to have C3v symmetry.
Z is the distance of the molecule’s COM to the surface, and X and Y define
its projection on the surface unit cell. s is the CH distance in the methyl
fragment, r is the distance of the leaving H atom to the COM of the CH3

remaining behind, and w is the umbrella angle of the CH3 fragment relative
to its C3v symmetry axis. j, y1, and j1 are the Euler angles defining the
orientation of the molecule, where j is the azimuthal angle for the rotation
of the molecule about the Z-axis, and j1 is the angle for the rotation of the
molecule about the body fixed axis taken along r. Furthermore, y2, and j2

are the polar and azimuthal angles of orientation of the methyl fragment
with respect to r. Reprinted from [X. J. Shen, Z. J. Zhang and D. H. Zhang,
Methane dissociation on Ni(111): A seven-dimensional to nine-dimensional
quantum dynamics study. J. Chem. Phys., 2017, 147, 024702], with the
permission of AIP Publishing.
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describing translational motion and rotation are X, Y, and Z,
and y1, j1, and j, respectively.

The first QD calculations that treated more than two mole-
cular DOFs modeled motion in Z, r, and y1

626 and were there-
fore 3D calculations, addressing dissociation of CH4 on Ni(111).
Modeling reaction of CH4 on Ni(100), Carré and Jackson627 also
considered the effect of the magnetic rotational quantum
number M using the FSA in which M is conserved, performing
3 + 1D calculations. They also treated the effect of surface atom
motion with the SM model.516 Xiang et al. added motion in j1,
performing 4 + 1D calculations already considering motion in all
rotational molecular DOFs of CH4 reacting on Cu(111), albeit that
the approximation was made that M was conserved.628 Next,
Jackson and coworkers also performed 4 + 1D QD calculations
on CH4 reacting on Ni(111)517,524,525,629,630 and Pt(111),524,630 but
modeling motion in the ‘‘phonon’’ coordinate Q, representing
the motion of the top layer surface atom above which CH4

dissociates, instead of in j1 (see Fig. 25). Their calculations
showed the large effect Ts can have on the DC of CH4, and
established the validity of the LRS model for taking into account
the effects of Ts a posteriori.524 Füchsel et al. performed 5 + 1D
QD calculations on CH4 reacting on Pt(111), modeling motion in
Z, r, all rotational DOFs, and treating motion in y2 adiabatically.87

Their calculations yielded insight in the rotational dynamics
of the reaction, showing that neither the rotational sudden
approximation (RSA) nor the RAA is accurate for the DC of
CH4 in this system.

The first QD calculations explicitly treating motion in as much
as eight DOFs were done by Jiang and Guo and coworkers.60

Their calculations explicitly treated motion in r, s, w, y2, j2, Z, y1,
and j1, and addressed dissociation of CH4 on Ni(111). A 12D PES
was used, which was calculated in the FSA for the values of X, Y
and j corresponding to the TS. With the way the CH4 was
modeled, dissociation was possible in only one CH-bond, and
therefore the computed S0 were multiplied with a factor four. The
authors also noted restrictions following from the revised form631

of the Palma–Clary Hamiltonian:625 due to the approximations
made to the methyl fragment, only two stretches and three bend
modes are modeled, instead of 4 and 5, respectively. Also, the use
of the model leads to a large error in the frequency of the v2

bending mode,60 as this mode does not retain the C3v symmetry
of the non-reacting umbrella.60 The pioneering calculation of
Jiang and Guo and coworkers60 already took into account the
effects of motion along the surface and of surface atom motion in
an approximate way, through the SAHP approximation and the
LRS model, respectively, as had been done earlier in RPH
calculations by Jackson and Nave.50 The calculations provided
semi-quantitative agreement with experiments on the laser-off
reactivity, and on the reactivity of the 1v3, 2v3, and 3v4 states.

Next Zhang and co-workers computed a 15D PES for CH4 +
Ni(111) and used this in 7D QD calculations.456 Compared to
the earlier work of Jiang and Guo and co-workers,60 differences
were that s was kept frozen, but the authors did perform their
explicit dynamics calculations for an additional impact site
(the fcc site) and for additional values of the angle j.456 They456

used the same approximations (SAHP and LRS) as Jiang, Guo,

and co-workers.60 An important difference with the work of the
latter60 is that, even though only one of the CH-bonds can
dissociate in their model, Zhang and co-workers456 did not
multiply their computed S0 with a factor 4. The reason was that
if they would do that their computed reaction probabilities
would exceed 1 at high Ei.

529 Zhang and co-workers also omitted
the factor 4 in their later work,73,123,145,528 and mentioned that
future research should explore whether multiplication with this
symmetry factor should be performed in full-dimensional QD
calculations.456 Whether or not the multiplication with the
symmetry factor of 4 can be omitted currently represents a
major uncertainty in wave packet calculations on DC of CH4 on
metal surfaces.456

Zhang and co-workers also used their 15D PES for CH4 +
Ni(111) to test a different model (the VTSR model) for taking into
account the effect of surface phonons and Ts

528 (see Section 4.1.2).
Zhang and co-workers performed the first 9D QD simulations

on CH4 reacting on a metal surface (Ni(111)), and used these to
test several approximations.123,145 In the 9D calculations, they
modeled motion in the 8 DOFs also used by Jiang and Guo and
co-workers,60 and in addition modeled motion in j. One approxi-
mation tested is one in which the calculations are performed for
a single value of j (i.e., 8D calculations). Calculations performed
for a single value of j (i.e., the TS value, dashed blue and black
lines in Fig. 26) tend to overestimate S0 as computed with j as an
additional DOF (blue and black solid lines in Fig. 26).123 This is
true for calculations modeling impact on a single site (blue lines
in Fig. 26), but also for calculations that are site averaged using
the SAHP approximation (SAHP, black lines in Fig. 26).123 The
effect is that the 9D calculations also sample orientations in

Fig. 26 S0 computed123 with 8D (dashed lines) and 9D (solid lines) QD
calculations on CH4 + Ni(111) are compared. In the 8D calculations, only a
single value for j was used, while in the 9D calculations it is treated as a
DOF. The curves indicated by blue lines model impact on a single site,
while the curves indicated by the black lines were obtained using site
averaging of the 8D and 9D results with the SAHP method. The red curve
was obtained by site averaging 9D results with the SAEEP method.
Reprinted from [X. J. Shen, Z. J. Zhang and D. H. Zhang, Communication:
methane dissociation on Ni(111) surface: importance of azimuth and sur-
face impact site, J. Chem. Phys., 2016, 144, 101101], with the permission of
AIP Publishing.
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which j is more unfavorable to reaction.123 While Fig. 26 shows
that taking j into account is important for DC of CH4 on Ni(111),
it is not as important as it is for H2O + Cu(111) or Ni(111) (see e.g.
Fig. 5 of ref. 621 and Fig. 3 of ref. 120, respectively). Moreover,
higher S0 were obtained if the site-averaging was performed with
the SAEES method (red curve in Fig. 26) than with the SAHP
method (black solid curve in Fig. 26).123 The reason is that the
harmonic expansion in the SAHP method overestimates the barriers
far away from the impact point corresponding to the TS.89,123

In 8D calculations on CH4 + Ni(111) the approximation of
freezing the symmetric stretch coordinate of the inert umbrella
(s in Fig. 25) turned out to work much better123 than the
approximation of freezing j (see also Fig. 25).145 Finally, Zhang
and co-workers determined that determining the X,Y-dependent
barrier from a linear relationship between this barrier height and
the distance from the top site yields better results than the use of
the SAHP approximation.145 Energy shifting approximations for
averaging over X and Y should work better for CH4–metal than
for H2O–metal surface systems, for which the shape of the site-
dependent reaction probability curve computed with explicit
dynamics may strongly depend on X and Y (compare Fig. 4 of
ref. 120 for D2O + Ni(111) to Fig. 3a of ref. 123 for CH4 + Ni(111)).

Finally, Zhang and co-workers performed 7 + 1D QD calcula-
tions on CH4 and CD4 reacting on Ni(100), on the basis of a 15D
PES73 computed with the PBE DF.195 They modeled motion in the
same DOFs as Jiang and Guo and co-workers,60 except that s was
frozen. However, the calculations were done using the AA approxi-
mation, i.e., 7D QD calculations were performed for several (12)
values of j, and subsequently averaged. Additional averaging was
performed over 15 points in X and Y, most likely with the SAED
approach. The VTSR model528 (Section 4.1.2) was used to include
the effect of Ts. The S0 computed for the ground vibrational state
of CH4 were in good agreement with experimental laser-off results
obtained for TN = 400 K201 and 375–425 K,202 and Ts = 475 K201,202

(see Fig. 2).73 While this agreement is encouraging, it is unclear
what the agreement achieved says about the accuracy of the QD
model, in the light of the uncertainty regarding the multiplication
with the symmetry factor 4 (which was not performed73), the
symmetry constraints on the inert umbrella (which also imply
that the zpe correction to the barrier could be different), the fact
that TN was ignored in the calculations comparing with laser-off
experiments, and the use of a standard GGA DF.

While consequences of the symmetry constraints on the
inert umbrella were not addressed in surface reaction dynamics
calculations, they were addressed for the gas phase CH4 + H
reaction.632 Initial-state selected reaction probabilities for total
angular momentum J = 0 and initial rotational angular momentum
of methane j = 0 are shown in Fig. 27 for the vibrational ground state
and the initial bend-excited states n2 = 1 and n4 = 1.632 The results
were computed treating all 12 DOFs, as well as using two 8D
(‘‘crude’’ and ‘‘adiabatic’’, with the latter being similar to the Palma
and Clary Hamiltonian625 used in surface reaction dynamics
calculations60,73,123,145,456,528) models in which the C3v symmetry of
the remaining methyl fragment was preserved. As can be seen,
the 8D adiabatic reaction probabilities are in reasonable agree-
ment with the exact 12D results for the rovibrational ground state,

but note that for the total energy of 0.56 eV the adiabatic 8D result
exceeds the 12 D result by about 50%.632

More importantly, the 8D adiabatic reaction probabilities for
the n2 = 1 and n4 = 1 substantially overestimate the 12D reaction
probabilities (Fig. 27).632 As discussed by Welsh and Manthe,
these results should not come as a surprise, as the 8D n4 = 1
state lacks the threefold degeneracy this state has in full
dimensionality. Additionally the 8D n2 = 1 state erroneously
contains components of both the f2-symmetric umbrella and
the e-symmetric bending vibrations of methane (it should be
e-symmetric). So while it is true that the 8D Palma and
Clary model ‘‘includes representatives of all CH4 vibrational
modes’’,60 the work of Welsch and Manthe suggests that this
does not suffice for the accurate prediction of initial-state
selected reaction probabilities.632 Their work suggested similarly
large problems for the n1 = 1 and n3 = 1 states,632 although this is
less certain as later work suggested that the 12D results for these
states were not yet converged with respect to the single particle
functions basis633 (the 8D calculations did use the same amounts
of spfs,632 suggesting that the problem noted is real for the
stretch excited states as well). A saving grace for the computation
of laser-off reaction probabilities may be that reaction probabil-
ities averaged over the n1 = 1 and n3 = 1 states on the one hand,
and reaction probabilities averaged over the n2 = 1 and n4 = 1
states on the other hand, were in much better agreement with the
corresponding 12 D results (see Fig. 10 of ref. 632, but note once
again the 50% deviation observed for the ground vibrational state
at the total energy of 0.55 eV in Fig. 27, which remains). In
summary, while QD calculations restricting the methyl fragment
to C3v symmetry of course do take quantum effects into account,

Fig. 27 Initial state resolved reaction probabilities obtained632 for the H +
CH4 - H2 + CH3 reaction are compared for full-dimensional (12D) QD
calculations and for two types of reduced dimensionality calculations in
which the C3v symmetry of the methyl fragment is treated as conserved
(crude 8D and adiabatic 8D). The calculations were done for the initial
vibrational ground state (0000), the n2 = 1 vibrationally excited state (0100),
and the n4 = 1 vibrationally excited state. In all cases the total angular
momentum J and the initial angular momentum of CH4, j, are 0. Reprinted
from [R. Welsch and U. Manthe, Full-dimensional and reduced-dimensional
calculations of initial state-selected reaction probabilities studying the
H + CH4 - H2 + CH3 reaction on a neural network PES, J. Chem. Phys.,
2015, 142, 064309], with the permission of AIP Publishing.
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the gas phase comparison discussed above suggests that the
approach should not be used to compute initial-state selected
reaction probabilities for excited vibrational states. Semi-
quantitative accuracy may however be achieved if the reaction is
dominated by the ground vibrational state, and for laser-off reaction.

4.4.4. RPH calculations on polyatomic molecules interacting
with metal surfaces. QD calculations using the RPH have been
performed for CH4 + Ni(100),50,79,203,598 CH4 + Ni(111)21,79,81,89,598

CH4 + Ni(211),178,179 CH4 + Pt(110)-(1 � 2),79 CH4 + Pt(111),527

CH4 + Pt(211),162 CH4 + Ir(111),634 H2O + Ni(111),72,77 H2O +
Ni(100),72 H2O + Ni(110),72 and CO2 + Ni(100).71

The most important approximations made in the QD RPH
method concern the molecule’s rotations and parallel translational
motion. In the original applications of the method the RAA was
made to the rotations of CH4.50,79,81 A subsequent comparative
study of QD RPH and AIMD results for CH4 + Ni(111) and Pt(111)
suggested that a better (although also imperfect) approximation to
the rotational reaction dynamics would be to make a RSA.89 In
this approximation, reaction probabilities computed with the
conventional RPH method are corrected by also computing
reaction probabilities for angles y of the reactive CH bond with
the surface normal not equal to yTS. Around the TS Eb is
assumed to vary with y according to

DV = 1
2ky(y � yTS)2 (17)

where DV is the change in Eb. Reaction probabilities in the
implementation of the RSA used are then averaged over y,
assuming the reaction probability curve to equal the curve
computed for y = yTS, but shifted upwards in energy with DV.
As Fig. 28 shows the computed S0 can be rather sensitive to

whether the RAA or the RSA is used. Most recent applications of
the RPH method now compute S0 as an Ei-dependent weighted
average of S0 computed with the RAA and computed with the
RSA,162,178,179,527 as first done in ref. 527.

There are also uncertainties concerning the treatment of
parallel translational motion. In the QD RPH method of Jackson
and co-workers the X and Y DOFs are also treated with the SAHP
approach.50 Values of S0 for (X,Y) differing from (XTS,YTS) are
computed by estimating the energy difference DV(X,Y) between
the barrier at (X,Y) and (XTS,YTS) using a harmonic approxi-
mation, similar to eqn (17).50 Comparison of RPH and AIMD
results has shown that the method works well for Ei close to Eb,
but not for high Ei.

89 As also noted in ref. 123, the problem is
that the harmonic approximation tends to overestimate DV(X,Y)
for (X,Y) far away from the TS, which may result in under-
estimation of S0 at high Ei.

89 The authors pointed out that the
problem was not necessarily due to a sudden approximation
being made for motion in X and Y, but rather its implementation
through the SAHP approximation.

Finally, for technical reasons the QD RPH method usually
includes only a few excited states in the scattering basis set.
While differences between results obtained with a basis set
including up to two-quanta states and up to one-quantum states
appear small on a log scale, they may in fact be substantial in
specific cases (see e.g. Fig. 2 and 4 of ref. 89) and it is not
completely clear how the results would change if the basis set
were to be expanded beyond 2-quanta states. Also, it is obviously
important to make a correct choice of the TS and associated
minimum energy path, and there is an indication that this might
have gone wrong in one specific case (compare the TS location
and energy obtained for H2O + Ni(100) in ref. 72 and ref. 98).

The great advantage of the RPH method is that it is the only
QD method currently capable of including all vibrational states of
CH4 in modeling its DC on metals.50,81 It predicts trends con-
cerning the influence of the metal surface79,81 and of the initial
vibrational state50,79 with quite high accuracy. The QD RPH
method yields S0 in good agreement with AIMD values for
CHD3 + Pt(111)51 (Fig. 29527). Using a PBE PES, the QD RPH
method also yielded S0 in generally good agreement with
experiments14,635 and S0 computed for CH4 + Ni(111) with a
12D PW91 PES using the 8D TDWP method60 discussed in
Section 4.4.3 (Fig. 3030). However, note that the QD RPH method
overestimated the experimental S0 for CH4 in its vibrational
ground state, that the PW91 PES based 8D TDWP method
underestimated these experimental S0, and that the RPH and
8D TDWP results for this state were quite different. Jackson and
co-workers noted30 that the global PES used by Jiang and Guo
and coworkers60 was constructed on the basis of a smaller surface
unit cell resulting in a Eb too high by 0.1 eV. This explains part of
the difference between the theoretical results for the vibrational
ground state in Fig. 30, but not why the agreement obtained for
the excited vibrational states is much better.

4.5. RPMD

In RPMD calculations636,637 classical nuclei are effectively treated
as ‘‘ring polymers’’, and an isomorphism is exploited between

Fig. 28 S0 computed89 with the RPH method for CH4 + Ni(111) at
Ts = 475 K are shown as a function of incidence energy, using the
rotationally adiabatic approximation (solid lines) and the rotational sudden
approximation (dashed lines). Results are shown for three initial vibrational
states. Also shown are experimental results (‘‘A’’ symbols from ref. 14, ‘‘R’’
symbols from ref. 635). Reprinted from [B. Jackson, F. Nattino and G.
J. Kroes, Dissociative chemisorption of methane on metal surfaces: tests
of dynamical assumptions using quantum models and ab initio molecular
dynamics, J. Chem. Phys., 2014, 141, 054102], with the permission of AIP
Publishing.
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these ‘‘P-bead’’ ring polymers and path integrals.638 In principle,
RPMD time correlation functions and quantities derivable from
these are exact in the limits of parabolic barriers, short time
propagation, high temperature, and harmonicity.636 While
the method has been designed for treating kinetics (i.e., for
computing thermal rates), a variant called non-equilibrium
RPMD (NE-RPMD) has been developed639 that can in principle
be applied to computing S0.597

To our knowledge, NE-RPMD has only been applied in two
published papers considering scattering from surfaces, i.e., a
paper addressing scattering of H-atoms from graphene,640 and
a paper597 addressing DC in H2 + Cu(111) and D2O + Ni(111) at
300 K. Only in the latter publication an effort was made to test
the method against QD calculations, and to compare its per-
formance to that of QCT calculations.597

The outcome of the tests is to some extent promising, but it
is also inconclusive (see also Section 4.2). For example, at the
investigated temperature of H2 (300 K) the NE-RPMD S0 agree
better with the QD results for H2 + Cu(111) than the QCT results
for Ei in which sticking occurs probably through tunneling
(r0.5 eV) (see Fig. 15, noting that the NE-RPMD method
cannot be used to obtain S0 for the vibrational ground state,
i.e., for 0 K). However, for high Ei the QCT values of S0 are
better. The authors note597 that problems also occurred with
the NE-RPMD results at high Ei for H on graphene,640 and
attributed the problem to some replicas of H2 getting too close
to the surface.597 Whatever the cause of the problem is, it is
disturbing that NE-RPMD fails in a regime where the QCT
performance is excellent, as NE-RPMD is used with the aim of
getting better results than obtainable with QCT.

For D2O + Ni(111), at the investigated temperature of D2O
(300 K) the NE-RPMD S0 agree much better with the two sets of
‘‘QD 300 K’’ results than the QCT ones, at all Ei investigated (see
Fig. 20). However, there are quite a few problems surrounding
the comparison: (i) the QD result is not an exact benchmark, 7D
QD results were used with the SAED approach to obtain
approximate 9D results, and it is not clear how accurate this
approximation is on the log scale of Fig. 20. (ii) In one set of QD
300 K results, the approximation had to be made that the
vibrational efficacy Z of the higher vibrationally excited states
should equal 1.0 (in fairness the results are not very sensitive to
this value of Z).597 (iii) In the set of QD 300 K results, the QD
300 K results were obtained by multiplying the QD vibrational
ground state results with the ratio of the QCT 300 K results
divided by the QCT GS results. The latter approximation is
highly suspect if, as suggested by the authors, the QCT GS
results deviate from the QD results due to zpe violation.597

We finally note that the comparison made by the authors is
not yet relevant to actual MB sticking experiments. For instance,
TN = 2100 K is required to achieve an average Ei of 0.5 eV for H2 +
Cu(111) (Fig. 15), and Hundt et al. used TN = 573 K to achieve an Ei

of 0.6 eV for D2O + Ni(111) (Fig. 20). Nevertheless, the results of
Jiang and co-workers are quite interesting, in that they suggest that
NE-RPMD might be used to address sticking for conditions under
which QCT might fail due to problems with tunneling or zpe
violation, for systems for which high-dimensional QD calculations
are not yet within reach. As noted by the authors,597 NE-RPMD
calculations might describe tunneling well, and not suffer from
zpe violation. However, more studies are needed to establish the
reliability of NE-RPMD for describing DC. Also, it is necessary to
address the problem of how simulations can be performed of
sticking under conditions where Tvib and Trot differ widely, as
would be expected to be the case in supersonic MB experiments on
sticking of polyatomic molecules.597

Fig. 29 S0 computed with the RPH method for CHD3 + Pt(111) for the
value of Ts and the initial vibrational state (gs = ground state, and the n1 = 1
vibrationally excited state) indicated are shown as a function of incident
energy, and compared to values computed51 with DFMD (‘‘AIMD’’, symbols
with error bars). Reprinted from [H. Guo and B. Jackson, Mode-selective
chemistry on metal surfaces: the dissociative chemisorption of CH4 on
Pt(111), J. Chem. Phys., 2016, 144, 184709], with the permission of AIP
Publishing.

Fig. 30 S0 computed527 with the RPH method (solid lines) are compared
with S0 computed60 with 8D QD (dotted lines) for CH4 dissociating on
Ni(111) at Ts = 475 K. Results are shown for three initial vibrational states
(‘‘gs’’ is the ground state, ‘‘n3’’ is the n3 = 1 state, and ‘‘2n3’’ is the n3 = 2
state). The theoretical results are compared to experimental results,14,635

where ‘‘LO’’ refers to ‘‘laser-off’’ conditions (vibrational states occupied
according to Tn). Reprinted with permission from (H. Guo, A. Farjamnia and
B. Jackson, Effects of lattice motion on dissociative chemisorption: toward
a rigorous comparison of theory with molecular beam experiments,
J. Phys. Chem. Lett., 2016, 7, 4576–4584). Copyright (2016) American
Chemical Society.
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4.6. Computation of observables

By far the most important observable to compute on the basis
of SRP-DFT is the zero-coverage or initial sticking probability
S0(Eav

i ;TN). From now on we will assume that Eav
i is the Ei averaged

over the flux weighted velocity distribution of the MB obtained by
expanding through a nozzle of temperature TN, but see below for
further discussion. The calculation of S0(Eav

i ;TN) starts with
obtaining the Boltzmann averaged reaction probability R(Ei;TN)
for a specific Ei from the initial state selected reaction probabilities
Rvj(Ei). This is achieved by computing

RðEi;TNÞ ¼
X
v; j

FBðv; j;TNÞRvjðEiÞ: (18)

Here, v is the vector of initial vibrational quantum numbers
defining the initial vibrational state of the molecule, and j is the
vector of rotational quantum numbers defining the initial rotational
state of the molecule. For example, j would be ( J, K, M) for a prolate
or symmetric top molecule, where K is the projection of J on the
unique rotational axis. The Boltzmann factor FB(v, j,Tn) should take
into account (i) effects of nuclear spin symmetry (e.g. even j (para)
states of H2 should be weighted with a factor 1, and odd j (ortho)
states with a factor 3), and (ii) the fact that Tvib and Trot may
differ from TN, and from each other. For instance, for an H2 MB,
Tvib E TN, and Trot E 0.8 TN.641–643 For CH4 beams, Trot may be
much lower, e.g. Trot E 0.025 TN.644

To obtain S0(Eav
i ;TN), R(Ei;TN) needs to be averaged over the

flux weighted velocity distribution of the MB according to

S0ðEav
i ;TNÞ ¼

ðv¼1
v¼0

f ðv;TNÞRðEi;TNÞdv
	ðv¼1

v¼0
f ðv;TNÞdv:

(19)

In eqn (19), Ei = 1
2Mv2. The flux weighted velocity distribution is

best taken as645,646

f ðv;TNÞdv ¼ Cv3 exp � v� v0ð Þ2=a2
h i

dv: (20)

Here, C is a constant, v0 is the stream velocity, and a is the
width of the velocity distribution. One can also employ a similar
expression for the (skewed) distribution of Ei. Alternatively,
some researchers have fitted their Ei distributions to a Gaussian
function according to646,647

gðEiÞ ¼
ffiffiffiffiffiffiffiffi
2ps
p

exp � Ei � Eav
i

� �2.
2s


 �
(21)

where s is taken to depend on Eav
i .647

To determine the v0 and a parameters, the best practice is to
fit TOF distributions of the molecules in the beam according to

GðtÞ ¼ C
L3

t4
exp �

L

t
� v0

a

0
B@

1
CA

2
2
664

3
775 (22)

while taking into account the ion-flight time in the quadrupole
mass spectrometer assumed to be used when writing eqn (22),
the chopper function, etc.646 In eqn (22), L is the length of the

flight path. The Ei averaged over the flux weighted velocity
distribution (eqn (20)) may be obtained analytically from648

Eav
i ¼

1

2
M v2
� 

¼ 1

2
M

15

4
a4 þ 5a2v02 þ v0

4

3

2
a2 þ v02

: (23)

Many experimentalists present their measured S0 as a function
of Eav

i , a practice that has been followed in for instance much
of the work on H2 + Cu(111).12,43,641,649 However, not all
experimentalists follow this practice. Other researchers use an
approximate method for extracting the average Ei directly from
the peak in the measured TOF spectrum G(t) (eqn (22)). In this
method, the peak condition is used to determine the time at
which the peak occurs in the TOF spectrum, for flight length L,
which we will call tL

M. If there are no time delays associated with
the method to detect H2, the velocity that may be associated
with the MB can be written

vM ¼
L

tLM
: (24)

This velocity may be written in terms of the parameters v0 and a
as648

vM ¼
v0

2
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v0

2

4
þ 2a2

s
: (25)

These experimentalists then obtain the Ei of the molecule,
as a function of which they present their S0(Ei;TN), according
to EM

i = 1/2MvM
2. Comparison of eqn (25) to eqn (23) shows that

EM
i a Eav

i , and we have seen that EM
i may overestimate Eav

i by as
much as 3% for H2 beams. Still worse errors may be obtained if
vM is taken as an estimate of v0, as eqn (24) shows. Unfortunately,
not all experimentalists state to which expression their Ei used in
plots of S0 correspond, and it is even rarer that experimentalists
report the v0, a, and TN parameters corresponding to their
experiments. This often makes it necessary to guess these para-
meters when simulating these experiments.163

It is hard to overstate the importance of knowing the MB
parameters when simulating experiments, especially when
dealing with activated DC of H2. Fig. 31 shows two sets of
measured S0 for H2 + Cu(111) that show dramatic differences.
The S0(Eav

i ;TN) measured by Berger et al.649 were an order of
magnitude larger at similar Eav

i than the S0(Eav
i ;Tn) measured by

Rettner et al.641 This was because the Ei distributions with
which the R(Ei;Tn) (the solid black curve in Fig. 32) needs to be
multiplied, with an expression analogous to eqn (19) but
involving incidence energies rather than incident velocities,
were much broader in the experiments of Berger et al.649 (solid
line with circles in Fig. 32) than in the experiments of Rettner
et al.641 (dashed curves in Fig. 32) at similar Tn. Fig. 31 and 32
serve as powerful demonstrations of why experimentalists
using MBs to determine sticking should document the para-
meters characterizing their beams.

One can also compute state-to state scattering probabilities
for scattering back to the gas phase from some initial state to
some specific final state of the molecule. The most fully state
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resolved scattering probability that can be computed is the
probability for vibrationally, rotationally and diffractionally
inelastic scattering Pvj-v0j0nm(Ei). Here, n and m are the quantum
numbers for diffraction. In a TDWP calculation, these probabilities
are computed from S-matrix elements, which may be calculated
in a scattering amplitude formalism.650,651 Probabilities for
rovibrationally inelastic scattering can be obtained by summing
over n and m:

Pvj!v0 j0 ðEiÞ ¼
X
n;m

Pvj!v0 j0nmðEiÞ: (26)

One way the Rvj(Ei) can be obtained is by summing rovibration-
ally inelastic scattering probabilities and subtracting from 1, i.e.,

RvjðEiÞ ¼ 1�
X
v0 j0

Pvj!v0 j0 ðEiÞ: (27)

However, the Rvj(Ei) may also be computed by starting a TDWP
calculation for an incoming initial (vj) state and analyzing the
reactive flux for through a surface taken at a large enough, fixed
value of the dissociative co-ordinate r.652 For comparison to
experiments one is usually not interested in fully resolving the
probabilities with respect to the M and M0 quantum numbers,
and an expression for the state-to-state scattering probabilities
involving the reduced rotational quantum number vector jr

( j with M taken out) may be obtained by degeneracy averaging

Pvjr!v0 jr
0 ðEiÞ ¼

X
M;M0

PvjrM!v0jr
0
M0 ðEiÞ=ð2J þ 1Þ: (28)

Similarly, the Rvj(Ei) (eqn (27)) are usually not resolved with
respect to M, and one may also use eqn (27) with j replaced by jr

for both the initial and final state. Probabilities for vibrationally
inelastic scattering can be obtained from

Pvjr!v0 ðEiÞ ¼
X
jr
0
Pvjr!v0 jr

0 ðEiÞ: (29)

The reaction probability may also depend on the initial
rotational polarization, i.e., on the initial distribution of M.17,18

For instance, from the Rvj(Ei) one may compute the rotational
quadrupole alignment parameter A(2)

0 ( J ) of the reacting mole-
cules according to

A
ð2Þ
0 ðJÞ

¼
X
M

RvjrMðEiÞ½3M2 � JðJ þ 1Þ�=½JðJ þ 1Þ�
� �,X

M

RvjrMðEiÞ

(30)

Measured A(2)
0 ( J) contain information on how the reaction

depends on the alignment of the molecule with respect to the
surface, which may be parallel (M = J) or ‘‘end-on’’ (M = 0).

Usually the Rvj(Ei) are not directly measured in MB experiments,
but instead extracted from associative desorption experiments.12,46

These measure translational energy (Et) distributions of deso-
rbing molecules Pdes(v, j;Et). Assuming detailed balance, with
Et = Ei these may be related to the Rvj(Ei) according to

Pdes(v, j;Ei) p Ei exp[�Ei/kTs]Rvj(Ei) (31)

Fig. 31 S0 computed159 with the SRP-DF for H2 + Cu(111) (black squares
and circles in the simulations of the molecular beam sticking experiments
by Berger et al. and by Auerbach and co-workers, respectively) are
compared with the S0 measured for the same system by Berger et al.649

(red squares) and by Auerbach and co-workers641 (red circles). The dashed
blue line shows the Rv=0,j=0(Ei) and the solid black line shows the R(Ei;Tn)
computed with SRP-DFT. Taken from ref. 159.

Fig. 32 Normalised incidence energy distributions characterising pure H2

beams, as used by Berger et al.649 (solid lines) and by Auerbach and co-
workers641 (labelled RMA, dashed lines) are shown for similar Tn, i.e., Tn E
1400 K (A) and Tn E 1700 K (B). Also shown is the function R(Ei;Tn) as
determined by the Almaden group641 neglecting the effect of velocity
averaging (dotted lines). Reprinted from the Supporting Online Material for
ref. 43.
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The A(2)
0 ( J) are usually also determined in associative desorption

experiments.17 Note that the Rvj(Ei) that may be obtained by
inverting eqn (31) on the basis of measured desorption fluxes
are in general not yet normalized, although they may be
normalized relative to one another,23 or on an absolute scale
by either expressing measured S0 in terms of the Rvj(Ei)
obtained by inverting eqn (31)12,641 or by equating measured
Rvj(Ei) to computed values at a specific value of Ei.

194 Also
note that it is possible to compute the (unnormalised) energy-
and rovibrational state-resolved associative desorption flux
Pdes(v, j;Ei) directly, by running trajectories from the transition
state,653–656 which was recently done for H2 + Cu(111) using
AIMD and AIMDEF.657

The Rvj(Ei) are often12,641 fitted with the error function expression

RvjðEiÞ ¼
Avj

2
1þ erf

Ei � Evj
0

Wvj

 !" #
(32)

In eqn (32), E0 is usually called the effective barrier height, i.e., the Ei

at which the Rvj(Ei) equals half its saturation value A, and W is a
width parameter. A similar expression using the tanh function
instead of the error function has also been used. It is also possible
to use an asymmetric form by employing the generalized logistic
(LGS) function170

RvjðEiÞ ¼ A

,
1þ n exp �E � Evj0

0

W 0

 !" #1
n

: (33)

In experiments it may be difficult to determine A accurately (see our
remarks above), and methods of comparing theory to experiment
when computing the ‘‘experimental’’ parameters characterizing
Rvj(Ei) may differ depending on whether or not theoretical infor-
mation is used to characterize these experimental parameters.658

Finally, in associative experiments it is also possible to deter-
mine associative desorption energies (ADEs) according to12,46,641

Etðv; jÞh i ¼
Ð
Ei

2 exp½�Ei=kTs�RvjðEiÞdEiÐ
Ei exp½�Ei=kTs�RvjðEiÞdEi

: (34)

The ADEs may depend rather strongly on Ts, but their determina-
tion does not require the normalization of the Rvj(Ei). The obser-
vables discussed here do not represent a complete list, but the
most important quantities have been dealt with, and expressions
of other observables may be found in specialized literature.

5. Results: systems for which SRP-DFs
exist, and use of SRP-DFs

In this section, we will first discuss results for the seven systems
for which SRP-DFs and accurate Eb have been derived (H2 +
Cu(111), Cu(100), Cu(110), and Pt(111), and CHD3 + Ni(111),
Pt(111), and Pt(211)) in Section 5.1. We consider systems for
which c-SRP DFs have been derived (H2 + Pt(211), Ru(0001),
Ni(111), and N2 + Ru(0001)) in Section 5.2. Systems for which
attempts (whether advertised as such or not) have so far not
been successful at delivering (candidate) SRP-DFs are discussed

in Section 5.3. In Section 5.4 we discuss calculations on specific
systems that have used SRP-DFs developed for related systems.

5.1. Systems for which SRP-DFs have been derived

5.1.1. H2 + Cu(111). The first system for which a SRP-DF
was derived was H2 + Cu(111).43 The SRP-DF was fitted43 by
demanding QCT calculations to reproduce S0 measured12 for
D2 + Cu(111) obtained with MB experiments using seeding in
H2 to achieve high Ei (Fig. 6). The original SRP-DF fitted existed
of a weighted average of the PW91312 (57%) and RPBE196 (43%,
a = 0.43) GGA DFs. With the fitted SRP-DF, which we call the
SRP43 DF here, the S0 measured for H2 + Cu(111) by two
different groups641,649 could be reproduced in spite of the large
discrepancies between the two experimental datasets (Fig. 31),
and these discrepancies could be attributed to differences
between the velocity distributions of the MBs used (Fig. 32,
see also Section 4.6).43 QD calculations using the SRP43 PES
could also reproduce the measured659 ratio of rotationally
inelastic and elastic scattering probabilities P(v = 1, j = 0-v =
1, j = 2)/P(v = 1, j = 0-v = 1, j = 0) to within chemical accuracy
(see Fig. 3 of ref. 43).

The Evj
0 (see eqn (32)) measured641 for H2 associatively

desorbing from Cu(111) could also be reproduced with
chemical accuracy (with a MUE of only 2.5 kJ mol�1, see
Fig. 33A).43 A similar result (MUE = 3.2 kJ mol�1) held for D2 +
Cu(111), although this required the use of an asymmetric fit
function for the Rvj(Ei).

170 However, the calculations did not
reproduce the experimentally observed trend that for a given
v the Evj

0 first increase and then decrease with j for both H2

(see Fig. 33A) and D2 (see Fig. 13 of ref. 170). A point of subtle
interest is that the calculations with the SRP43 DF overestimate
the reactivity obtained in the sticking experiments (Fig. 6) while
they underestimate the reactivity obtained in the associative
desorption experiments (Fig. 33A). The dynamics calculations
with the SRP43 DF reproduce ADEs measured660 in associative
desorption for Ts = 370 K and the (v = 0, j = 1, 3, and 5) states
with chemical accuracy (Fig. 33B, MUE = 2 kJ mol�1).159

However, chemical accuracy was not achieved (MUE =
13.5 kJ mol�1)159 for the dynamics calculations (which were
performed with the BOSS model) comparing to associative
desorption experiments for Ts = 925 K641 (Fig. 33B). The
difference is due to the ADE decreasing with increasing Ts

due to the broadening of the reaction probability curve with
increasing Ts,

170,175,641 and this could only partly be corrected
for (MUE = 6.0 kJ mol�1) by attempting to extrapolate the
measured ADEs to Ts = 120 K.159 In summary, the computed
Evj

0 and ADEs were too high compared to the experiments of Rettner
and Auerbach and co-workers.12,641 However, comparison46 to
experiments of Comsa and David661 suggests that the problem
may also lie with the associative desorption experiments,12,641 which
may have overestimated the ADEs by about 10%.

Measured17 A(2)
0 (J) (eqn (30)) could not be reproduced with

dynamics calculations using the BOSS model159,175 (Fig. 34).
However, introducing Ts and surface motion via DFMD calculations
lead to a considerable improvement (Fig. 34): with DFMD the
A(2)

0 ( J) measured for (v = 1, j = 6) could be reproduced accurately,
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although the DFMD calculations still overestimated the experi-
mental results for (v = 0, j = 11).175 To enable the DFMD
calculations, a new SRP-DF (the SRP48 DF) had to be fitted that
was however very similar to the old one, with the new one
being a weighted average of the PBE (52%) and the RPBE (48%,
a = 0.48) GGA DFs.175

Calculations within the BOSS model177 have also failed to
reproduce experiments on vibrational excitation, i.e., the short
time peak occurring in the measured581 TOF spectrum shown
in Fig. 35, which is due to vibrational excitation of (v = 0, j)
states to (v = 1, j = 3). With the assumption that 30% of the
incident kinetic energy was transferred to the surface (f (K) = 0.3
in Fig. 35) and considering the computed scaling with normal
and total incidence energy, the computed vibrational excitation
probabilities still had to be multiplied with a factor 2.6 to
reproduce experiment.177 Subsequent DFMD and GLO + F
calculations suggest that the energy loss to surface phonons
(computed in the range 18–26%) was somewhat smaller than
the estimated 30%,168 which does not help with explaining the
discrepancy observed in Fig. 35. This later work also raised
another problem. In our earlier analysis,177 we had noted that
increasing Ts from 400 to 700 K in the experiment raises the
height of the gain peak, suggesting an increase of the vibrational
excitation probabilities by about 20%. Extrapolating down to 0 K
and equating a 0 K to a static surface, this led us to believe that
we could multiply our computed vibrational excitation probabil-
ities with a factor 1.2 to account for the use of the BOSS model
(assumed to mimic a 0 K surface) when modeling an experiment
with Ts = 400 K (as in Fig. 35).177 However, simultaneously
allowing the surface atoms to move and imposing Ts = 400 K was
instead found to diminish the computed vibrational excitation
probabilities.168 In qualitative agreement with experiment the

short time peak in Fig. 35 does increase with Ts if ehp excitation
is modeled, showing that the measured increase of vibrational
excitation with Ts was due to the effect of ehps instead of
phonons.168 However, the lack of quantitative agreement with
the experiments on vibrational excitation remains the biggest
puzzle presently left for H2 + Cu(111).

For H2 + Cu(111) additional SRP-DFs have been derived.
Wijzenbroek et al. found150 that the optPBE-vdW1 DF, which
combines the optPBE GGA exchange DF331 with the vdW1
correlation DF,326 describes the experiments on reaction of D2

on Cu(111)12 shown in Fig. 6 even better than the SRP48 DF.175

Subsequent calculations by Jiang and co-workers467 also showed
a chemically accurate description of experiments on H2 +
Cu(111),649 making this functional an SRP-DF (see also below).
Additionally, three mGGAs of the ‘‘made simple’’ type have been
constructed that all give a chemically accurate description of
S0 of H2 on Cu(111).152 These mGGAs all outperformed other

Fig. 33 Results for associative desorption of H2 from Cu(111). (A) Effective
barrier heights E0(v,J) computed159 with QD using a SRP PES are compared
with values extracted from experiments for repeated measurements.641

(B). ADEs computed159 with QD using a SRP PES are compared with values
extracted from experiments.641,660 ‘‘Exp.1’’ refers to ref. 641 and ‘‘Exp.2’’
refers to ref. 660. Reproduced from ref. 159 with permission from the
PCCP Owner Societies.

Fig. 34 Shown are the A(2)
0 (J) as measured17 ‘‘(Exp 925 K)’’ and computed

for D2 + Cu(111) for two rovibrational states. The ‘‘SRP Diaz’’ and ‘‘SRP
ideal’’ results were computed159,172 with QCT for an ideal Cu(111) surface
with a lattice constant and lattice interlayer distances corresponding to
0 K. The ‘‘SRP 925 K’’ results were computed172 with QCT for an ideal
Cu(111) surface with a lattice constant and lattice interlayer distances
corresponding to 925 K. The ‘‘AIMD ideal’’ and the ‘‘AIMD 925 K’’ results
were computed175 with DFMD for an ideal Cu(111) surface with a lattice
constant and lattice interlayer distances corresponding to 0 K and for a
mobile Cu(111) surface equilibrated at 925 K, respectively. All theoretical
results were obtained with the SRP48 DF175 except the ‘‘SRP Diaz’’ results,
which were obtained using the original SRP functional.43 Reprinted with
permission from (A. Mondal, M. Wijzenbroek, M. Bonfanti, C. Dı́az and
G. J. Kroes, Thermal lattice expansion effect on reactive scattering of H2

from Cu(111) at Ts = 925 K, J. Phys. Chem. A, 2013, 117, 8770–8781).
Copyright (2013) American Chemical Society.
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well-known mGGAs on sticking of D2 on Cu(111), such as the
TPSS,662 revTPSS,199 and SCAN339 DFs. The performance of the
latter three mGGAs and of the GGA PBE and RPBE DFs on
sticking of D2 + Cu(111) is compared in Fig. 36. Interestingly, the
maximally constrained SCAN DF showed the worst agreement
with experiment; the SCAN DF also gives a mediocre description
of other molecule–metal surface systems152 (see also Table 2).
An advantage of the made simple DFs tested in ref. 152 is that
they also provided a very good description of late TMs as
demonstrated for bulk Cu, Ag, Au, and Pt and the Cu(111)
and Ag(111) surface, with the bulk metal description being of
similar quality as obtained with the PBEsol DF developed
specifically for solid state applications.314

Very recently SRP-DFs have been designed658 that combine
GGA exchange with vdW2 correlation.327 The exchange

functionals found to perform well combined 68% of B86r663

exchange with 32% RPBE196 exchange (B86SRP68-DF2), 63%
PBEsol314 exchange with 37% RPBE196 exchange (SRPsol63-DF2),
while also the SRP-DF for H2 + Pt(111)156 (PBEa57, see below) was
tested. All three vdW2 DFs constructed described sticking experi-
ments on H2 and D2 + Cu(111) and associative desorption
experiments on H2 + Cu(111) with chemical accuracy.658

The SRP43 DF43 has been used in electronic structure cal-
culations exploring how surface atom motion influences the
interaction of H2 on Cu(111). Motions of second layer Cu atoms
perpendicular to the surface and of first layer Cu atoms parallel
to the surface exhibit electronic coupling to H2 (affecting the Eb

for dissociation), while motion of first layer Cu atoms perpendi-
cular to the surface was found to exhibit mechanical coupling
to H2 (affecting the barrier location).664 Adding these four
coordinates to a dynamical model may well suffice for a dynamical
treatment of molecular and surface atom motion.664 Subsequent 7D
and 6 + 1D calculations using the PSA to describe the effect of
second-layer surface atom motion normal to the surface showed an
excellent performance of the PSA.171 The effect of phonons on
reactive scattering of H2 from Cu(111) has also been explored with
the SCM model531 (see Section 4.1.2) and an improved version of
this model.160 The earlier work531 used the SRP43 DF,43 while the
later work160 employed the SRP48 DF.175 The SRP43 DF43 has also
been used to assess the validity of a specific PES representation
suitable to MCTDH calculations,176 and to assess the validity of the
SAED approximation.102

The SRP48 DF175 has been used in studies172 of how thermal
lattice expansion affects S0 and A(2)

0 (J), a question that had
before received little attention. The calculations showed an
important effect on the sticking, with thermal lattice expansion
promoting reaction and reducing A(2)

0 (J).172 The bulk and surface
lattice expansion accounts172 for much of the effect on the A(2)

0 ( J)
of allowing the surface atoms to move, as previously obtained
from DFMD calculations175 (see Fig. 34). An important effect is
that the distance between the top two layers increases with Ts, as
known from experiments.665 The calculations suggest that
attempts to model the effect of Ts on reaction of H2 on Cu(111)
may fail if surface expansion is not modeled.172

The SRP48 DF175 was also used169 to understand the obser-
vation169 that rotational polarization has a larger effect on
elastic scattering of cold H2 from a stepped Cu(115) than from a
flat Cu(111) surface. The calculations showed that the corrugation
of the H2–Cu interaction is much more dependent on the align-
ment of H2 with respect to the stepped than to the flat surface.169

The SRP4343 and SRP48175 DFs were also used to investigate the
effect of ehp excitation on rovibrationally inelastic scattering57,174

and on reactive scattering.57 The use of both the LDFA and the
ODF models of EF was investigated in ref. 57. An important
result57 was that, regardless of whether the LDFA or ODF was
used, additionally modeling the effect of ehp excitation improved
the agreement with sticking experiments12,641 (Fig. 13). The
calculations predicted that the best test of which model should
best describe the effect of ehp excitation should be to measure
vibrational deexcitation from specific (v = 2, j) states to specific
(v = 1, j0) states of H2 and D2.57

Fig. 35 The measured TOF spectrum for scattering of H2 into its (v = 1,
J = 3) state581 (black dots) is compared to TOF spectra obtained177 from
normal incidence QD calculations assuming normal energy scaling (NES),
total energy scaling (TES), assuming TES and 30% energy loss to the
surface relative to the translational energy available in scattering from a
static surface (f (K) = 0.3), and assuming TES and 50% energy loss to the
surface (f (K) = 0.5). Figure taken from ref. 177.

Fig. 36 Values of S0 measured12 in molecular beam experiments for D2 +
Cu(111) are compared to computed152 values using PESs based on DFT
calculations using the PBE,195 the RPBE,196 the SCAN,339 the TPSS,662 and
the rev-TPSS199 DFs. Taken from ref. 152 (https://pubs.acs.org/doi/10.1021/acs.
jpca.9b02914). Further permission requests to be directed to the ACS.
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Additionally, the optPBE-vdW331 SRP-DF150 was used success-
fully to model the abstraction of D by H or H by D from Cu(111)
resulting in HD.583 Specifically, the DFMDEF calculations using
this SRP-DF showed quantitative agreement with experiments666

concerning the abstraction cross section, the final rotational state
and angular distributions of HD, and the final average Et of HD.
The calculations also showed that modeling ehp excitation was
necessary to reach a high level of agreement, which could be
explained in terms of energy loss by the incident atom being
more important for the hot atom reaction of the lighter (H)
incident atom.583 Only the final vibrational state distribution was
not yet well described by the DFMDEF, which the authors
attributed to shortcomings of the QCT method.583

It remains to consider the implications of the theory-experiment
comparison for H2 + Cu(111) for the accuracy of GGA-DFT for DC on
metals in general. Like initial-state selected reaction probability
curves (see Section 4.6), sticking probabilities can be fitted to
S-shaped curves characterized by a width (or, inversely, the
slope), and an effective barrier height (E0) or, alternatively, a
reaction threshold, where the latter should correspond closely
with the minimum barrier height. Correctly describing the
sticking probability implies, according to the earlier mentioned
hole model,45 that the DF used gives a correct description of the
reaction threshold or minimum barrier (the onset of the curve)
as well as of how the barrier height varies with impact site
(energetic corrugation) and molecular orientation, which corre-
lates with the width of the reaction probability curve (see also
Section 5.2.1 below). In ref. 177 we showed that several GGA DFs
yield very similar results regarding how the barrier height varies
with impact site for the activated dissociation of H2 on Cu(111).
Bayesian error statistic applied to DFT likewise suggests that
GGA DFs should yield accurate descriptions of how the barrier
height varies accross the surface.383 As noted earlier, very recent
DMC calculations on the highly activated dissociation of H2 on
Al(110) put the idea that GGA (and meta-GGA) DFs yield an
accurate description of how the barrier height varies with
impact site and molecular orientation on a firm first-principles
basis.429 However, as we will see later for H2 + Ru(0001) the
description of the width of the reaction probability curve may
depend more sensitively on the DF used, and it may require the
use of a DF that incorporates van der Waals correlation in at
least an approximate way.

5.1.2. H2 + Cu(100) and Cu(110). The second system for
which an SRP-DF was derived was H2 + Cu(100).46 This turned out to
be straightforward: The SRP43 DF for H2 + Cu(111)43 was used to
develop a PES for H2 + Cu(100), and with this PES MB experiments
on sticking of H2 to Cu(100) were described with chemical accuracy.
Specifically, the measured S0

667 were displaced along the energy axis
from the spline-interpolated, quantum dynamically calculated S0 by
less than 43 meV E 1 kcal mol�1 (Fig. 37).46 The theory also
reproduced the observation667 that S0 of H2 on Cu(111) exceeds that
of H2 on Cu(100). All this is encouraging, as it suggests a degree of
transferability of SRP-DFs, i.e., that SRP-DFs for a specific molecule
interacting with a low index surface of a specific metal may also
describe the same molecule interacting with other low index
surfaces of that metal with chemical accuracy.

The QD calculations also accurately reproduced46 measured568

probabilities for rotationally (in)elastic scattering of D2 within
v = 1, and measured46 A(2)

0 (J) of H2 desorbing from Cu(100) in
(v = 0, j = 1 and 2) and in (v = 1, j = 2–4). However, the description
obtained for the A(2)

0 (J) for (v = 0, j = 3–5,8) and (v = 1, j = 1) was
not yet as accurate, nor were the measured567 probabilities for
vibrationally elastic and inelastic scattering of (v = 1, j = 1) H2

from Cu(100) described accurately.46 Finally, the measured
ADEs of (v = 0,1, j) states were underestimated in the QD calcula-
tions using the SRP43 DF (see Fig. 28). However, comparison46 to
experiments of Comsa and David (which should be accurate as a
very long flight path was used in desorption)661 again suggests that
the problem lies at least partly in the new associative desorption
experiments,46 which for Cu(100) may have underestimated the
ADEs by about 10%.

Finally, DFMD simulations were also performed173 on reaction
of (v = 0, j = 8) and (v = 1, j = 4) H2 on Cu(100) using the SRP48 DF
developed for H2 + Cu(111),175 which is expected to give the same
results as the SRP43 DF developed earlier.43 The DFMD cal-
culations yielded lower values of A(2)

0 (J) for the experimental
Ts of 1030 K than previous calculations with the BOSS model,46

as found earlier for H2 + Cu(111).175 Also, the Rvj(Ei) computed
with DFMD were shifted to lower energies relative to earlier
BOSS results, by 60 and 40 meV for (v = 0, j = 8) and (v = 1, j = 4),
respectively.173 This latter result suggests that the discrepancy
between measured and computed ADEs could be even larger for
these 2 states as suggested by Fig. 38, which shows results of
calculations with the BOSS model.46 The study established H2 +
Cu(100) as a useful benchmark system for surface thermal
effects on reaction, which should be considerably larger than
for H2 + Cu(111).173

Very recently, an SRP DF was also derived for H2 + Cu(110).467

More specifically, Jiang and co-workers467 developed PESs for
H2 + Cu(111), Cu(100), and Cu(110) based on DFT calculations

Fig. 37 Measured667 and computed46 S0 are shown as a function of average
normal incidence energy for sticking of H2 on Cu(100). The dynamics
calculations were performed46 with the TDWP method and used a PES
computed with the original SRP DF43 derived for H2 + Cu(111). The numbers
shown represent the energy difference in meV between the values of the
measured S0 and the cubic spline interpolated theoretical S0 curve. Reprinted
from [L. Sementa, M. Wijzenbroek, B. J. van Kolck, M. F. Somers, A. Al-Halabi,
H. F. Busnengo, R. A. Olsen, G. J. Kroes, M. Rutkowski and C. Thewes, et al.,
Reactive scattering of H2 from Cu(100): comparison of dynamics calculations
based on the specific reaction parameter approach to density functional
theory with experiment, J. Chem. Phys., 2013, 138, 044708], with the
permission of AIP Publishing.
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with the optPBE-vdW1 DF.331 This functional had previously
been shown to yield a chemically accurate description of molecular
beam sticking experiments on D2 + Cu(111) and H2 + Cu(100).150

Jiang and coworkers trained atomic neural networks for the H-H,
H–Cu, and Cu–Cu interactions to obtain accurately fitted HDNNPs
for not only these two systems, but also for H2 + Cu(110). Next they
showed that with the optPBE-vdW1 PESs obtained a chemically
accurate description of molecular beam experiments on all three
systems can be obtained (see Fig. 39).467 We will therefore call the
optPBE-vdW1 DF an SRP-DF for all three systems, even though this
DF was not validated against a second experiment on H2 + Cu(100)
and H2 + Cu(110). This functional was validated against a second
experiment for H2 + Cu(111) (see Fig. 39A and B), and we regard its
also describing the sticking experiments on H2 + Cu(100) (Fig. 39C)
and Cu(110) (Fig. 39D) without the need for reparametrization as
sufficient evidence that this functional allows the minimum
barrier height for these systems to be extracted with chemical
accuracy. The calculations by Jiang and co-workers suggest467 that
HDNNPs based on atomic NNs computed with a DF, in such a way
that the construction of a chemically accurate HDNNP is enabled
for a molecule interacting with one specific low index face of a
particular metal, will also yield chemically accurate results for the
same molecule interacting with the other low index faces of that
metal. This will be the more true if the atomic NNs are trained with
DFT calculations on the molecule interacting with all of these low
index faces, as was done for H2 + Cu.467

5.1.3. H2 + Pt(111). The SRP-DF developed for H2 + Pt(111)156

combined the PBEa382 exchange DF with the vdW2 correlation
DF327 (eqn (2d)), with the fit to the MB experiment resulting in
a = 0.57. With this DF, QCT calculations were able to reproduce S0

measured at normal incidence668 with a MD along the energy axis
between theory and the spline fitted experimental S0 curve of just
0.25 kcal mol�1 (see also Fig. 5 of ref. 156). Because the theory
also reproduced experiment for off-normal incidence polar
angles of 30 and 451 (see Fig. 40) while the reaction does
not obey normal energy scaling, the DF tested could be called

an SRP-DF.156 Another DF that is an SRP-DF for H2 + Pt(111) is
the B86SRP68-DF2 functional, which also is an SRP-DF for H2 +
Cu(111).658

A problem noted for H2 + Pt(111) is that with the SRP PBEa-vdW2
DF the diffraction of H2 scattering from Pt(111) is not yet well
described.163 For example, for scattering with incidence along the
h10%1i incidence direction, the specular scattering probability is

Fig. 38 Calculated46 (‘‘v = 0’’ and ‘‘v = 1’’) and measured46 (‘‘exp’’) ADEs
are shown as a function of the rotational state J of H2 desorbing from
Cu(100) at Ts = 1030 K. The ‘‘exp.c’’ results were approximately corrected
for the use of a static 0 K surface in the calculations.46 Reprinted from
[L. Sementa, M. Wijzenbroek, B. J. van Kolck, M. F. Somers, A. Al-Halabi,
H. F. Busnengo, R. A. Olsen, G. J. Kroes, M. Rutkowski and C. Thewes,
et al., Reactive scattering of H2 from Cu(100): comparison of dynamics
calculations based on the specific reaction parameter approach to density
functional theory with experiment, J. Chem. Phys., 2013, 138, 044708],
with the permission of AIP Publishing.

Fig. 39 S0 computed with PESs based on the optPBE-vdW1 DF for D2 +
Cu(111) (A), H2 + Cu(111) (B), H2 + Cu(100), and H2 + Cu(110) with
high-dimensional QCT calculations are compared with molecular beam
sticking experiments12,649,667,730 on these systems. Black arrows and
accompanying numbers (in meV) indicate the incident energy spacing
between the experimental and interpolated computed curves. Reproduced
from ref. 467 with permission from the PCCP Owner Societies.

Fig. 40 S0 measured668 and computed156 with the SRP density functional
for D2 + Pt(111) are shown as a function of the average incidence energy
for off-normal incidence at yi = 301, 451, and 601. In the calculations
incidence is along the h11�2i direction. The errors and numbers
(in kJ mol�1) show the collision energy spacing between the computed
values and the interpolated experimental S0 values (shown by the green
circles). Reprinted from E. N. Ghassemi, M. Wijzenbroek, M. F. Somers and
G. J. Kroes, Chemically accurate simulation of dissociative chemisorption
of D2 on Pt(111), Chem. Phys. Lett., 2017, 683, 329–335, licensed under
CC-BY 4.0.

PCCP Perspective

Pu
bl

is
he

d 
on

 3
0 

M
ar

ch
 2

02
1.

 D
ow

nl
oa

de
d 

by
 U

ni
ve

rs
ite

it 
L

ei
de

n 
/ L

U
M

C
 o

n 
10

/8
/2

02
1 

10
:2

9:
35

 A
M

. 
View Article Online

https://doi.org/10.1039/d1cp00044f


This journal is © the Owner Societies 2021 Phys. Chem. Chem. Phys., 2021, 23, 8962–9048 |  9007

grossly underestimated in the theory (Fig. 41A).163 Also, the order in
the sums of almost symmetry equivalent out-of-plane diffraction
probabilities is incorrectly described (Fig. 41B).163 This came as a
surprise, as previously615 semi-quantitative agreement was obtained
with both the experiments on reaction shown in Fig. 40 and the
diffraction experiments shown in Fig. 41 in QD calculations
based on a GGA DF, i.e., the B88P86313,669 DF. However, a
similar problem was noted for H2 + Ru(0001) with the use of
c-SRP DFs containing van der Waals correlation DFs151 (see also
below). Furthermore, MCTDH calculations on He diffraction
from Ru(0001) with the GGA PBE DF agreed better with experi-
ment than approaches approximately including the van der
Waals interaction.670 One explanation163 holds that DW extra-
polation to 0 K constitutes an incorrect procedure for obtaining
experimental 0 K results that can be compared with static
surface theoretical results in the presence of a van der Waals
well that can give rise to indirect scattering, as DW extrapolation
should only be valid for direct scattering. Better (though still
semi-quantitative) agreement of H2 diffraction experiments
with dynamics calculations may be obtainable with GGA PESs,615

as the resulting theoretical dynamics might likewise only reflect
direct scattering, as the van der Waals well is missing.

SRP-DFs can also be used to understand differences between
experiments, as also illustrated for highly activated dissociation
where differences between S0 due to different beam conditions
can be dramatic (see Fig. 31 and its discussion above). Differences
between S0 for the weakly activated dissociation of D2 on Pt(111)
measured by different groups can also be substantial, as shown in
Fig. 42 for three different MB experiments.193,668,671 QCT calcula-
tions based on the derived SRP-DF156 tested whether it is plausible
that the large differences shown in Fig. 42 could be due to using
different D2 beams, employing appropriate parameter sets describ-
ing the beams. The calculations suggested that the results should
be almost identical for Ei r 0.35 eV, regardless of whether
parameters are used describing seeded and translationally broad
(SBG or SBC) beams, or pure and translationally narrow beams
(PNH or PNA) (Fig. 43).163 Two sets of experiments193,668 could be
reproduced to within chemical accuracy using appropriate sets of
beam parameters.163 This suggests that differences in the beam
parameters are not the cause of the discrepancies observed in
Fig. 42. A thorough analysis of the results and the experiments
suggests that the S0 measured in the other experiment671 were
underestimated by 10–15%. This presumably happened because
the yet to be normalized S0 obtained from thermal desorption were
incorrectly calibrated with one or a few King and Wells measure-
ments carried out for high Ei.

163

5.1.4. CH4 + Ni(111). The SRP-DF developed for CHD3 +
Ni(111)44 used an exchange DF that is a weighted average of the
RPBE672 DF (32%, a = 0.32) and the PBE195 DF (68%), combined
with the vdW1 correlation DF326 (eqn (2c)). The a-parameter was
fitted to two laser-off experiments performed for TN = 600 and
650 K (Ei = 112.3 and 121.2 kJ mol�1) using DFMD calculations.
This resulted in excellent agreement with experiment for

Fig. 41 Measured615 diffraction probabilities (squares, with error bars where
available) are compared with values computed163 (filled circles and inter-
polating curves) with QD and SRP-DFT for H2 scattering from Pt(111), for
specular scattering (A) and for first order diffraction (B). In all cases,
incidence is along the h10�1i direction. Probabilities for symmetry equivalent
transitions have been summed. Figure taken from ref. 163 (https://pubs.acs.
org/doi/10.1021/acs.jpcc.9b00981). Further permission requests to be
directed to the ACS.

Fig. 42 S0 as measured for D2 + Pt(111) by Hodgson and coworkers671

(red circles), Luntz et al.668 (black circles for Ts = 293 K, green circles for
Ts E 150 K, and Cao et al.193 (blue circles)). The values of the Tn used in the
experiments are indicated (in K) for the experiments of Hodgson and
coworkers671 and Cao et al.193 Figure taken from ref. 163 (https://pubs.acs.
org/doi/10.1021/acs.jpcc.9b00981). Further permission requests to be
directed to the ACS.
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laser-off reaction at TN = 550 K (Ei = 101.1 kJ mol�1, Fig. 44A).
The DFMD calculations resulted in too high laser-off S0 for
higher TN and Ei, but this could be attributed to D-atom
bending excited vibrational states present in the MB at the
higher TN required (4650 K).44 On the other hand, the DFMD
calculations resulted in S0 in excellent agreement with experi-
ment for reaction of CHD3 excited with one quantum in the CH-
stretch (n1) mode (Fig. 44A). For this reason, the DF developed
(henceforth called SRP32-vdW1) could be called an SRP-DF.
Earlier calculations157 had suggested that experimental data for
CHD3 + Pt(111) could not be reproduced with a simple mixed
PBE-RPBE exchange DF combined with PBE correlation (as
in eqn (2b)), while better results were obtained with a mixed
PBE-RPBE exchange DF combined with vdW1 correlation. This
explains the choice of an SRP-DF as expressed in eqn (2c).

The SRP-DF could also be used to obtain useful mechanistic
insights. DFMD calculations performed on CHD3 + Ni(111) and
CHD3 + Pt(111) for Ei corresponding to roughly the same S0

(i.e., E0.03) suggest that on Pt(111) the molecules react closer
to the top sites (Fig. 45A and B).44 This suggests that in QD
calculations for CHD3 on Pt(111) an approximation which
neglects the dependence of the PES on the azimuthal j
angle60 (Fig. 25) should work much better than on Ni(111), as
the PES only exhibits a weak dependence on this angle at and
near the top site for methane–metal surface systems.60,456

Furthermore, for the reacting molecules the initial distribution
of the angle b the remaining methyl principle axis makes with
the surface normal is quite close to the distribution at the time
of reaction (Fig. 45C). In line with similar DFMD and RPH results
for CH4 + Ni(111)89 (Section 4.4.4), this finding suggests that the
RSA should work better than a RAA. The latter approximation

would imply the initial distribution of this angle to equal the sine
distribution displayed in Fig. 45C for the reacting molecules,
which is clearly not the case.

Very recently, the SRP32-vdW1 DF has been used in RPH
calculations on vibrationally inelastic scattering of (n3 = 1) CH4

from Ni(111) and Ni(111) covered by a monolayer of graphene
(Gr/Ni(111)).673 In agreement with recent experiments,240 the
calculations revealed substantial vibrationally inelastic scattering
to the (n1 = 1) symmetric stretching state (also called surface
induced IVR).673 Again in agreement with experiment,240 hardly
any vibrationally inelastic scattering to excited bending states was
observed, and hardly any vibrationally inelastic scattering was
found in scattering from Gr/Ni(111).673 The calculations showed
a strong dependence of the vibrationally inelastic scattering
probability on impact site, with a high excitation probability
correlating with a high catalytic activity of the site.673 The
calculations were performed for a static surface.673 A single
calculation performed for a distorted Ni(111) lattice suggests a
strong influence of lattice motion.673 The results suggest that

Fig. 43 Comparison of S0 computed for D2 + Pt(111) with the SRP DF for
this systems, for four sets of molecular beam parameters163 characterizing
different kinds of D2 molecular beams, i.e., seeded beams that are
comparatively broad in translational energy (SBG200 and SBC193),and pure
D2 beams that are comparatively narrow in translational energy (PNH186,671

and PNA731). Arrows and numbers show the incidence energy differences
between results obtained with the SBC parameters and interpolated values
of the results obtained with the PNH parameters. Figure taken from ref. 163
(https://pubs.acs.org/doi/10.1021/acs.jpcc.9b00981). Further permission
requests to be directed to the ACS.

Fig. 44 S0 computed with DFMD using the SRP32-vdW DF for (A) CHD3 +
Ni(111),44 (B) Pt(111),47 and (C) Pt(211)47 are compared with measured
values,44,47 for laser-off reaction and for the n1 = 1 CH-stretch excited
state. Numbers show the displacement along the incidence energy axis
of the computed reaction probabilities relative to the fitted experimental
S0-curve, in kJ mol�1. Reprinted from ref. 47 (https://pubs.acs.org/doi/10.
1021/acs.jpclett.7b01905). Further permission requests to be directed to
the ACS.
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averaging dynamics results of explicit dynamics calculations
performed for different lattice configurations, as has been done
with the PSA for H2 + Cu(111),171 will be required to obtain accurate
results for vibrationally inelastic scattering. The authors also
mention the desirability of a better treatment of rotation and per-
haps even parallel translation for obtaining more accurate results.673

The SRP32-vdW1 DF has been used to develop a 15D PES for
CH4 + Ni(111), based on the167 PIP-NN method. S0 computed
with the QCT method and corrected a posteriori with the LRS
method167 compared well with the previous DFMD results44

regardless of whether the Einstein or the Debye model was used
to describe surface atom motion. The only exception occurred
in the simulation of MB laser-off experiments at low Ei, where
the Einstein model resulted in more accurate results, although
the surface atom vibrations should be best described with the
Debye model. A problem here may be that the electronic and
mechanical coupling parameters are computed with DFT cal-
culations appropriate for the Einstein model (considering the
motion of a single surface atom and keeping the other atoms
fixed at their ideal lattice positions).167

The 15D PES just discussed has also been used in QCT
calculations161 simulating He-seeded MB experiments on sticking
of CHD3 to Ni(111) at Ei o 100 kJ mol�1 (Fig. 19). As discussed in
Section 4.2, the overestimation of the measured S0 should at least
partly be due to the attempt to simulate the reaction at too high TN

(4650 K). Zhou and Jiang also computed CH/CD bond breaking
ratios that were too low (about 20%) compared to experimental
values (40–25%). Again we expect that this is due to the attempt to
simulate the reaction at too high TN where CD-vibrational modes
become too much excited for the classical approximation to be
valid, due to artificial leaking of vibrational energy among modes
occurring already in the gas phase.

Finally, the 15D PES was also used to test the novel MGLO
method153 against DFMD results for CHD3 + Ni(111).44 As noted
above the outcome was quite promising, with the MGLO results
being in very good agreement with the DFMD results.153

5.1.5. CH4 + Pt(111), Pt(211). The SRP-DF developed for
CHD3 + Ni(111)44 (the SRP32-vdW1 DF) also turned out to be an
SRP-DF for CHD3 + Pt(111).47 DFMD calculations using this DF

described both laser-off reaction (MD = 0.59 kcal mol�1) and
n1 = 1 reaction (MD = 0.99 kcal mol�1) with chemical accuracy
(Fig. 44B). The MD is close to the limit of chemical accuracy for
n1 = 1 CHD3, but note that the largest errors occur where the
distance between the computed S0 to the extrapolated experi-
mental S0 fit had to be determined while extrapolating the fit.
Laser-off reaction could be described accurately because the TN

used to expand the MB could be kept at values r650 K for the
entire range of Ei probed, as the Eb for DC of CHD3 on Pt(111)
(78.7 kJ mol�1)47 is lower than on Ni(111) (97.9 kJ mol�1 44). The
calculations on CHD3 + Ni(111) and Pt(111) suggest that a
SRP-DF for a specific molecule interacting with a particular
low index face of a metal belonging to a specific group may be
transferable to the same molecule interacting with the same
low index face of a different metal belonging to the same group.

The SRP32-vdW1 DF44 was also used in DFMD calculations
on CHD3 + Pt(111) comparing to DFMD simulations with the
PBE195 DF.84 The aim was to explain why DFMD simulations
with the SRP32-vdW1 DF agreed with laser-off experiments to
within chemical accuracy while the DFMD calculations using
the PBE DF substantially overestimated the laser-off S0, even
though both DFs yield very similar Eb. The calculations suggest
that the difference comes from the van der Waals well present
with SRP32-vdW1 but absent with PBE. The well leads to
acceleration of methane travelling towards the barrier (and
therefore to less time for dynamical readjustments), which also
leads to more energy transfer to the surface atoms.84

The SRP-DF for CHD3 + Pt(111) (the SRP32-vdW DF) also is
an SRP-DF for CHD3 + Pt(211).47 DFMD calculations using this
DF described laser-off reaction (MD = 0.82 kcal mol�1) with
chemical accuracy (Fig. 44C). The measured S0 curve for n1 = 1 CHD3

is too flat to determine a MD by drawing lines from computed S0 to
the fitted experimental S0 curve, but the computed S0 all fall within
the error bars of the measured S0. No computed S0 could be
determined for the lowest Ei studied due to the importance of
trapping at this Ei. Importantly, the result obtained suggests that a
SRP-DF for a specific molecule interacting with a low index face of a
particular metal may be transferable to the same molecule
interacting with a stepped surface of that metal.

Fig. 45 Impact sites and molecular orientation in collisions of CHD3 with Ni(111) and Pt(111). (A and B) Initial distribution of impact sites for reacting (red
circles) and scattering (white circles) molecules above Ni(111) at Ei = 112.3 kJ mol�1 44 (A) and Pt(111) at Ei = 75.4 kJ mol�1 51 (B). Blue circles indicate first
layer atoms in ideal positions. (C) Molecular orientation of reactive trajectories for CHD3 + Ni(111) at Ei = 112.3 kJ mol�1 44, showing the angle the principal
axis of the methyl fragment (which points to the C-atom), b, makes with the surface normal (blue traces). Dashed (solid) traces represent the orientation
at time zero (at the time of reaction). The dotted line illustrates random uniform sampling. Reprinted from ref. 44 (https://pubs.acs.org/doi/10.1021/acs.
jpclett.6b01022). Further permission requests to be directed to the ACS.
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The SRP-DF for CHD3 + Pt(211) was tested in calculations
and experiments on sticking at off-normal incidence,165 with
the incidence plane perpendicular to the steps. The computed
S0(yi) were in excellent agreement with the measured values
(Fig. 46).165 Also, an asymmetry was seen, with S0(yi = 401) being
much larger than S0(yi = �401) in both the calculations and the
experiment, with yi E 401 defining incidence perpendicular to
the step (Fig. 46). The computed S0(yi) for incidence in the
plane parallel to the step were symmetric in yi.

165

The SRP32-vdW1 DF44 was also used in DFMD calculations
comparing the dissociation dynamics of CHD3 on Pt(111) and
Pt(211).164 In spite of differences between the barrier heights,
the geometry of the TSs and many aspects of the dissociation
dynamics were very similar for both surfaces, with the only
exceptions being that trapping and energy transfer to surface
atom motion were enhanced on the stepped (211) surface.164

Finally, the SRP32-vdW1 DF44 was also used in RPH
calculations162 comparing with MB sticking experiments using
resonance enhanced infrared spectroscopy (RAIRS) detection of
CHn fragments on Pt(211).162 Using RAIRS the experiments
measured probabilities for sticking of CH4 to the steps of
Pt(211).162 Computed laser-off and n3 = 1 probabilities for sticking
to the steps were in excellent agreement with experiment (see
Fig. 5A of ref. 162). The agreement with sticking to the terraces
was less good, but this may have been due to the analysis of the
RAIRS intensities for sticking to the (111) terraces of Pt(211) using
RAIRS conversion factors for the flat Pt(111) surface.162

5.2. Systems for which candidate SRP-DFs have been derived

5.2.1. H2 + Ru(0001). Research on H2 + Ru(0001) showed
that the strategy used to develop an SRP-DF for H2 + Cu(111),
i.e., to take a weighted average of the semi-local RPBE and PBE

(or its predecessor PW91) DFs as in eqn (2b) (or eqn (2a)), does
not work for the former reaction. The S0 computed with PBE
and RPBE151 do not straddle the measured S0

200 (Fig. 1): with
PBE(RPBE) reaction is well described (underestimated) at low
Ei, and overestimated (well described) at high Ei. Recognizing
that the van der Waals interaction might well affect this early
barrier reaction, NL DFs consisting of mixtures of PBE195 and
RPBE196 exchange and vdW1326 or vdW2327 correlation were
tested.151 The PBE-vdW2 and the PBE:RPBE(50 : 50)-vdW1 DFs gave
an excellent description of the sticking of H2 and D2 (Fig. 47).151 A
lesser point is that the use of the ‘‘workhorse’’ mGGA revTPSS DF199

leads to somewhat improved comparison with experiment when
compared with the general purpose PBE GGA DF (Fig. 1).

An attempt to validate these DFs as true SRP-DFs failed,151 as
QD failed to reproduce measured116,674 diffraction probabilities for
H2 + Ru(0001), which were overestimated by a factor up to 2 for
specular scattering and factors up to 3 for in-plane and out-of-
plane first order diffraction. The results were found to be some-
what worse than results obtained with a standard GGA DF
(PW91).151 Due to the failure to accurately describe the additional
(diffraction) experiment, the two DFs found to accurately describe
sticking can be called c-SRP DFs, but not SRP-DFs, as the experi-
ments on sticking of H2 and D2 do not show important isotope

Fig. 46 Comparison of the sticking coefficients computed for CHD3 +
Pt(211) with DFMD using the SRP32-vdW DF (black circles) with experi-
mental values at an incident energy of 96.8 kJ mol�1 (red circles), and with
appropriately scaled sticking coefficients from experiments at an incident
energy of 98.5 kJ mol�1 (blue open circles). The results are shown as a
function of the polar angle of incidence, yi, with the incidence plane taken
perpendicular to the (100) steps. The dashed black line shows a cos(2yi)
distribution, and the arrows denote the yi values corresponding to incidence
perpendicular to the (100) step and to the (111) terrace, respectively. Reprinted
from ref. 165 (https://pubs.acs.org/doi/10.1021/acs.jpcc.8b05887). Further
permission requests to be directed to the ACS.

Fig. 47 S0 computed151 with two c-SRP-DFs (PBE-vdW-DF2 and PBE:
RPBE(50 : 50)-vdW-DF1), with the PBE DF, and with the other DF indicated
are compared with experimental values200 for H2 (upper panel) and D2

(lower panel) scattering from Ru(0001). Reprinted from [M. Wijzenbroek
and G. J. Kroes, The effect of the exchange–correlation functional on H2

dissociation on Ru(0001), J. Chem. Phys., 2014, 140, 084702], with the
permission of AIP Publishing.
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effects that can be used for validation purposes. The problem with
the diffraction can to a large extent (for seven out of the nine
diffraction channels measured) be fixed by assuming a particular
kind of static surface disorder in the dynamics calculations, which
can be characterized through a single parameter.148 However, the
presence of this type of disorder in the experiments on H2 +
Ru(0001) diffraction has yet to be established.

The brute force search for SRP-DFs also pointed to a strategy
for discovering good SRP-DFs151 that is in accordance with the
earlier mentioned hole model.45 Experimental S0 curves can be
characterized by a reaction threshold (energy at reaction onset)
and a width (how fast S0 increases with Ei, e.g. the W-parameter
in eqn (32) and (33)). The threshold and the width correlate
with the minimum Eb (x-axis of Fig. 48) and the energetic
corrugation of the Eb (how Eb varies across the surface, y-axis
of Fig. 48). The results for H2 + Ru(0001) suggest that c-SRP DFs
should be found in a narrow region in a plot of the minimum Eb

and a measure of the energetic corrugation (difference between
minimum barrier and barrier at other site), as indicated by the red
circle in Fig. 48.151 This can guide the search for SRP-DFs, also
noting that DFs employing similar correlation DFs produce results
lying approximately on a straight line in figures like Fig. 48.

5.2.2. H2 + Ni(111). A c-SRP DF has also been derived for
H2 + Ni(111).476 S0 computed using a PES computed with the
PBE-vdW2 DF (green triangles in Fig. 49), reproduced experimental
results of Resch et al.675(black crosses Fig. 49) with chemical
accuracy: The MD between the measured S0 and the interpolated
computed S0 was 0.6 kcal mol�1.476 Fig. 49 illustrates two

difficulties often encountered when attempting to fit SRP-DFs:
(i) the beam parameters had to be guessed, and (ii) different sets
of experimental results existed642,675 (see also Fig. 1 of ref. 476).
In regard to (i): the red squares in Fig. 49 result from QCT
calculations assuming476 similar beam characteristics as found
for other H2 beams used by the Rendulic group. Specifically,
beam parameters were obtained43 by fitting TOF distributions
from a thesis648 coming from the same group, as used success-
fully before to compare with experiments649 on H2 + Cu(111)
from the same group.43 Using beam parameters43,476 character-
izing more narrow beams characteristic of experiments641 by the
group of Rettner and Auerbach (green triangles in Fig. 49), it was
possible to show that the comparison to experiment should not
really be affected by the beam parameters used for the weakly
activated H2 + Ni(111) reaction for Ei up to 0.25 eV.476 In regard
to (ii): the Rendulic group published two sets of data for
H2 + Ni(111), which differed at high Ei. In our comparison we
have favored the later experiments675 (black crosses in Fig. 49)
over the earlier ones642 (blue squares in Fig. 49), but the cause of
the differences was not discussed by the experimentalists and
remains unknown.

Three additional observations remain to be made regarding
H2 + Ni(111).476 First, the SRP-DF for H2 + Pt(111)156 did not
yield an accurate description of sticking of H2 on Ni(111), even
though Ni and Pt belong to the same group. Second, as was the
case for H2 + Ru(0001),151 the PBE-vdW2 is a c-SRP DF for H2 +
Ni(111), while the other c-SRP DF for H2 + Ru(0001)
(PBE:RPBE(50 : 50)-vdW1) also gave a good description of H2 +
Ni(111) (note that Ru is a group 8 and Ni a group 10 element).
Third, as found for H2 + Ru(0001),151 these two DFs occupied
close-lying positions in a plot of the energetic corrugation vs.
minimum Eb (Fig. 4a in ref. 476) similar to Fig. 48.

5.2.3. H2 + Pt(211). The SRP-DF for H2 + Pt(111)156 also
gives a chemically accurate description of DC of H2 and D2 on

Fig. 48 The energetic corrugation of the potential is shown as a function
of the lowest barrier height on the basis of potential energy surfaces
constructed for H2 + Ru(0001) using the DFs indicated. The DFs are
grouped (symbols) by the correlation functional used. For the references
of the DFs, see Table 4 of ref. 151. The red circle indicates the DFs that are
c-SRP-DFs for H2 + Ru(0001). Reprinted from [M. Wijzenbroek and G.
J. Kroes, The effect of the exchange–correlation functional on H2 dis-
sociation on Ru(0001), J. Chem. Phys., 2014, 140, 084702], with the
permission of AIP Publishing.

Fig. 49 Comparison of S0 computed for H2 + Ni(111) with the PBE-vdW2
DF using molecular beam parameters fitted to476 TOF-distributions published
in ref. 648 (red square box) and parameters describing the H2 beams used
by Rettner et al.641 (green upper triangle), with values measured in experi-
ments642,675 for H2 incident normal to Ni(111). Data taken from ref. 476.
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the stepped Pt(211) surface (Fig. 50 for D2 + Pt(211)), with the
MD of the experimental data points to the spline interpolated
theoretical curve being 0.75 kcal mol�1.48 For H2 + Pt(111)
chemical accuracy was likewise achieved (MD = 0.94 kcal mol�1,
see also Fig. 8 of ref. 48). As is the case for H2 + Ru(0001), the
sticking is not considerably affected by isotopic effects, and in
the absence of a comparison to other experiments the PBEa =
0.57-vdW2 DF is to be considered as a c-SRP DF for H2 + Pt(211).
Effects of ehp excitation on the sticking were investigated and
found to be small. The difference seen between theory and
experiment for low energies could be due to trapping-mediated
reaction not being well described by classical mechanics.48 The
differences at high Ei could be due to the average Ei being
overestimated in the experiments: if these are taking according
to hEii = 2.7kTn, agreement with experiment is improved for H2

(see Fig. 11 of ref. 48).
5.2.4. N2 + Ru(0001). Although it has not been cast as a

c-SRP DF yet, we argue that the RPBE196 DF is a c-SRP DF for
N2 + Ru(0001). The arguments for this may be found in Fig. 14
and 51, which show comparisons of QCT and MDEF calculations
using an HDNN RPBE PES59 with experiments on N2 sticking210

on and scattering676 from Ru(0001). Fig. 14 shows that the
computed S0 fall between experimental errors bars as long as
surface atom motion is modeled (BOMS, LDFA, and ODF), and
regardless of whether or not (BOMS vs. LDFA/ODF), and if so
how (LDFA or ODF) ehp excitation is modeled.59 Fig. 51A shows
excellent agreement between QCT and experimental676 results
for energy loss in translational motion to the surface, again as
long as surface atom motion is modeled.59 Furthermore,
Fig. 51B shows that the average energy transfer to vibration
obtained with MDEF and using ODF is in agreement with the
experimentally determined676 upper bound.59 The reasons that
we only call the RPBE DF a c-SRP DF for N2 + Ru(0001) are that
(i) the error bars in the measured S0 are currently too large to

allow a verdict on the accuracy of the DF used for sticking (see
Fig. 14), and (ii) it is not yet clear whether ODF is a better
method than LDFA to model DC on metals, which casts some
doubt on the accuracy of the RPBE-based results for vibrational
excitation (Fig. 51B). Concerning sticking the ball now lies in the
court of the experimentalists, who should be able to provide
measurements of the accuracy required to put SRP-DFs on a
firm basis.59 However, we note that N2 + Ru(0001) has also been
cast as a test case of whether it is best to use the LDFA or ODF to
model DC on metals, which leads to additional challenges for
theorists in determining an SRP-DF for this system (see also
Sections 4.1.3 and 4.1.4, and ref. 59).

5.3. Systems for which attempts to derive SRP-DFs have so far
failed

5.3.1. H2 + Ag(111). S0 computed152,186 with SRP-DFs for H2 +
Cu(111) (the GGA SRP48,175 and the mGGA MS-PBEl152 and MS-
B86bl152 DFs) for D2 + Ag(111) have been compared with
experimental values.677 In the work employing the SRP48 DF,
results were computed according to narrow shifted Gaussian
velocity distributions provided by the experimentalists,186,647

and according to narrow flux-weighted velocity distributions43

characterizing D2 + Cu(111) experiments.12 The best comparison
(MD = 7.0 kJ mol�1) was obtained using the latter distributions,
which also have the more plausible form from a physical point

Fig. 50 The S0 computed48 for D2 + Pt(211) (red circles) with the QCT
method using a PES calculated with the SRP DF derived156 for H2 + Pt(111)
are compared with experimental values732 (black symbols). The arrows and
accompanying numbers show the collision energy difference between
the interpolated theoretical and the experimental results. Reprinted
from ref. 48 (https://pubs.acs.org/doi/10.1021/acs.jpcc.8b11018). Further
permission requests to be directed to the ACS.

Fig. 51 (A) Average translational energy loss along the surface normal
�hDE>i and (B) average change of the vibrational energy hDEvibi as a function
of the average incidence energy hEii for N2 scattered from Ru(0001). Results
from adiabatic calculations according to the BOSS model (green squares), the
BOMS model (blue triangles),the moving surface LDFA model (red triangles),
and the moving surface ODF model (purple diamonds) are plotted for Ts =
575 K. Experimental data676 (gray circles) are shown for comparison in (A).
In (B), the maximum vibrational energy change of 0.05 eV at hEii = 2.8 eV
estimated in the same study676 is indicated (gray bar). Taken from ref. 59
(https://pubs.acs.org/doi/10.1021/acs.jpclett.9b00523). Further permission
requests to be directed to the ACS.
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of view (see Fig. 7 of ref. 186). Accordingly we have used the
flux weighted MB parameters in the subsequent work using
mGGA SRP-DFs, but note that the MB parameters remain an
uncertainty in theoretical work on this system.

The use of mGGA SRP-DFs for H2 + Cu(111) yielded a
considerable improvement for D2 + Ag(111), with the MD
coming down from 7.0 to 4.5 kJ mol�1 with the MS-PBEl DF
(Fig. 52a) and 5.5 kJ mol�1 with the MS-B86bl DF (Fig. 52b).152

The decrease was less than expected from the Eb only, which
were lower by 3.6–10.2 kJ mol�1 with MS-B86bl than with SRP48.
This is most likely because the value of r at the barrier (rb) also
shifted to lower values152 going from SRP48 to MS-B86bl. This
probably lowers the contribution to the reaction from the
initially highly excited vibrational states (which were 52% and
31% for v = 3 and 4, respectively, for the highest Ei = 0.486 eV
(Tn = 2012 K) investigated using the SRP48 DF186). Calculations
using DFs combining GGA exchange with vdW2 correlation,
which are SRP DFs for H2 + Cu(111), also performed better than
the calculations with the SRP48 DF, with the PBEa57-vdW2 DF
reproducing the sticking experiments with almost chemical
accuracy (MD = 4.3 kcal mol�1).658

The results suggest that SRP-DFs constructed on a higher
rung of Perdew’s ladder (mGGA instead of GGA, Fig. 4) or
employing vdW correlation instead of GGA correlation may
show better transferability than ordinary GGA DFs. Improved
agreement with experiment can perhaps be obtained by using a
SRP-DF with even better transferability (barriers lower than
obtained with SRP48, but with positions not shifted to lower
values of r). However, the dynamical method may also still be
improved, e.g. by modeling surface atom motion (which on the
logarithmic scale of Fig. 52 might have a big effect for the low S0

measured), and by using a QD rather than the QCT method
(QCT vs. QD being tested only down to S0 E 10�3 for highly
activated dissociation of H2,511 see Fig. 16). New and better-
defined experiments would also be welcomed.

5.3.2. H2 + Pd(111). For H2 + Pd(111) there is also the
problem that rather differing sets of measured S0 exist678–682

(see Fig. 1 of ref. 158, and also Fig. 53 for the most recent
results from the Rendulic group680,681 and those of Gostein and
Sitz682). A limited attempt was made to fit an SRP-DF for H2 +
Pd(111) to the latter two experiments using QC and QCT
calculations.158 The DFs tested were the PBE,195 RPBE,196

PBE-vdW1,195,326 and PBEa-vdW1326,382 with a = 0.5 DFs. The
strategy followed was to first test the comparison of QCT S0 to
the best experimental results obtained for Ei 4 125 meV,680,681

for which the sticking should not be affected much by trapping,
so that the QCT method should work well.683 This suggested
the PBE-vdW1 DF as a good c-SRP DF (see Fig. 53). However,
this DF did not yield S0 comparing well with the best experi-
ments for lower Ei if QD was used to compute S0 (see Fig. 53).158

Possibly the effort failed because the first fitting attempt
compared to the newest experiments from the Rendulic group,
which were performed at Ts = 223 K.681 This is well below the
H2/Pd desorption temperature of 350 K.682 It is therefore
conceivable that the measured S0 did not show a strong enough
upturn at the higher Ei (as hinted at by the S0 measured by
Gostein and Sitz at Ts = 423 K, see Fig. 53) because the surface
was getting covered with H at the higher fluxes at higher Ei.

Fig. 52 S0 computed152 for D2 + Ag(111) with the MS-PBEl and MS-B86bl
mGGA DFs are compared with measured values.677 Also indicated are the
distances along the translational energy axis (the x-axis in the plot)
between the computed and the interpolated experimental S0 in kJ mol�1.
Reprinted from ref. 152 (https://pubs.acs.org/doi/10.1021/acs.jpca.9b02914).
Further permission requests to be directed to the ACS.

Fig. 53 S0 computed158 for H2 + Pd(111) with the PBE-vdW DF using the
QCT method and QD are compared with values measured by Gostein and
Sitz682 and by Rendulic and co-workers.680,681 All results are shown as a
function of normal incidence energy. Reprinted from [J. M. Boereboom, M.
Wijzenbroek, M. F. Somers and G. J. Kroes, Towards a specific reaction
parameter density functional for reactive scattering of H2 from Pd(111),
J. Chem. Phys., 2013, 139, 244707], with the permission of AIP Publishing.
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In future progress in determining the S0 may be achieved by
fitting an SRP-DF to the measurements reported by Gostein and
Sitz682 only, and validating the results through comparison with
their j-resolved sticking and rotationally inelastic scattering
probabilities.682 Uncertainties regarding the measured S0 at higher
Ei than investigated by Gostein and Sitz682 might be removed by
new experiments at a Ts exceeding 350 K, which would help new
theoretical efforts. While there may be some influence of Ts and
surface atom motion on the measured and computed S0,475 this
influence might be small enough not to hamper efforts to fit an
SRP-DF with the BOSS model and using QD. Finally, it might also
be possible to obtain an SRP-DF on the basis of QCT calculations
using a Gaussian binning procedure and adiabaticity correction,596

as discussed in Section 4.2 (see also Fig. 21).
5.3.3. H2 + CO/Ru(0001). The transferability of one of the

c-SRP DFs for H2 + Ru(0001) (i.e., the PBE-vdW2 DF195,326) to

H2 + CO-precovered Ru(0001) exhibiting a
ffiffiffi
3
p
�

ffiffiffi
3
p� �

R30
�

geometry has been investigated with DFMD calculations.188

This followed earlier work employing the BOSS model and
using the RPBE DF.684 Making the static surface approximation
was found not to have a large effect on the computed S0.188 The
dynamics calculations based on the RPBE DF and the PBE-vdW2
DF both substantially underestimate188,684 the measured685

values (see Fig. 54). An uncertainty in the experiments concerns
the coverage of the surface by CO, which was not checked with
LEED.188 It would be useful to future theoretical efforts to
develop SRP-DFs if the experiments were repeated with such
checks incorporated. If the surface coverage was as stated in the
experiments the present comparison suggests that SRP-DFs
developed for a specific molecule interacting with a specific
metal surface may not be transferable to the same molecule
interacting with the same metal surface pre-covered with
adsorbed molecules. The calculations did show a dependence
of the DFMD results on the size of the surface unit cell used
(Fig. 54)188 (a (3 � 3) cell for the bare underlying Ru(0001)
surface being necessary to ensure independent motion of the

CO molecules), but we expect the results using the 3 � 3 cell to
be reasonably well converged.

5.3.4. N2 + W(110) and W(100). DFMD calculations88,101,149

have been used to model experiments211,212 on sticking of N2 to
W(110) with several DFs. Here we focus on calculations88,149

that modeled the effect of Ts and surface atom motion, as these
yield results that differ considerably from calculations employ-
ing the BOSS approximation.88 N2 on W(110) is yet another
example of a system for which differing sets of measured S0 are
available for normal incidence211,212 (Fig. 55, top panel). Of the
DFs tested (PBE,195 RPBE,196 and the original vdW2327 DF) the
vdW2 DF gives the best overall agreement with experiment,
although it underestimates the measured S0 for off-normal
incidence at Ei = 2.29 eV. The later experiments performed at
normal incidence212 gave S0 smaller than the ones originally
measured211 by a factor 1.4.149 If the experiments performed
later are indeed the most accurate ones, and if the correction
factor applicable to off-normal incidence is the same, then the
agreement of the vdW2 DFMD results with experiment should
be further improved. New experiments aimed at testing this
assumption would be useful.

Martin-Gondre et al.101 also performed DFMD calculations
on N2 scattering from W(110) with the optPBE-vdW1 DF.331

Fig. 54 S0 computed188 using DFMD with the PBE-vdW2 DF for D2 +ffiffiffi
3
p
�

ffiffiffi
3
p� �

R30
�
CO=Ruð0001Þ, using different sized surface unit cells and

approximations to the surface atom motion are compared to measured
values.685 In the ‘‘AIMD ideal’’ calculations the CO-molecules and Ru
surface atoms were kept fixed at their ideal geometries. Static surface
results obtained684 using the RPBE DF are also shown. Reproduced from
ref. 188 with permission from the PCCP Owner Societies.

Fig. 55 S0 computed149 with the vdW2 DF and computed88 with the PBE
and RPBE DFs for N2 + W(110) at normal incidence (upper panel) and
off-normal incidence (lower panel) are shown as a function of incidence
energy, and compared with measured211,212 values. Reprinted from [D. Migliorini,
F. Nattino and G. J. Kroes, Application of van der Waals functionals to the
calculation of dissociative adsorption of N2 on W(110) for static and
dynamic systems, J. Chem. Phys., 2016, 144, 084702], with the permission
of AIP Publishing.
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Their S0 compared rather well with experiment, but their results
may be less reliable as they used the static surface approximation.101

Computed final rotational state distributions in scattering110 were
compared with experimental results based on classical dynamics
calculations using a PW91 and a RPBE PES, also using the static
surface approximation. In many, but not all cases good quantitative
agreement was achieved110 with experiments.686

Crespos and co-workers132 carried out QCT calculations on
sticking of N2 to W(100), using the GLO approach to incorpo-
rate surface atom motion and Ts, and testing the PW91312 and
vdW2327 DFs. While the measured S0 were still overestimated
substantially, far better agreement with experiment687 was achieved
employing the vdW2 than the PW91 DF (see Fig. 56).132 Assuming a
large degree of transferability between N2 + W(110) and W(100), and
recognizing the similarity195 between PW91 and PBE, these results
give support to the hypothesis discussed above that the S0 measured
for N2 + W(110) at normal incidence by Rettner et al.212 were more
accurate than those of Pfnür et al.211 (the PBE (PW91) data over-
estimating the experimental data of Rettner et al. in Fig. 55212

(Fig. 56687)). Additionally, the results for N2 + W(100)132 then suggest
that the S0 measured for N2 + W(110) at off-normal incidence should
be decreased, further improving agreement with the vdW2 results
for this system (Fig. 55). Crespos and co-workers143 also investigated
the additional effect of ehp excitation modeled with the LDFA
approach, finding no considerable influence on sticking on
W(100). However, they did find that molecular chemisorption
increased at the cost of DC at low Ei.

143 With the vdW2 DF
Crespos and co-workers146 also found better agreement with
experiments on angular distributions212 and trapping-desorption
fractions in scattering as a function of Ts

688 than obtained with the
PW91 DF.

Fitting an SRP-DF to sticking data for N2 + W(110) and
W(100) is complicated as the system combines dissociative with
molecular chemisorption in deep molecular chemisorption
wells. The SRP-DF therefore has to be good at describing direct

DC over barriers, molecular chemisorption, and the transfer
from molecular chemisorption to DC wells over barriers. Here, a
problem may be that DFs good at describing molecular chemi-
sorption may perform less well at describing activated dissocia-
tion, just like the best DF describing gas phase thermochemistry is
not necessarily the best DF describing gas phase Eb.689

5.3.5. O2 + Al(111). The O2 + Al(111) system is of intrinsic
interest as a benchmark system for which GGA DFs have
notoriously failed to reproduce measured S0.570 Specifically,
purely CT calculations (no initial zpe) using the BOSS model
and PESs computed with the PBE195 and RPBE196 DFs570 both
overestimate measured S0

217 for normal incidence, treating the
reaction as non-activated instead of activated (see Fig. 7, where
the RPBE data can also be viewed as representing PBE data).
This means trial SRP-DFs based on eqn (2a) or (2b) would fail if
they were to be based on the PBE and RPBE GGAs, and few GGA
DFs are more repulsive than RPBE (BLYP313,353 and RPBELYP196,353

being examples (Fig. 48), but note that the LYP correlation DF does
not satisfy the constraint of an appropriate description of the
homogeneous electron gas,690 and therefore poorly describes
metals,691 see also Fig. 5). As already mentioned in Section 2.4
much better results can be obtained using a high level ab initio
method with DFT embedding35 (see Fig. 7).

Very recently QCT calculations have been performed351 on
O2 + Al(111) that used the mGGA MS RPBEl DF152 discussed
earlier and the screened hybrid HSE03-1/3X DF. The HSE03-1/
3X DF is based on the HSE03 DF692,693 with the maximum
fraction of exact exchange increased from 1/4 to 1/3. The use of
both DFs leads to activated dissociation with the HSE03-1/3X
DF producing the best results, although not yet as good as the
results obtained with the ECW PES (see Fig. 7 and Fig. 2 of
ref. 351). The improved agreement obtained with the screened
DF relative to the RPBE GGA DF could to some extent have been
anticipated on the basis of calculations with hybrid functions
showing barriers for O2 dissociation on an Al22 cluster694 and on
an Al(111) slab.350 It is likely that further improved agreement
with experiment can be obtained by combining a screened
exchange functional with a higher maximum fraction of exact
exchange with vdW1 or vdW2 correlation.351

5.3.6. HCl + Au(111). Sticking of DCl to Au(111) has been
investigated with DFMD using the RPBE DF136 and with QD
using the PW91 DF.105 Sticking of HCl to Au(111) has been
investigated with DFMD using the PBE and the RPBE DF,85 with
DFMD and DFMDEF using the SRP32-vdW1 and revPBE-vdW1
DFs,147 with MD and MDEF using the RPBE DF and a HDNNP,133

with MD using the MS-RPBEl DF and a HDNNP,695 and with QD
using both the PW91 and RPBE DFs.106,134 All these calculations
have compared with experimental results for sticking.219,695

A typical example of a comparison of computed133,134,147,695

and measured219,695 S0 is shown in Fig. 57. QCT calculations133

that used the RPBE DF and modeled surface atom motion
(orange diamonds) overestimated the previously published
experimental219 S0 (green open squares) by more than 1 and
up to 3 orders of magnitude, depending on Ei. This was also
true for DFMD calculations85 (see e.g. Fig. 3 of ref. 134) and QD
calculations134 using the RPBE DF (orange dashed line in Fig. 57b).

Fig. 56 S0 measured208,607 for N2 + W(100)132 for three different values of
Ts (a) and computed132 with QCT calculations using the GLO model for
surface atom motion and using the PW91 and vdW2 DFs (b) are compared.
The results are shown as a function of incidence energy. Reprinted from
ref. 132 with permission from the PCCP Owner Societies.

Perspective PCCP

Pu
bl

is
he

d 
on

 3
0 

M
ar

ch
 2

02
1.

 D
ow

nl
oa

de
d 

by
 U

ni
ve

rs
ite

it 
L

ei
de

n 
/ L

U
M

C
 o

n 
10

/8
/2

02
1 

10
:2

9:
35

 A
M

. 
View Article Online

https://doi.org/10.1039/d1cp00044f


9016 |  Phys. Chem. Chem. Phys., 2021, 23, 8962–9048 This journal is © the Owner Societies 2021

An earlier analysis of the experiments as first published suggested
that the measured S0 could well be underestimated by a factor
2–3.85 A thorough reanalysis of the experiments indeed led to
increased lower and upper bounds to the experimental S0

695

(compare the gray shaded areas with the open green squares in
Fig. 57). However, the comparison clearly shows that the dynamics
calculations based on the repulsive RPBE DF still overestimate the
measured reactivity substantially. DFMD and DFMDEF calcula-
tions using the SRP32-vdW1 and revPBE-vdW1 DFs gave somewhat
lower computed S0 (see Fig. 2 and Table 5 of ref. 147), which
however still overestimate the experimental S0 shown in Fig. 57
substantially. Also, scaled transition probabilities computed with
the SRP32-vdW1 DF for vibrational excitation from v = 1 to v = 2
overestimated experimental results by factors 3–8.147 These147 and
other133 calculations also suggest that the choice of the DF affects
the computed S0 much more than approximations made con-
cerning whether surface atom motion and/or ehp excitation
(within the LDFA) are allowed. The calculations also suggested
that the solution does not lie with combining a GGA exchange and
a vdW correlation DF147 (see also Fig. 57).

Like the work on O2 + Al(111) the research on HCl + Au(111)
emphatically raises the question of which type of SRP-DF can be
used to accurately describe the experiments. HCl + Au(111)
is thus another example of a system posing considerable
challenges to theory.85,219 Fig. 57 shows that using a MS
type695 mGGA functional (i.e., the MS-RPBEl DF152) leads to a
somewhat improved agreement with experiment, as it did for
the O2 + Al(111) system.351 It is likely that further improved
results can be obtained with a screened hybrid functional as
found for O2 + Al(111),351 but computing a PES with a screened
hybrid DF may well be much more expensive for HCl + Au(111)
than for O2 + Al(111) due to the higher number of valence
electrons of Au.

5.3.7. D2O + Ni(111). Jiang and Guo and coworkers120,155

have performed approximate 9D QD calculations on the sticking
of D2O to Ni(111) using a PW91312 PES and a RPBE196 PES. Their
calculations used the SAED approximation: full 7D QD results
were obtained for a sufficient number of fixed impacts site of
D2O, and the 7D S0 were then averaged (see Section 4). The LRS
method was used to take into account Ts. Their PW91 and RPBE
S0 are compared with measured78 S0 in Fig. 24.

Although agreement to chemical accuracy was not yet achieved,
the RPBE results are actually quite reasonable (semi-quantitative
agreement), especially for the 1 n3 state. However, the RPBE results
overestimate the measured values for the 2 n3 state. The PW91
results clearly overestimate the measured S0 for both these initial
states. Note that the comparison between experimental laser-off
and computed v = 0 results is not meaningful155 in view of the high
TN used in the experiments (573–773 K).78

It will be a considerable challenge to develop a SRP-DF for
H2O + Ni(111). Possible improvements155 include SRP-DFs based
on GGA exchange and NL van der Waals correlation, modeling the
initial rotational state (which in the experiments on vibrationally
excited D2O was not equal to the J = 0 state modeled), and
investigating the validity of the LRS method used to describe the
effect of Ts. The validity of the SAED model (needed in QD) has
only been demonstrated by comparison to full 9D calculations on
H2O + Cu(111),61 where it was not demonstrated on the logarithmic
scale61 of Fig. 24, but on a linear scale (Fig. 23). At the same time, the
applicability of the DFMD and QCT methods has been put in doubt
by the QD-QCT comparison made recently (see also Fig. 20).597 In
summary D2O + Ni(111) is another example of a system posing
considerable challenges to the development of an SRP-DF.

5.3.8. NH3 + Ru(0001). The PBE DF696 has been tested in QCT
calculations on NH3 + Ru(0001) using the BOSS approximation.66

The computed S0 are compared with experimental values245 in
Fig. 58. The computed S0 considerably overestimate the measured
values.

The RPBE-vdW1 DF196,326 has been tested in QCT calculations on
the same system, using a HDNNP to describe the effect of the surface
mobility.535 With the RPBE-vdW1 DF, a higher Eb (63.2 kJ mol�1) was
obtained535 than with the PBE DF (45.6 kJ mol�1). Therefore lower S0

values were obtained with the RPBE-vdW1 DF,535 although the
computed S0 still overestimate the measured values245 at the value
of Ts at which the sticking was not affected by trapping in the
experiments (1100 K, Fig. 58).

Fig. 57 Sticking probabilities computed for HCl + Au(111) with the
MS-RPBEl DF,695 the RPBE DF,133 and the SRP32-vdW1 DF147 are compared
to experimental results, for normal incidence. The open green squares are
the experimental sticking probabilities first published,219 while the upper
base and lower base triangles represent upper and lower bounds to the
experimental S0 obtained from an improved analysis of the experiments.695

Panel a uses a linear and panel b a logarithmic scale for S0. In panel b results
of QCT133 (orange diamonds connected by solid organge line) and of QD134

calculations using the RPBE DF are presented. Reprinted from ref. 695
(https://pubs.acs.org/doi/10.1021/acs.jpcc.0c03756). Further permission
requests to be directed to the ACS.
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It is unclear whether a DF consisting of GGA exchange and
vdW1326 or vdW2327 correlation, a pure GGA, or a mGGA DF can be
found which will enable reproducing the measurements. The RPBE-
vdW1 DF is already quite repulsive, although possibly higher
barriers can be obtained with the RPBE196 or RPBE-vdW2196,327 DFs.

5.3.9. CHD3 + Pt(210) and Pt(110)-(2 � 1). The SPR32-vdW1
DF, which is an SRP-DF for CHD3 + Pt(111) and Pt(211),47 has
also been tested in DFMD calculations comparing with MB
sticking experiments on CHD3 + Pt(110)-(2� 1).182 This missing
row reconstructed Pt(110) surface may be considered as
another example of a stepped surface, like Pt(211), but of a
different kind, with the ‘‘terrace’’ being as broad as the ‘‘step’’, but
facing in the opposite direction. As Fig. 59A shows, surprisingly
poor agreement with experiment was obtained:182 The calculations
severely underestimated the computed S0 (MD = 4.8 kcal mol�1). A
problem with the DFMD was that considerable trapping occurred,
with energy conversion from translational motion normal to
motion parallel to the surface. If one assumes that all molecules
still trapped after 1 ps simulation time go on to react agreement
with experiment improves, but the MD still is equal to 2.5 kcal mol�1

(Fig. 59B).182 An investigation of the geometry of the Pt(110)-
(2 � 1) surface geometry computed with the SRP32-vdW1 DF
suggests this to be another potential source of error: For two of
the three experimental surface geometries investigated, the
computed Eb goes down by 1.5 and 2.3 kcal mol�1, respectively,
relative to the Eb for the SRP32-vdW1 geometry.182 Probably the
main culprit is the vertical distance between the exposed valley
atom and the atom below the ridge atom, which is most likely
overestimated with the SRP32-vdW1 DF.182

The SPR32-vdW1 DF has also been tested in DFMD calculations
comparing with MB sticking experiments on CHD3 + Pt(210).181

Pt(210) is a kinked surface. Again no agreement to within chemical

accuracy was obtained (Fig. 60):181 The calculations overestimated
the measured S0 (MD = 3.25 kcal mol�1, not considering cases
where computed S0 had to be compared with extrapolated
experimental values).181 Trapping was not a major problem in
the calculations, and assuming trapped molecules go on to react
would now lead to an even larger MD. Using a surface geometry
closer to the experimental one is unlikely to result in better
agreement with experiment.181 A possible181 cause of the dis-
agreement between theory and experiment is that roughening of
the Pt(210) surface occurred in the experiment.

5.4. Calculations using SRP-DFs for related systems

5.4.1. H2 + Au(111). Predictions of Rvj(Ei) were made187 for
H2 + Au(111) using the QCT method based on PESs computed
with six different DFs, including the SRP48 and the optPBE-vdW1
DFs which may be viewed as SRP-DFs for H2 + Cu(111).150,175 The
calculations predicted highly activated DC, with a minimum Eb

of 1.32 eV for the SRP48 DF. Also, high Z were obtained, i.e.,
Zv=0-1 = 0.81 (0.83) for J = 3 H2 (J = 2 D2).187 The SRP48 predictions
were later tested in associative desorption experiments.23 The
experiments showed very good agreement with the calculations

Fig. 58 S0 for NH3 + Ru(0001). Computed S0 are indicated by closed
circles and measured245 S0 by open diamonds and squares, of which the
diamonds and squares are measurements using hydrogen or nitrogen
desorption, respectively. Results computed535 with DFMD and the RPBE-
vdW1 DF are shown for a mobile (red circles) and a fixed (black circles)
surface, and previous results computed with the QCT method while
keeping the surface fixed (closed green circles) are from ref. 66. Results
obtained for Ts = 475 and 1100 K are represented by blue and red symbols,
respectively. Reprinted from ref. 535 (https://pubs.acs.org/doi/10.1021/
acs.jpcc.9b09121). Further permission requests to be directed to the ACS.

Fig. 59 Comparison of measured S0 with values computed with DFMD
calculations using the SRP32-vdW2 DF for CHD3 dissociation on Pt(110)-
(2 � 1) at a surface temperature of 650 K (a). The red line shows an S-shape
curve fit to the experimental data, and the numbers represent the energy
shift in kJ mol�1 between the calculated sticking coefficients and the fit. In
panel b trajectories classified as trapping have also been counted as
reacted in obtaining the computed S0. Reprinted from [H. Chadwick,
A. Gutiérrez-González, R. D. Beck and G. J. Kroes, Transferability of the
SRP32-vdW specific reaction parameter functional to CHD3 dissociation
on Pt(110)-(2 � 1), J. Chem. Phys., 2019, 150, 124702], with the permission
of AIP Publishing.
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for the Z and for vibrational state populations for D2 + Au(111)
(e.g. v = 1/v = 0 population ratios of 0.33 � 0.01 and 0.36
were obtained in the experiments and in the SRP48 theory).23

However, theory was found to under-predict the v = 1/v = 0
population ratio for H2 + Au(111) (0.51 � 0.01 vs. 0.26 in
the experiments and the SRP48 theory, respectively, see also
Fig. 61). Also, compared to the experiments the computed ADEs
were too high by 0.23–0.29 eV for (v = 0,1) H2 and D2 desorbing
from Au(111).23 Part of this difference could come from the
calculations having been done with the BOSS model, neglecting
the high experimental Ts (1061 K). The experimental Rvj(Ei) vs.
Ei curves should therefore be broader, leading to lower ADEs
(see also Fig. 33B for H2 + Cu(111) and its discussion in
Section 5.1.1). The experimentalists attributed the discrepancies
in the computed and measured ADEs and v = 1/v = 0 population
ratio for H2 to the absence of an ehp excitation channel in the
calculations.23

The H2 + Au(111) system was later revisited with theory658

using the mGGA MS-PBEl and the optPBE-DF1, PBEa57-vdW2,
B86SRP68-vdW2 DFs discussed in Section 5.1.1. With all these
DFs the computed Evj

0 parameters were too high by 90–110 meV;
again, the best results were obtained with the PBE DF.658 The
v = 1/v = 0 ratio in desorption was severely underestimated,658

just like it was with the SRP48 DF. Taking into account the
surface reconstruction, the high value of Ts in the experiments
(1063 K), and, possibly, non-adiabatic effects might lead to
better agreement with experiment in future.658 The presence of
experimental sticking probabilities from well-defined molecular
beam experiments on this system might also help.658

5.4.2. H2 + Cu(211). The SRP48 DF developed for H2 +
Cu(111)175 has also been used in QCT calculations on D2 + Cu(211)

and D2 + Cu(111) comparing to new MB sticking experiments on
these systems.166 A surprising result was that the stepped Cu(211)
system is less reactive towards D2 than the flat Cu(111) surface
(Fig. 62a).166 Application of the d-band model697,698 suggests a lower
Eb for Cu(211) as the center of its d-band is shifted towards the
Fermi-level compared to Cu(111) (see Fig. 62b).166 Although this
prediction turns out to be correct for top-to-bridge dissociation on
Cu(111) and the (111) terrace of Cu(211), reaction is still favored on
Cu(111) through a geometrical effect: the minimum Eb occurs over a
bridge site on Cu(111), i.e., not over a top site, which becomes
under-coordinated at the (100) step edge of Cu(211).166

New associative desorption experiments on H2, HD, and D2

desorbing from Cu(111) and Cu(211) are in agreement with the
reactivity on Cu(211) being lower than on Cu(111). These
experiments have also revealed a ‘‘slow’’ associative desorption
channel on both facets that is yet to be accounted for by
theory.194 New QD and QCT calculations also using the SRP48
DF have provided Evj

1/2 values511 in good agreement with the new
experiments194 for H2 and D2 + Cu(211); here, the Evj

1/2 para-
meter stands for the Ei at which Rvj is half the value of the
reaction probability at the maximum value of Ei for which the
reaction probability can still be reliably extracted from the
associative desorption experiments using detailed balance.194

Chemical accuracy was achieved for H2 + Cu(211) with QD and
QCT (the MUEs of the computed Evj

1/2 were 0.83 kcal mol�1).511

Going from QCT to MDEF using the LDFA in direct calculations
on DC, agreement to within chemical accuracy was no longer

Fig. 60 Comparison of the S0 for CHD3 + Pt(210) measured (red circles)
and calculated with DFMD using the SRP32-vdW2 DF, including (green
circles) and excluding (blue circles) the contribution from trapped trajec-
tories, under laser-off conditions. The red line shows an S-shaped curve fit
to the experimental data, the dotted blue line shows the fit shifted by
13.8 kJ mol�1, and the blue numbers indicate the shift (in kJ mol�1)
between the interpolated experimental and the calculated sticking coeffi-
cients. The results are shown as a function of incidence energy. Reprinted
with permission from (H. Chadwick, A. Gutiérrez-González, R. D. Beck and
G. J. Kroes, CHD3 dissociation on the kinked Pt(210) surface: A comparison
of experiment and theory, J. Phys. Chem. C, 2019, 123, 14530–14539).
Copyright (2019) American Chemical Society.

Fig. 61 Measured23 state distributions (filled circles) for H2 and D2 desorbing
from Au(111) are compared with computed23 state distributions (open squares)
based on QCT calculations employing the SRP48 DF.187 The slopes of the lines
are representative of rotational Boltzmann distributions at the experimental
Ts (1061 K). Reprinted with permission from (Q. Shuai, S. Kaufmann,
D. J. Auerbach, D. Schwarzer and A. M. Wodtke, Evidence for electron–
hole pair excitation in the associative desorption of H2 and D2 from Au(111),
J. Phys. Chem. Lett., 2017, 8, 1657–1663). Copyright (2017) American
Chemical Society.
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achieved (MUE = 1.17 kcal mol�1). Reasoning that applying EF
in calculations directly modeling associative desorption would
decrease the Et of desorbed dihydrogen, MDEF* values of Evj

1/2

were obtained by subtracting the difference between the QCT
and the MDEF values from the QCT values. This led to better
agreement with experiment (MUE = 0.55 kcal mol�1).511

The SRP48 DF is probably also an SRP DF for H2 + Cu(211),
but confirmation requires a comparison to molecular beam
experiments over a larger range of incidence energies than used
in ref. 166. Finally, we note that the optPBE-vdW1 DF, which is
an SRP-DF for H2 + Cu(111), Cu(100), and Cu(110),467 also gave
an accurate description of associative desorption of H2 from
Cu(211),467 but as is the case for the SRP48 DF testing on
additional experiments is required to call this DF an SRP-DF for
H2 + Cu(211).

5.4.3. HOD + Ni(111). S0 computed for HOD + Ni(111) with
DFMD simulations184 using the SRP32-vdW1 DF developed for
CHD3 interacting with Ni(111)44 are compared with S0 measured
for D2O + Ni(111)78 for lower Ei in Fig. 63. It is hard to draw firm
conclusions from this comparison. The S0 for HOD should be
higher than for D2O due to the higher vibrational frequencies of
HOD, in particular of the OH stretch. The calculations were
meant to be predictive, and future experiments will hopefully
show whether the calculations predicted too high S0, as
Fig. 63184 might seem to suggest. If the predicted S0 would turn
out to be too high this could be due to the SRP-DF not being
transferable from CH4 + Ni(111) to H2O + Ni(111), but it could
also be due to problems with zpe leakage (see Fig. 20 and its
discussion in Section 4.2).

The DFMD calculations also revealed interesting mechanistic
details. They suggested that the RAA used in the earliest RPH
calculations should work well for water DC on Ni(111): the
initial orientational distribution of the dissociating OH-bond
appears random (like the sine distribution in Fig. 45C), while at
the time of reaction the distribution is Gaussian-like and centered
on an angle close to the TS value (like the distribution of the
reacting molecules shown in Fig. 45C, see Fig. 7 of ref. 184).

Starting from the gas phase, the molecules reacting under laser-off
conditions move along the surface by about 0.14 Å before reacting,184

suggesting that the SAEX approximation tested for H2O + Cu(111)61

(see Fig. 23 and its discussion in Section 4.4.2) might not work as
well for HOD + Ni(111). This deserves further testing.

5.4.4. CHD3 + Pd(111). S0 computed with the SRP32-vdW1
DF for CHD3 + Pd(111),533 Pt(111),47 and Ni(111)44 are compared
in Fig. 64. The calculations for CHD3 + Pd(111)533 are also
meant as predictions; their test by experiments could answer
the question of whether the SRP-DF for CHD3 + Pt(111) and
Ni(111) (i.e., the SRP32-vdW1 DF) is also transferable to CHD3 +
Pd(111). The calculations predict that the reactivity of CHD3 +
Pd(111) should be intermediate between the other two systems,
CHD3 + Pt(111) and Ni(111).533 This is also expected on the basis
of the computed SRP32-vdW1 minimum Eb values, which are
97.9, 84.1, and 78.7 kJ mol�1 for CHD3 + Ni(111), Pd(111), and
Pt(111), respectively.533 The calculations also predict that at high
Ei the laser-off reactivity on Pd becomes similar to that on Ni and
much lower than that on Pt (Fig. 64) while the barriers are much
closer on Pd and Pt. This has been explained533 on the basis of
how the reactivity depends on the surface impact site, and
reactivity at high Ei being considerably diminished by the bobsled
effect on both Pd and Ni (see also below for CHD3 + Cu(111)). It is
possible to compare the S0 for CHD3 + Pd(111) predicted for H2

seeded beams533 to earlier experiments on CH4 + Pd(111) using
He seeded beams.699 Unfortunately, like the above predictions for
HOD + Ni(111), this is difficult because the experiments and the
theory were not only done for different methane isotopologues,
but also for different Ei ranges, and TN.533

Fig. 62 S0 measured166 for D2 + Cu(111) and Cu(211) are compared with
values computed166 using the SRP48 DF (a). The results are shown as a
function of incidence energy. Also shown are the site projected density of
states (PDOS) of the d-band for first layer Cu(111) surface atoms and the
Cu(211) step atoms (b). Reprinted from ref. 166 (https://pubs.acs.org/doi/
10.1021/acs.jpclett.7b03097). Further permission requests to be directed
to the ACS. Fig. 63 S0 computed184 with DFMD using the SRP32-vdW1 DF for dis-

sociative chemisorption of HOD on Ni(111) for laser-off conditions and for
the OH-stretch vibration excited with one quantum are compared with
experimental values for D2O + Ni(111),78 for laser-off conditions and for
D2O excited with one quantum and two quanta of the asymmetric stretch
vibration. All results are shown as a function of incidence energy, and are
for normal incidence. Reprinted from [D. Migliorini, F. Nattino, A. K. Tiwari
and G. J. Kroes, HOD on Ni(111): Ab Initio Molecular Dynamics Prediction
of Molecular Beam Experiments, J. Chem. Phys., 2018, 149, 244706], with
the permission of AIP Publishing.
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5.4.5. CHD3 + Cu(111) and single atom surface alloys of
Cu(111). Predictive DFMD185 and QCT calculations63 with the
SRP32-vdW1 DF developed for CHD3 + Ni(111)44 have also been
done on the DC of CHD3 on Cu(111). The QCT calculations
used a HD-NNP PES.63 Results are shown as a function of Ei in
Fig. 9a and as a function of total energy of CHD3 in Fig. 9b, for
the initial vibrational ground state, n1 = 1 and 2, and for a MB
simulation (‘‘laser-off’’).63 MB experiments on CHD3 + Cu(111)
using H2 seeded beams would test the transferability of the
SRP32-vdW1 DF from CH4 + Ni(111) to CH4 + Cu(111).

Fig. 9a shows that the QCT calculations using the HDNNP
PES63 reproduced earlier DFMD simulations,185 proving the accuracy
of the PES, which also describes the dependence of the molecule–
surface interaction on surface atom displacements63 (see also
Section 3.1). Fig. 9b shows that adding extra vibrational energy
to go from initial n1 = 1 to n1 = 2 promotes the reaction more
than adding the same amount of energy to incident transla-
tional motion. In other words, Z1-2 (1.7) exceeds 1, whereas
Z0-1 (0.8) is smaller than 1. Analysis of the trajectories showed
that, at Ei where the S0 are similar, on the way to the barrier
n1 = 1 and n1 = 0 CHD3 slide off the reaction path and on to the
repulsive wall of the PES (Fig. 65a and b). This effect is called the

bobsled effect.700–702 The reason that reaction of n1 = 2 CHD3 is
so efficient relative to n1 = 1 is that the reactivity of the n1 = 1
state is low due to the bobsled effect; it points to a low reactivity
of the n1 = 1 state rather than a high reactivity of n1 = 2.63

DFMD calculations have also been performed on the DC of
CHD3 on single atom surface alloys of Cu(111).185 It was found
that the presence of Pt in Cu(111) enhanced the reactivity more
than the presence of Pd (see Table 2 of ref. 185). This trend
correlates well with how the presence of the group 10 metal atom
in the surface lowered the minimum Eb (from 166.6 kJ mol�1 on
Cu(111) to 142.5 kJ mol�1 on Pd–Cu(111) and 134.1 kJ mol�1 on
Pt–Cu(111)), and with the trend in reactivity of CHD3 on (111)
surfaces of group 10 metals (Fig. 64). The reactivity differences
among Cu(111), Pd/Cu(111) and Pt/Cu(111) were also found to
correlate with changes in the dynamical pathway and in the
energy transfer from CHD3 to the surface.185

5.4.6. CH4 + Ni(211). The SRP32-vdW1 DF developed for
methane + Ni(111)44 has also been used in RPH calculations on

Fig. 64 S0 computed with DFMD using the SRP32-vdW1 DF for dissociative
chemisorption of CHD3 on Pd(111),533 Ni(111),44 and Pt(111)47 for laser-off
conditions and for the CH-stretch vibration excited with one quantum are
compared with one another, for laser-off conditions (a), and for CHD3

excited with one quantum of CH stretch vibration (b). All results are shown
as a function of incidence energy, and are for normal incidence. Reprinted
from ref. 533 (https://pubs.acs.org/doi/10.1021/acs.jpcc.9b05757). Further
permission requests to be directed to the ACS.

Fig. 65 Distributions are shown for the distance of the carbon atom to
the surface (ZC) at the moment of dissociation, for CHD3 dissociating on
Cu(111) and approaching the surface in its vibrational ground state, or the
state in which the CH-stretch mode is excited with one or two quanta (a).
The vertical dashed line indicates the distance of the carbon-atom to the
surface at the transition state. An elbow plot of the PES (contour line labels
in kJ mol�1) of CHD3 interacting with Cu(111) (b). In the plot, the PES is
shown as it is minimized with respect to all DOFs except the distance of
the molecule to the surface (Z) and the dissociating CH-bond distance (r).
Representative trajectories for which CHD3 goes on to react are shown for
CHD3 in its initial vibrational ground state (blue), and in the states where
the CH-stretch mode is excited with one (green) or two (red) quanta, for
collision energies for which the reaction probability is approximately 3 �
10�4. Reprinted from ref. 63 (https://pubs.acs.org/doi/10.1021/acs.jpclett.
9b00560). Further permission requests to be directed to the ACS.
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CH4 + Ni(211).179 The computed reaction probabilities are
taken as sums of three contributions, i.e., from sticking near
two step sites (the so-called P and Q paths) and from sticking
near a terrace site (the T path).179 MB experiments, which are
not yet available for CH4 + Ni(211), and which would measure
initial state-selected and laser-off S0 for comparison to the
predicted S0 curves179 would constitute tests of the transfer-
ability of the SRP-DF for CH4 + Ni(111) to CH4 + Ni(211).

Jackson and coworkers were also able to compute thermal S0

for sticking to the step site and the terrace site178,179 and to
compare these to experimental results obtained for these sites
at 500 K from measurements on CH4 + Ni(14 13 13),703 and to
additional measurements for the (111) surface.704,705 Like the
(211) surface, the (14 13 13) surface consists of (100) steps and
(111) terraces, with the latter however being much wider (27 rows
on average703) than on the (211) surface. Results were obtained by
thermally averaging Rvj(Ei) computed with the RPH method (open
squares in Fig. 66).178,179 Results were also obtained with two
versions of transition state theory (TST) (which should be the
more appropriate method for computing thermal S0

178). A har-
monic version of TST was used (dashed lines in Fig. 66), and a
more sophisticated version with anharmonic couplings between
the lowest frequency modes (solid lines in Fig. 66). The coupled
TST values178 are in excellent agreement with the experimental
results extracted from measurements for the (14 13 13) surface,
for both the step and the terrace.703 The S0(T) measured on the
(111) surfaces704,705 overestimate the coupled TST and the

experimental result extracted from experiments on Ni(14 13 13)
in which the steps were poisoned to measure terrace reactivity.
This is as expected: (111) surfaces cannot be made entirely free of
defects, and these are expected to lead to overestimation of the
measured S0 when comparing to results for the idealized defect
free (111) surface addressed by theory. The results of Fig. 66
give support to the SRP32-vdW1 DF being transferable among
CH4 + Ni(111) and Ni(211), though experimental verification of
the predictions for MB experiments is still needed for a definite
assessment.

5.4.7. CH4 + Ir(111). The SRP32-vdW1 DF developed for
methane + Ni(111)44 has also been used in RPH calculations on
CH4 + Ir(111).634 The S0 computed with the RPH method for
CH4 in its vibrational ground state is compared with values
measured in laser-off molecular beam experiments (Fig. 67,
note that we have added the horizontal displacements between the
computed and the measured values in meV). In the calculations
the RAA was made, and no attempt was made to describe
the effects of the velocity distributions and vibrational state
populations associated with the molecular beams used in the
experiments. The MD between the experimental data and the
computed results that could be determined by digitizing the
data in Fig. 3 of ref. 634 was only 0.67 kcal mol�1, and to the eye
the comparison between computed and measured results for
the initial-state selected reaction probabilities for the 1n3 state
(Fig. 4 of ref. 634) looks even better. It is therefore tempting to
call the SRP32-vdW1 DF also an SRP DF for CH4 + Ir(111). We
refrain from doing so because it is not completely clear what
the simultaneous effects are of making the RAA and neglecting

Fig. 66 The average thermal sticking probability is shown for CH4 dis-
sociating on a step site (blue curves and points) or terrace site (red curves
and points) of Ni(211), as a function of inverse temperature.178 The
computational results (lines) were computed with transition state theory,
using either the harmonic approximation (dashed lines) for the soft modes,
or a ‘‘diagonalization treatment’’ (full lines). Experimental results are shown
with points. For the details and the references to the experiments, see
ref. 178. Reprinted from [H. Guo and B. Jackson, Methane dissociation on
stepped Ni surfaces resolved by impact site, collision energy, vibrational
state, and lattice distortion, J. Chem. Phys., 2019, 150, 204703], with the
permission of AIP Publishing.

Fig. 67 Comparison of S0 computed634 with the SRP32-vdW1 DF and the
RPH method for CH4 + Ir(111), for molecules in the ground vibrational state
with experimental values for laser-off conditions (the circles,239 squares,733

and triangles478). The temperatures indicate surface temperature (black:
1000K, magenta: 800 K, blue: 600 K). Reprinted from [B. Jackson, Direct and
trapping-mediated pathways to dissociative chemisorption: CH4 dissociation
on Ir(111) with step defects, J. Chem. Phys., 2020, 153, 034704], with the
permission of AIP Publishing.
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the widths of the velocity distributions on the comparisons, and
what the effect is of ignoring the contribution of vibrationally
excited states in the comparison to the laser-off experiments.

5.4.8. CH3OH + Cu(111). The SRP32-vdW1 DF has also been
used in DFMD simulations of sticking of methanol on Cu(111),
using MB parameters deemed representative of H2 seeded
beams.183 Predictions were made for laser-off reaction and for
reaction of CH3OH with the OH stretch n1 mode pre-excited
with one quantum (Fig. 68a). The minimum Eb was found for
OH-cleavage (92.4 kJ mol�1), although CH-cleavage is also possible
(Eb = 130.4 kJ mol�1). The computed S0 were substantial
(0.04–0.17 for laser-off reaction for the Ei shown in Fig. 68).183

The occurrence of trapping introduces an uncertainty in the
computed S0 that however decreases with increasing Ei

(Fig. 68a). Sticking occurs predominantly through OH-cleavage
(Fig. 68b), in accordance with the ordering of the Eb of OH and CH
cleavage.183 The DFMD calculations also looked at formaldehyde
formation, and suggested that at high Ei this would primarily
occur in a mechanism in which CH cleavage occurs first.183

Dissociation of methanol on Cu surfaces is relevant to steam
reforming of methanol.706 The S0 presented in Fig. 68a may serve
as predictions for MB sticking experiments, which would test the

degree of transferability of a SRP-DF among systems (CH4 +
Ni(111) to CH3OH + Cu(111)) in which both the reacting molecule
and the metal would differ, although the metals are in adjacent
groups in the periodic system.

5.4.9. H + Au(111) and Cu(111). The SRP48 DF developed
for H2 + Cu(111)175 has also been used in DFMD,189,191 DFMDEFp,189

QCT,180,190 and MDEF calculations180,192 on scattering of H-atoms
from Cu(111) and Au(111). The MDEF calculations180,192 used an
EMT PES fit to SRP48 data.180 These calculations test the quality of
the SRP48 DF less directly: the EMT fit expression is less accurate for
H + Au(111) as the CRP and NN methods are for H2 interacting with
metal surfaces. More specifically, SRP48 DFT data were fit to an EMT
PES for H + Au(111) with an RMS error of about 0.15 eV.180 Energy
losses in scattering of H from Au(111) computed with MDEF
using the SRP48 EMT PES were in quite good agreement with
experiment,192 as shown by Fig. 69. The significance of this
observation should not be exaggerated: The quality of the
theoretical description owes much to the description of the
effects of ehp excitation within the LDFA approach, which is
apparently quite accurately done with the EMT densities.180,192

It is possible that a similarly accurate MDEF description of the
experimental data could have been achieved on the basis of a
standard GGA DF such as PBE or RPBE.

6. Additional discussion
6.1. For which systems does GGA exchange work, and why?

In Fig. 70 we show for which systems it has been possible to
reproduce MB sticking experiments on DC of small molecules

Fig. 68 S0 as computed for CH3OH sticking to Cu(111) in its OH-stretch
excited vibrational state (red symbols and lines) and under ‘‘laser off’’
conditions (blue symbols and lines, panel a).183 The S0 are shown for
methanol dissociating via a CH bond (squares), the OH bond (triangles), or
through any bond (circles, with the empty circles including a contribution
from trapping trajectories assuming they all dissociate). The circles in panel
b show the fraction of sticking through OH-bond cleavage. Reprinted from
[N. Gerrits and G. J. Kroes, An AIMD study of dissociative chemisorption of
methanol on Cu(111) with implications for formaldehyde formation,
J. Chem. Phys., 2019, 150, 024706], with the permission of AIP Publishing.

Fig. 69 Comparison of measured and computed kinetic energy loss
spectra, for H scattering from Au(111).192 In the main figure, results are
shown for Ei = 2.76 eV. The squares represent experimental results, and the
curves computational results obtained with electron–hole pair excitation
turned on (grey curve) or turned off (black curve) in the model. The insets
show measured and computed energy losses for other Ei as indicated.
From [O. Bünermann, H. Y. Jiang, Y. Dorenkamp, A. Kandratsenka, S. M.
Janke, D. J. Auerbach and A. M. Wodtke, Electron–hole pair excitation
determines the mechanism of hydrogen atom adsorption, Science, 2015,
350, 1346–1349, https://science.sciencemag.org/content/350/6266/
1346.long]. Reprinted with permission from AAAS.
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on metal surfaces with chemical accuracy, using SRP-DFs or
c-SRP DFs containing GGA exchange. We also show for which
two systems dynamics calculations using the RPBE DF failed,
by overestimating the reactivity (O2 + Al(111), see Fig. 7, and
HCl + Au(111), see Fig. 57). The RPBE DF196 can be considered a
highly repulsive GGA DF, which however still correctly describes
the free electron gas limit. Finally, we also show two systems for
which it is doubtful that DFs based on GGA exchange will work
(with the reactivity of NH3 + Ru(0001) overestimated with the
RPBE-vdW1 DF (Fig. 58), and the reactivity of 2n3 D2O on Ni(111)
being overestimated with the RPBE DF, see Fig. 24; note that QCT
calculations based on a optPBE-vdW HDNNP also overestimated
the sticking in H2O + Pt(110)-(1 � 2)468). The results for O2 +
Al(111) are consistent with the finding that dynamics calculations
based on GGA DFs consistently overestimate measured probabil-
ities for activated DC of O2 on other metal surfaces, as observed
for O2 + Ag(111),82 Cu(100),497 Cu(111),130,135 Cu1ML/Ru(0001),130,135

and Cu2ML/Ru(0001).130 Note that in all these studies on O2

dissociation the RPBE DF was used, except for the work on O2 +
Cu(100), which used the PW91 DF. Fig. 70 suggests the following
conclusion: For systems for which the difference of the work
function of the metal surface (F) and the electron affinity of the
molecule (EA) exceeds 7 eV, SRP-DFs and c-SRP DFs can successfully
be developed on the basis of GGA exchange. For (F-EA) o 7 eV
efforts to develop a SRP-DF or c-SRP DF based on GGA exchange
have sometimes miserably failed, and the chance of success with
this approach is unclear.

To explain the dependence of the ability of DFT based on
GGA exchange to predict reactivity on metals on (F-EA), we
follow Carter and co-workers, who addressed the failure of
semi-local DFT for O2 + Al(111).399 According to them, the lack
of derivative discontinuities707 and SIE cause semi-local DFT to

favor electron delocalization. This is expected to lead to unphysically
facile charge transfer from Al(111) to O2.399 More generally, too facile
charge transfer, and therefore too low Eb, would be expected for
systems for which (F-EA) is low. However, there is also a positive
message in Fig. 70: DFT based on GGA exchange is clearly capable
of an accurate description of DC on metals for systems in which
(F-EA) is high enough! This would not have been expected on
the basis of DFT results for gas phase reaction barriers318 (see
Section 2 and Table 1). Fig. 70 suggests that an accurate
description is possible with GGA-exchange based SRP-DFs for
systems in which (F-EA) Z 7 eV.351 Earlier694,708 and recent351

work suggests that it may also be possible to construct SRP-DFs on
systems with low (F-EA) such as O2 + Al(111) if hybrid DFs are used
in the construction of the SRP-DF, but this is yet to be proven.

There is a caveat with the above analysis. The inspiration to
plot systems as a function of (F-EA) here comes from work by
Wodtke and Auerbach and co-workers, who recognized that
(F-EA) should correlate with electron transfer (for which the
energetics is most favorable for low values of (F-EA)).268 However,
they correlated (F-EA) mostly with the likelihood that conven-
tional theoretical approaches towards scattering of molecules
from metals break down due to a failure to describe electronically
non-adiabatic effects.268 The idea behind this, which also goes
back to the work of Lundqvist and coworkers709 who considered
the effect of the electronegativity of molecules interacting with
Al(111), is that facile electron transfer to the molecule will also
promote electronically non-adiabatic effects. While we cannot
completely rule out this explanation, we consider non-adiabatic
effects as an unlikely cause for the noted breakdown of
GGA-exchange based dynamics approaches for systems with
low (F-EA), for two reasons. Firstly, in dynamics calculations
ehp excitation based on LDFA friction was found to have only a

Fig. 70 Correlation of the ability of DFs based on GGA-exchange with the difference between the work function of the metal surface and the electron
affinity of the incoming molecule351 (shown with vertical lines). The blue and green lines represent systems for which it was possible to derive and SRP or
a c-SRP DF, respectively. The red lines represent systems for which the use of the repulsive RPBE DF leads to overestimating computed S0, while the
orange lines indicate systems for which computed results strongly suggest that this is the case. The work functions for the metal surface were taken from
ref. 734, except for the value for Pt(211), which was taken as the value of ref. 734 for Pt(111) plus the difference of calculated LDA values735 for Pt(211) and
Pt(111). The electron affinities (EA) are taken from ref. 736 (composite G4 theory except for the H2O value, which was taken from CCSD(T) calculations
with the daug-cc-pVTZ basis, and the HCl value (B97D3 DF with an aug-ccx-pVTZ basis set)), and the value for CH4, for which the electron affinity was
taken from calculations on the quartet state of the anion.737 Reprinted from ref. 351 (https://pubs.acs.org/doi/10.1021/acs.jpclett.0c02452). Further
permission requests to be directed to the ACS.
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small effect on DC of D2O on Ni(111)122 and of HCl on Au(111).147

Secondly, electronically adiabatic dynamics calculations based on
a PES obtained from CWF theory with DFT embedding35 were
able to reproduce experiments on O2 + Al(111) with semi-
quantitative accuracy (Fig. 7), suggesting that the problem lies
with DFT.

This still leaves the question of why DFT based on GGA
exchange is successful at modeling DC on metal surfaces if
(F-EA) is large. As noted in Section 2, this success would not
have been expected on the basis of the performance (systematic
under-prediction, see e.g. Table 1) of GGA DFs on Eb for gas
phase reactions. It has been argued49 that GGA exchange-based
DFT is successful at describing DC on metals because the TSs
tend to be ‘‘late’’, thereby resembling the final states in which the
fragments are chemisorbed. As a result, the good performance of
the DF tested (BEEF-vdW) was thought merely to reflect its good
performance for chemisorption of molecules to surfaces.49 How-
ever, GGA-exchange based DFs also show a good performance for a
number of systems with early barriers, such as the H2 + Pt(111),156

Pt(211),48 Ru(0001),151 and Ni(111)476 systems shown in Fig. 70.
We consider the following explanation44 to be better: GGAs

tend to under-predict Eb for gas phase reactions because they
favor electron-delocalization,710–712 which generally takes place
over several atomic nuclei in gas phase TSs. They tend to
perform much better for DC on metals due to error cancella-
tion. The idea is44 that the electrons involved in bonding in the
TS and coming from the molecule are more delocalized than in
the molecule, while the electrons coming from the metal are
more localized in the TS than in the metal for high (F-EA),
because the electrons are already quite delocalized inside the
metal. Here we speculate that for low (F-EA) in the TS a (partial)
charge transfer of the electrons to the molecule occurs. In this
case, the electrons will still be more delocalized in the TS on
average, explaining why for low (F-EA) GGA-exchange based
DFT breaks down. The reason that GGA DFs break down for
charge transfer is that the concept of delocalization is con-
nected with the concept of ‘‘fractional charge’’:707,711,713,714

LDA and gradient corrected DFs predict too low energies for
effective charges on the nuclei that considerably differ from
integer numbers. The explanation offered above is obviously
still of a hand-waving nature, and in future efforts will have to
be made to provide it with a firm support.

6.2. Strategies for deriving SRP-DFs, and why SRP-DFT should
work

6.2.1. Starting with a specific generic form of the SRP-DF.
An attempt to derive an SRP-DF for a particular system can
simply start with writing down a hopefully suitable generic
expression for the SRP-DF, with one fitting parameter in it. As
described above, experience with early barrier H2–metal surface
systems and with CH4 + Pt(111)157 has suggested that the SRP-DF
should contain van der Waals correlation. It is probably better to
use the vdW2327 than the vdW1326 DF: experience suggests that
with vdW1 the van der Waals well depth is overestimated,44,47

while the vdW2 DF yields reasonable well depths.156,295 Most
of our attempts have used GGA exchange DFs in the SRP-DF.

We suggest using a weighted average of the PBE and RPBE
exchange DFs in eqn (2c), and resorting to the PBEa DF if PBE
exchange is still too repulsive (eqn (2d)). One can also use a
SRP-DF based on mGGA exchange and correlation.152 Work on
H2 + Cu(111) suggests that such DFs can be highly accurate and
show enhanced transferability, but that they are less tunable than
SRP-DFs based on GGA exchange. For systems with (F-EA) o 7 eV
it will probably be necessary to use a screened hybrid exchange
DF351 combined with a suitable van der Waals correlation
functional,358 with optimizing the maximum ratio of exact
exchange a potentially viable strategy to arrive at an SRP-DF.

6.2.2. Brute force search for SRP-DFs. A good SRP-DF yields
a S0 curve for activated dissociation that exhibits the correct
reaction threshold and steepness of the S0 vs. Ei curve. DFs that
perform well for a similar reaction exhibit a similar minimum
Eb and energetic corrugation, as shown for H2 + Ru(0001)151

(Section 5.2.1 and Fig. 48). Figures like Fig. 48 may therefore be
used in a brute force search for a SRP-DF for a specific system,
as also shown for H2 + Ni(111)476 (Section 5.2.2). In such a
search, combinations of different exchange and correlation DFs
can be tested, with a useful feature being that DFs employing
the same correlation DF but different exchange DFs will typically lie
on a line in a plot of the minimum Eb vs. the energetic corrugation
(see Fig. 48).151

6.2.3. Joint experimental–theoretical searches. The joint
experimental–theoretical research on CHD3 + Ni(111),44 Pt(111),47

and Pt(211)47 also established a protocol for obtaining SRP-DFs for
DC of polyatomic molecules on metals, which was called ‘‘reaction
barriometry’’. For sticking of CH4 the protocol involves laser-off
and initial state-selected experiments and simulations aimed at
reproducing these experiments with the target DF. Elements of the
strategy are to aim for conditions where the Ei exceeds Ec

b and
where Ts 4 YD (both to establish the validity of classical
mechanics in the DFMD simulations, see also Section 4.1.2).
More details are in ref. 47. Advantages of a joint experimental–
theoretical search include the possibility that the theorists can
benefit from a carefully documented characterization of the
velocity- and internal molecular state-distributions by the
experimentalists, which is often omitted in purely experimental
papers.

6.2.4. Why SRP-DFT should work: the hole model. An
analysis of why SRP-DFT should work can be based on the hole
model.45 In this model, the sticking probability of a diatomic
molecule is given by

S0ðEiÞ ¼
ð
HfEtot � EbðX ;Y ; y;jÞgdXdYdcos ydj (35a)

H(x) = 1 if x Z 0, H(x) = 0 if x o 0 (35b)

in which Etot is the total (incident translational + internal)
energy of the molecule and H(x) is the Heaviside or unit
step function. Essentially eqn (35) expresses the idea that, for
a given molecular configuration (X,Y,y,j), the molecule will
dissociate if its total energy exceeds the barrier height in the
reduced two-dimensional space associated with (X,Y,y,j). An
alternative statement of the theory is that any incident energy Ei
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and for any rovibrational state (v,j), the sticking probability will
be equal to the proportion of configuration space for which Etot

exceeds the barrier height. Fig. 71 (adapted from ref. 715) shows
that the hole model (HM) works reasonably well for H2 + Cu(110)
when compared with 6D QCT calculations.

The essential input to the hole model is given by the
molecule’s internal energy (i.e., its zero-point-vibrational energy
for the ground rovibrational state), the minimum barrier to
dissociation, and the energetic corrugation of the barrier (the
variation of the height of the barrier with X and Y) and
the anisotropy of the barrier height. The main reasons that
SRP-DFT works (as now demonstrated for many cases in
which (F-EA) 4 7 eV) is that density functionals are capable
of giving a good description of the energetic corrugation of
the barrier151,177,383,429 and of the anisotropy of the barrier
height,429 that the minimum barrier height can be tuned to the
right value, and (trivially) that DFT is capable of computing
good vibrational frequencies. The most important evidence
that DFT is capable of a correct description of the variation of
barrier height with the molecule–surface configuration comes
from the DMC calculations on H2 + Al(110) (see Section 2.4),
which suggested that in the absence of a strong attractive van
der Waals interaction any semi-local functional is up to the job.
Calculations on H2 + Ru(0001) showed that modeling the
van der Waals interaction is essential for the selection of an
SRP-DF if the minimum barrier is in the region of the van der
Waals well,151 while calculations on CH4 + Pt(111) strongly
suggested this to be true if the van der Waals well is deep.157

The tunability of the minimum barrier height with semi-local
functionals has now been established for several systems with
(F-EA) 4 7 eV, i.e., 7 systems for which SRP-DFs have been
determined, and 4 systems for which cSRP-DFs have been developed.

Obviously, the hole model is not complete, as several other
effects of the PES and dynamical effects are still missing. For
example, the main discrepancy between the hole model and the
6D QCT results for H2 + Cu(110) in Fig. 71 was due to dynamical
effects associated with the rotational motion developed by H2 on
the way to the barrier.715 The fact that SRP-DFT works suggests
that semi-local DFT is also capable of accurately describing the
more subtle features of the potential energy surface underlying
such effects, as demonstrated by the success of DFT with the
explanation of several experimental trends observed in dissociative
chemisorption studies (see e.g. ref. 29, ref. 30, ref. 43, ref. 264
and ref. 478).

6.2.5. Exploiting transferability. Another useful strategy for
developing SRP-DFs may simply be to start with the SRP-DF for a
chemically related system, as discussed in the following section.

6.3. Transferability of SRP-DFs among similar systems and
heterogeneous catalysis

A nice feature of some of the SRP-DFs developed is that they
may show transferability among chemically related systems.
Examples have been provided for systems in which the same
molecule interacts with (i) different low index faces of the same
metal (the original SRP-DF for H2 + Cu(111) also being an
SRP-DF for H2 + Cu(100),46 and the optPBE-vdW1 DF being an
SRP-DF for H2 + Cu(111), Cu(100), and Cu(110)467), (ii) low
index faces and stepped surfaces of the same metal (the SRP-DF
for CH4 + Pt(111) also being a SRP-DF for CH4 + Pt(211),47 and
the SRP-DF for H2 + Pt(111) being a c-SRP DF for H2 + Pt(211)48),
(iii) the same low index face of different metals belonging to the
same group (the SRP-DF for CH4 + Ni(111) also being a SRP-DF
for CH4 + Pt(111)), and (iv) similar low index faces of metals
belonging to different groups (PBE-vdW2195,327 is a c-SRP DF for
H2 + Ru(0001)151 and H2 + Ni(111),476 and possibly the SRP-DF
for CH4 + Ni(111) and Pt(111) is an SRP-DF also for CH4 +
Ir(111), see Section 5.4.7). Point (ii) above obviously has important
implications for heterogeneous catalysis. It suggests that
chemically accurate results for a molecule interacting with
multifaceted metal nanoparticles with point and extended
defects can be obtained by fitting a SRP-DF to a surface science
MB sticking experiment addressing the same molecule inter-
acting with a low index face of the metal.47

A number of predictions have been made for specific systems
based on a SRP-DF for chemically related systems. S0 predicted
with the SRP-DF for CHD3 + Ni(111) for CHD3 + Pd(111),533

CHD3 + Cu(111),63 CHD3 colliding with Cu(211) and single atom
surface alloys of Pd and Pt in Cu(111),185 and CH4 + Ni(211)179

all await experimental verification. Such experiments could yield
useful additional insights regarding the transferability of
SRP-DFs among chemically related systems.

Finally, there are also examples in which the transferability
of a SRP-DF to a chemically related system does not hold.
Examples discussed above include the lack of transferability of

Fig. 71 The dissociative adsorption probability of (v = 0, j = 0) H2 on
Cu(110) is shown as a function of incidence energy, for normal incidence.715

Results are shown of a 2D dynamical model, a 4D dynamical model, and of
6D QCT calculations modeling motion in all molecular degrees of freedom.
Also shown are results of using the hole model (HM, see the text). Reprinted
from [A. Salin, Theoretical study of hydrogen dissociative adsorption on the
Cu(110) surface, J. Chem. Phys., 2006, 124, 104704], with the permission of
AIP Publishing.
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SRP-DFs from H2 + Pt(111) to H2 + Ni(111),476 from H2 + Ru(0001)
to H2 + CO/Ru(0001),188 and from H2 + Cu(111) to H2 +
Ag(111)152,186 and to H2 +Au(111).23,187 There are indications that
an SRP-DF constructed on a higher DFT rung may show increased
transferability.152 More knowledge is required concerning under
what conditions SRP-DFs are transferable among related systems.

6.4. Performance of general purpose DFs

DFs that have been cast as being ‘‘general purpose’’ are the GGA
PBE195 DF, and the mGGA revTPSS199 DF. These two DFs have
both been tested in calculations on H2 + Ru(0001) (Fig. 1)151 and
on H2 + Cu(111) (Fig. 36).152 In both cases the revTPSS DF results
agreed better with experiment than the PBE results (Fig. 1 and 36).
Unlike one might expect the maximally constrained and popular
mGGA SCAN339 DF shows a worse performance than PBE on H2 +
Cu(111) (Fig. 36).152 The observation of the poor performance of
the SCAN DF for Eb for DC on metals is in line with findings
of others that SCAN performs poorly for chemisorption on
metals307,716,717 (see also Table 2 and its discussion in Section 2.1.4).

6.5. Challenges facing SRP-DFT

6.5.1. Extending the database with systems defying an
accurate description so far. As discussed in Section 6.1, so far
it has not been possible to develop SRP-DFs for systems with a
low value of (F-EA), like O2 + Al(111), HCl + Au(111), H2O +
Ni(111), and NH3 + Ru(0001). It will obviously be a challenge to
develop SRP-DFs for these systems, even though reasonably
accurate experimental results are available for sticking to
compare with. The problem here is that the use of GGA
exchange DFs in the construction of the SRP-DFs may not
suffice. One may have to go to mGGA exchange of even to SH
DFs, which makes DFT calculations of PESs or on the fly dynamics
calculations more expensive. One also has to reckon with the
possibility that the sticking is affected by electronically non-
adiabatic effects.268 It will be a challenge to extend our ‘‘database’’
(the 11 systems for which accurate Eb are available, Sections 5.1
and 5.2) with systems with low (F-EA). We do deem this to be a
necessary development, as the ‘‘database’’ now available (as well as
the SBH10 database,301 which also only contains results for H2, N2,
and CH4 interacting with metals) may be viewed as ‘‘biasing’’: The
absence of systems with low (F-EA) probably results in DFs
incorporating GGA exchange being favored over hybrid DFs.

6.5.2. Inaccurate, ill-described, and missing experiments.
A semi-empirical approach will in principle not yield higher
accuracy than the experiment it was fitted to. The presence of
differing results for the same system therefore poses problems
to SRP-DFT. S0 for highly activated DC may show a strong
dependence on the velocity distribution of the molecules in the
MBs used, as found for H2 + Cu(111) (see Fig. 31).43,159 Fortunately,
S0 for weakly activated dissociation show a weaker dependence on
this distribution, although deviations may be substantial for high
Ei, as found for H2 + Ni(111) and Pt(111) (Fig. 43 and 49). This
problem worsens if the experimentalists have not documented the
MB parameters, and one has to resort to guess work. More
accurate and/or better documented experiments are needed for
sticking in D2 + Pt(111), H2 + Ni(111), H2 + Ag(111), H2 + Pd(111),

H2 + CO/Ru(0001), N2 + W(110), and N2 + Ru(0001) (Section 5).
Appropriate additional experiments on H2 + Ni(111) and H2 +
Pt(211) might help confirm that the candidate SRP-DFs developed
are actual SRP-DFs for these systems.

6.5.3. Making accurate predictions for diffraction. Diffrac-
tive scattering in H2 + Pt(111) and H2 + Ru(0001) has not yet
been described well with the SRP-DF and c-SRP DF for these
systems, which in both cases contained a vdW-DF correlation
DF (Sections 5.1.3 and 5.2.1). The problem may be due to the
DW extrapolation going wrong in the case of multiple scattering
in the van der Waals well, although the problem noted for H2 +
Ru(0001) may also be due to the neglect of static surface
disorder in the calculations148 (Section 5.1.3). Strategies to
obtain a good description of diffraction include abandoning
the static surface approximation, using an optical potential to
describe the attenuating effect on diffraction of multiple scattering
in the van der Waals well, and removing the van der Waals well
from the PES in a clever way.148 These methods have yet to be tried
with an SRP-DF.

6.5.4. Other experiments that are not yet not yet well
described with SRP-DF. The biggest puzzle remaining for H2 +
Cu(111) is that the probability for vibrational excitation of H2

scattering from Cu(111) is under-predicted by a factor 2 to 3
with SRP-DFs (Section 5.1.1 and Fig. 35). Calculations suggest
that this is not due to neglecting phonons or ehp excitation.168

The cause of the problem is unclear. Additional experiments on
this system, which would ideally provide state-to-state scattering
probabilities P(v, j - v0, j0) (the experiments now available only
yield results summed over j581), would be helpful.

A more subtle trend not yet reproduced by calculations
employing SRP-DFs concerns the j-dependence of E0(v, j) for
H2 + Cu(111), i.e., the experimental observation that the E0(v,1j)
first increase and then decrease with j (see e.g. Fig. 33A). This
trend can perhaps be reproduced with calculations also model-
ing surface atom motion and ehp excitation, if these are done
with an accurately fitted (e.g. HDNN) PES. Early work718 using a
site-dependent LEPS PES492 based on un-converged DFT data
for H2 + Cu(111)719 did recover the experimental trend in
E0(v, j).641 However, because the PES was loosely based492 on
DFT data that were converged to only 0.2 eV,698 it is not clear
what the significance of this result718 was. Another observable
from associative desorption experiments performed at high Ts

that was not yet reproduced with dynamics calculations using
SRP potentials is the ADE of the molecule desorbing in a
specific rovibrational state (see Fig. 33B for H2 + Cu(111)159

and Fig. 38 for H2 + Cu(100)46). This will probably require
calculations in which the surface atoms are allowed to move, and
may require the modeling of ehp excitation as well. Additionally,
the measured567 probabilities for rotationally elastic and inelastic
scattering, and for vibrationally inelastic scattering of (v = 1, j = 1)
H2 from Cu(100) have not yet been reproduced with SRP-DF based
dynamics calculations.46

6.5.5. The description of the metal. GGA DFs (or more
generally DFs constructed from GGA exchange DFs) that per-
form well on surface adsorption are unlikely to perform well at
describing the metal314,320 (Section 2.1.3 and Fig. 5). This may
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be a problem for simulating reaction at high Ts, where S0 may
be affected by surface expansion,172,173 which then needs to be
described correctly. Emphasis on the correct description of the
metal is also needed when modeling DC on stepped and kinked
surfaces, e.g. in sticking of CHD3 on Pt(110)-(2 � 1)182 and on
Pt(210)181 (Fig. 59 and 60). Improved results for the latter
system can perhaps be obtained on the basis of mGGA-DFs of
the MS type, results for H2 + Cu(111) showing that these may
allow the construction of SRP-DFs that also give an excellent
description of metallic properties.152

6.5.6. Reaction accompanied by trapping. If the sticking is
accompanied or even mediated by trapping, this may lead to
several problems with methods based on quasi-classical
dynamics, like the DFMD and QCT methods. One problem is
that it is expensive to perform long trajectory calculations with
DFMD, so that it may not be possible to converge the computed
reaction probability with respect to the maximum propagation
time. This has affected DFMD calculations on CHD3 sticking to
Pt(110)-(2 � 1) (Fig. 59182), to Pt(210) (Fig. 60),181 and to Pt(211)
at low Ei,

47 and on N2 sticking to W(110).88,149 One can perhaps
circumvent this problem by fitting a HDNNP for the system and
performing QCT calculations. This should allow an extension
of the maximum propagation time by at least three orders of
magnitude. However, another problem is due to the QCT
methodology itself. The QCT method may give wrong results
for the probability of trapping mediated reaction, as the trap-
ping allows more time for artificial conversion of zpe to motion
along the reaction coordinate.590 This may result in too much
reaction, or even in too little reaction if this artificial energy transfer
interferes with a steering mechanism promoting reaction.590 This
problem may have affected QCT calculations on sticking of H2 to
Pt(211)48 (Fig. 50 and Section 5.2.3). Perhaps this problem can be
alleviated with the HDNNP approach as done earlier in 5D dynamics
calculations on trapping mediated DC of H2,590 i.e., by incorporating
the zpe energy in the potential and performing so-called CZPE
calculations (Section 4.2).

6.5.7. Systems with deep molecular chemisorption wells.
Systems exhibiting both molecular chemisorption and DC, like
N2 + W(110)149,512 and N2 + W(100),143,512 may pose special
problems. In these systems, the balance between DC and
molecular chemisorption needs to be correctly described. A
potential problem is that the best DF describing Eb is not
necessarily the best DF describing molecular chemisorption,
just like the best DF describing gas phase Eb is not necessarily
the best DF describing gas phase reaction energies.689 One way
to circumvent this problem might be to construct an SRP-DF on
the highest DFT rung possible. Unfortunately trapping in
molecular chemisorption wells may exacerbate this problem
(Section 6.5.6).

6.5.8. The importance of using the correct dynamical method.
An obvious question to ask is whether the use of quasi-classical
dynamics suffices, or whether QD calculations are required. For the
DC of diatomic molecules the answer is easiest: even for activated
dissociation of H2, quasi-classical dynamics will usually be highly
accurate for simulating a MB experiment on sticking (see e.g.
Fig. 16). The reason is that at low Ei reaction will be dominated

by the vibrationally excited H2 present in the beam, for which the
QCT method is accurate.

For the reaction of polyatomic molecules on metal surfaces
the question of which dynamics method one should use is harder
to answer. It remains a considerable challenge to perform QD
calculations on DC of polyatomic molecules on metal surfaces,
even for the smallest conceivable covalent triatomic molecule,
i.e., H2O. While 9D QD calculations have been realized for H2O
dissociating on Cu(111)61 and Ni(100)98 within the static surface
approximation, no such calculations have been presented for
the D2O isotopologue, whereas experimental results are only
available for D2O + Ni(111).78 However, for the latter system it
is possible to perform 7D fixed site QD calculations and use the
SAED procedure to get approximate 9D QD results, and to get Ts

dependent results using the a posteriori LRS approach.120

Given the computational expense of QD, it would obviously
be nice if it were sufficient to perform QCT calculations on DC
of polyatomic molecules. Unfortunately, the comparison made
by Jiang and co-workers for D2O + Ni(111)597 suggests that this
may be troublesome, due to zpe leakage (Fig. 20). It remains to
be established if and to what extent this problem is specific to
D2O + Ni(111), and to what extent it can be solved for this and
other systems by using the RPMD method.597 One may
obviously wonder whether the same problem should exist for
CH4 dissociation on metal surfaces. In this sense it is encouraging
that TST calculations on methane dissociation on Ni(111) using
the SRP-DF for this system are in excellent agreement with
experiment for sticking under thermal conditions178 (Section
5.4.6 and Fig. 66). This suggests that the DFMD procedure to
extract an SRP-DF for the system investigated worked, and that the
quasi-classical procedure employed posed no problems (Section
5.4.6). Nevertheless, one should keep in mind that the QCT
method (as effectively used in DFMD) is probably not accurate
for MBs with high TN, due to the higher population of vibrationally
excited states of methane in the beam. Note in this context that
CHD3 was used in much of the DFMD and QCT calculations
because the energy put in the CH-stretch mode remains there for a
long enough time to perform accurate calculations on sticking of
vibrationally pre-excited n1 = 1 CHD3.51

Our conclusion that the DFMD and QCT approaches are
probably appropriate for methane DC on metals is a fortunate one
in the sense that QD calculations on methane DC can presently
not be relied on to yield quantitative accuracy: The C3v symmetry
restriction imposed on the remaining CH3 fragment may lead to
errors of up to 50% in the S0 of CH4 in its vibrational ground state,
and to larger errors for excited vibrational states632 (Section 4.4.3).
There is an additional factor four uncertainty that results from not
knowing529 whether one may simply multiply the S0 computed
with the corresponding model, in which only one CH-bond is
allowed to break, by this factor. Possibly, full-dimensional QD
calculations on methane dissociation on metals will become
possible in the near future due to methodological improvements
now being made to the MCTDH method.633,720–723 Another
possibility is that RPMD makes good on its promise, as sug-
gested by the recent results on H2 + Cu(111) (Fig. 15) and D2O +
Ni(111) (Fig. 20),597 but also see the critical discussion of these
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results in Section 4.5 concerning the failure of RPMD to
accurately describe the QD results at higher Ei.

6.6. The importance of using the correct dynamical model

An important point is that, when evaluating the accuracy and
predictive value of an SRP-DF for a specific system and observable,
one should obviously make sure that one is using the correct
dynamical model. Examples provided above include that one
should use the BOMS model when computing A(2)

0 ( J) for D2

desorbing from Cu(111)175 (Fig. 34 and Section 5.1.1). Work on
H2 dissociation on metal surfaces at elevated Ts also suggests that
one should take into account the effect that metal lattice expan-
sion, including interlayer relaxation, may have on the barrier to
dissociation.172,173 This is often overlooked in calculations on DC
on hot surfaces.

In calculations on vibrational excitation or de-excitation, in
for instance H2 + Cu(111) (and HCl + Au(111)), it will probably168

(almost certainly220) be important to model electronically non-
adiabatic effects. Here it may also be important which EF method
is used to describe ehp excitation, if a EF-based approach is
selected (one may also choose the IESH method128,575). Calcula-
tions using ODF and the LDFA to obtain friction coefficients yield
different results for vibrational de-excitation from v = 2 to v = 1 in
scattering of H2 from Cu(111),57 and for sticking and vibrational
excitation of N2 on Ru(0001) (Fig. 14 and 51).59 New experiments
are needed to test these predictions. Also, additional tests of the
LDFA and ODF approaches, especially dynamics calculations
comparing with existing experiments such as on HCl dissociation
on Au(111)219 (Fig. 57), are expected to be useful.

For DC of H2 on CO/Ru(0001) the selected BOMS model
should be adequate, but a question remains about the size of the
surface unit cell used.188 For this and other systems118,501,532,538,539

in which a molecule dissociates on a surface partly pre-covered by
other molecules,472,631 it may be useful to attempt the develop-
ment of HDNNPs. In principle HDNNPs should allow accurate
dynamics calculations using larger surface unit cells than
manageable in DFMD.

6.7. Interpretation of dynamical effects in DC

An important point is that calculations using SRP-DFs may
obviously lead to important insights in the reaction dynamics
of the system investigated. Examples of useful insights derived in
studies using SRP-DFs are plentiful, and here we just mention a
few. Calculations using the BOMS model showed that increasing
Ts leads to decreased A(2)

0 (J) for H2 desorbing from Cu(111), in
improved agreement with experiment, part of the reason being
that the accompanying surface thermal expansion leads to lower
Eb.175 Studies modeling vibrational excitation of H2 scattering
from Cu(111) have been able to attribute the measured increase
of vibrational excitation with Ts to ehp excitation rather than a
mechanism involving phonons.168 DFMD on DC of methane on
Ni(111)44 suggests that the reaction mechanism is closer to
rotationally adiabatic than to rotational sudden, and this and s
imilar findings of earlier AIMD simulations on CHD3 +
Pt(111)51 have been used to increase the accuracy of RPH
calculations.89,178,179 Dynamics calculations using SRP-DFs for

the specific system studied or for a chemically related system
have provided useful insights into why the presence of steps
may47,165 or may not166 promote sticking in specific cases.

We are not saying that such insights could not have been
obtained in dynamics studies using standard DFs, like PBE.195

However, it is easier to attach belief to a mechanism revealed by
or insight obtained from a dynamics study in which it was also
possible to reproduce the measured S0 to within chemical
accuracy, and some computed observables are quite sensitive
to the details of the PES used.117

6.8. Predictions from SRP-DFT

We close this Section by noting that a number of predictions
have been made with SRP-DFs, for systems that are chemically
related to varying extent to systems for which the SRP-DF was
developed. Systems for which we hope experiments will be done
include CHD3 + Pd(111) (Fig. 64),533 CHD3 + Cu(111) (Fig. 9),63

Cu(211),185 and single atom surface alloys of Cu(111),185 CH4 +
Ni(211),178,179 CH3OH + Cu(111) (Fig. 68),183 and HOD + Ni(111)
(Fig. 63).184 Such experiments will yield additional information about
the transferability of SRP-DFs among chemically related systems.

7. Summary and conclusions

To be able to compute accurate rates of heterogeneously
catalyzed processes we need more accurate electronic structure
methods than now available through standard DFT at the GGA
and mGGA levels, especially for the calculation of Eb for DC on
metals.10,301 An accurate description of the molecule–metal
surface interaction is also needed for evaluating how the initial
vibrational, rotational, and translational energy of the molecule,
its initial alignment or orientation with respect to the surface,
surface temperature, surface phonons, and ehp excitation may
affect the sticking. Novel applications of electronic structure
methods that are in principle more accurate than DFT, like
DMC34 and the ECW35,392,399 method, are emerging but have
not yet delivered the accuracy in Eb for DC that is desired
(chemical accuracy, i.e., 1 kcal mol�1). Fortunately, accurate
reaction barriers for DC on metal surfaces may be extracted
through a dynamical approach based on SRP-DFT,10,43,44,47,59

which is a semi-empirical method. In this procedure, the Eb,
which is not a direct observable but is computed with a specific
DF, is assumed to be accurate if the S0(Ei) curve computed with
that DF with an adjustable parameter in it is shifted from the
S0(Ei) curve measured in a MB experiment by no more than 1
kcal mol�1.43 Many surface reaction dynamics studies still use
standard DFs for the molecule–surface interaction, and we have
provided examples throughout this review illustrating the lim-
ited accuracy available through such DFs for surface reactions of
e.g. H2, N2, CH4, and H2O. However, increasingly SRP-DFs are
being developed, and a database of chemically accurate Eb for
DC on metals is emerging.10,43,44,46–48,59,151,156,467,476

Standard DFs now used in dynamics calculations on DC on
metals are usually taken at the semi-local GGA rung of DFT (see
the Introduction), while calculations based on mGGA DFs are
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starting to emerge.151,152,351,695 Hybrid DFs are still expensive to
use with dynamics calculations, but applications are emerging
in which screened hybrid functionals are used.351 The perfor-
mance of standard DFs on adsorption of molecules and atoms
to metals and on Eb for DC of molecules on metals has been
compared to their performance on Eb for gas phase reactions
for the databases discussed in Section 2 (see this section
for details and references), including the SBH10 database49

containing Eb for DC on metals.
Well-known non-empirical, constraint based GGA (rung 2)

DFs include the PW91312 DF and its successor, PBE,195 and the
RPBE196 DF. Semi-empirical GGA and NGA DFs include the
MOHLYP315 and GAM317 DFs and the BEEF-vdW304 DF, where
the last DF is an example of a DF combining a GGA exchange
DF304 with a non-local correlation DF.327 This combination
enables a reasonably accurate description of the attractive van
der Waals interaction, which is not modeled with standard
semi-local and hybrid DFs. As discussed in Section 2.1 (see also
Tables 1–3) a puzzling finding has been that GGA-exchange
based DFs tend to perform quite well on DC of H2,43,46,156 N2,59

and CH4
44,47 on metal surfaces, although they systematically

underestimate Eb for gas phase reactions.31,289 In particular,
the BEEF-vdW functional showed a mean signed error (MSE) of
only 0.7 kcal mol�1 in Eb for DC on metals for the SBH10
database, with the MAE of 2.8 kcal mol�1 however indicating
that this DF cannot yet be relied upon for delivering chemical
accuracy.301

In mGGA (rung 3) DFs the energy also depends on the
kinetic energy density t, which allows one to determine the
nature of bonding (metallic, covalent, or weak) in particular
regions,340 which has been used in the construction of made
simple (MS) functionals.344 Adding t has allowed bringing
the MUE in gas phase Eb for the B76 database down from
5.3 kcal mol�1 for the best semi-empirical NGA (i.e., GAM)317 to
1.7 kcal mol�1 for the semi-empirical MN15-L meta-NGA DF.32

Hybrid (rung 4) DFs also contain exact exchange, the calculation
of which scales unfavorable with the number of electrons as it
requires a double integral over 3D space. This can be somewhat
alleviated by using SH DFs; these DFs are just starting to get
used in dynamics calculations on DC on metals.351 The semi-
empirical SH mGGA DF MN12-SX357 showed a MUE of only
1.15 kcal mol�1 for gas phase Eb for the B76 database,289 but has
to our knowledge not yet been tested on Eb for DC on metals.
For the SBH10 database for DC on metals, the mGGA MS2 and
the HSE06 DFs were both out-performed by the GGA-NLD
BEEF-vdW DF.301

Rung 5 DFs also use the virtual Kohn–Sham orbitals to
calculate the correlation energy with a formalism that is NL
in the orbitals. The most important example of this class, the
RPA,359–362 has a MUE of only 2.3 kcal mol�1 for the B76
database of gas phase Eb,349 and of 4.8 kcal mol�1 for the
CE10 database of chemisorption energies on metals.306 While
this may be considered to be a good performance, the RPA is not
accurate enough to yield benchmark results to use as a yardstick
to measure Eb for DC on metals against. This situation is
different from that which exists for the evaluation of DFs on

their performance for gas phase systems, which can be made by
a direct comparison with accurate theoretical, i.e., CCSD(T)
results.31,289 At this stage the performance of DFs on DC on
metals can therefore be evaluated only by computing S0(Ei)
curves for DC on metals and comparing these to results from
MB sticking experiments.10

To enable chemically accurate reaction barriers to be
extracted from such comparisons, the SRP-DFT procedure has
been devised.10,43 So far, SRP DFs have been constructed as a
weighted average of two GGA DFs,43,46 as a weighted average of two
GGA exchange DFs and a van der Waals correlation functional,44,47

as a combination of a tunable GGA exchange DF and a van der
Waals correlation DF,156 and it has been shown that they can be
constructed as a weighted average of two mGGA DFs.152 A DF may
be called an SRP DF if it also allows a different experiment to be
quantitatively reproduced than the experiment it was fitted to for
the specific system considered.10,43 If a DF only reproduces the S0

measured in the MB experiment it was fitted to for the specific
system considered48,59,151,476 it is called a c-SRP DF for that system.
First principles electronic structure methods that show a
promise of high future accuracy are the ECW method of
Carter and co-workers,392 which has been applied to e.g. O2 +
Al(111),35,399 and the DMC method,414,415 which has been
applied to e.g. H2 + Cu(111).34

Reaction barrier heights are not directly observable, and, for
DC on metals, can only be reliably extracted from comparisons with
MB sticking experiments.10 This requires dynamics calculations,
which can be done most efficiently if a PES is available. At the same
time, such a comparison only allows clear conclusions regarding the
accuracy of the underlying electronic structure method if the under-
lying fit or interpolation of the PES is accurate. Examples of highly
accurate fitting methods are the PIP-NN method for molecules
interacting with static surfaces,439,440 and the HDNN method for
molecules interacting with mobile surfaces.432,441–443,466 Methods of
medium to high accuracy are the CRP,472 which is an accurate
interpolation procedure for diatomic molecules interacting with
static surfaces, and the RFF method,477 which is a fitting method
for molecules interacting with mobile surfaces. With the possible
exception of the RFF method all of the above methods yield PESs in
which the electronic structure data are fitted to within better than
chemical accuracy. Other methods, e.g. the MS interpolation
method,482,483 the PLEPS494 and FPLEPS494,496 methods, and the
POTFIT502–504 method have also been discussed.

The choice of the dynamical model is governed by the need
to model one or both of the two dissipative channels in DC on
metals, i.e., phonon excitation on the one hand and ehp excitation,
or more generally electronic non-adiabaticity, on the other
hand.266 This may be important for accurately extracting E0

from simulations of MB experiments on DC on metals59 and for
modeling the effect of the energy released in such reactions on
the overall heterogeneously catalyzed process they may be part
of.266 The BOSS model usually allows a chemically accurate
description of activated DC of dihydrogen on metals,28 but only
yields semi-quantitative accuracy for DC of heavier diatomic and
polyatomic molecules, for which the effect of surface atom
motion needs to be modeled (BOMS).50–53 For quantitative
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accuracy it is usually necessary to model motion in all molecular
DOFs, although in many cases this might be achievable by
appropriately averaging over dynamics results obtained for a
number of fixed impact sites (SAED).61,76,102,106,621

The BOMS model implementations discussed in Section 4.1.2
differ in (i) which couplings (electronic and/or mechanical)
between molecular and phonon motion are taken into account,
(ii) whether instantaneous couplings are modeled, (iii) the
number of surface DOFs or the phonon fine structure modeled,
(iv) computational expense, (v) whether they are applied a poster-
iori, and (vi) whether energy dissipation away from the reaction
zone is modeled (Table 4). A popular method used with QCT
calculations is the GLO model;520,521 a recent extension is the
MGLO model,153 which in addition models electronic coupling
and improves the modeling of mechanical coupling. The LRS
method of Jackson and co-workers524,525 is an accurate and
popular, inexpensive method for modeling phonon effects in
an a posteriori fashion, while taking both electronic and
mechanical coupling into account. The DFMD method532 is
expensive to use but accurate if the motion of the molecule
and the surface atoms can be modeled quasi-classically; in this
case one may also use the QCT method with a HDNNP133,139 to
achieve higher statistical accuracy at reduced computational
expense. Other model implementations discussed in Section 4
include the SO model,515,516 the SM model,516 the PSA,171 the
SCM,531 and the QM/Me embedding scheme.96

In the NBOSS model the BO approximation is abandoned
but surface atom motion is neglected. In high-dimensional
dynamics calculations the effect of ehp excitation is then
modeled either through an EF method,54,57,58 assuming weak
coupling, a surface hopping method (allowing changes in the
electronic states of the molecule),574 or the IESH method
(allowing both ehp excitation and other electronic state
changes of the system).128 Using MDEF,551,558 the effect of
ehp excitation has been modeled with the LDFA54 and the ODF
model.57,551,558–560 The LDFA represents a rigorous theory for
scattering of atoms, but it is approximate for molecules as it
neglects molecular electronic structure effects.55,557 The ODF
model57,551,558–560 takes the electronic structure of the molecule
and the metal into account but has a contradiction built into
it,561 which can however be dealt with pragmatically.57,58

Effects of ehp excitation on DC of molecules on metals
modeled with the LDFA have so far been found to be
small,48,54,57–59,85,99,122,140,174,266,511 but non-adiabatic effects on
DC on metals continue to be studied for fundamental reasons
and due to their potential importance to heterogeneous
catalysis.266 Also, effects of ehp excitation can be considerably
larger when studied with ODF, as shown for N2 + Ru(0001) where
modeling these effects halved computed S0 in BOMS
calculations.59 The IESH method has, to our knowledge, not yet
been applied to DC on metals. Whether non-adiabatic spin
transitions of O2 have a strong effect on its DC on Al(111), which
has been studied on the basis of DFT with constraints and with a
surface hopping method, remains an issue of high interest.399

Non-adiabatic effects and surface atom motions are both
modeled with the NBOMS model. Model implementations

include the GLO approach for surface phonons combined with a
generalized Langevin treatment of ehp excitation modeled with the
LDFA,69,109,143,146,168 MDEF with a HDNNP and the use of either
the LDFA59,133,138 or ODF,59 and the DFMDEF74,114,147,168,582

method. In the last two approaches, the electron density associated
with the mobile surface may be efficiently modeled with a
Hirshfeld partitioning scheme.74,557 Concerning the effects of
LDFA friction and of surface atom motion, studies264,266 have
concluded that surface atom motion usually has larger effects
on DC on metals than ehp excitation. DC is inhibited by
ehp excitation when activated, but may be promoted by it
when trapping mediated.264 Ehp excitation dominates energy
dissipation of hyperthermal H-atoms and of H-atoms resulting
from DC, and generally becomes the more important the lighter
the atoms that are affected by dissipative forces are.264 Also,
energy loss to ehp excitation is determined by the electron
density in the regions the atoms (molecule) travel(s) through
with high velocity.264

In the dynamics the equations of motion for the nuclei may
often be solved quite accurately with the QCT method. This
method will usually allow very accurate calculations of S0 mea-
sured with MBs for activated DC of diatomic molecules,511 as for
low Ei the sticking tends to be dominated by the vibrationally
excited molecules in the MB.186 In computing state-to-state scatter-
ing probabilities attention has to be paid to the binning method
used to assign final states.133,168,174,594–596 Errors in results of QCT
calculation may result from neglect of tunneling, zpe violation,
and artificial IVR of vibrationally excited polyatomic molecules in
the gas phase. Tunneling usually does not play a large role except
perhaps at very low Ei.

51 Problems with artificial gas phase IVR may
be kept small by considering partially deuterated isotopologues
of the molecule of interest, and avoiding the simulation of
experiments performed at high TN.47 Recent calculations with
the RPMD method suggest that zpe violation might well decrease
the accuracy of calculations on DC of D2O on Ni(111),597 but
evidence exists that zpe violation effects on methane dissociation
are small.51

On the fly dynamics methods like DFMD are based on
classical mechanics like the QCT method. An advantage of
DFMD is that surface atom motion can be modeled while
avoiding the need to fit a high-dimensional PES, but DFMD is
computationally expensive.

QD calculations on DC of diatomic molecules have
usually28,106,508,509,591,592 (but not always507,510) been done with
the TDWP method. It is important to treat all molecular
DOFs,508 although dynamical approximations to specific DOFs
may sometimes work well.76,102,106 For DC of H2O on metals 9D
TDWP calculations (i.e., treating all molecular DOFs) are now
possible and have been performed on H2O + Cu(111)61 and H2O
+ Ni(100).98 The only MB experiments on sticking of water to a
metal surface have been performed for D2O + Ni(111),78 and
approximate 9D TDWP calculations (i.e., 7D with the SAED
approximation) have been performed on this system with 2
DFs, i.e., PW91120 and RPBE.155 Averaging approximations
involving only shifting of reaction probability curves computed
for one impact site or azimuthal angle tend not to work for DC
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of H2O.61,623 Instead, explicit dynamics calculations are required
for different sites61,98,623 and azimuthal angles,61,100,120 and the
sticking probabilities computed in this way then need to be
averaged, so that the full topology of the PES and not just the
barrier height is taken into account. The convergence of the 9D
TDWP calculations with the scattering basis set size may require
more testing in future.

Taking into account all molecular degrees of freedom in DC
of CH4 on metals would require modeling motion in 15 DOFs.
This is not yet possible with the TDWP method. The largest
calculations have been performed for fixed impact sites and
applying averaging over these sites, and the C3v symmetry of the
remaining CH3 fragment is usually maintained, so that nine
molecular DOFs are explicitly treated.123,145 Work on the gas
phase CH4 + H reaction suggests that applying the latter
approximation may lead to errors in S0 for the initial rovibrational
ground state, and for laser-off reaction, of up to 50%.632 Errors in
S0 for initially vibrationally excited states may be even larger.632,633

Usually only one of the CH bonds is allowed to dissociate, and
research groups differ in whether they therefore multiply the
computed S0 by a symmetry factor 4,60 or leave out this
multiplication.73,123,145,456,528 Although the TDWP calculations
obviously take into account quantum effects and effects of surface
atom motion have been treated60,73,528 in an a posteriori fashion
using the LRS model524,525 or its VTSR implementation,528 these
calculations are probably less accurate for DC of methane on
metals than are DFMD and QCT calculations using HDNNPs.

The great advantage of the RPH method50,203 is that it is a
QD method that can explicitly model all molecular vibrational
DOFs in DC of molecules like H2O, CH4, and CO2. Disadvan-
tages are that approximations need to be made to the rotations
of the molecule,50,203 its motion parallel to the surface,50,203

and that rigorous convergence with respect to the vibrational
basis set size is not completely certain.89 The effect of Ts can be
rather accurately modeled21,30 with the LRS method.524,525

Guidelines are now available on how to best approximate the
rotations (through a mix162,178,179,527 of the RAA50 and the
RSA89 that depends on Ei) and how to best average over parallel
translational motion.89,123 RPH calculations on CHD3 + Pt(111)
were in good agreement with DFMD calculations using the
same DF for conditions under which classical mechanics
should be valid.51,527

Recently the NE-RPMD method has been tested on H2 + Cu(111)
and D2O + Ni(111).597 First results suggest that this method may be
used to study sticking under conditions where QD calculations
would be required but are presently intractable. However, the results
for H2 + Cu(111) were inconclusive, and sticking has not yet been
addressed for realistic MB conditions. Additional studies with this
method are needed to establish its reliability.

Observables that can be computed with dynamics methods
include S0(Eav

i ;TN), Rvj(Ei), Pvj-v0j0nm(Ei), Pvjr-v0j0r(Ei), Pvjr-v0(Ei),
A(2)

0 ( J), and ADEs. As discussed, the accurate calculation of these
quantities puts demands on the dynamical model to be used that are
specific to these quantities. For an optimal comparison of
computed S0(Eav

i ;TN) with experimental values, it is best if the
MB conditions of the measurements (TN, stream velocity, and

velocity width of the beam) are well documented,163 and this is
especially true for activated DC, and even more so for activated
DC of pure beams of H2.43

SRP-DFs have now been derived for 7 systems. SRP-DFs for
H2 + Cu(111) include mixtures of GGA DFs,43,175 a combination
of a GGA exchange DF with the vdW1 DF,150 combinations of
GGA exchange DFs and vdW2 correlation,658 and mGGA DFs
of the made-simple type.152 These SRP-DFs have allowed
S0

43,175,658 and Evj
0 measured for H2

43,658 and D2,175 and the
ratio of P(v = 1, j = 0 - v = 1, j = 2) and P(v = 1, j = 0 - v = 1, j = 0)
measured for H2

43,658 to be reproduced with chemical accuracy.
The optPBE-vdW331 SRP-DF found to accurately describe150 DC
of H2 on Cu(111) was used successfully to model the abstraction
of D by H or H by D from Cu(111) resulting in HD.583

The SRP43 DF developed for H2 on Cu(111)43 turned out to
also be a SRP-DF for H2 + Cu(100), for which it reproduced
measured S0, probabilities for rotationally inelastic scattering
of v = 1 D2, and measured A(2)

0 (J) of H2 desorbing from Cu(100) in
some, but not all of the (v = 0 and 1, j) states for which measured
values are available. The optPBE-vdW1 DF331 was found to be an
SRP-DF for H2 + Cu(111), Cu(100), and Cu(110).467

An SRP DF for H2 + Pt(111),156 which is a combination of a
GGA exchange DF (PBEa382 with a = 0.57) and the vdW2 correlation
DF,327 reproduces measured S0 for both normal and off-normal
incidence, where in the system addressed normal energy scaling is
not observed. Calculations with the developed SRP-DF allowed an
understanding of differences in the S0 measured for D2 + Pt(111)
by three different groups. The B86SPR68-DF2 functional, which is
an SRP-DF for H2 + Cu(111), was also found to be an SRP-DF for
H2 + Pt(111).658 In turn, the PBEa57-vdW2 SRP DF for H2 +
Pt(111)156 was also found to describe sticking of H2 and D2 on
Cu(111) with chemical accuracy.658

The other three systems for which SRP-DFs were developed
were all CH4–metal surface systems.44,47 All calculations establishing
the SRP-DF were done for and fitted to experiments on CHD3

reacting on metals.44,47 With a correctly fitted SRP-DF good agree-
ment could be obtained with laser-off experiments using TN r
650 K.44,47 The first CH4–metal system an SRP-DF was obtained for
is CHD3 + Ni(111), for which the fit was performed by comparison to
laser-off sticking experiments, while initial-state-selected experi-
ments on n1 = 1 CHD3 were used for validation.44 In all cases
DFMD calculations were used. The SRP32-vdW1 DF used was a
32/68 weighted average of the RPBE and PBE exchange DFs, in
combination with vdW1 correlation.44 Using the SRP32-vdW1 DF,
calculations with the RPH method673 gave a qualitatively correct
description of experiments on vibrationally elastic and inelastic
scattering of CH4 from Ni(111).240 A 15D PES for CH4 interacting
with a static Ni(111) surface and computed with the SRP32-vdW1 DF
is available.167 Interestingly, the SRP32-vdW1 DF also is a SRP-DF for
CHD3 + Pt(111) and Pt(211),47 where reaction at both normal
incidence47 and with incidence perpendicular to the steps165 is
correctly described with this DF. The potential transferability of
SRP-DFs among systems in which the same molecule interacts
with both low index and stepped surfaces of the same metal
suggests a way to at least partially bridge the materials gap
between surface science and heterogeneous catalysis.47
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Candidate SRP-DFs have been developed for four additional
systems. Both the PBE-vdW2 and the PBE:RPBE(50 : 50)-vdW1
DFs are c-SRP DFs for H2 + Ru(0001), for which it was necessary
to use either vdW1 or vdW2 correlation to achieve good agree-
ment with sticking experiments.151 An attempt to validate the
c-SRP DF through comparison with diffraction experiments
failed.151 The former c-SRP DF for H2 + Ru(0001) also is a
c-SRP DF for H2 + Ni(111).476 Furthermore, the SRP-DF for H2 +
Pt(111) (PBEa = 0.57-vdW2 DF)156 also turned out to be a c-SRP
DF for H2 + Pt(211).48 Finally, the RPBE DF is a c-SRP DF for
N2 + Ru(0001), for which both sticking and scattering experi-
ments are well described with this DF.59 However, some uncer-
tainty remains for this system, which is due to the error bars on
the experimental S0 being large and lack of systematic evidence
concerning the accuracy of the LDFA and ODF methods for
describing the effects of ehp excitation on sticking on and
scattering from metal surfaces.59

There are still quite a few challenges to SRP-DFT as there are
a number of systems for which SRP-DFs and cSRP-DFs have not
yet been developed. Systems for which attempts have been
made, or can be said to have been made that failed so far,
include H2 interacting with Ag(111),152,186,658 Pd(111),158 CO/
Ru(0001),188 N2 interacting with W(100)132 and W(110),88,101,149

O2 + Al(111),351,569,570 HCl + Au(111),85,133,134,136,147,695 D2O +
Ni(111),155 NH3 + Ru(0001),66,535 and CHD3 interacting with
Pt(210)181 and Pt(110)-(2 � 1).182 These failed attempts pose
challenges to the theory (for instance, the surface relaxation of
Pt(110)-(2 � 1) was not well described with the GGA-exchange
based SRP-DF developed for CHD3 + Pt(111) and Pt(211)),182

but also to experiments. For example, the parameters of the
molecular beams used in the experiments on H2 reacting on
Ag(111)677 and Pd(111)678–682 were not well documented, and
some of the experiments on H2 + Pd(111) may have been
performed at a too low Ts (223 K,681 see Section 5.3.2). Also,
no LEED-experiments have been done to ascertain an even
coverage of the Ru(0001) surface by CO188 in the experiments
on H2 sticking on CO-covered Ru(0001).685

Dynamics calculations based on SRP-DFs developed for
related systems have resulted in predictions for H2 interacting
with Au(111)187 and Cu(211),166 HOD + Ni(111),184 CHD3 inter-
acting with Pd(111),533 Cu(111),63,185 single atom surface alloys
of Cu(111),185 and Cu(211),185 CH4 + Ni(211),178,179 CH3OH +
Cu(111),183 and scattering of H-atoms from Au(111)180,189–192

and Cu(111).189,191 The predictions for H2 + Au(111) were later
tested in associative desorption experiments,23 which confirmed
some of the predictions, but not all of them. The experimentalists
attributed discrepancies between some of the computed
and measured ADEs to the neglect of ehp excitation in the
calculations on this system.23 Very recent theoretical work using
one of the MS mGGA DFs and DFs combining GGA exchange
with vdW1 and vdW2 correlation did not yield improved
agreement.658 Possible theoretical improvements for this system
include modeling the effects of surface reconstruction, of Ts, and
of ehp excitation.658 The calculations on H2 + Cu(211), which
yielded S0 in good agreement with experiments,166 showed that
the steps do not increase S0 relative to the flat Cu(111) surface,

which was a surprising result.166 Results of associative desorption
experiments on H2, D2 + Cu(211) have now also been published194

and QCT calculations using the SRP48 DF were able to reproduce
the Evj

1/2 parameters measured for H2 + Cu(111) to within
chemical accuracy.511 However, theory has yet to find and
explain the ‘‘slow’’ associative desorption channel511 found
recently for H2 + Cu(111) and Cu(211).194

The predictive calculations on CHD3 interacting with Cu(111)
suggested a very high vibrational efficacy of n1 = 2 CHD3, due to
the reaction of vibrational ground state and of n1 = 1 CHD3

being hindered by the bobsled effect.63 Calculations using TST
on CH4 reacting on a stepped Ni(111) surface with (111) terraces
yield excellent agreement with experimental sticking rates at the
(100) steps of these surfaces,178 suggesting that the SRP-DF
developed for methane interacting with Ni(111), Pt(111), and
Pt(211) indeed describes these systems with high accuracy even
though classical mechanics was used to derive the SRP-DF.

In it self it is surprising that SRP-DFT based on GGA DFs (or
on GGA exchange DFs combined with vdW1 or vdW2 correlation
DFs) is able to model DC on metals accurately, given that GGA-
DFT systematically underestimates gas phase reaction barrier
heights.31,289 A clue for the reason behind this difference is
given by the dependence of the success of GGA-based DFs for
DC on metals on (F-EA), which is high (47 eV) for systems for
which SRP-DFT has been successful and low (o 7 eV) for
systems for which it has not been successful yet. For the latter
case it was not yet possible to obtain SRP-DFs or c-SRP DFs
based on GGA exchange DFs,351 with the O2 + Al(111) and HCl +
Au(111) systems being notorious examples of this category.
A (hand waving) explanation of this observation is that for
(F-EA) 4 7 eV error cancellation occurs between the electrons
involved in the breaking and forming of new bonds in the DC,
with the electrons coming from the molecule becoming more
delocalized and the electrons coming from the metal becoming
more localized in the TS.44,351 For (F-EA) o 7 eV electron
transfer from the metal surface to the molecule occurs leading
to increased overall electron delocalization in the TS, which
GGA DFs ‘‘like’’, causing barriers to be too low, as also seen for
gas phase reactions.351

Strategies for deriving SRP-DFs that have been discussed
include starting from a suitable generic expression for the SRP-DF,
brute force search aided by plots of the minimum barrier height
vs. the energetic corrugation of the barrier,151,476 joint experi-
mental–theoretical search strategies,44,47 and exploiting transfer-
ability of SRP-DFs for chemically related systems.46–48 The brute
force search strategy can be justified on the basis of the hole
model.45 The application of this strategy recognizes that the
success of the SRP-DFT approach stems from the ability of semi-
local density functionals to accurately describe how the barrier
height for dissociative chemisorption depends on the molecule–
surface configuration (as given by the impact site and molecular
orientation for a diatomic molecule)151,177,383,429 and the tunability
of the minimum barrier height, which for semi-local functions has
been demonstrated for several systems obeying (F-EA) 4 7 eV.

Transferability of SRP-DFs among systems in which the
same molecule interacts with low index and stepped surfaces
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of the same metal is potentially useful to modeling heterogeneous
catalysis.164 Attempts to exploit transferability have not been
universally successful; there are indications that SRP-DFs based
on DFs from higher rungs of the DFT ladder may show higher
transferability.152 In line with this observation, the general-
purpose revTPSS mGGA DF shows a better performance than
the general purpose PBE mGGA DF for the two DC-on-metal-
systems that both have been tested on.151,152

SRP-DFT for DC on metals still faces several daunting challenges.
Perhaps the greatest challenge is extending the method to systems
for which (F-EA) o 7 eV, including the O2 + Al(111)35,351 and HCl +
Au(111)85,106,134,147,695 benchmark systems. In this context the only
database existing so far for DC on metals (SBH10)49 may be biased
in favoring the performance of GGA-DFT, as it only includes systems
for which (F-EA) 4 7 eV. Other challenges include (i) the presence
in the literature of insufficiently accurate or documented experi-
ments59,149,158,186 on the DC and scattering of molecules on/from
metal surfaces or the absence of additional experiments for validat-
ing c-SRP DFs,476 (ii) making accurate predictions for molecular
diffraction while modeling the van der Waals interaction of mole-
cules with metals,148,151,163 (iii) accurately modeling (a) vibrationally
inelastic scattering in these systems,168,177 (b) the metal itself
(crystal lattice constant and surface relaxation181,182 and thermal
expansion172,173), (c) trapping mediated reaction,590 (d) systems with
deep molecular chemisorption wells in addition to DC barriers,143,149

and (e) quantum mechanical effects in polyatomic molecules
scattering from metals.597 One should obviously use the correct
dynamical model, i.e., also include the dissipative degrees of
freedom that matter.175,192,264,517 Accurately modeling electronically
non-adiabatic effects remains a formidable challenge, with ques-
tions being whether the LDFA or the ODF method better describes
the effects of ehp excitation in MDEF,57,59 and for which systems
friction methods are sufficiently accurate.724,725 Here a problem is
that systems with low (F-EA) are both hard to study with GGA-
DFT351 and likely subject to electronic non-adiabaticity.268

We end with highlighting some of the successes of SRP-DFT.
SRP-DFT has already been helpful with interpreting dynamical
mechanisms and explaining trends for several reactive molecule–
metal surface systems.44,47,51,165,166,168,175 Several predictions
have been made for systems that are closely related to systems
for which SRP-DFs have been derived, and these predictions can
be tested by experiments.63,183–185,533 Perhaps most importantly,
the SRP-DFs and c-SRP-DFs have already provided chemically
accurate reaction barriers for 11 systems,43,44,46–48,59,151,156,467,476

some of which have been incorporated in the SBH10 database,49

while the others can be used to extend this database. These data
and data that can be generated with SRP-DFT in future research
can be and in one case have been used to validate electronic
structure methods with a claim to high accuracy, like ECW
theory392,399 and DMC.34,427

List of acronyms

AA Azimuthal averaging approximation
ADE Average desorption energy

BO Born–Oppenheimer
CRP Corrugation reducing procedure
c-SRP DF Candidate specific reaction parameter functional
CT Classical trajectory
CWF Correlated wave function
CZPE Classical trajectory method with molecular zero-

point vibrational energy incorporated in the mole-
cule–surface potential

DC Dissociative chemisorption
DF Density functional
DFMD Density functional theory molecular dynamics
DFMDEF Density functional theory molecular dynamics

with electronic friction
DFT Density functional theory
DFTB Density functional tight binding
DMC Diffusion Monte-Carlo
DOF Degree of freedom
DW Debye–Waller
EA Electron affinity
ECW Embedded correlation wave function
EF Electronic friction
ehp Electron–hole pair
EMT Effective medium theory
FPLEPS Flexible periodic LEPS
FSA Flat surface approximation
GA Gradient approximation
GGA Generalized gradient approximation
GLO Generalized Langevin oscillator
HDNN High-dimensional neural network
HDNNP High-dimensional neural network potential
HF Hartree–Fock
IESH Independent electron surface hopping method
LCH Long range corrected range separated hybrid
LD Local dispersion
LDA Local density approximation
LDFA Local density friction approximation
LRS Lattice reconstruction sudden
MD Mean distance
MB Molecular beam
MCTDH Multi-configuration time-dependent Hartree
MDEF Molecular dynamics with electronic friction
mGGA Meta-generalized gradient approximation
MGLO Modified generalized Langevin oscillator
MLFF Multilayer feed-forward
MRCI Multi-reference configuration interaction
MS Modified Shepard
MSE Mean signed error
MUE Mean unsigned error
nD n-Dimensional (n being a number, e.g. 6D = six-

dimensional)
NE-RPMD Non-equilibrium ring polymer molecular dynamics
NGA Non-separable gradient approximation
NL Non-local
NLD Non-local dispersion
NN Neural network
NNP Neural network potential
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ODF Orbital-dependent friction
PES Potential energy surface
PIP Permutation invariant polynomial
PLEPS Periodic LEPS
PSA Phonon sudden approximation
QD Quantum dynamics, quantum dynamical
QCT Quasi-classical trajectory
QMC Quantum Monte-Carlo
RAA Rotationally adiabatic approximation
RPA Random phase approximation
RSA Rotational sudden approximation
RPH Reaction path Hamiltonian
RPMD Ring polymer molecular dynamics
RSH Range-separated hybrid
SAED Site-averaging of explicit dynamics results
SAEES Site averaging by explicit energy shifting
SAHP Site-averaging with harmonic potential
SCM Static corrugation model
SH Screened hybrid
SI Supporting Information
SIE Self-interaction error
SM Surface mass
SO Surface oscillator
SRP Specific reaction parameter
SRP-DF Specific reaction parameter density functional
SRP-DFT Specific reaction parameter approach to density

functional theory
TDDFT Time-dependent density functional theory
TDWP Time-dependent wave packet
TM Transition metal
TOF Time-of-flight
TS Transition state
TST Transition state theory
TTEB Total energy tight binding
vdW1 vdW-DF1 functional
vdW2 vdW-DF2 functional
WFT Wave function theory
XC Exchange–correlation
zpe Zero-point vibrational energy
6D See nD

List of symbols

A(2)
0 ( J) Rotational quadrupole alignment parameter (eqn (30))

Eb (Minimum) reaction barrier height
Ec

b Zero-point energy corrected barrier height
Ei Incidence energy
Eav

i Incidence energy averaged over flux-weighted velo-
city distribution of molecular beam (eqn (23))

Et Translational energy
j Rotational state or quantum number
j Vector of rotational quantum numbers without M

or mj

j Rotational angular momentum vector, or vector of
rotational quantum numbers

J Rotational quantum number of polyatomic
molecule

K Projection of J on unique molecular axis
M Magnetic rotational quantum number of polyatomic

molecule (projection of J on surface normal)
mj Magnetic rotational quantum number
n Phonon state
N Number of electrons
Nd Number of nuclear degrees of freedom
r Bond distance of diatomic molecule, or distance

of centre-of-mass of CH4 to dissociating H-atom
(Fig. 25)

rb Bond distance of dissociating bond at the barrier
r1 Bond distance of non-dissociative bond (H2O,

Fig. 22)
r2 Bond distance of dissociative bond (H2O, Fig. 22)
R Coordinates of the atoms in the incident molecule
Rvj(Ei) Initial state selected reaction probability at specific

incidence energy (eqn (18) and (27))
Q Surface atom displacement coordinate perpendi-

cular to surface
Q Vector of surface atom displacements
s Bond length in remaining CH3 fragment in CH4

(Fig. 25)
S0 Initial sticking coefficient, initial sticking prob-

ability (eqn (19))
Tg Gas temperature
TN Nozzle temperature
Trot Rotational temperature of the molecules in a

molecular beam
Ts Surface temperature
Tvib Vibrational temperature of the molecules in a

molecular beam
v Vibrational state or quantum number or velocity
v Vector of vibrational quantum numbers
v0 Stream velocity
X Fraction of exact exchange
X,Y Co-ordinates for motion of molecule’s centre-of-

mass along surface
Z, ZCM Distance of molecule’s centre-of-mass to surface
Zb Distance of reaction barrier to the surface
a Inhomogeneity parameter, or mixing parameter

in SRP DF, or mechanical coupling parameter
(eqn (5)), or azimuthal rotation angle of H2O
(Fig. 22), or width of velocity distribution

b Electronic coupling parameter (eqn (6))
w Angle between non-dissociative CH-bond and

umbrella axis in inert CH3 fragment of CH4 (Fig. 25)
DEi(Q) Shifting energy
f Angle of rotation about molecular axis (Fig. 22)
F Work function
Z Electron localization function
Z Vibrational efficacy
j Azimuthal rotation angle of CH4 (Fig. 25)
j1 Rotation angle of CH4 about axis from CH4 centre-

of-mass to dissociative H-atom (Fig. 25)
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j2 Rotation angle of inert CH3 fragment about its
umbrella axis in CH4 (Fig. 25)

yi Angle of incidence with respect to surface normal
y1 Polar angle between dissociative and non-dissociative

bond in H2O, (Fig. 22), or polar angle between Jacobi
coordinate r and surface normal of CH4 (Fig. 25)

y2 Polar angle between dissociative bond and surface
normal in H2O (Fig. 22), or polar angle between
Jacobi coordinate r of CH4 and umbrella axis of
remaining CH3 (Fig. 25)

YD Surface Debye temperature
t Kinetic energy density
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G. J. Kroes and C. Dı́az, J. Chem. Phys., 2012, 137, 064707.

175 F. Nattino, C. Dı́az, B. Jackson and G. J. Kroes, Phys. Rev.
Lett., 2012, 108, 236104.

176 P. S. Thomas, M. F. Somers, A. W. Hoekstra and G. J. Kroes,
Phys. Chem. Chem. Phys., 2012, 14, 8628–8643.

177 G. J. Kroes, C. Dı́az, E. Pijper, R. A. Olsen and D. J. Auerbach,
Proc. Natl. Acad. Sci. U. S. A., 2010, 107, 20881–20886.

178 H. Guo and B. Jackson, J. Chem. Phys., 2019, 150, 204703.
179 H. Guo, J. P. Menzel and B. Jackson, J. Chem. Phys., 2018,

149, 244704.
180 S. M. Janke, D. J. Auerbach, A. M. Wodtke and

A. Kandratsenka, J. Chem. Phys., 2015, 143, 124708.
181 H. Chadwick, A. Gutiérrez-González, R. D. Beck and G. J.
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J. Chem. Phys., 2016, 145, 174707.
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254 B. C. Krüger, G. B. Park, S. Meyer, R. J. V. Wagner,
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P. Carbonnière, J. Chem. Theory Comput., 2019, 15, 3766–3777.

311 S. Manzhos, M. Chan and T. Carrington, Jr., J. Chem. Phys.,
2013, 139, 055101.

312 J. P. Perdew, J. A. Chevary, S. H. Vosko, K. A. Jackson,
M. R. Pederson, D. J. Singh and C. Fiolhais, Phys. Rev. B:
Condens. Matter Mater. Phys., 1992, 46, 6671–6687.

313 A. D. Becke, Phys. Rev. A: At., Mol., Opt. Phys., 1988, 38,
3098–3100.

314 J. P. Perdew, A. Ruzsinszky, G. I. Csonka, O. A. Vydrov,
G. E. Scuseria, L. A. Constantin, X. L. Zhou and K. Burke,
Phys. Rev. Lett., 2008, 100, 136406.

315 N. E. Schultz, Y. Zhao and D. G. Truhlar, J. Phys. Chem. A,
2005, 109, 11127–11143.

316 R. Peverati and D. G. Truhlar, J. Chem. Theory Comput.,
2012, 8, 2310–2319.

317 H. S. Yu, W. J. Zhang, P. Verma, X. He and D. G. Truhlar,
Phys. Chem. Chem. Phys., 2015, 17, 12146–12160.

318 B. G. Janesko, Top. Curr. Chem., 2015, 365, 25–52.
319 B. G. Janesko, V. Barone and E. N. Brothers, J. Chem. Theory

Comput., 2013, 9, 4853–4859.
320 L. Schimka, J. Harl, A. Stroppa, A. Grüneis, M. Marsman,
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