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ABSTRACT
Cybersecurity incidents are commonplace nowadays, and Small-
and Medium-Sized Enterprises (SMEs) are exceptionally vulnera-
ble targets. The lack of cybersecurity resources available to SMEs
implies that they are less capable of dealing with cyber-attacks.
Motivation to improve cybersecurity is often low, as the prereq-
uisite knowledge and awareness to drive motivation is generally
absent at SMEs. A solution that aims to help SMEs manage their
cybersecurity risks should therefore not only offer a correct assess-
ment but should also motivate SME users. From Self-Determination
Theory (SDT), we know that by promoting perceived autonomy,
competence, and relatedness, people can be motivated to take ac-
tion. In this paper, we explain how a threat-based cybersecurity
risk assessment approach can help to address the needs outlined
in SDT. We propose such an approach for SMEs and outline the
data requirements that facilitate automation. We present a practi-
cal application covering various user interfaces, showing how our
threat-based cybersecurity risk assessment approach turns SME
data into prioritised, actionable recommendations.
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1 INTRODUCTION
Cybersecurity incidents are commonplace nowadays and can have
a devastating impact on businesses [57]. Small- and Medium-Sized
Enterprises (SMEs, [19]) are especially vulnerable since they have
limited resources to deal with cyber-attacks [24]. Additionally, the
lack of cybersecurity knowledge and awareness of SME employees
causes low motivation to improve the SME cybersecurity posture
[24].

A vital first step towards managing cybersecurity risks is to
assess these risks [44]. Several cybersecurity risk assessment ap-
proaches tailored to SMEs exist [33, 47, 56]. From the two leading
behavioural theories in the security field - Protection Motivation
Theory (PMT) and Self-Determination Theory (SDT) - we know
that users are most likely to take action if risk assessment solutions
manage to convince the user of the risk associated with cybersecu-
rity threats and their ability to deal with those threats [31, 32, 52]. In
PMT, this translates to a focus on threat- and coping appraisal [31],
whereas in SDT perceived autonomy, competence, and relatedness
are seen as the main drivers of motivation.

Knowing that motivation to improve cybersecurity is relatively
low among SMEs [24], it is reasonable to expect that cybersecu-
rity risk assessment solutions for SMEs address the PMT and SDT
factors. This is especially relevant for SMEs that are less digitally
mature, as they are often unaware of cyber threats and require
easily understandable solutions due to their limited (initial) cyber-
security knowledge [20]. Sadly, most solutions are not adapted to
suit SME needs [24], with researchers insisting it is the responsibil-
ity of SMEs to take action [7, 27], rather than designing solutions
that motivate SMEs [8, 46]. By not properly addressing the psycho-
logical needs identified by PMT and SDT, these solutions are much
less likely to motivate SME users [23].
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Threat-based cybersecurity risk assessment approaches are a
common tool to address themotivational issues of existing solutions.
Threat-based approaches motivate threat appraisal through the
incorporation of real-life threat information [22]. Additionally, as
Menard et al. [32] recognise, any appeal for adopting cybersecurity
countermeasures will be directly or indirectly based on a particular
threat. Threat-based approaches offer a natural way to prioritise
countermeasures, which is an important requirement in facilitating
a usable solution for SMEs [8].

It is no surprise that threat-based approaches are common in
both the privacy [14, 53] and cybersecurity [3, 39, 54] fields. Threat-
based cybersecurity risk assessment approaches specifically aimed
at enterprises already exist [39, 50]. However, it has been well
documented that approaches for enterprises in general do not map
well to the SME situation [20, 24].

As a result, it is essential to discover how a threat-based cyber-
security risk assessment can be made to work for SMEs, without
losing its ability to motivate users through the needs identified in
PMT and SDT. This inspires the research question of this paper:

How can we create a cybersecurity risk assessment approach for
SMEs that promotes user motivation?

In Section 2, we provide further insight into the context and
motivation of this research. Section 3 introduces our algorithm,
along with the requirements - both technically and in terms of data
- for it to function properly. A practical application of our approach
is outlined in Section 4. Section 5 discusses the dependencies within
our solution and the privacy implications of our risk assessment
approach. Finally, in Section 6, we conclude and propose ideas for
future work.

2 CONTEXT AND MOTIVATION
The European Horizon 2020 project GEIGER [21] aims to help
SMEs, and specifically micro-enterprises, to improve their cyberse-
curity posture and protect themselves against cybersecurity risks.
The GEIGER project targets the smallest and least digitally mature
SMEs. This group requires simple and understandable solutions,
that nonetheless manage to address all areas of cybersecurity risk
assessment [20]. We believe a threat-centric cybersecurity risk as-
sessment approach addresses these needs.

Cybersecurity risk assessment approaches inherently include a
view on threats, due to the link between the concepts of risk and
threat. At times researchers make this link explicit when employing
some variant of the definition risk = threat × vulnerability ×

consequence [11, 48]. In other approaches, such as when building on
the vulnerability-threat-control paradigm [37], the link is implicit,
but present.

Nevertheless, we can distinguish threat-based cybersecurity risk
assessment approaches - that centrally position the threat concept -
from approaches that are not threat-based. In Section 2.1 we focus
on cybersecurity risk assessment methodologies that are aimed
at SMEs and not threat-based. These approaches will often not
include the real-life threat environment [22]. Section 2.2 covers
threat-based approaches not specifically geared towards SMEs.

2.1 Cybersecurity Risk Assessment for SMEs
Although SMEs are often addressed as a single group, in the cyber-
security context there are large differences among SMEs [20]. This
motivates a need for solutions that adapt based on the organisa-
tional characteristics of SMEs, such as the SME country or region
[41], the SME sector [33] and the cybersecurity knowledge available
in the SME [55]. The European Digital SME Alliance additionally
proposes to take into account the role that an SME plays in the
digital ecosystem, distinguishing four categories: digital enablers,
digitally based SMEs, digitally dependent SMEs, and start-ups [20].

To attend to the needs of SMEs, certain cybersecurity risk assess-
ment methodologies have been adapted to be suitable for smaller
businesses [1, 15]. Maturity models are also often employed, due
to their ability to provide a complete assessment while being able
to adapt based on SME characteristics [4, 33, 56]. The difficulty
with all of these approaches is that they generally require a cer-
tain level of cybersecurity expertise to be present at the SME and
that they assume to be dealing with a motivated user. Although
these assumptions may hold for digital enablers and digitally based
SMEs, this certainly cannot be expected of the digitally dependent
SMEs and start-ups, who generally have little to no cybersecurity
knowledge and are therefore also minimally motivated to improve
their cybersecurity situation [24].

Cybersecurity risk assessment solutions would be better suited
to digitally dependent SMEs and start-ups if they could incorporate
the important psychological factors outlined by PMT and SDT
[31, 32]. Approaches explicitly incorporating behavioural theory
insights are promising [46], but contain knowledge requirements
that digitally dependent SMEs and start-ups cannot fulfil. Threat-
based risk assessment approaches offer interesting possibilities to
assist these least digitally mature SMEs.

2.2 Threat-Based Cybersecurity Risk
Assessment

Threat-based cybersecurity risk assessment approaches are not com-
monly applied to SMEs. That certainly does not imply, however,
that these approaches are not prominent. In privacy risk assessment,
the ability to prioritise controls from a threat-based methodology is
one of the reasons mentioned for preferring such an approach [14].
In cybersecurity risk assessment, threat-based approaches are pop-
ular not only for their prioritisation ability [3, 34, 39], but also due
to their ability to facilitate automation through threat catalogues
[9] and publicly shared incident information [29]. Common risk
assessment methodologies used in practice, such as STRIDE [42]
and OCTAVE [50], are also regularly threat-based.

The prevalence of threat-based cybersecurity risk assessment
methodologies aligns with the observation that real-life threat in-
formation should be incorporated in these approaches [22]. Threat
appraisal is central in PMT and surfaces when applying SDT in
the cybersecurity setting [32, 36]. By using insights from PMT and
SDT to design appropriate nudges [46, 52], threat-based approaches
have the potential to be highly suitable to SMEs [28].

We can conclude that threat-based cybersecurity risk assess-
ment approaches can motivate SMEs to improve their cybersecurity
under the right circumstances. The least digitally mature SMEs -
digitally dependent SMEs and start-ups - stand to gain the most
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[20]. Nevertheless, threat-based approaches are not commonly em-
ployed to assist SMEs. In the remainder of this paper, we formulate
a threat-based cybersecurity risk assessment approach for SMEs
and argue for the motivational benefits of such an approach.

3 A THREAT-BASED CYBERSECURITY RISK
INDICATOR

A threat-based cybersecurity risk assessment algorithm must be
supported by a data model and data sources that are equally threat-
centric. In this section, we describe how a threat-based view of SME
cyber-systems produces a data model supporting a threat-based
approach to cybersecurity risk assessment. We outline the data
required to enable our approach and describe the algorithm that
transforms the data into a cybersecurity risk indicator.

3.1 Data Model
The impetus for an SME owner to perform a cybersecurity risk
assessment is that they want to learn how to protect their SME.
Figure 1, adapted from Casola et al. [10], shows how this original
motivation serves as one of the aspects involved in a threat-based
cybersecurity risk assessment. The SME consists of assets that are
valuable to the SME, such as users and devices.

The vulnerability-threat-control paradigm [37] is a general frame-
work that can be used as a basis for our assessment approach.
Within the paradigm assets can have vulnerabilities that can be
exploited by threats, leading to loss or harm. Cybersecurity metrics
can be used to indicate the cybersecurity risk faced by a particular
asset. Cybersecurity metrics result from measuring the cyberse-
curity properties of an asset. The metric value should correlate
to the vulnerability of the asset being measured so that it can be
used in assessing risk. In this context, the risk indication given by
cybersecurity metrics signifies the potential of threats to exploit
vulnerabilities. To counter vulnerabilities and mitigate risk, the
SME owner can enforce countermeasures, which are sometimes
referred to as controls.

Figure 1: View on cyber-systems, adapted from Casola et al.
[10] to fit a threat-based cybersecurity risk assessment ap-
proach for SMEs.

Although the model in Figure 1 provides a clear depiction of
the concepts involved in our threat-based approach, it is not de-
tailed enough to serve as a basis for defining our algorithm data

requirements. Figure 2, a conceptual data model, addresses this
issue.

The risk profile, location, and sector elements of the enterprise
entity shown in Figure 2 allow the algorithm to adapt based on the
characteristics of the SME. Threats, metrics, and recommendations
are core elements of our model. We use the term recommendation
rather than countermeasure within the GEIGER solution, to distin-
guish the textual explanation and motivation (recommendation) -
which is the element shown to the user of our application - from the
action it describes (countermeasure). Both the recommendations
and metrics of our solution are related to threats, which have a
central position in our approach.

The metrics of our GEIGER solution measure two types of assets:
users and devices. For users, we measure their knowledge and
ability through interactive cybersecurity training and education.
Device metrics result from the measurement of device properties by
tools incorporated in the GEIGER solution. The metric values we
calculate allow us to determine an indication of the cybersecurity
risk faced by the SME: the GEIGER score. We can then present the
user with the most relevant recommendations, where relevance is
determined by the impact that the countermeasures corresponding
to the recommendations have on the threats included in the GEIGER
solution. The user can implement countermeasures based on the
suggested recommendations, to counter vulnerabilities andmitigate
risk. Implemented countermeasures lead to an improved GEIGER
score.

Figure 2: The conceptual data model underlying our threat-
based cybersecurity risk assessment approach.

3.2 Data Requirements
From Figure 2 we can derive the three main inputs required for our
algorithm: metrics, threats, and recommendations. Each metric and
each recommendation must relate to at least one threat.
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Additionally, as discussed in Section 2.1, our algorithm must be
able to adapt to different SME profiles. For the GEIGER project,
we focus on three specific characteristics to form the SME profile:
the SME category [20], the SME country, and the SME sector. The
required data then enters the system as global algorithm settings
through the curator of the project, as aggregate data from Computer
Emergency Response Teams (CERTs) linked to the solution, through
the user entering data, or from tools that are linked to the solution.
This process is depicted in Figure 3.

Figure 3 shows how users interact with the local component and
how CERTs and the curator provide data to the cloud component of
the solution. The local component is the application the user installs
on their device. The cloud component is required to facilitate data
sharing, as well as to update the algorithm based on new insights
and data.

Figure 3: Data flow diagram showing how data from vari-
ous sources flows through the system to be used in the algo-
rithm.

To define the threats that should be considered for our SME
target group, we look towards the European Union Agency for
Cybersecurity (ENISA). Since 2012, ENISA publishes an annual
list of top cybersecurity threats [30]. Through the years the list
has remained remarkably unchanged, which is why it serves as
an excellent basis for our threat-based approach. From the list of
top threats in 2020 [18], we select those threats which have been
present since the first list in 2012 and are not indicated by ENISA to
be part of another threat [17]. An exception is ransomware, which
is a type of malware, but is considered to be a sufficiently significant
threat to SMEs on its own to warrant inclusion.

To this set of threats, we add a threat category covering legal,
third party, and supply chain threats. These three threats are a part
of the general ENISA taxonomy [16]. They are especially relevant to
our SME target group, who have a large dependency on third parties
in the digital environment [20, 24]. We name this category ‘external
environment threats’, using terminology from socio-technical sys-
tems [12]. This gives the following threats, in order of appearance
of the ENISA top threats:

• Malware,

• Web-based threats,
• Phishing,
• Web application threats,
• Spam,
• Denial of service,
• Data breach,
• Insider threats,
• Botnets,
• Physical threats,
• Ransomware,
• External environment threats.

Figure 1 shows that metrics result from measuring the properties
of assets within the SME. Assets in our solution are classified as
employees or devices. The properties of these assets can either be
measured directly, or employees of the SME can be asked to pro-
vide the necessary information on the assets. Within the GEIGER
solution, we choose to (mainly) source our data from the direct
measurement of asset properties by tools included within the so-
lution. This is shown in Figure 3, by the data flows from local and
cloud tools to their respective data storages.

Besides improving metric values, SMEs can also implement coun-
termeasures (or controls) to counter vulnerabilities. Common coun-
termeasures can be sourced from a variety of parties, from National
Cyber Security Centres (NCSCs) and CERTs [35, 49], to standards
organisations [25, 26], to peer-reviewed research [57]. In our SME
context, we should be able to argue that the countermeasures in-
cluded in our solution are both necessary and sufficient. We should
not include more countermeasures than necessary, to keep our so-
lution simple. At the same time, the countermeasures we include
should be sufficient to cover all relevant areas of cybersecurity.

To address this issue we followed the following process. We first
collected a large set of over 300 countermeasures from publicly
available sources. We distilled this list to remove duplicates. We
then mapped our list to a standard set of security countermeasure
categories [26], to see which countermeasures could be removed
without losing coverage of a category. This process left a set of
necessary and sufficient countermeasures, of which four examples
are shown in Table 1.

For a functioning threat-based cybersecurity risk assessment
approach, we do not only need to define the necessary components,
but we also need to determine their relationships. In our concept,
both metrics and countermeasures impact threats. Furthermore,
each metric and countermeasure impacts only a subset of all threats.
Once tool owners and the curator of the solution have established
which metrics and countermeasures relate to which threats, they
must then determine impacts. To guide this process, we base our-
selves on the NIST Cybersecurity Framework [5], which has been
used to guide cybersecurity evaluation for SMEs before [7].

The NIST framework distinguishes five core functions: identify,
protect, detect, respond, and recover. The functions can be related to
various stages of a cybersecurity incident, from before the incident
(identify, protect), to during the incident (detect, respond), to after
the incident (recover). Since each phase is increasingly less likely to
occur, the impact of countermeasures and metrics in these phases
also decreases. Our approach, therefore, defines a default impact
of ‘high’ for countermeasures and metrics relating to the identify



A Threat-Based Cybersecurity Risk Assessment Approach Addressing SME Needs ARES 2021, August 17–20, 2021, Vienna, Austria

and protect functions, ‘medium’ for those relating to the detect
and respond function, and ‘low’ for those relating to the recover
function.

Table 1: An indication of the impact of metrics and coun-
termeasures on the common SME cybersecurity threats of
phishing and malware. Green arrows indicate improving
scores, whereas red arrows indicate that scores worsen.

The final piece of the puzzle, that allows us to calculate a single
indicator value for an SME, is determining the relative risks associ-
ated with each threat for each SME profile. This involves making
estimates of impacts and likelihoods, to calculate the common risk
value: risk = impact × likelihood [48, 50]. By surveying experts
as well as security literature and reports, we can gain initial insights.
However, this will not be sufficient to formulate risk estimations for
each SME profile, which is an essential part of creating an adaptable
approach [4].

This is why we propose to use CERT incident data to be able
to create risk estimations per profile. Figure 3 shows how CERT
incident data can be fed into our solution and aggregated, to then
be used in determining threat-specific risks for each SME profile.
Besides facilitating adaptability, the CERT incident data also allows
us to incorporate real-life threat information into our solution. We
hope this will promote perceived relatedness among SMEs.

3.3 Algorithm Description
In this section, we will describe the general mathematical repre-
sentation of our algorithm. An SME can be seen as a cyber-system
using the definition of Refsdal et al. [38]. Similarly, each asset of the
SME, such as an employee or device, can be seen as a cyber-system.
This allows us to formulate an algorithm that assesses sub-systems
and recursively iterates to arrive at an overall SME score.

Let S be the total set of cyber-systems of the SME, including
the SME itself. Let T be the set of threats and P the set of SME
profiles. Each combination of threat t ∈ T and profile p ∈ P has an
associated relative risk rpt ∈ (0, 100].

LetM be the set of metrics. The normalised value of a metricm ∈

M for cyber-system s ∈ S is given by vms ∈ [0, 1]. We distinguish
metrics that indicate improved security from metrics that indicate
worsened security. Theoretically, a single metric may even relate
positively to security for one threat, but negatively for another.
Hence, we define the Boolean indicator δmt , which equals 1 when a
metricm ∈ M relates positively to the relative risk associated with
threat t ∈ T .

We further define the impact of metricm ∈ M on threat t ∈ T
as imt . Recall that this impact may either be low, medium or high.
We map these categories to values of 0.1, 0.5, and 1.0, respectively.
To be able to keep track of which metrics have been calculated, we
define the Boolean variable λms , which equals 1 if metricm ∈ M
has been calculated for cyber-system s ∈ S .

We let C be the set of countermeasures. The variable ict has
an identical definition as in the metric case. The Boolean variable
λcs is now used to indicate whether a countermeasure c ∈ C has
been implemented for cyber-system s ∈ S . Since we only allow for
countermeasures to be implemented or not implemented, without
assigning a specific value, we have no analogue for the variable
vms specifying the metric value. Similarly, since countermeasures
always relate positively to security, there is no analogue to the δmt
variable.

All of our defined variables allow us to calculate the indicator
value Ispt specific to threat t ∈ T , for a cyber-system s ∈ S , which
is (part of) an SME with profile p ∈ P :

Ispt = 50 + 50 ·
∑
m∈M δmt · λms · imt · vms∑

m∈M δmt · λms · imt

− 25 ·
(∑

m∈M (1 − δmt ) · λms · imt · vms∑
m∈M (1 − δmt ) · λms · imt

+

∑
c ∈C λcs · ict∑

c ∈C ict

)
.

(1)

Equation 1 ensures the indicator value Ispt ranges from 0 to 100
and initially takes a value of 50. Note that our current assumption
is that countermeasures always apply to all cyber-systems under
consideration. However, if necessary, the algorithm could easily be
extended with an additional Boolean variable to permit variation
in this dimension.

Some of the divisors of Equation 1 equal 0 when no values have
been calculated. In this scenario, we set the value of the relevant
fraction to 0. The total indicator score over all threats, again ranging
between 0 and 100, is given by:

Isp =

∑
t ∈T Ispt · rpt∑

t ∈T rpt
. (2)

In essence, Equation 2 could be used to calculate the indicator
value for the complete SME, if the system s ∈ S considered is
the SME itself. However, in practice, there are privacy constraints
to sharing all data within the full company. Some of this data,
especially the security information related to employees, can be
sensitive. So, we need to formulate a process to arrive at an indicator
value representing the entire SME, without needing to share all
data items.

To solve this issue we recognise that SMEs, like any enterprise,
are generally hierarchically structured. The owner of the SME is
positioned at the top of the hierarchy and supervises one or more
employees. These employees, in turn, may supervise further em-
ployees. By incorporating this supervision structure in our scoring
mechanism, we can ensure that a minimal amount of data is shared,
while still arriving at an indicator value that accurately represents
the complete SME.

Within our approach, we distinguish two types of scores: user
scores and device scores. User scores relate to the knowledge and
ability of an employee within the SME, whereas device scores relate
to the security properties of the device. Each employee e ∈ S that
has installed the GEIGER application on a device they own will
therefore have at least two scores: their user score and the score of
the device they own. An employee may own multiple devices and
can therefore have more than two associated scores.
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An employee may not wish to share their user score per threat
with their supervisor, due to the sensitive nature of this information.
This is why we propose to only share aggregated data. Let ns be the
total number of metrics calculated to arrive at the indicator value
for cyber-system s ∈ S . Based on our earlier definitions, we have:

ns =
∑
m∈M

λms .

We define the set of employees E ⊂ S , to help in addressing
supervision. We then define Se ⊆ S to be the set of cyber-systems
belonging to employee e ∈ E. This set corresponds to the employee
themselves and the devices they own. Let Ee ⊂ E be the set of
employees supervised by employee e ∈ E. We then define the
aggregate score of employee e ∈ E as:

I
aдд
ep =

∑
s ∈Se Isp · ns +

∑
ê ∈Ee I

aдд
êp · n

aдд
ê∑

s ∈Se ns +
∑
ê ∈Ee n

aдд
ê

, (3)

where:
n
aдд
e =

∑
s ∈Se

ns +
∑
ê ∈Ee

n
aдд
ê . (4)

The recursive nature of Equation 3 and Equation 4 allow us to
iteratively calculate aggregate scores until we reach the aggregate
score of the SME owner. The aggregate score of the SME owner
represents all of the information available for scoring, and therefore
accurately represents the cybersecurity posture of the SME. Since
only aggregate data is shared, the scoring procedure preserves
privacy while still managing to achieve an accurate score. Table 2
provides an overview of all of the variables discussed in this section.

The formulation of our algorithm allows us to determine the
place our threat-based cybersecurity risk assessment approach
takes within the information security risk assessment (ISRA) taxon-
omy of Shameli-Sendi et al. [44]. Our approach is quantitative and
asset-driven. Additionally, assets are evaluated independently of
each other and risk assessment scores are propagated through re-
cursive formulas. Furthermore, we do not assign a monetary value
to assets.

Based on the ISRA taxonomy, our approach is similar to other risk
assessment approaches [2, 6, 43]. However, none of these method-
ologies uses threat-based techniques, nor do they use the hierar-
chical structure we propose to use for SMEs. We can conclude that
although our approach follows established guidelines for formu-
lating a cybersecurity risk assessment methodology, it has unique
elements. These elements are included to make our approach suit-
able for SMEs. The following section provides further explanation
on how our algorithm results are translated into visual representa-
tions to effectively nudge SME users.

4 EXEMPLAR OF PRACTICAL APPLICATION
Self-Determination Theory (SDT) is a theoretical framework used
in the study of motivational dynamics and individual behaviours
[13, 40]. SDT distinguishes intrinsic and extrinsic types of motiva-
tion and explains people’s psychology of being self-determined to
adopt behaviour and persist in an activity. SDT elaborates three fun-
damental psychological needs – autonomy, competence, and relat-
edness – and assumes that their satisfaction leads to self-motivation,
engagement, and positive outcomes [51].

• Autonomy: A desire to engage in activities with willingness
and a freedom of choice,

• Competence: A desire to interact effectively with the envi-
ronment for developing wanted outcomes and preventing
undesired events,

• Relatedness: A sense of belongingness and connectedness
to others or a social environment.

SDT is applied in cybersecurity [32] and security solution design
[45, 46] to explain the relationships between design features and
user motivation in cybersecurity. The basic psychological needs
are reliable mediators to study how security tool features support
user need satisfaction and consequent tool adoption. This section
presents the main GEIGER toolbox interfaces and outlines how
the toolbox features operationalised SDT constructs (autonomy,
competence, and relatedness) to encourage users to adopt GEIGER
for protecting their companies.

4.1 Main Interface
The structure of the main screen depicted in Figure 4 follows the
approach that the most important elements are displayed on top.
If a risk scan has already been carried out, the first thing the user
sees is their aggregated score, which is displayed in green (low),
yellow (medium), orange (high), or red (very high), depending on
the level of the risk. This gives a first impression of the overall risk
potential and should trigger the need to act depending on the threat
situation.

The score is shown noticeably large because it is an aggregation
of the user scores and the device scores across all threats. Depending
on the role of the user, the labelling of the score adapts to convey
whether the score represents the whole company or just one person
with its employees. The aggregated score and its colour support the
user’s familiarity with the overall potential risks in the company
and motivate the user for a desirable practice.

By pressing the scan risk button, the calculation of the latest
risk score is initiated. An intermediate screen shows that the app is
working in the background and how far advanced the calculation
process is. Furthermore, during this waiting period, the user should
be shown how their aggregated score is achieved, as well as those
of the employees they supervise. As soon as the calculation process
has finished, the main screen will be shown again with the current
aggregated score of the user as well as all threats with their current
scores.

Threats with higher risk scores are shown first. Each threat is
shown as a so-called card with the threat name, a threat visualisa-
tion, a threat score, and a button that leads to the recommendations
for a threat. The button ‘improve’ is coloured green, which contrasts
with the colours of high-risk scores to convey a positive action.

To get a quick overview of the situation of other devices or
employees, the coloured dots below the buttons show how many
devices or employees have been classified with which risk level
(left image of Figure 4).

4.2 Device and Employee Risk
Using the buttons ‘device risks’ and ‘employee risks’ of Figure 4,
the user can either navigate to a list with all their devices or to a list
with all their employees. Here, the aggregated scores over all threats
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Table 2: The variables used within the algorithm.

Variable Definition
S The set of all cyber-systems within the SME.
Se The set of cyber-systems belonging to employee e ∈ E, Se ⊆ S .
E The set of all employees within the SME, E ⊂ S .
Ee The set of employees supervised by employee e ∈ E, Ee ⊂ E.
T The set of all threats.
P The set of all SME profiles.
M The set of all metrics.
C The set of all countermeasures.
rpt Relative risk of threat t ∈ T , for profile p ∈ P .
vms Normalised value of metricm ∈ M , for cyber-system s ∈ S .
imt Impact of metricm ∈ M on threat t ∈ T .
ict Impact of countermeasure c ∈ C on threat t ∈ T .
λms Boolean variable equalling 1 when metricm ∈ M has been calculated for cyber-system s ∈ S .
λcs Boolean variable equalling 1 when countermeasure c ∈ C is implemented for cyber-system s ∈ S .
δmt Boolean variable equalling 1 when metricm ∈ M relates positively to the risk of threat t ∈ T .
Ispt Threat-specific cybersecurity risk indicator for cyber-system s ∈ S .
Isp Cybersecurity risk indicator for cyber-system s ∈ S .
I
aдд
ep Aggregate cybersecurity risk indicator for employee e ∈ E.
n
aдд
e Total number of metrics calculated to arrive at Iaддep .

are displayed for each device or employee (Figure 5). The employee
and device lists help the user to better handle security measures
in the company. Moreover, the prioritised list of visualised threats
and texts and the available tailored recommendations support user
competence and autonomy.

In general, as soon as a scan is carried out, the scores of the
devices are no longer up to date. This is depicted in the device risk
screen of Figure 5. The device is marked and the user is prompted
to open the app on the device and perform a scan.

In the case of employees, when the supervisor scans, they receive
a request to allow or deny sharing their scores with their supervisor.
For this reason, either the score is displayed on the employee screen
if permission has been granted, or the score is displayed as pending
or rejected (right image of Figure 5). Information sharing in GEIGER
is based on users’ permission. A user may choose to allow or deny
sharing their informationwith the supervisor, stimulating perceived
autonomy.

4.3 Recommendations
Using a tab, the user can switch between user- and device-specific
recommendations and sees the respective score directly on the tab
(left image of Figure 6). Depending on the tab, the user is shown
either their name or that of their active device.

Since the target group may still be unfamiliar with threat termi-
nology or with the concept of user and device scores, they are given
the opportunity to obtain additional information. Figure 6 shows
how this information can be accessed, for example, via a button
labelled ‘About Phishing’ or ‘About User Score.’ To prevent flooding

the user with information, the respective input is presented in the
form of several small blocks and with corresponding illustrations.

The recommendations with the highest impact on risk reduc-
tion are displayed, given that they correspond to the knowledge
level of the user and are yet to be implemented. Recommendations
that have been implemented are marked with a green tick. Each
recommendation is categorised with a risk reduction impact of low,
medium, or high.

The recommendations can contain learning content so that the
user ismore likely to recognise dangers and improve their behaviour
in the long term. There are also recommendations in which the
user must implement a precautionary measure, guided by step-by-
step instructions. The user can implement some recommendations
directly with the help of the app, while others require additional
tools that take on more complex tasks.

Recommendations that could be too demanding are marked as
‘Difficult,’ whereby the user is asked to contact a security defender
if necessary. In any case, the user can use the ‘Get Help’ button to
access a list of security defenders to receive more personal support.
The recommendation support embedded in GEIGER helps to pro-
mote perceived autonomy and competence. By enabling contact
with a trusted advisor, in the form of a security defender, we hope
to stimulate perceived relatedness and competence among users.

The GEIGER features are designed to provide information and
familiarity with different types of potential security threats and
improve user experience. Various colours and scores support users’
appraisal of the risks, and in turn, support extrinsic motivation to
enact security measures [36]. Consistent with SDT’s three basic
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Figure 4: Main interface (left) and score calculation process (right).

psychological needs, GEIGER features are designed to facilitate
daily self-determined cybersecurity improvement.

5 DISCUSSION AND LIMITATIONS
The GEIGER indicator relies on several threat-related metrics col-
lected by different GEIGER tools to provide relevant insight into the
risk level of an SME, including its devices and employees. This mod-
ule is part of the GEIGER ecosystem composed of scanning tools
(for threat detection), education tools (for training) and components
integrating data coming from different CERTs.

The confidence in the GEIGER indicator depends on the com-
pleteness of the collected data. In other words, the more data that
is available and recent, the more accurate the GEIGER indicator
is. Ideally, the uncertainty associated with a lack of data would be
quantified and communicated to the user. Although this is currently
not part of the GEIGER user interface, it could prove to be a valuable
addition.

The GEIGER solution is composed of several interdependent
components. The accuracy of the GEIGER indicator may come at a
cost; the cost of complexity. We should take care to translate this
underlying complexity into a simple and clear message to the user,
which is what we aim to achieve with the user interface outlined
in Section 4.

An important facet in harbouring user trust is adequately ad-
dressing confidentiality concerns [45]. The GEIGER indicator is
computed for each employee and no sharing - to the employees’
supervisor or the GEIGER cloud - is allowed before the consent
of this employee. The GEIGER indicator is GDPR-compliant by
respecting user preferences regarding data privacy.

Yet, we wish to go further than just compliance. Since the accu-
racy of the GEIGER indicator is largely determined by the amount
of data underlying its value, it will be necessary to create a comfort-
able environment for the user to provide consent to information
sharing [45]. However, we recognise that it will be challenging to
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Figure 5: Interfaces of all devices (left) and all employees (right) with respective risk scores.

find the right balance between pushing users to share data and
providing a comfortable setting, as these are somewhat conflicting
goals.

The GEIGER indicator is still in its prototype release. More val-
idation with end-user SMEs is planned in the coming months to
refine its scope and improve its reliability in terms of the suggested
recommendations to protect SMEs from the most impactful cyber-
threats.

6 CONCLUSION AND FUTUREWORK
Less digitally mature Small- and Medium-Sized Enterprises (SMEs)
are perhaps the most vulnerable to cybersecurity threats of all
organisations. These SMEs often lack the cybersecurity knowledge,
awareness, and resources to deal with cyber-attacks. Perhaps even
more worryingly, their limited connection to the cybersecurity
topic often causes a low motivation to improve their cybersecurity
posture. This is why we set out to answer the question: How can

we create a cybersecurity risk assessment approach for SMEs that
promotes user motivation?

Any appeal for adopting cybersecurity countermeasures is, di-
rectly or indirectly, motivated by a particular threat. Unsurprisingly,
threat-based cybersecurity risk assessment methodologies are a
popular tool. Besides having a natural ability to promote threat
appraisal, an important concept in behavioural theories such as Pro-
tection Motivation Theory (PMT) and Self-Determination Theory
(SDT), threat-based approaches facilitate automation and prioriti-
sation.

Nevertheless, threat-based cybersecurity risk assessment ap-
proaches are not commonly used to assist SMEs. We introduced a
threat-based cybersecurity risk indicator specifically aimed at SMEs
and discussed the data requirements to make the algorithm behind
such an indicator work. After outlining the details of our algorithm,
we covered a practical application of our approach, delineating



ARES 2021, August 17–20, 2021, Vienna, Austria van Haastrecht, et al.

Figure 6: Interfaces of user-specific recommendations for phishing.

how different user interface screens satisfied the three SDT needs:
autonomy, competence, and relatedness.

Our work shows that it is feasible to create a cybersecurity risk
assessment approach for SMEs that promotes user motivation. We
strongly believe that threats should play a central role in any such
solution.

We recognise that challenges remain and that more validation
of our approach is necessary. In future work, we plan to refine our
algorithm through the incorporation of extensive user feedback.
Additionally, we intend to further investigate threat prioritisation
and the possibilities of incorporating privacy-preserving ideas in
our algorithm. We hope that the new insights we gain will bring
the most vulnerable SMEs another step closer to security.
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