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DESIGN OF FIR FILTER USING LOOK UP TABLE AND MEMORY 
BASED APPROACH   

 

A.SIRISHA, P.BALANAGU & N.SURESH BABU 

 
Department of Electronics and Communication Engineering,  

Chirala Engineering College, Chirala. 

 
Abstract:  The main objective of this Paper is to develop Finite Impulse Response (FIR) Filter using look-up table (LUT) 
and memory based processor. The configuration is to reduce memory size, logic gate count and improve the speed of 
operation.  Digital filters are becoming ubiquitous in audio applications. As a result, good digital filter performance is 
important to audio system design. Digital filters differ from conventional analog filters by their use of finite precision to 
represent signals and coefficients and finite precision arithmetic to compute the filter response. In this Paper, FIR filter is 
implemented in Xilinx ise using VHDL language. VHDL coding for the FIR filter is implemented in this Paper and 
waveforms are observed through simulation. 
 
Keywords: Memory based, Look up table based, FIR filter. 

 
1. INTRODUCTION 
 
Filter is a frequency selective network. It passes a 
band of frequencies while attenuating the others. 
Filters are classified as analog and digital depending 
on nature of inputs and outputs. Filters are further 
classified as finite impulse response and infinite 
impulse response filters depending on impulse 
response.  
 Digital filters are used extensively in all 
areas of electronic industry. This is because digital 
filters have the potential to attain much better signal 
to noise ratios than analog filters and at each 
intermediate stage the analog filter adds more noise to 
the signal, the digital filter performs noiseless 
mathematical operations at each intermediate step in 
the transform. The digital filters have emerged as a 
strong option for removing noise, shaping spectrum, 
and minimizing inter-symbol interference in 
communication architectures. These filters have 
become popular because their precise reproducibility 
allows design engineers to achieve performance 
levels that are difficult to obtain with analog filters 
Digital Filters can be constructed from 3 fundamental 
mathematical operations.  
 

 Addition (or subtraction) 
 Multiplication (normally of a signal by a 

constant) 
 Time Delay i.e: delaying a digital signal by 

one or more sample periods 
  

Figure 1 shows a graphical means of describing a  
digital filter whereby the behavior of the filter is 
described by using the mathematical operations 
mentioned above. 

T

X(n) Y(n)

X(n-1)
AX(n-1)

Time Delay (Z-1) Multiply

Summation

A

 
Figure 1 Block diagram of a Simple Digital Filter 

The Impulse Response of a digital filter, h(n) is the 
response of the filter to an input consisting of the unit 
impulse function, δ(n). If the impulse response of a 
system is known, it is possible to calculate the system 
response for any input sequence x(n). By definition, 
the unit impulse is applied to a system at sample 
index n=0. So, the impulse response is non-zero only 
for values of n greater than or equal to zero i.e h(n) is 
zero for n<0. This impulse response is said to be 
causal otherwise the system would be producing a 
response before an input has been applied. It is 
known from the time-invariance property of a Linear 
Time Invariant System that the response of a system 
to a delayed unit impulse δ(n-k) will be a delayed 
version of the unit impulse, i.e h(n-k). It is also 
known from the linearity property that the response of 
a system to a weighted sum of inputs will be a 
weighted sum of responses of the system to each of 
the individual inputs. Therefore, the response of a 
system to an arbitrary input x(n) can be written as 
follows: 

 
IIR Vs FIR: FIR and IIR filters are the two common 
filter forms. A drawback of IIR filters is that the 
closed-form IIR designs are preliminary limited to 
low pass, band pass, and high pass filters. 
Furthermore, these designs generally disregard the 
phase response of the filter. For example, with a 
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relatively simple computational procedure excellent 
amplitude response characteristics may be obtained 
with an elliptic low pass filter while the phase 
response will be very nonlinear.  
In designing filters and other signal-processing 
system that pass some portion of the frequency band 
undistorted, it is desirable to have approximately 
constant frequency response magnitude and zero 
phases in that band. For casual systems, zero phases 
are not attainable, and consequently, some phase 
distortion must be allowed. As the effect of linear 
phase with integer slope is a simple time shift.  
A nonlinear phase, on the other hand, can have a 
major effect on the shape of a signal, even when the 
frequency-response magnitude is constant. Thus, in 
many situations it is particularly desirable to design 
systems to have exactly or approximately linear 
phase. 
Compared to IIR filers, FIR filters can have precise 
linear phase. Also, in the case of FIR filters, closed-
form design equations do not exist. While the 
window Method can be applied in a straightforward 
manner, some iteration may be necessary to meet a 
prescribed specification.  
The window method and most algorithmic methods 
afford the possibility of approximating more arbitrary 
frequency response Characteristics with little more 
difficulty than is encountered in the design of low 
pass filters. Also, it appears that the design problem 
for FIR filters is much more under control than the 
IIR design problem because there is an optimality 
theorem for FIR filters that is meaningful in a wide 
range of practical situations.  
  
The magnitude and phase plots provide an estimate of 
how the filter will perform; however, to determine the 
true response, the filter must be simulated in a system 
model using either calculated or recorded input data. 
The creation and analysis of representative data can 
be a complex task. Most of the filter algorithms 
require multiplication and addition in real-time. The 
unit carrying out this function is called MAC 
(multiply accumulate).  
The better MAC the better performance can be 
obtained. Once a correct filter response has been 
determined and a coefficient table has been 
generated, the second step is to design the hardware 
architecture. The hardware designer must choose 
between area, performance, quantization, 
architecture, and response. 
 
2.  FIR IMPLEMENTATION 
 
Finite Impulse Response (FIR) filters are one of two 
primary types of filters used in DSP, the other type 
being Infinite Impulse Response Filters (IIR) filters.  
The impulse response of an FIR filter is “finite" 
because there is no feedback in the filter. Compared 
to IIR filters, FIR filters offer the following 
advantages: 

They can easily be designed to be "Linear Phase”. 
Linear-Phase filters delay the input signal, but don’t 
distort its phase.  
They are simple to implement. On most DSP 
microprocessors, looping a single instruction can do 
the FIR calculation.  
FIR filters are suited to multi-rate applications. i.e: 
reducing the sampling rate (decimation) or increasing 
the sampling rate (interpolation), or both. Whether 
decimating or interpolating, the use of FIR filters 
allows some of the calculations to be omitted, thus 
providing an important computational efficiency. In 
contrast, if IIR filters are used, each output must be 
individually calculated, even if that output will be 
discarded (so the feedback will be incorporated into 
the filter).  
FIR filters have desirable numeric properties. In 
practice, all DSP filters must be implemented using 
"finite-precision" arithmetic, that is, a limited number 
of bits. The use of finite-precision arithmetic in IIR 
filters can cause significant problems due to the use 
of feedback, but FIR filters have no feedback, so they 
can usually be implemented using fewer bits, and the 
designer has fewer practical problems to solve related 
to non-ideal arithmetic.  
FIR filters can be implemented using fractional 
arithmetic. Unlike IIR filters, it is always possible to 
implement a FIR filter using coefficients with 
magnitude of less than 1.0. (The overall gain of the 
FIR filter can be adjusted at its output, if desired.)  
A disadvantage of using FIR filters is that they 
require more co-efficients than an IIR filter in order 
to implement the same frequency response, therefore 
needing more memory and more hardware resources 
to carry out mathematical operations. 
Some terms used in describing FIR filters are as 
follows: 
Impulse Response - The "impulse response" of an FIR 
filter is the set of FIR coefficients. Putting an impulse 
into a FIR filter which consists of a "1" sample 
followed by many "0" samples, the output of the filter 
will be the set of coefficients, as the 1 sample moves 
past each coefficient in turn to form the output. 
Tap - A FIR tap is a coefficient/delay pair. The 
number of FIR taps, often designated as "N" is an 
indication of ; the amount of memory required to 
implement the filter, the number of calculations 
required, and  the amount of "filtering" the filter can 
do. More taps means more stop-band attenuation, less 
ripple, narrower filters, etc. 
Multiply-Accumulate (MAC) - In a FIR context, a 
MAC is the operation of multiplying a coefficient by 
the corresponding delayed data sample and 
accumulating the result. FIR filters usually require 
one MAC per tap. Most DSP microprocessors 
implement the MAC operation in a single instruction 
cycle.  
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3. LUT BASED FIR DESIGN 
 
It reduces the logic needed to implement MAC 
operator to only adders and shifters.  It can be 
implemented on LUT “Look−up−table” based 
FPGAs without wasting resources. It has several 
implementation based on several trade-offs. Most FIR 
filters have constant operators so using this algorithm 
they can be implemented with very custom 
circuits. The advantage of this approach is its 
efficiency of mechanization. 
Significant work has been done on efficient 
computation of sinusoidal transforms and filters.  
Various algorithm-architecture co-designs have also 
been reported for efficient LUT-multiplier-based 
implementation of sinusoidal transforms. In an early 
paper had introduced a memory-based structure for 
the LUT multiplier based implementation of FIR 
filter.  
But, we do not find any further work to improve the 
efficiency of LUT multiplier based implementation of 
FIR filter. In this paper, we aim at presenting two 
new approaches for designing the LUT for LUT-
multiplier-based implementation, where the memory-
size is reduced to nearly half of the conventional 
approach.  
Besides, we find that instead of direct-form 
realization, transposed form realization of FIR filter is 
more efficient for the LUT multiplier based 
implementation. In the transposed form, a single 
segmented-memory core could be used instead of 
separate memory modules for individual 
multiplications in order to avoid the use of individual 
decoders for each of those separate modules. 
It consists of memory-units for conventional LUT-
based multiplica- tion, along with AS cells and a 
delay register.  
 
During each cycle, all the 8 bits of current input 
sample are fed to all the LUT-multipliers in parallel 
as a pair of 4-bit addresses.  

 
Figure 2 Conventional LUT-multiplier-based structure of an n-

tap transposed form FIR 

4.  MEMORY BASED FIR DESIGN 
 
Memory-based structures or Memory-based systems 
for those system. where memory elements like RAM 
or ROM is used either as a part or whole of an 
arithmetic unit. Memory-based structures are more 
regular compared with the multiply-accumulate 

structures, and have many other advantages, e.g., 
greater potential for high-throughput and reduced-
latency implementation, (since the memory-access-
time is much shorter than the usual multiplication-
time) and are expected to have less dynamic power 
consumption due to less switching activities for 
memory-read operations compared to the 
conventional multipliers. Memory-based structures 
are well-suited for many digital signal processing 
(DSP) algorithms, which involve multiplication with 
a fixed set of coefficients. Several architectures have 
been reported in the literature for memory-based 
implementation of discrete sinusoidal transforms and 
digital filters for DSP applications. 
It consists of a dual-port memory unit of size 
(consisting of 16 words of -bit width) and a shift-add 
(SA) cell. The SA cell shifts its right-input to left by 
four bit-locations and adds the shifted value with its 
other input to produce a -bit output.  
The shift operation in the shift-add cells is hardwired 
with the adders, so that no additional shifters are 
required. The outputs of the multipliers are fed to the 
pipeline of AS cells in parallel. Each AS cell 
performs exactly the same function as that of the AS 
node of the DFG. It consists of either an adder or a 
sub tractor depending on whether the corresponding 
filter weight is positive or negative, respectively.  
Besides, each of the SA cells consists of a pipeline 
latch corresponding to the delays. The FIR filter 
structure takes one input sample in each clock cycle, 
and produces one filter output in each cycle. The first 
filter output is obtained after a latency of three cycles 
(1 cycle each for memory output, the SA cell and the 
last AS cell). But, the first outputs are not correct 
because they do not contain the contributions of all 
the filter coefficients. The correct output of this 
structure would thus be available after a latency of 
cycles. 
 
5. RESULTS AND CONCLUSIONS 
 
The waveforms for the lut based and memory based 
designs are shown below. 

 

Figure 3 LUT Based FIR Design 
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Figure 4 LUT Based FIR Schematic 

 
Figure 5 LUT Based FIR RTL Schematic 

 
Figure 6 Memory Based FIR Design 

 
Figure 7 Memory based RTL schematic 

The total memory usage for LUT based and Memory 
based designs are 229224 kilobytes and 203488 
kilobytes. The time taken for evaluating the response 
for for LUT based and Memory based designs are 
7.165ns and 14.927ns.  
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