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Abstract - Information extraction from unstructured, ungrammatical data such as classified listings is difficult because 
traditional structural and grammatical extraction methods do not apply. The proposed architecture extracts unstructured and 
un-grammatical data using wrapper induction and show the result in structured format. The source of data will be collected 
from various post website. The obtained post data pages are processed by page parsing, cleansing and data extraction to 
obtain new reference sets. Reference sets are used for mapping the user search query, which improvised the scale of search 
on unstructured and ungrammatical post data. We validate our approach with experimental results. 
 
Keywords – Wrapper induction, information extraction, post, reference set, parsing. 
 

 
I. INTRODUCTION 

 
In the past few years, many approaches to Web 
Information systems, including machine learning and 
pattern mining techniques, have been proposed, with 
various degrees of automation. Hsu and Dung [5] 
classified wrappers into 4 distinct categories, 
including handcrafted wrappers using general 
programming languages, specially designed 
programming languages or tools, heuristic-based 
wrappers, and Web Information approaches. Chang 
[11] followed this taxonomy and compared Web 
Information systems from the user point of view and 
discriminated IE tools based on the degree of 
automation. They classified Information Extraction 
tools into four distinct categories, including systems 
that need programmers, systems that need annotation 
examples, annotation-free systems and semi-
supervised systems. 
 
The huge amounts of unstructured and ungrammatical 
data on the World Wide Web could be useful if the 
information contained within them could be 
extracted. Examples of such data sources are internet 
classified listings, such as those on Craigslist, 
classified ads, or internet forum postings.  
 
The input file of an IE task may be structured, semi 
structured or free-text. As shown in Figure 1, the 
definition of these terms varies across research 
domains. Soderland [8] considered free-texts e.g. 
news article, that are written in natural languages are 
unstructured, postings on newsgroup (e.g. apartment 
rentals), medical records, equipment maintenance 
logs are semi-structured, while HTML pages are 
structured. However, from the viewpoint of database 
researchers, the information stored in databases is 
known as structured data; XML documents are semi-
structured data for the schema information is mixed 
in with the data values, while Web pages in HTML 

are unstructured because there is very limited 
indication of the type of data. 

 
Fig. 1 Post for Information Extraction 

 
From our viewpoints, XML documents are 
considered as structured since there are DTD or XML 
schema available to describe the data. Free texts are 
unstructured since they require substantial natural 
language processing. For the large volume of HTML 
pages on the Web, they are considered as semi-
structured [9] since the embedded data are often 
rendered regularly via the use of HTML tags. Thus, 
semi-structured inputs are the documents of a fairly 
regular structure and data in them may be presented 
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in HTML or non-HTML format. For many IE tasks, 
the input are pages of the same class, still some IE 
tasks focus on information extraction from pages 
across various web sites. 

 
A. Wrapper Induction 
There are two main approaches to wrapper 
generation: wrapper induction and automated data 
extraction. Wrapper induction uses supervised 
learning to learn data extraction rules from manually 
labeled training examples. The disadvantages of 
wrapper induction are 

 The time-consuming manual labeling 
process and 

 The difficulty of wrapper maintenance. 
Wrapper Induction (WI)[1] systems are software 
tools that are designed to generate wrappers. A 
wrapper usually performs a pattern matching 
procedure (e.g., a form of finite-state machines), 
which relies on a set of extraction rules. Tailoring a 
WI system to a new requirement is a task that varies 
in scale depending on the text type, domain, and 
scenario. To maximize reusability and minimize 
maintenance cost, designing a trainable WI system 
has been an important topic in the research fields of 
message understanding, machine learning, data 
mining, etc. The task of Web IE which is concerned 
in this paper differs largely from traditional IE tasks. 
Traditional IE aims at extracting data from totally 
unstructured free texts that are written in natural 
language. Web IE, in contrast, processes online 
documents that are semi-structured and usually 
generated automatically by a server-side application 
program. As a result, traditional IE usually takes 
advantage of NLP techniques such as lexicons and 
grammars, whereas Web IE usually applies machine 
learning and pattern mining techniques to exploit the 
syntactical patterns or layout structures of the 
template-based documents. 

 
B. Constructing Reference Sets 
It’s not necessary to construct the reference set 
manually. The machine can construct its own 
reference set, which it can be use for extraction and 
matching using the algorithms. For example, suppose 
an auto-parts company has an internal database of 
parts for cars. This company might want to join their 
parts database with the classified ads about cars in an 
effort to advertise their mechanics service. Therefore, 
they could use reference-set based extraction to 
identify the cars for sale in the classified ads, which 
they can then join with their internal database. 
 
Reference set can be generated automatically from 
the posts themselves, which can then be used for 
extraction. Nonetheless, manual reference sets 
provide a stronger intuition into the strengths of 
reference-set based information extraction. 
Regardless of whether the reference set is constructed 
manually or automatically, the high-level procedure 

for exploiting a reference set for extraction is the 
same. To use the reference sets, the methods in this 
thesis first find the best match between each post and 
the tuples of the reference set. By matching a post to 
a member of the reference set, the algorithm can use 
the reference set's schema and attribute values as 
semantic annotation for the post (a single, uniform 
value for that attribute). 
 
Internal database might have its own internal 
identification attribute and since this attribute would 
be needed to join the cars identified in the classifieds 
with their database, it would need to be included as 
annotation for the post. In this case, since none of the 
classified ads would already contain this attribute 
since it's specific to the company, it would not be 
possible to include it as an automatically constructed 
attribute, and therefore the company would have to 
manually create their own reference set to include this 
attribute. So, in this case, the user would manually 
construct a reference set and then use it for extraction. 

 
C. Our Contribution 
The key contribution of the project is for information 
extraction that exploits reference sets, rather than 
grammar or structure based techniques. The project 
includes the following contributions: 

 An automatic learning system for matching 
and extraction of reference set. 

 A method that selects the appropriate 
reference sets from a repository and uses 
them for extraction and annotation without 
training data. 

 An automatic method for constructing 
reference sets from the posts themselves. 

 An automatic method for web post record 
extraction using reference set for searching 
accurate information. 

 
II. LITERATURE REVIEW 

 
The World Wide Web has more and more online web 
databases which can be searched through their web 
query interfaces. Deep web contents are accessed by 
queries submitted to web databases and the returned 
data are enwrapped in dynamically generated web 
pages. Often the retrieved information (query results) 
is enwrapped in Web pages in the form of data 
records. These special Web pages are generated 
dynamically and are hard to index by traditional 
crawler based Search engines, such as Google and 
Yahoo. Wei Liu, Xiaofeng Meng, and Weiyi Meng[3] 
call this kind of special Web pages as deep Web 
pages. With the flourish of the deep Web, users have 
a great opportunity to benefit from such abundant 
information in it. In general, the desired information 
is embedded in the deep Web pages in the form of 
data records returned by Web databases when they 
respond to users’ queries. Therefore, it is an 
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important task to extract the structured data from the 
deep Web pages for later processing.  
 
Template designers of deep Web pages always 
arrange the data records and the data items with 
visual regularity to meet the reading habits of human 
beings. In this paper, author explore the visual 
regularity of the data records and data items on deep 
Web pages and propose a novel vision-based 
approach, Vision-based Data Extractor (ViDE), to 
extract structured results from deep Web pages 
automatically.  ViDE is primarily based on the visual 
features  human users can capture on the deep Web 
pages while also utilizing some simple nonvisual 
information such as data  types and frequent symbols 
to make the solution more robust. However, there are 
still some issues like ViDE can only process deep 
Web pages containing one data region, while there is 
significant number of multidata-region deep Web 
pages. 
 
Nam-Khanh Tran; Kim-Cuong Pham; Quang-Thuy 
Ha [2] presents XPath-Wrapper Induction algorithm 
which leverages user queries and template-based sites 
for extracting structured information.  Template-
based sites have common properties. For example, 
pages within a web site have a similar structure, thus 
attribute values occur at fixed positions within pages. 
The fix positions can be defined as paths from the 
root to the node called XPath containing attribute 
values on DOM tree of the pages.  
 
Once attribute values in a few pages of a site are 
identified, one can infer their positions, and then use 
these to extract attribute values from remaining pages 
of the site. However, the task of extracting attribute 
values from these sites remains challenging as pages 
within site have a lot of spurious information such as 
advertisement information or dynamic user generated 
comments, etc. This paper restricts for only detail 
web pages.  
 
An Information Extraction (IE) task is defined by its 
input and its extraction. The input can be unstructured 
documents like post text that are written in natural 
language (e.g. Fig -1) or the semi-structured 
documents that are pervasive on the Web, such as 
tables or itemized and enumerated lists. The 
extraction target of an IE task can be a relation of k-
tuples (where k is the number of attributes in a 
record) or it can be a complex object with 
hierarchically organized data. For some IE tasks, an 
attribute may have zero (missing) or multiple 
instantiations in a record. The difficulty of an IE task 
can be further complicated when various 
permutations of attributes or typographical errors 
occur in the input documents. 
 
TSIMMIS is the approach that gives a framework for 
manual building of Web wrappers [9]. The main 

component of this project is a wrapper that takes as 
input specification file that declaratively states (by a 
sequence of commands given by programmers) where 
the data of interest is located on the pages and how 
the data should be “packaged” into objects. Each 
command is of the form: [variables, source, pattern], 
where source specifies the input text to be considered, 
pattern specifies how to find the text of interest 
within the source, and variables are a list of variables 
that hold the extracted results. The special symbol ‘*’ 
in a pattern means discard, and ‘#’ means save in the 
variables. 
 
W4F (Wysiwyg Web Wrapper Factory) is a Java 
toolkit to generate Web wrappers [9]. The wrapper 
development process consists of three independent 
layers: retrieval, extraction and mapping layers. In the 
retrieval layer, a to-be processed document is 
retrieved (from the Web through HTTP protocol), 
cleaned and then fed to an HTML parser that 
constructs a parse tree following the Document 
Object Model (DOM). In the extraction layer, 
extraction rules are applied on the parse tree to 
extract information and then store them into the W4F 
internal format called Nested String List (NSL). 
 
XWrap is a system that exploits formatting 
information in Web pages to hypothesize the 
underlying semantic structure of a page [9]. It 
encodes the hypothetical structure and the extraction 
knowledge of the web pages in a rule-based 
declarative language designed specifically for 
XWrap. The wrapper generation process includes two 
phases: structure analysis, and source-specific XML 
generation. In the first phase, XWrap fetches, cleans 
up, and generates a tree-like structure for the page. 
 
In addition to the categorization by input documents, 
an IE task can be classified according to the 
extraction target. For example, Sarawagi classified 
HTML wrappers into record-level, page-level and 
site-level IE tasks. Record-level wrappers discover 
record boundaries and then divide them into separate 
attributes; page-level wrappers extract all data that 
are embedded in one Web page, while site-level 
wrappers populate a database from pages of a Web 
site, thus the attributes of an extraction object are 
scattered across pages of a Web site. Academic 
researchers have devoted much effort to develop 
record-level and page-level data extraction, whereas 
industrial researchers have more interest in complete 
suites, which support site-level data extraction. 

 
III. PROPOSED ARCHITECTURE 
 
System architecture defines the system major 
component interaction model.  
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Fig. 2 System Architecture 
 

Architecture in fig. 2 describes the component 
interaction for web-scale information extraction using 
unstructured and un-grammatical data. The source of 
data will be collected from various post website. The 
obtained post data page will be processed by page 
parsing, cleansing and data extraction to obtain new 
reference sets. Reference sets are used for mapping 
the user search query, which improvised the scale of 
search on unstructured and ungrammatical post data. 
To extract the search information it build a record 
database of post data on various web sites.  
 
The system can be divided into three subsystems as 
Learning system, Data Extraction System and User 
Search Query System.   
 
A learning system is responsible for learning a new 
set of extraction rules for specific sites. A single web 
site may contain pages conforming to multiple 
different templates, from each website all samples of 
pages are collected and are clustered using Shingle 
based signature which is computed for each web page 
based on html tags. 
 
In Extraction system, the learnt rules are applied to 
the stream of crawled wed pages to extract records 
from them. For each incoming web page, the shingle 
based signature and page URL are used to find the 
matching rule for the page, which is then applied to 
extract the record for the page. 
 
A Search Query System, are used to search matching 
records based user query. For each request query will 
be matched based on the rules of learning system. 

A.  LEARNING SYSTEM 
1. Grouping Similar pages 
A large set of similar structure web pages will be 
grouped from the website. Although Web pages 
within a cluster, to a large extent, have similar 
structure, they also exhibit minor structural variations 
because of optional, disjunctive, extraneous, or 
styling sections. To ensure high recall at low cost, we 
need to ensure that the page sample set that is 
annotated has a small number of pages and captures 
most of the structural variations in the cluster. One 
way to create a relational data set from the posts is to 
define a schema and then fill in values for the schema 
elements using techniques such as information 
extraction. This is sometimes called semantic 
annotation. 

 
2. Extracting Reference Sets 
Extracting Reference Sets implements the approach 
to creating relational data sets from unstructured and 
ungrammatical posts. A reference set consists of 
collections of known entities with the associated, 
common attributes. A reference set can be an online 
(or offline) set of reference documents. 
 
First label each token with a possible attribute label 
or as “junk" to be ignored. After all the tokens in a 
post are labeled, then clean each of the extracted 
labels. To begin the extraction process, the post is 
broken into tokens. Using the post as an example, set 
of tokens becomes, {“11", “civic", “5speed"...}. Each 
of these tokens is then scored against each attribute of 
the record from the reference set that was deemed the 
match. 
 
To score the tokens, the extraction process builds a 
vector of scores, VIE. VIE is composed of vectors 
which represent the similarities between the token 
and the attributes of the reference set. 

 

 
 Fig 3- Extraction process for attributes 

 
Each VIE is then passed to a structured SVM(Support 
Vector Machine), trained to give it an attribute type 
label, such as make, model, or price.  
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Since there are many irrelevant tokens in the post that 
should not be annotated, the SVM learns that any VIE 
that does associate with a learned attribute type 
should be labeled as “junk", which can then be 
ignored. Without the benefits of a reference set, 
recognizing junk is difficult because the 
characteristics of the text in the posts are unreliable. 

 
3. Creating Relational data  
To use a reference set to build a relational data set, 
exploit the attributes in the reference set to determine 
the attributes from the post that can be extracted. The 
first step is to find the best matching member of the 
reference set for the post. This is called the “record 
linkage" step. By matching a post to a member of the 
reference set schema elements for the post can be 
defined by using the schema of the reference set, and 
standard attributes for these attributes are provided by 
using the attributes from the reference set when a user 
queries the posts.  
 
Next, perform information extraction to extract the 
actual values in the post that match the schema 
elements defined by the reference set. This step is the 
information extraction step. During the information 
extraction step, the parts of the post are extracted that 
best match the attribute values from the reference set 
member chosen. 

 
B. EXTRACTION SYSTEM 
 
Extracting Web Page Records implementation based 
on the learnt rules are applied to the stream of 
crawled wed pages to extract records from them. For 
each incoming web page, the shingle based signature 
and page URL are used to find the matching rule for 
the page, which is then applied to extract the record 
for the page. The extracted record will be stored in 
the database for user query search. 

 
C.  SEARCH QUERY SYSTEM 
 
User Search Query System implementation for user 
to search matching records based user query input. 
For each request query will be matched based on the 
rules of learning system. User input may not be in 
appropriate syntax or semantics, the system do an 
auto correction of the input using learning system 
data set and pose an appropriate query for search. 

 
IV. EXPERIMENTAL RESULTS 
 
This section presents results for unsupervised 
approach to selecting a reference set, finding the 
attributes and exploiting these attributes for 
extraction. Before examining the results we describe 
the post and reference set used in testing. 
 
Various data files are gathered from two different 
websites to evaluate the accuracy of query and 

performance of the system implemented. The input 
file should be html files. 
 
To measure accuracy of query and performance, 
compared it, in terms of query error rates and 
accuracy results obtained by running the implemented 
system on the gathered data from various sites. The 
system first extract the reference sets required for 
query correction using Learning System mechanism, 
and then runs the web data records process to build 
web link and URL database for user query matching. 
In last it runs user query system where user poses a 
query input for searching required contents. 

 
1.  Post Sets 

 
Fig. 4  Post from Craigslist 

 
Choose the set of posts to test different cases that 
exist for finding the appropriate reference sets. One 
set of post matches only a single reference set in our 
collection. It contains 500 posts from Craigslist 
classifieds and Clickindia classified ads for cars. 

 
2. Reference sets 

For this project references set for cars is used. In this 
cars make, model, price and location are considered. 
At the same time if there is any mistake in name of 
the cars make or model name it corrects it and then 
save into the reference set. For example, for 
‘MARUTI’ object the reference sets may be 
‘MARUTHI’ or for ‘HYUNDAI’ it may be 
‘HUNDAI’ or ‘HUNDAIE’.  Similarly It shows a 
like a word ‘TEN’ which can be reference of ‘ZEN’. 
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For example, ‘SANTRO’ may be ‘SANTO’ or 
‘CITY’ may be ‘CITI’. 

 

       

Fig. 5 Data Reference and Reference Sets 
 

Once the reference set is created it extracts the record 
from the web pages and web-page-record table is 
updated which contains page-data, ext-data, link, 
price and location as shown in fig 6. 

 

 
  

Fig. 6 Web Data Records data Structure 
 

If the query is given it performs keyword search and 
give the appropriate results. Whenever click on a 
particular link it will shows the actual web page from 
where that data is extracted. 
 
V. CONCLUSION AND FUTURE WORK 
 
Keyword search over semi-structured and structured 
data offers users great opportunities to explore better-
organized data. Our approach, reference-set based 
extraction exploits a reference set. By using reference 
sets for extraction, instead of grammar or structure, 
our technique free the assumption that posts require 
structure or grammar. This project investigates 
information extraction from unstructured, 
ungrammatical text on the Web such as web postings. 
Since the data is unstructured and ungrammatical, this 
information extraction precludes the use of rule-based 
methods that rely on consistent structures within the 
text or natural language processing techniques that 
rely on grammar. Our work describes extraction using 

a reference set, which define as a collection of known 
entities and their attributes. The project implements 
an automatic technique to provide a scalable and 
accurate approach to extraction from unstructured, 
ungrammatical text. The machine learning approach 
provides even higher accuracy extractions and deals 
with ambiguous extractions, although at the cost of 
requiring human effort to label training data. The 
results demonstrate that reference-set based 
extraction outperforms the current state-of-the-art 
systems that rely on structural or grammatical clues, 
which is not appropriate for unstructured, 
ungrammatical text. Reference-set based extraction 
from unstructured, ungrammatical text allows for a 
whole category of sources to be queried, allowing for 
their inclusion in data integration systems that were 
previously limited to structured and semi-structured 
sources. 
 
Textual characteristics of the posts make it difficult to 
automatically construct the reference set. One future 
topic of research is a more robust and accurate 
method for automatically constructing reference sets 
from data when the data does not fit the criteria for 
automatic creation. This is a larger new topic that 
may involve combining the automatic construction 
technique in this thesis with techniques that leverage 
the entire web for extracting attributes for entities.  
Along these lines, in certain cases it may simply not 
be possible for an automatic method to discover a 
reference set. 
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