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Abstract— Wireless multicast routing send and receives the data source to destination. High error rates, unfixed and 
changeable self of the signal power and broadcast change with time and environment regularly result in not 
effective links. These services more weak to internal attacks coming from compromised nodes that behave 
randomly to disrupt the network, also referred to as Inside attacks. Our method ensures that as long as a fault-free 
path exists between two node or multi nodes in multicast group they can communicate reliably even if an destroy 
majority of the network acts in a complex mode. Multicast Group is the link on different Multicast Group’s Group 
Leader in multi hops networks. 

Index Terms—mobile computing, Multi hop wireless networks, Byzantine resiliency, Byzantine attacks. 

 

I.  INTRODUCTION 

 Wireless networks are facing difficult situation of 
problems facing in ad-hoc networks every node 
maintained own infrastructure and with in the networks 
communicate to the multicast wireless networks. Each 
and every node can communicate to another node or 
group of nodes, problem attacking nodes can be in the 
network of groups or single node path. 

 Multicast nodes are moving the message to target 
nodes in that way any situation of nodes can facing and 
difficulty’s like that insider attacks block hole, worm 
hole and flood rushing. In this situation common for 
wireless networks and routing protocol can performed 
and detected to that complex attacks. Because some 
kinds of nodes are acts like genuine. Multicasting nodes 
between two nodes are any another group of nodes may 
be acts like that within the group. Wireless networks 
broadcasting the signals. Multigroup nodes are 
multicasting in multi hop nodes in group of nodes every 
group node become a member of group leader nodes. A 
group leader node can maintained every node previous 
information and signature of the nodes. When node to 
node or node to group of nodes broadcast the message 
passing verify to the database for every group leader and 
source node, trusted nodes only can received source 
messages. Our protocol ensures that multicast data is 
delivered from the source to the members of the 
multicast group, even in the presence of Byzantine 

attackers, as long as the group members are reachable 
through non-adversarial path. 

 Here an authentication framework is used to 
eliminate outside adversaries and ensure that only 
authorized nodes perform certain operations (only tree 
nodes can perform tree operations and only group nodes 
can connect to the corresponding multicast tree). 
SEIMR mitigates inside attacks that try to prevent a 
node from establishing a route to the multicast tree by 
flooding both route request and route reply. Tree nodes 
monitor the rate of receiving data packets and compare 
it with the transmission rate indicated by the source in 
the form of an MRATE message [1]. 

II.  SIMILAR WORK 

 MANET two mechanisms that detect misbehaving 
nodes reflecting dropping nodes and past information of 
the nodes are bad report to send the next node of 
neighbor. There are two mechanisms Secure data 
forwarding, detected misused nodes reports and metric 
level calculation of other nodes have been to ease 
damaging effect of packet dropping. 

 Honesty of the forwarded packet, upon detection of 
an unruly node, a report is generated and nodes update 
the rating of the reported bad node. The ratings of nodes 
along a good route are every so often incremented, at the 
same time as reception of naughtiness alert radically 
decreases the node rating. When a new route is 

91

International Journal of Computer and Communication Technology (IJCCT), ISSN: 2231-0371, Vol-5, Iss-2



 Secure Efficient On-Demand Insider Attacks Multicast Routing Protocol in Wireless Networks  

 

28 
 

necessary, the source node calculates a path metric 
equivalent to the standard of the ratings of the nodes in 
each of the route replies, and selects the route with the 
peak metric [3]. 

 An addition of the Ad Hoc On-demand Distance 
Vector (AODV) routing protocol has been proposed to 
protect the routing protocol messages. The Secure-
AODV scheme assumes that each node has certified 
public keys of all network nodes, so that in-between 
nodes can authenticate all in-transit routing packets. As 
the message traverses the network, middle nodes 
cryptographically authorize the signature and the hash 
value, create the kth element of the mix up sequence, 
with k being the number of traversed hops, and place it 
in the packet. The route replies are provided either by 
the destination or intermediate nodes having an active 
route to the required target, with the latter mode of 
process enabled by a dissimilar type of control packets 
[6].  

 MAODV is a reactive protocol that energetically 
creates and maintains a multicast tree for each group. It 
is an altered copy of AODV, a unicast routing protocol. 
Due to constraints of space, we present in this section a 
brief overview of only those aspects of MAODV 
relevant to our implementation. A detailed description 
of MAODV can be found in. Each node running 
MAODV maintains two routing tables: Route Table 
(RT) and Multicast Route Table (MRT). The Route 
Table is used for recording the next hop for routes to 
other nodes in the network. Each entry in RT contains a 
destination IP address, a destination sequence number, 
hop count to the destination, IP address of next hop, and 
the lifetime of this entry [1].  

A.   Node Authentication  

 The authentication framework prevents 
unauthorized nodes to be part of a multicast tree or of a 
multicast group. Each node authorized to join the 
network has a pair of public/private keys and node 
certificate that binds its public key to its IP address. 
Each node authorized to join a multicast group has an 
additional group certificate that binds its public key and 
IP address to the IP address of the multicast group.   

 Nodes in the multicast tree are authenticated using a 
tree token, which is periodically refreshed and 
disseminated by the group leader in the multicast tree 
with the help of pair wise shared keys established 
between every direct tree neighbors. Only nodes that are 
currently on the tree will have a valid tree token. To 
allow any node in the network to check that a tree node 
possesses a valid tree token, the group leader 
periodically broadcasts in the entire network a tree token 
authenticator [2]. 

 Hop count authentication is to prevent tree nodes 
from claiming to be at a smaller hop distance from the 
group leader than they actually are, we use a technique 
based on a hash chain. The group leader in GroupHello 
messages, which are broadcast periodically in the entire 
network, also includes the hop count anchor. This 
allows a tree node to prove its hop distance from the 
group leader to any node in the network. 

B.  Route Discovery  

 SEIMR’s route discovery allows a node that wants 
to join a multicast group to find a route to the multicast 
tree. To prevent outsiders from interfering, all route 
discovery messages are authenticated using the public 
key corresponding to the network certificate. Only 
group authenticated nodes can initiate route requests and 
the group certificate is required in each request. Tree 
nodes use the tree token to prove their current tree 
status. The requesting node broadcasts a route request 
(RREQ) message that includes the node identifier and 
its weight list, the multicast group identifier. The RREQ 
message is flooded in the network until it reaches a tree 
node. Only new requests are processed by intermediate 
nodes [1]. 

 When a tree node receives a RREQ from a 
requester, it initiates a response. The node broadcasts a 
route reply (RREP) message that includes that node 
identifier, the requester’s identifier and weight list from 
the request message. The RREP message is flooded in 
the network until it reaches the requester. 

C.  Multicast Route Activation  

 The requester signs and unicasts on the selected 
route an multicast activation message that include its 
identifier, the group identifier, and the sequence number 
used in the RREQ phase. The MACT message also 
includes a one-way function applied to on the tree token 
extracted from RREP, f(requestor, tree token), which 
will be checked by the tree node that sent the RREP 
message to verify that the nodes activated the route is 
the same as the initial requestor. 

 An intermediate node on the route checks if the 
signature on MACT is valid and if MACT contains the 
same sequence number as the one in the original RREQ. 
The node then adds to its list of tree neighbors the 
previous node and the next node on the route as 
downstream and upstream neighbors, respectively, and 
sends MACT along the forward route. During the 
propagation of the MACT message, tree neighbors use 
their public keys to establish pair wise shared keys, 
which will be used to securely exchange messages 
between tree neighbors. 
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 The requester and the nodes that received MACT 
could be prevented from being grafted to the tree by an 
adversarial node, selected on the forward route, which 
drops the MACT message.  

D. Multicast Tree Maintenance  

 Routing messages exchanged by tree neighbors, 
such as pruning messages are authenticated using the 
pair wise keys shared between tree neighbors.  Tree 
pruning occurs when a group member that is a leaf in 
the multicast tree decides to leave the group. A node 
initiates pruning from the tree by sending a message to 
its parent. The group leader periodically broadcasts in 
the entire network a signed Group Hello message that 
contains the current group sequence number, the c, and 
the hop count anchor. A signed Group Hello message 
containing a special flag also ensures that when two 
disconnected trees are merging, one of the group leaders 
is suppressed [1]. 

III. IMPLEMENTATION  

A.  Data flow mechanism  

 Each multicast handset stores the source in order in 
the Member Table. For each multicast group the node is 
participating in, the source ID and the time when the last 
Join Request is received from the source is recorded. If 
no Join Request is received from a source within the 
refresh stage, that entry is removed from the Member 
Table. A Routing Table is created on demand and is 
maintained by each node. An entry is inserted or up 
dated when a non-duplicate Join Request is received the 
node stores the destination the source of the Join 
Request and the next hop to the target the last node that 
propagated the Join Request. The Routing Table 
provides the next hop information when transmitting 
Join Tables.  

  
Figure 1. Multi group’s Multicast Routing Protocol 

 When a node is a forwarding group node of the 
multicast group, it maintains the group information in 
the Forwarding Group Table. The multicast group ID 
and the time when the node was last refreshed are 
recorded. 

 The Message collection is maintained by each node 
to identify duplicates. When a node receives a new Join 
Request or data, it stores the source ID and the sequence 
number of the packet. Note that entries in the Message 
store need not be maintained permanently. Schemes 
such as LRU (Least Recently Used) or FIFO (First in 
First Out) can be employed to expire and remove old 
entries and prevent the size of the Message store to be 
general Fig1. After the group establishment and route 
construction process, A multicast source can transmit 
packets to receivers via selected routes and forwarding 
groups. Periodic control packets are sent only when 
outgoing data packets are still present. 

B. Multigroup nodes communication 

 Implication shown that in Multicast Routing 
protocol, message from one Multicast group to the other 
doesn’t exist. Fig2 Represents the Groups form of types 
of nodes that can appear in Multicast settings or 
Multicast Groups. 

 

Figure 2. Nodes in Multi hop for Multicast Groups. 
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Let’s think a Multicast Group say in which the 
Group Leader needs to send a data to its Group member 
nodes D1, D2 and a member node A1 in another 
Multicast Group say GN2, then it has to send the data 
through the Group Leader of GN2. So, this explains the 
nature of Multicast Group Leaders to get connected and 
form Groups. We should also remember that when the 
data is transmitted to GN2 from GN1, GN1 will 
communicate with the GN2 and pass the token 
information after which GN2 checks the member node 
for the Destination. 

 Once the shortest path has been found, the 
encrypted data from the GN1 will be transmitted to the 
destination A1 in GN2 and will be decrypted only in the 
destination assuring data security while transmitting. 
Tree nodes can be either member nodes or nonmember 
node [5].  

IV.  GENERAL PROBLEMS  

 Byzantine attacks share certain features with the 
“selfish” node problem not forwarding the data packets 
of others. Attacks where the adversary has full control 
of an authenticated device and can perform arbitrary 
behavior to disrupt the system are referred to as 
Byzantine attacks.  In difference, the goal of a Byzantine 
node is to disrupt the communication of other nodes in 
the network, without regard to its own resource use [4]. 

1.  Black hole attack. A basic Byzantine attack is a 
black hole attack where the adversary stops 
forwarding data packets, but still participates in the 
routing protocol correctly. 

2.  Wormhole attack. If more than one node is 
compromised, it is reasonable to assume that these 
nodes may interact in order to gain an additional 
advantage. This allows the adversary to perform a 
more effective attack. Indeed, one such attack is a 
Byzantine wormhole, where two adversaries 
collude by tunneling packets between each other in 
order to create a shortcut (or wormhole) in the net 
work. 

3.  Flood rushing attack. One or several adversaries 
rush an authenticated flood through the network 
before the flood traveling through a legitimate 
route. This allows the adversaries to control many 
paths. Flood rushing can be used to increase the 
effectiveness of a black hole or wormhole attack.  

 

 

IV.  DATA FLOW  AND GROUPS LEADERS 
MECHANISM  

A.  New Joining Nodes  

 Group Leader (GL1) maintained the information 
about the nodes (GN1) and other group leaders (GL1, 
2...N). Each and every group leader maintained the 
information about the nodes individually. When new 
node N’ trying to join under the group leader, all group 
leader nodes broadcast the message to new nodes the 
new node searching for short distance circle group node 
and reply to nearest group leader.  

 The node information ID and signature verifying 
hop counting neighbor nodes using method for hello 
messages to broad cast send and received. Once join the 
non member node to group leader, node responsible and 
all kind of information send and received the group 
leader nodes. 

 Every group leader verifying the node information 
signature and ID past and present neighbor nodes metric 
calculation and finding the insider attacks nodes 
avoiding the group to that bad nodes. Group leader 
nodes when received the messages to broadcast before 
checking all previous and present timing. 

B.  Multi Nodes and Groups Leaders 

 Source Node Updating the network, then   Neighbor 
discovery sending RREQ to nodes and Group Leaders 
all nodes activate and RREP sending to Neighbor 
Nodes, group leader and nodes authentication checking, 
its invalid the node it is a malicious attacking node 
avoiding the neighbor discovery, its valid then continues 
the process.  

 Time based metric calculation hop by hop nodes. 
Any node not response to previous time or more time to 
reaching the neighbor node, the time metric recognized 
its unwanted node immediate sending the information to 
all nodes and group leader avoiding the links to 
neighbor nodes, regenerating process starts the activated 
new path. 

Route Discovery Selected the path activate 
request the path verifying its Id of group leader and 
nodes previous information checking. Signature 
verifying the nodes and group leaders, sending 
activation response message to Route is activated. 
Source Node gets the trusted route path to target nodes 
or group leaders.  
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Algorithm for multicast group communication 
protocol 

NEW JOINING NODES 

Create group leaders GL. 

Maintained information (GL1, 2…, N...). 

Individual GL node to node communication 

New node N’ joining the nearest group. 

Message passing N to N’ within the GL 

GL nodes N information Maintained  

GL verify N RREQ/ RREP and authentication. 

MULTI NODES AND GROUPS LEADERS  

Source S updating the network 

Neighbor discovery send RREQ to and GL, requester id, 
group id 

Broadcast (req) 

If (req is not found in requests list) then Verify 
Signature of req If (node's group is same as req's group) 
then Verify Signature of req in group Res = Create 
Signature with RREP, node id, group id requester id, 
weight list Broadcast (res) 

Else  

Broadcast (req) 
 Update Requests List (req)  
Update = true; prev_node = responder_id; total_weight 
= 0 
If ((node. group == res.group) AND (node.seq >= 
res.seq)) then 
 Exit 
Update hop_count and res.total_weight 
   prev_res = Find (response_list, res.req_id, res.group) 
   If ((prev_res) AND (res. total_weight > prev_res. 
total_weight)) then 
 Update = false; 
   If (update) then 
 VerifyHopCount (res) 
 VerifySign (res) 
 If (node == res.req_id) then 
Authentication checking GL  
Its not value avoiding the route stop 
Else 
W_timer ≠ (Node, GL) avoiding 
Else  
W_timer = (Node, GL)  
Signature verifying (GL, Node) 
Then 
Route activated to Target 
Source Send to Target GL Node. 
 

VI.  TESTING AND RESULTS 

 

Figure 3. Network Certificate Generated 

 

Figure 4. Node1 

  

Figure 5. Node2 
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Figure 6. Encription, Data Send To Target Node 

 

 Figure 7.  Decryption, Receives Original Data 

 

VII. CONCLUSION AND IMPLEMENTATION 

 Mutigroup multicast routing strategy is effective 
against strong insider attacks such as black holes, worm 
hole and flood rushing. Identifies and avoids adversarial 
links and it provides efficient authentication for nodes, 
as well as maintaining the tree at each stage data 
securely send source to destination. This implementation 
is only software based.  
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